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Abstract 

In this study, tactile coating surfaces of visually impaired individuals were detected 

using the deep learning method. For this detection, 4 of the You Only Look Once 

(YOLO) architectures, one of the best deep learning methods, were used. No ready 

data set was used in the study. A unique and new data set was prepared for the study. 

For the data set, 6278 images were taken from tactile coating surfaces. Images for 

real-time applications were obtained from many different environments. The tactile 

coating surfaces in the pictures were labelled separately. A total of 9184 tags were 

made. The dataset was implemented in YOLOv5, YOLOv6, YOLOv7, and YOLOv8 

architectures. The highest accuracy was achieved in the YOLOv8 architecture with 

an accuracy rate of 97%, F1-Score of 0.940, and mAP@.5 of 0.977. The model was 

applied with k-fold cross-validation to evaluate performance measurements. In order 

for the study to be used in real-time, the frame per second (FPS) was increased to 

150. 

 

 
1. Introduction 

 

According to World Health Organization data, 1 

billion people in the world have vision problems. Of 

this, 123.7 million are unidentified visual defects, 

65.2 million are cataracts, 6.9 million are glaucoma, 

4.2 million are corneal opacity, 3 million are diabetic 

retinopathy, 2 million are chronic conjunctivitis, and 

826 million are unidentified presbyopia-related visual 

disorders [1]. 

People with different degrees of visual 

impairment are closely affected by physical 

environmental conditions as well as economic and 

socio-cultural conditions. Urban space arrangements 

that do not meet the needs of visually impaired people 

often result in these people being confined to their 

homes. Visually impaired individuals can play an 

active role in society by providing limited vision with 

modern technology, the use of a cane or a guide dog 

[2]-[5]. 

Sensible surfaces were first developed by 

Seiichi Miyake in Japan in 1965. They are called 

“Tenji blocks” [6]. They were first used in the city of 

 

*Corresponding author: akarakan@aku.edu.tr             Received: 06.02.2024, Accepted: 03.10.2024 

Okayama in 1967 [7]. Then they gradually spread to 

other cities. The low cost of tactile surfaces has made 

them considered the most effective system for the 

visually impaired. Sensible surfaces are basically of 

two types: stimulating blocks and guiding blocks [8], 

[9]. The first use of tactile surfaces was by arranging 

dome-shaped points parallel to each other. Afterward, 

different tactile surfaces arranged in a zigzag shape, 

oval shape and bar/line shape were used. Sensible 

surfaces, usually yellow or red, are preferred for the 

circulation of the visually impaired [10-12]. They are 

used on sidewalks, subways, underpasses, bus and 

train stations, and other public areas. Although most 

people think that they are used for design purposes, 

they play a major role in the daily lives of visually 

impaired individuals [13]-[20]. 

Many studies have been done to aid the 

circulation of visually impaired individuals. With the 

development of technology, systems that can detect 

obstacles in advance and guide disabled individuals 

have been designed [20]-[30]. 

Einloft aimed to create a system that can 

detect indoor spaces such as shopping malls, 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1432965
https://doi.org/10.17798/bitlisfen.1432965
https://orcid.org/0000-0003-1651-7568
mailto:akarakan@aku.edu.tr
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subways, and bus terminals in order to help disabled 

individuals. The study was carried out in two stages. 

In the first stage; the gray-level co-occurrence matrix 

method used in image classification was used. In the 

second stage; Support vector machines, one of the 

supervised learning methods, were used. Although 

the initial results were promising, no numerical values 

regarding study accuracy were given [31]. 

Ghilardi has detected tactile parquet surfaces 

in real time to help visually impaired individuals. In 

this study, edge detection algorithms such as Canny, 

Lap-lace, and Sobel were used. In this study, they 

obtained a new approach by combining decision trees. 

There are 521 photographs in the created data set. 

Photographs were obtained with a smartphone 

attached to the person's waist at a height of one meter 

and at a 45-degree angle. There are 320 photographs 

of tactile parquet surfaces. There is no tactile parquet 

surface in the 201 photographs in the data set. In this 

study, the system operates at 16 FPS. The accuracy 

rate of the developed system is 88.48% [32]. 

Tactile parquet surfaces were detected using 

Jie image processing algorithms. Multicolor image 

segmentation and Kirsch edge detection algorithm 

were used in the system. Using the Hough 

transformation orientation, the tactile parquet surface 

was obtained as a strip. No numerical value is 

mentioned regarding the operating accuracy of the 

system, which has a 2 FPS operating speed and can be 

used portablely [33]. 

Asami and Ohnishi created a system that 

helps visually impaired individuals find themselves at 

a pedestrian crossing. The system consists of four 

parts. These consist of a USB camera integrated into 

the glasses, a vibrating wristband attached to the 

wrist, a notification system that gives warnings in the 

visually impaired alphabet integrated into the visually 

impaired cane, and a computer used to process the 

data coming from the USB camera. In this study, 

pedestrian crossings are detected using the 

normalized cross-correlation method in photographs 

taken from a USB camera. When a pedestrian 

crossing is detected, the user's wristband vibrates, 

allowing the user to stop in front of the pedestrian 

crossing. The developed system detects pedestrian 

crossings with 86.7% accuracy [34], [35]. 

Aktaş and his colleagues detected tactile 

parquet surfaces in real-time in order to help visually 

impaired individuals. In their study, they used 

YOLOv2, YOLOv3, and YOLOv3 DenseNet 

architectures. They prepared the data set themselves. 

Photographs were obtained from places that are 

frequently used in daily life, such as libraries, 

subways, parks, walking paths, and streets in various 

districts and regions of Istanbul. The captured 

photographs were converted to 1024 × 768 in order to 

be used quickly and conveniently in the system. The 

larger the data set, the higher the accuracy rate of the 

study. For this purpose, a data augmentation process 

was applied. The data set initially consists of 1200 

photographs. Then, the data set was replicated with 

the OpenCV Library. As a result of the data 

duplication process, 4580 data points were accessed 

in the system. During the data duplication process, 

operations such as mirroring, whitening, and rotation 

were performed. The dataset was used individually in 

three different YOLO architectures. The results were 

compared. The best results were achieved with the 

YOLOv3 DenseNet architecture. It has been 

understood that YOLOv3 DenseNet architecture is 

better than other models in detecting tactile parquet 

surfaces with 89% F1-score, 92% average sensitivity 

and, 81% IoU values [36], [37]. 

As a result of the literature review, it is 

understood that the use of previously made systems in 

daily life is quite difficult. These difficulties are 

systems with low FPS values. Real-time detection 

cannot be made with a low frame rate. In addition, 

previous studies have carried out the detection of 

tactile parquet surfaces both indoors and outdoors 

with only one system. Shopping mall, metro, etc. A 

separate system is created for interior spaces such as 

walkways and streets, and a separate system for 

exterior spaces such as walkways and streets. 

Therefore, the user must use extra equipment such as 

a computer, cane, and wristband in his backpack to 

use the system. In the studies conducted, there are 

problems such as the inability to complete the studies 

due to lack of data. Unlike the studies in the literature, 

the system used in this study performed real-time 

detection at 150 frames per second. With this system, 

tactile parquet surfaces were detected both indoors 

and outdoors without the need for extra equipment 

such as canes, wristbands, or computers. For this 

reason, a lot of photographs were used while 

preparing the data set. The photographs that make up 

the data set were collected from different places and 

at different times. Thus, a data set closer to real life 

was created. With the created data set, a system that 

works very well in real life has been realized. 

In this study, a model that can detect tactile 

parquet surfaces in photographs, videos, and real-time 

operating systems that can be used in assistive 

technologies for individuals with visual impairments 

was developed. Considering the applicability and 

suitability of deep learning methods in the field of 

image processing, deep learning methods and image 

processing algorithms were mainly used in this study. 

When it comes to object detection based on deep 

learning, the YOLO method gives very good results 
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in real-time detection. A data set consisting of 6278 

labeled photographs was used as the data set within 

the scope of this study. In the experiments conducted 

on the data set, tactile parquet surfaces were detected 

with an F1 score of 89%, an average sensitivity of 

92%, and an IoU value of 81%. The study has three 

important contributions. In this study carried out, a 

new and large data set was created in this field, and 

tactile parquet surfaces were detected by using the 

YOLO method on this data set without depending on 

a specific camera angle. A new model with high-

performance values has been developed. Deep 

learning methods have been used in the field of tactile 

parquet surface detection. 

 

2. Material and Method 

 

In this study, a model that can detect tactile parquet 

surfaces in photographs, videos, and real-time 

operating systems that can be used in assistive 

technologies for individuals with visual impairments 

was developed. The study was carried out in three 

stages. In the first stage, the data set was prepared. For 

this purpose, tactile coating surfaces found in real life 

were used. Thus, when the study was implemented, a 

higher rate of compliance was achieved in real life. In 

the second stage, the data set duplication process was 

applied. As the data set increased, the accuracy rate of 

the system increased. The highest accuracy was 

achieved by using the created data set in four different 

architectures. Since the work will be real-time, the 

FPS rate must also be very good. In the last stage it 

has been implemented in real life. Figure 1 shows the 

general structure of the study carried out for the 

detection of tactile coating surfaces. 

 

 

 

Figure 1. The general structure of the study was carried out for the detection of tactile coating surfaces. 
 

2.1. Data Set 

 

Tactile surface indicators should be arranged to 

indicate access to facilities along the route and warn 

of possible dangers. Among these indicators, the one 

in the form of a bar/line is called the guiding surface, 

and the one with dots is called the warning surface. 

Indicators in the form of bars/lines provide guidance 

in finding direction. Dotted indicators serve as 

warnings by placing them in potentially dangerous 

areas such as stairs, pedestrian crossings, and 

train/subway platforms. In short, bar/line indicators 

mean “go” and dotted indicators mean “stop” [38], 

[39]. 

While preparing the data set, tactile surface 

samples of different types and from different 

environments were taken. For this purpose, 6278 

photographs were taken. In these photographs, 9814 

tactile surfaces were labeled. Figure 3 shows 9 

different tactile surface examples from the data set. 

Since real-time detection will be made in this study, 

photographs were taken from as real environments as 

possible. Figure 2 shows examples of tactile surface 

parquet. 

 

 
a)                         b) 
 

Figure 2 a) Guiding tactile surface b) Stimulating tactile 
surface. 
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Figure 3. Labeling of different photographs used in the 
data set. 

 

2.2. YOLO Architecture 

 

Deep Learning is one of the sub-topics of the field of 

machine learning and is also the most current topic. 

Deep Learning methods are used as artificial neural 

network algorithms inspired by the structure of the 

human brain. Deep Learning is part of a broader 

family of machine learning methods based on 

learning data representations as opposed to task-

specific algorithms. Deep Learning, along with 

studies in the field of machine learning, has also 

pioneered the expansion of the scope of artificial 

intelligence. Compared to superficial learning, the 

concept of deep learning has the advantage of 

building deep layers to reach more abstract 

information. Deep learning-based methods are used 

successfully in many fields. One of these is automatic 

object detection. In this study, tactile coating surfaces 

were detected with YOLOv4, YOLOv5, and 

YOLOv6, which is a version of the deep learning-

based object detection method YOLO algorithm. 

YOLO is a deep learning-based object 

recognition algorithm developed by Joseph Redmon. 

YOLO performs object detection using a single neural 

network to estimate class probabilities along with 

bounding boxes. YOLO's architecture is based on a 

convolutional neural network and has a fast structure 

[40]. 

YOLO treats object detection as just a 

regression problem, using a single neural network. In 

addition, YOLO also uses a single neural network 

framework to estimate bounding boxes and class 

probabilities. While the detection process is 

performed, the YOLO algorithm estimates the class 

and coordinates of all objects in the photo by dividing 

the relevant photo into grids. Thus, object detection is 

treated as a single regression problem. YOLO can 

directly calculate location coordinates and 

classification of objects without intermediaries. It 

processes photographs at 150 frames per second, thus 

providing users with real-time object detection. In this 

way, it has faster prediction power than other 

methods. This means that in the area where the object 

will be detected, it passes the object it needs to detect 

through the network only once and completes the 

detection process. Considering the literature, it is the 

fastest general-purpose object detection method [41]. 

YOLOv4 was a real-time object detection 

model released in April 2020 and achieved the highest 

performance on the COCO dataset. It works by 

dividing the object detection task into two parts; 

Bounding boxes are used to determine the class of the 

object. Secondly, the Regression method is used to 

describe the position of the object through classifiers. 

The Yolov4 application uses the Darknet framework. 

Using YOLOv4, many new contributions have been 

added to the YOLO family alongside previous 

research contributions, including new features 

specific to YOLOv4: CSP, WRC, SAT, CmBN, Mish 

activation, Mosaic data augmentation, DropBlock, 

CmBN orchestration, and Like CIoU loss. In 

summary, better object detection network architecture 

and new data development techniques are used with 

YOLOv4 [42]. 

YOLOv5 is a model in the YOLO family of 

computer vision models. YOLOv5 is widely used to 

detect objects. YOLOv5 comes in four main versions: 

small (s), medium (m), large (l), and extra-large (x), 

each offering increasingly higher accuracy rates. Each 

variant also takes a different amount of time to train. 

In the graph, the goal is to create a high-performance 

object detection model (Y-axis) based on extraction 

time (X-axis). Preliminary results show that YOLOv5 

performs very well compared to other state-of-the-art 

techniques for this purpose. YOLOv5 variants run 

faster than Effi-cientDet. As the most accurate 

YOLOv5 model, YOLOv5x can process photographs 

much faster with the same level of accuracy as the 

Effi-cientDet D4 model. Although YOLOv5 derives 

most of its performance improvements from 

PyTorch's training routines, its modeling architecture 

is still close to YOLOv4 [43]. 

The YOLOv6 model was released by 

Meituan in June 2022. It gave good results in the 

COCO dataset comparison. The YOLOv6 model is 

built on the basis of the YOLO architecture and offers 

various improvements and new methods over other 

models of the YOLO family. YOLOv6 is written in 

PyTorch. YOLOv6 has three major updates: a 

hardware-friendly spine, neck design, and dedicated 

head for efficiency, and effective training strategies. 
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YOLOv6's object detection performance has been 

shown to be comparable to other CNN-based 

algorithms, with improvements in both speed and 

accuracy with incremental versions of the algorithm. 

In this study, the effect of different image sizes on the 

performance of YOLOv6 subarchitectures is shown. 

The data set used for the YOLOv6 model in this study 

was derived into two versions with dimensions of 

416x416 and 640x640 [44]. 

YOLOv7 has a fast and powerful network 

architecture. It achieves this with four features it has. 

These features, integration method, increased label 

assignment, and model training efficiency. YOLOv7 

requires much less computing hardware than other 

deep learning models. With YOLOv7, it can be 

trained quickly with small datasets even without pre-

trained weights. These features make YOLOv7 a 

more effective model. Object tracking algorithms 

generally divide the image into regions, select 

possible regions containing objects, and classify each 

region separately, which increases the processing load 

[45]. 

YOLOv8 is equipped with more advanced 

post-processing techniques than its previous versions. 

These techniques are applied to estimated bounding 

boxes and object scores produced by the YOLOv8 

neural network. With YOLOv8, it refines detection 

results, removes unnecessary detections, and 

increases the overall accuracy of predictions. These 

techniques include Soft-NMS, a variant of the non-

maximum suppression (NMS) technique used in 

YOLO architectures. Instead of completely deleting 

overlapping bounding boxes, Soft-NMS applies a soft 

threshold to them. YOLOv8 passes the image through 

the convolutional ANN at once and performs group 

normalization. This provides a frame processing 

speed that can vary from 5 FPS to 160 FPS [46]. 

 

3. Results and Discussion 

 

A computer with an AMD Ryzen 1500X 3.5 GHz 

processor was used in this study. NVIDIA GeForce 

GXT 1050Ti 4GB GDDR5 was preferred as the 

graphics card. Memory speed is 16 GB 3000 MHz. 

Firstly, the YOLOv8 dataset architecture was used. 

The training period for detecting tactile coating 

surfaces on the YOLOv8 architecture lasted 4 hours, 

49 minutes, and 15 seconds. For tactile-coated 

surfaces, the highest accuracy rate was 97.2% on the 

stimulating surface and 98.9% on the guiding surface. 

The average accuracy rate was 97.9%. Table 1 shows 

the results occurring in the YOLOv8 architecture. 
 

Table 1. Results of YOLOv8 architecture. 

Class Precision Recall F1-Score mAP@.5 mAP@.5:.95 

All 0.979 0.905 0.940 0.977 0.789 

Stimulating 0.972 0.914 0.942 0.973 0.719 

Guiding 0.989 0.896 0.940 0.980 0.859 

 

The guiding and stimulating surfaces on 

tactile coating surfaces have different accuracy 

rates. This is due to differences between tactile 

coating surfaces. The average performance values 

of the YOLOv8 architecture were Precision 97.9%, 

Recall 90.5%, F1-Score 0.940, mAP@.5 0.977, 

mAP@.5:95: 0.789. Figure 4 shows the confusion 

matrix implemented in the system. 

 
Figure 4. Confusion matrix resulting from YOLOv8 architecture. 
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A confusion matrix application was carried 

out to evaluate the performance of this study. The 

performance of the classification algorithm is 

visualized with the confusion matrix. For the 

confusion matrix, 406 images were used for detection. 

Figure 5 shows the confusion matrix results. 

As a result of the confusion matrix, the 

average accuracy was determined as 95.50%. The 

confusion matrix results were very close to the 

simulation results. The confusion matrix results and 

simulation results show that the study is suitable for 

the real environment. 

In this study, YOLOv5, YOLOv6, and 

YOLOv7 architectures were used as deep learning. 

The same data set was used in all studies. Thus, the 

error rate is minimized. The results for the YOLOv5, 

YOLOv6, and YOLOv7 architectures used in this 

study were shown in Figure 6. 
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Figure 5. Confusion matrix result.

 

Figure 6. YOLOv5, YOLOv6, and YOLOv7 architectures results. 

 

When the accuracy was examined in this 

study, the highest accuracy was obtained at 97.9% in 

the YOLOv8 architecture. The lowest accuracy was 

90.8% in the YOLOv7 architecture. The second and 

third accuracy rates were 92% in the YOLOv5 

architecture and 90.8% in the YOLOv7 architecture. 

When F1 scores are examined, the highest rate 

occurred in the YOLOv6 architecture. It was later 

implemented in YOLOv8, YOLOv5, and YOLOv7 

architectures. 

Since the work will be real-time, the FPS 

speed must be sufficient. In the YOLOv8 architecture, 

which gives the highest accuracy rate, the speed has 

increased up to 150 FPS. At this rate, it is sufficient 

for real-time detection. Real-time detection was 

carried out with photographs taken from the camera. 

K-Fold Cross Validation method: It divides the 

data set into “k” equal parts and creates validation 

data for each part one by one. Thus, each data point is 

used as validation data at least once. In this way, the 

overall performance of the model is evaluated more 

accurately. There are 6278 samples in the data set of 

the study. Here, the number k is determined as 5. In 

other words, the data set is divided into 5. There are 

1255 samples in each dataset. Their distribution is 

distributed in the same proportions as in the general 

data set. Figure shows the results after the K-Fold 

Cross Validation method. 
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Figure 7. K-Fold Cross Validation method. 

The average accuracy rate of the results 

obtained after the K-Fold Cross Validation method 

was 97.30. With this result, the overall result of the 

system is equal to the two results checked. Thus, it is 

understood that the overall performance of the model 

is good. 

In Figure 8, tactile coating surfaces have been 

determined in 9 different ways. To ensure that the 

system adapts to real life, it has been implemented at 

different times and in different environments. 
 
 
 
 
 

 

Figure 8. Detection of different tactile-coated surfaces. 

 

When the literature studies are examined, 

many studies have been done. In these studies, ready-

made data sets were not always used. In some studies, 

the most appropriate data set for the system to be 

prepared was prepared. Table 2 shows the comparison 

of literature studies. 
 

Table 2. Comparison of literature studies. 

Writer FPS Number of Image Architectural Architectural 

Ghilardi et all [22]  16.27 7000 Faster R-CNN %88.48 

Einloft et all [21] - 8766 Faster R-CNN - 

Jie et all [23]   2 1586 Faster R-CNN - 

Redmon et all [33] 70 6772 YOLOv3-Tiny %71 

Redmon et all [34] 60 350 Dronet %80 

Asami et all [24]   50 32 YOLOv5 %92 

Wang et all [30] 60   %92 

96,7

96,8

96,9

97

97,1

97,2

k1 k2 k3 k4 k5

K-Fold Cross Validation method

Precision %
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As a result of the literature review, it is 

understood that the usability of previous systems in 

daily life is quite difficult. These difficulties are that 

they have a low FPS value. For this reason, the 

systems made cannot be used in real-time. The 

systems made have focused only on the tactile coating 

in a certain place. In this case, different tactile 

coatings cause the surfaces to be detected at a very 

low rate or not detected at all. 

In this study, four of the latest versions of the 

YOLO architecture were used. In this way, the highest 

accuracy rate and FPS speed have been determined by 

making a comparison. FPS speeds are very good 

because YOLO architectures take only one look at the 

image and detect it. The speed of 150 FPS has been 

reached in the YOLOv8 algorithm. In this way, the 

detection process can be performed very easily in 

real-time. 

 

4. Conclusion and Suggestions 
 

This study was not prepared for just one location. It is 

prepared according to the environments you will 

encounter in real life. Ready-made data sets were not 

used for this. A unique data set was prepared for the 

study. Images from many different environments 

were used for the data set. Each tactile coating surface 

in these images is individually labeled. Therefore, it 

was more easily applied in the real environment. 

Additionally, YOLO architectures, the best 

deep learning method for real-time detection, were 

used. To achieve the best results in these 

architectures, YOLOv5, YOLOv6, YOLOv7, and 

YOLOv8 architectures were used. The highest result 

was 97% accuracy in the YOLOv8 architecture. A k-

fold cross validation process was applied to measure 

the performance evaluation of the study. Ultimately, 

it proved the performance of the model. In order for 

this study to work in real time, the FPS speed must be 

good. In the study, the FPS rate was increased up to 

150 with the YOLOv8 architecture. 

 

Statement of Research and Publication Ethics 

 

The study is complied with research and publication 

ethics.
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Abstract 

In recent years, to provide power for wearable electronics, the mechanical energy 

obtained from environmental conditions through the piezoelectric nanogenerator into 

electricity has attracted interest. In this study, polyvinylidene fluoride (PVDF), lead 

zirconium titanate (PZT), and graphene nanoplatelets (GNP) based piezoelectric 

nanogenerators (PENs) were fabricated using electrospinning method. The 

experimental results evaluated using Thevenin’s, Norton’s, and the maximum power 

transfer theorems exhibited that the PVDF/PZT/GNP-based PEN had a 2.76 times 

greater electrical power efficiency (0.24 µW) at the resonance frequency of 20 Hz 

compared to that of the PEN based on the pure PVDF (0.09 µW) at the vibrational 

frequency of 25 Hz. The piezoelectric energy harvesters are highly suitable as self-

powered wearable motion sensors because of the direct relationship between the 

vibration frequency and the generated output power. 

 

 
1. Introduction 

 

Although batteries are among the traditional power 

sources, they are limited in terms of power efficiency, 

energy storage capacity, power efficiency, and 

lifetime and require recurrent recharging. Therefore, 

recent advances in various small, mobility portable, 

remote-sensing, and low-power devices have 

increased the need for unconventional power sources 

[1]- [3]. As a result, in recent years there has been a 

significant increase in studies investigating energy 

harvesting devices as a preferred primary power 

source to bring down battery recharging and 

replacement costs and extend device life [4], [5]. For 

electronic devices used in sensor points [6], 

biomedical devices, health monitoring systems [7], 

and large-scale sensor networks [8], [9] that detect 

interactions at a distance, the use of energy harvesting 

devices can extend the lifetime of electronic devices 

and provide alternative specialized applications. 

Energy harvesting can be explained as the direct 

conversion of environmental energy sources such as 

mechanical, thermal, solar, bioenergy, hydropower, 

 

*Corresponding author: levent.parali@cbu.edu.tr             Received: 26.03.2024, Accepted: 10.10.2024 

and wind into electrical energy using a specific 

material or transmission mechanism. 

In order to convert human movement [10], 

mechanical vibration [11], water flow [12], etc. into 

electrical energy, piezoelectric nanogenerators 

commonly used in energy harvesting systems offer a 

simple and innovative approach. Flexible polymer 

piezoelectric nanogenerators (PENs) have been 

widely built as structured in different forms using 

polyvinylidene difluoride (PVDF) and its 

copolymers. The PVDF has five crystalline types (α, 

β, γ, δ, and Ɛ) depending on its chain conformation, 

the β and γ phases among crystalline types provide an 

advantage for the fabrications of actuators, sensors, 

batteries, and filters due to the fact that they have the 

greatest electrically active phases [13]-[14]. In order 

to enhance the β-phase transformation of PVDF, 

several approaches such as increasing the phase 

transition by applying a strong electric field [15], 

mechanical stretching [16], and the addition of 

nucleating fillers and particles [17], [18], etc. have 

been used in the literature.  

Since the PZT (Pb (ZrxTi (1-x)) O3) ceramic 

particles have higher piezoelectric values and 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1458956
https://doi.org/10.17798/bitlisfen.1458956
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mechanical properties, they are widely used in the 

fabrication of the PVDF/PZT-based piezoelectric 

nanogenerator [19], [20]. Recently, in order to further 

strengthen the connection between randomly 

dispersed ceramic particles in the polymer matrix 

(three-phase composite) and to improve the PVDF’s 

β-phase, there has been a focus on the incorporation 

of some amount of filler (third conductive phase) such 

as carbon nanotubes (CNTs) [21], graphene particles 

(GNPs) [22], hydrated ionic salts [23], halides [24] 

into the polymer matrix. 

This study aims to introduce the production 

of electrospun mats obtained through the 

electrospinning process, to show how they can be 

designed as a piezoelectric nanogenerator, and to 

determine their electrical performances using the 

vibrational energy harvesting system. 

 

2. Material and Method 

2.1. Materials  

Polyvinylidene difluoride (PVDF) (MW: 534.000 

g/mol, Alfa Aesar) was chosen as a polymer substrate 

while a PZT-5A (Navy Type II / APC 850, a particle 

size of < 1 μm) and Graphene Nanoplatelets (Nova 

Scientific Resources-M Sdn. Bhd.) were decided on 

doping materials respectively. Furthermore, N-

dimethylformamide (DMF, Merck) (99.5%) and 

acetone (C3H6O, Merck) were used as chemical 

solvents.  

2.2. Production of Electrospun Mat Through 

Electrospinning  

The production stages of all electrospun mats are 

depicted in detail in Figure 1. The electrospinning 

method is a voltage-controlled producing process 

controlled by a specific electro-hydrodynamic 

phenomenon, to produce thin fiber mats from a 

polymer containing solutions. In this study, the initial 

sample consisted of pure PVDF, while the content of 

the second composite was built of the PVDF 

incorporated with the PZT and the pristine GNPs. 

For the first specimen, the pure PVDF 

solution was constructed by dissolving PVDF powder 

(10% w/v) in a solvent consisting of a mixture of 

DMF and Acetone (DMF: 4.5 ml, Acetone: 10.5 ml) 

at 50 °C for 2 hours with magnetic stirring. On the 

other side, in order to dissolve GNPs in a weight ratio 

of 1.5wt.% in acetone, an ultrasonic mixing process 

was utilized for 3 hours, and then the PZT particles 

(15vol.%) were added to the GNP solution. All mixed 

solutions were stirred as additional by an ultrasonic 

and a magnetic stirrer for 5 hours again. Finally, the 

second sample solution was obtained by transferring 

the homogeneous PZT/GNP suspension to the PVDF 

solution and additional stirring for 5 h with a magnetic 

stirrer.  

 

 

Figure 1. Production of the electrospun fiber mats using Electrospinning.
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Consequently, the pure PVDF and the 

PVDF/PZT/GNP solutions were filled into the plastic 

syringe (diameter of syringe: 10 mL, a metallic needle 

with a 0.4 mm inner diameter), separately. The 

syringe was placed vertically on the pump, and the 

positive tip of the high-voltage supply was connected 

to the metal needle tip while the negative lead of the 

power supply was grounded. The rotation speed of the 

drum collector surrounded with aluminum sheet was 

2400 rpm. When the solution was injected via a pump 

delivery rate of 4.0 mL/h into the rotating drum 

collector, the interval between the needle tip and the 

rotating drum collector was 15 cm. During solution 

injection, when the high-voltage supply value reached 

15kV, the electrostatic force acted in the opposite 

direction, and the polymer solution at the Taylor cone 

was adhered as fiber form on the collector by 

overcoming the surface tension. 

2.3. Fabrication of the PEN  

In order to design a PEN device, an electrospun film 

cut to a size of 4 x 4 cm2 was positioned between two 

conductive aluminum electrodes as shown in Figure 

2. a. 

 

 

Figure 2. The fabrication stages of the piezoelectric 

nanogenerator.  
 

Two copper cables were then attached to the 

surface of the aluminum electrodes on both sides with 

silver glue to ensure electrical conductivity. 

Afterward, as seen in Figure 2. b, the fabricated 

sample was fully protected by Kapton tape for a 

uniform packaging structure and finally obtained the 

flexible PEN device (Figure 2. c).  

 

3. Results and Discussion 

3.1. Structural Characterizations  

The crystalline phase (X-Ray Diffraction, 

PANalytical Empyrean), Fourier-transform infrared 

spectroscopy (Bruker FTIR-ATR system), and 

morphology analyses (SEM: scanning electron 

microscopy, SUPRA 40VP) of the pure PVDF and the 

PVDF/PZT/GNP based fiber mats were shown 

Figures 3, 4, and 5 respectively as explained in detail 

in our previous study [25]. 
 

 

Figure 3. XRD Patterns of the neat PVDF and the 

PVDF/PZT/GNP with GNP loading concentration of 

1.5wt.% [25]. 

 

According to Figure 3, the diffraction peak at 

20.37° associated with the β phase, the characteristic 

diffraction peaks related to both the PZT (21.4°, 

30.7°, 38°, 44.1°, 49.4°, 54.8°, and 64.4°) and the 

GNP (26.27°) exhibited the implementation of the 

electrospinning method in the formation of all 

samples remarkably reinforces the formation of the 

piezoelectric nanogenerator [25]. 

 

 

Figure 4. FTIR spectra of the pristine PVDF and the 

PVDF/PZT/1.5GNP [25]. 

 

When the FTIR spectra of all samples in 

Figure 4 are examined, it is deduced that the PEN 

based on the PVDF/PZT/1.5GNP reached the highest 

fraction of the β phase (97.73%) compared to the 

pristine PVDF (70.93%) [25]. Furthermore, the peaks 

(482°, 837°, 876°, 1068°, 1175°, 1272°, and 1400°) 

corresponding with the β phase shown in Figure 4 

demonstrated an increase in the β phase formation of 

the composite structure [25]. As seen in SEM 

micrographs in Figure 5, it is observed that the PZT 

particles collected on fibers associated with the 

PVDF/PZT/GNP composite (Figure 5. b) due to the 

revolting force of the electric charges in contrast to 

the neat PVDF (Figure 5. a) [25]. 
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Figure 5. SEM images for the neat PVDF (a), the 

PVDF/PZT/1.5GNP electrospun mats (b) [25]. 

 
3.2. Electrical Performances of the PEN  

In order to determine the electrical 

performances (voltage, current, and power) of the 

PEN device, Thevenin’s, Norton's, and the maximum 

power transfer theorems were utilized through the 

two-terminal network system shown in Figure 6. 

 
Figure 6. A linear two-terminal circuit. 

 

Figure 7 indicates Thevenin’s, Norton's, and 

the maximum power transfer equivalent circuits 

associated with the PEN. 

  

 

Figure 7. The Thevenin’s (a), the Norton’s (b), and the maximum power transfer (c) equivalent circuits of a PEN. 

 

For AC circuit analysis, Thevenin’s 

equivalent circuit consists of Thevenin’s voltage-VTH 

connected in series with Thevenin’s impedance-ZTH 

(Figure 7. a) while Norton’s equivalent circuit 

contains Norton’s current source-INT connected in 

parallel with Norton’s impedance-ZNT (Figure 7. b) 

[26]- [27].  

As seen in Figure 7. a, if the terminals of the 

PEN device are open-circuited by removing the load 

impedance (ZL), the open-circuit voltage between the 

terminals-VOC will be equal to the voltage source VTH, 

since no current is flowing in the circuit (VTH=VOC). 

When all independent sources are turned off, the input 

impedance-Zi between the PEN tips will be equal to 

the Thevenin’s impedance-ZTH (Zi = ZTH). 

According to Figure 7. b, when the PEN’s tips 

are shorted, Norton’s impedance-ZNT will be shorted 

(ZNT = 0) as well, hence Norton’s current-INT equals a 

short circuit current-ISC (INT=ISC). If the independent 

energy sources are turned off, the input impedance-Zi 

between the PEN terminals will be equal to Norton’s 

impedance-ZNT (Zi = ZNT). 

As a result of all these explanations, 

considering the relationship between Thevenin’s and 

Norton’s theorems, we can write the following 

equation 1: 

 

𝑍𝑇𝐻 = 𝑍𝑁𝑇 =   
𝑉𝑂𝐶

𝐼𝑆𝐶
                              (1) 

 

According to Figure 7. c, the electrical power 

on the load impedance (ZL) can be expressed by the 

following equation 2:  

 

𝑃 = 𝑖2. 𝑍𝐿 = (
𝑉𝑇𝐻

𝑍𝑇𝐻+𝑍𝐿
)

2

. (𝑍𝐿) =

(
𝑉𝑇𝐻

𝑅𝑇𝐻+𝑗𝑋𝑇𝐻+𝑅𝐿+𝑗𝑋𝐿
)

2

. (𝑅𝐿 + 𝑗𝑋𝐿)      (2) 

Due to the fact that the load resistance is a 

variable parameter, in order to find the maximum 

power, we differentiate the electrical power according 

to the load resistance, and this derivative must equal 

zero. After simplification, we get the below 

expressions.  

 

𝑋𝐿 + 𝑋𝑇𝐻 = 0 

     𝑋𝐿 =  − 𝑋𝑇𝐻 
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It can be obtained from equation 3 by using 

the above relations [28]. 
 

𝑑𝑃

𝑑𝑅𝐿
= 𝑉𝑇𝐻

2 {
(𝑅𝑇𝐻+𝑅𝐿)2 𝑑

𝑑𝑅𝐿
(𝑅𝐿)−𝑅𝐿

𝑑

𝑑𝑅𝐿
(𝑅𝑇𝐻+𝑅𝐿)2

(𝑅𝑇𝐻+𝑅𝐿)4 }  (3) 

 

𝑑𝑃

𝑑𝑅𝐿
= 𝑉𝑇𝐻

2 {
(𝑅𝑇𝐻+𝑅𝐿)2− 2𝑅𝐿(𝑅𝑇𝐻+𝑅𝐿)

(𝑅𝑇𝐻+𝑅𝐿)4
} = 0        (3.1) 

(𝑅𝑇𝐻 + 𝑅𝐿)2 − 2𝑅𝐿(𝑅𝑇𝐻 + 𝑅𝐿) = 0            (3.2) 

𝑅𝑇𝐻 = 𝑅𝐿                                               (3.3) 

From Eq.3.3, when Thevenin’s resistance-

RTH is equal to the load resistance-RL, it can be 

concluded that the maximum power will be 

transferred from the source to the load. Hence, we can 

achieve the equation. 4.1 via the equation. 4 [28]. 

𝑃𝑀𝑎𝑥 = (
𝑉𝑇𝐻

𝑅𝑇𝐻+𝑅𝑇𝐻
)

2

. 𝑅𝑇𝐻       (4) 

 

𝑃𝑀𝑎𝑥 =
(𝑉𝑇𝐻)2

4𝑅𝑇𝐻
 =  

(𝑉𝑇𝐻)2

4𝑅𝐿
               (4.1) 

 

We can also rewrite equation 1 as equation 5. 

 

𝑅𝑇𝐻 =   
𝑉𝑂𝐶

𝐼𝑆𝐶
        (5) 

Figure 8 depicts the experimental setup of the 

vibration energy harvesting system used to determine 

the piezoelectric performance of the PEN, which 

varies in proportion to the mechanical sensing 

performance, as well as several photographs of the 

manufactured PEN (Figure 8. a). 

 

 

 

Figure 8. Vibrational energy harvesting system, and a photograph associated with fabricated PENs. 

 

The vibrational energy harvesting system 

(Figure 8. b) is built of a magnetic shaker that vibrates 

an aluminum cantilever through a frequency signal 

generator at vibrational frequencies (5, 10, 15, 20, and 

25 Hz). A power amplifier in the system provides a 

suitable amplitude for the efficient vibration of the 

magnetic shaker, whereas the NI-6009 and LMC-

6001 data loggers are employed to measure the open-

circuit voltage and the short-circuit current, 

respectively. Figures 8. c and d display the symbolic 

open circuit voltage-VOC changes, and the symbolic 

short circuit current-ISC changes. 

The open circuit voltages (VOC) all PEN 

samples were defined as VRMS (RMS: the root-mean-

square) by 𝑉𝑅𝑀𝑆 = √
1

𝑇
. ∫ 𝑉𝑜𝑐(𝑡)2𝑑𝑡

𝑇

0
 , while their 
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short-circuit currents (ISC) were determined as IRMS 

through  𝐼𝑅𝑀𝑆 = √
1

𝑇
. ∫ 𝐼𝑠𝑐(𝑡)2𝑑𝑡

𝑇

0
 , 

where VRMS = the effective voltage, the VOC = the 

open-circuit voltage (VPP: peak-to-peak), IRMS = the 

effective short-circuit current, the ISC = the short-

circuit current (IscPP: peak-to-peak) and T = the 

periodic time. 

The resonance (resonant) frequency is the 

characteristic frequency of a body or system that 

reaches the maximum degree of oscillation [29]. In 

the PEN devices, the resonant frequency is described 

by the vibration frequency at which the transfer 

function reaches its maximum voltage values. In this 

study, PEN devices were vibrated at specific 

frequencies (5, 10, 15, 20, and 25 Hz), and the 

maximum output voltage of the PEN was investigated 

at which frequency. Determining the resonant 

frequency of the PEN device is important in 

discovering the most efficient application range. 

Figures 9 and 10 exhibit the VOC and VRMS 

changes of the PEN samples according to the 

vibrational frequencies (5, 10, 15, 20, and 25 Hz). 

 

Figure 9. According to vibrational frequencies, the VOC 

and VRMS changes of the PEN based on the pure PVDF. 

 

 

 

 

Figure 10. According to vibrational frequencies, the VOC 

and VRMS changes of the PEN based on the 

PVDF/PZT/GNP. 

 

Figures 11 and 12 reveal the ISC and the IRMS 

alternates of all samples in compliance with the 

vibrational frequencies (5, 10, 15, 20, and 25 Hz). 

 
Figure 11. The ISC and the IRMS values depend on the 

vibrational frequency of the PEN based on the pure 

PVDF. 
 

 
Figure 12. The ISC and the IRMS values depend on the 

vibrational frequency of the PEN based on the 

PVDF/PZT/GNP. 
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The maximum VRMS value of 243.38 mV and 

ISC value of 3.99 µA at 20 Hz for the PVDF/PZT/GNP 

electrospun mat-based PEN were measured as 

compared to the PEN based on the PVDF mat (VRMS: 

106.92 mV and ISC: 3.29 µA at 25 Hz). 

Figures 13 and 14 show the VRMS, the IRMS, 

and the PMAX variations as a function of frequency for 

all samples. 

 

Figure 13. The VRMS, the IRMS, and the PRMS changes of 

the PEN based on the pure PVDF. 

 

 

Figure 14. The VRMS, the IRMS, and the PRMS changes of 

the PEN based on the PVDF/PZT/GNP. 

 

According to Figure 15, in order to attitudes a 

general evaluation of samples, we can say that the 

fabricated PEN based on the PVDF/PZT/GNP 

reached an open circuit voltage of 0.24 V, and the 

highest electrical power of 0.24 µW by drawing a 

current of 1.99 µA at the vibrational frequency values 

of 20 Hz under a resistive load of 60.91 KΩ whereas 

the pure PVDF based PEN had 0.1 V, 1.64 µA, and 

0.09 µW at the vibrational frequency values of 25 Hz 

under the resistive load of 32.48 KΩ, respectively. 

 

 
Figure 15. Comparing the PMAX-RMS alternations between the pure PVDF and the PVDF/PZT/1.5GNP. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



L. Paralı / BEU Fen Bilimleri Dergisi 13 (4), 896-904, 2024 

903 

 

In order to assess the stability and durability 

of the PVDF/PZT/1.5GNP-based piezoelectric 

energy harvester, a mechanical vibration test was 

performed under a vertical application force of 1 N at 

a frequency of 20 Hz.  

 

 

Figure 16. Stability test of the piezoelectric energy 

harvester for the 1500s. 

 

It can be seen from Figure 16 that the output 

voltage alternations persisted almost stable for the 

1500s, indicating the highest quality mechanical 

stability and durability. 

4. Conclusion and Suggestions 

The pure PVDF and the PVDF/PZT/GNP-based 

PENs were successfully fabricated through 

electrospinning. According to Thevenin’s, Norton’s, 

and the maximum power theorems, the PEN device 

based on the PVDF/PZT/1.5GNP which has the 

maximum open circuit voltage of 0.24 V (VRMS) 

compared to the neat PVDF-based PEN, reached the 

highest power capacity of 243 nW (PRMS) by drawing 

a current (IRMS) of 1.99 μA at a vibrational frequency 

of 20 Hz (impact force of 1N) under a resistive load 

of 60.91 KΩ. In other words, the PEN based on the 

PVDF/PZT/1.5GNP had a better electrical power 

efficiency rate of 175% than that of the pure PVDF. 

Considering a microwatt-based energy harvesting 

system, the direct use of the PEN device is not enough 

for the energy harvesting system. Therefore, to boost 

the power transfer and minimize signal reflection (for 

better Signal/Noise ratio), it is mandatory to use a 

power management system that includes impedance 

matching, low & band-pass filters, a pre-amplifier, 

etc. 
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Abstract 

This study focuses on investigating the electrical behaviour of Metal-Insulator-

Semiconductor (MIS) type Schottky barrier diodes based on titanium oxide (TiO2). 

An MIS-type Al/TiO2/p-Si Schottky diode structure was fabricated by depositing a 

TiO2 metal oxide thin film as an interlayer on p-type silicon using the technique of 

Radio Frequency Magnetron Sputtering at room temperature. The electrical 

performance of this fabricated structure was evaluated through the measurements of 

current-voltage (I-V) conducted in a dark environment at ±5 V and room temperature. 

These measurements enabled the determination of key Schottky diode parameters, 

including barrier height (Φb), saturation current (Io), and ideality factor (n), using 

both the Thermionic Emission (TE) method and the Cheung method. Utilizing the 

TE method, approximate values for Φb, n, and Io parameters were calculated as 0.59 

eV, 4.07, and 2.78E-06 A, respectively. Meanwhile, employing Cheung’s method 

yielded approximate values of Φb and n parameters as 0.39 eV (H(I) vs I) and 4.39 

(dV/dln(I) vs I), respectively. The analysis indicates that the developed Schottky 

diode functions as a rectifier diode, demonstrating typical diode characteristics. 

Furthermore, a comparison of numerous devices reported in the literature was 

conducted based on TiO2 preparation methods against the parameters of the TiO2/p-

Si host device. 

 

 
1. Introduction 

 

Conventional diodes use p-type and n-type 

semiconductors to form a p-n structure. In Schottky 

diodes, a metal and a metal-semiconductor are 

combined to form a Schottky barrier at the junction 

[1], as shown in Figure 1. Looking at the 

characteristics of Schottky diodes, it can be seen that 

they have many good properties, such as fast 

switching and low voltage drop. Fast switching is 

described as the transition between the on-state and 

the off-state, where the conduction is stopped when 

the voltage is applied forward. In fact, this speed is 

related to the fact that the memory load of Schottky 

diodes is much less than that of other diodes. When 
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compared to conventional diodes, Schottky diodes 

are more resistant to the low voltage drops known as 

forward voltage drops, thus reducing power losses 

and increasing energy efficiency. Schottky diodes 

have both advantages and disadvantages; examples 

of disadvantages include the fact that they produce a 

lot of heat in an operating system and are resistant to 

low voltage when it's fed backwards. The fact that 

they produce a lot of heat in the operating system is 

a situation that should be taken into consideration in 

systems that need to operate at high power. Examples 

of its advantages include being preferred in situations 

where efficiency, power, high switching speed, and 

high-frequency operation are important [2]. Given 

these characteristics, they are used in power supplies, 
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power rectifier circuits [3], radio frequency sensitive 

detectors [4], and circuits requiring high switching 

speeds [5]. 

 

Figure 1. Schematic of a typical Schottky diode. 

 

Depending on the thickness of the interlayer 

between the n-region and the metal region, Schottky 

diode structures are referred to as 

Metal/Semiconductor (MS), 

Metal/Insulator/Semiconductor (MIS) or 

Metal/Oxide/Semiconductor (MOS) structures. They 

consist of metals corresponding to the chosen p- or 

n-semiconductors. Literature suggests that metals 

such as gold (Au), silver (Ag), and aluminium (Al) 

are used for the metallic area because of their high 

purity. The preferred choice of p-type or n-type 

semiconductor material is silicon (Si). This is 

because it is more economical and stable [6]. 

When semiconductor components are 

manufactured, charge transfer between structural 

metals and semiconductors plays a major role. The 

control of this transfer is the key to the performance 

of the solid-state device. Therefore, insulating layers 

such as silicon dioxide (SiO2), tin dioxide (SnO2), 

silicon nitride (Si3N4) and TiO2 are commonly used 

as interlayers. For this reason, a TiO2 interlayer was 

used in the present study. The interlayers in question 

do not have to be exclusively inorganic. Organic 

interfacial layers such as polyindole, polyaniline, and 

polyvinyl alcohol (PVA) are known to form. The 

interfacial layers between the metal and the 

semiconductor are chosen according to a certain 

logic. They are chosen to provide surface 

passivation, minimum leakage current, a controllable 

current transfer mechanism, and high dielectric 

stability close to rectifier properties [7]-[9]. 

In terms of their electrical characteristics, 

MIS and MOS structures are very similar. These 

structures can be electrically distinguished by 

whether their interface structures are insulating or 

polymeric and have variable metal-semiconductor 

interface properties, and the series resistance (Rs) and 

barrier height of the resultant Schottky diode can be 

uniform. While the MS structure means that there is 

no insulator or polymer interface layer, the interface 

layers in MIS and MOS structures can be insulator 

and polymer. This situation causes changes in the 

interface states. This change serves to regulate the 

interface transitions by isolating the metal-

semiconductor structure from each other, as well as 

altering the electrical properties of the metal-

semiconductor combination that forms the Schottky 

diode structure. Consequently, current transfer in 

MIS and MOS structures differs from that in MS 

structures [10]. 

When the thickness of the insulating 

interface layer between the metal and the 

semiconductor is less than 100Å, Schottky diodes are 

called MIS, and if it is more than 100Å, they are 

called MOS. For a fabricated MIS structure to be 

ideal, two situations must occur. The first is the 

absence of any intermediate charge and interface 

state in the insulator between the metal and the 

semiconductor. The second is that this situation does 

not occur at the insulator-semiconductor interface. In 

reality, MIS structures differ from the ideal [11], [12] 

because of the interactions between the insulating 

layer within the MIS structure and the charges at the 

interface between the insulator and the 

semiconductor. Another deviation from the ideal is 

that the dielectric properties of the isolation layer at 

the interface are similar to those of a parallel plate 

capacitor [12]-[14]. 

The insulating semiconductor metal, 

titanium dioxide (TiO2), is used as the interface in 

this paper and has high transmittance and 

permittivity over a wide range of wavelengths in the 

visible region of the electromagnetic spectrum. TiO2 

has three different natural polymorphs: anatase 

(tetragon), rutile (tetragon), and brookite 

(orthorhombic). The most thermodynamically stable 

phase is rutile TiO2. However, metastable anatase 

and brookite TiO2 phases can be converted to rutile 

phases after calcination at a certain temperature. 

Rutile and anatase TiO2 are generally tetragonal in 

structure [15], whereas brookite TiO2 is 

orthorhombic. The phases of TiO2 are shown in 

Figure 2. TiO2's dielectric constant differs between 

these phase conditions, and its transparency and 

electrical conductivity vary as its bandgap alters. For 

example, widening the bandgap improves their 

transparency but reduces their electrical 

conductance. If the electrical conductivity is to be 

increased in parallel with the increase in 

transparency, metals are added to the TiO2 structure 

to increase the defect density of the structure, and it 

is observed that the overall conductivity increases. 

The ability to use TiO2 as a coating material is 

another important aspect. Its high refractive index 

and high melting temperature are related to this 
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coating ability. As a result, it has been widely used 

as a coating material in optical circuits and optical 

applications. For the semiconductor metal TiO2 

grown as an insulating interfacial layer in the present 

study, there are many growth processes. They are 

spraying, evaporation, chemical deposition, and sol-

gel methods. 

 

Figure 2. Crystal configurations of titanium dioxide in 

different phases [15]. 

 

In the present study, RF magnetron 

sputtering was used to grow rutile TiO2 as an 

interfacial insulating layer. This method relies on 

creating a plasma on the surface of the object, and 

the atoms or molecules in the plasma form a thin 

layer on the surface for deposition [16]. It has been 

widely used in the literature for the fabrication of 

Schottky diode and photodiode structures. Using the 

RF magnetron sputtering method, Ali fabricated 

Ag/ZnO/Al Schottky photodiodes with rectifying 

properties [17]. Using RF magnetron sputtering, 

Ferhati et al. fabricated metal/TCO/p-Si structures. 

They mentioned that the Al /ZnO /p-Si Schottky 

structure can be a reliable and cost-effective solar 

cell [18]. Using the same method, Raj et al. have 

developed a p-type CdTe/V2O5/Ag Schottky diode 

structure. Purpose the V2O5 interface layer was a 

contributor to the electrical behaviour of the 

fabricated Schottky diode. It was shown to be useful 

in the fabrication of multi-structure solar cells such 

as TCO/CdS/CdTe/V2O5/Ag [19], with positive 

results from this contribution. 

In order to understand the current response 

of the structure to voltage, many studies have been 

carried out to investigate the interface states at the 

insulator/semiconductor junctions that form 

Schottky structures [20]. As can be seen from these 

studies, many theories have been developed for the 

determination of the I-V of the Schottky structure 

[21]. Examples of these theories are the TE method 

and the Cheung method. The most common of these 

methods is the traditional I-V method [22], and in 

this method, the diode parameters are found using the 

slope of the linear region of the ln I versus V curve. 

Another method, the Cheung method, is applied to 

the data in the downward curved region of the 

forward bias Ln. I-V curve or to the linear region, 

and the diode parameters can be found with the 

Cheung functions [23]. 

How close to ideal the I-V characteristics of 

a Schottky structure determines whether it can be 

described as an ideal diode. It is therefore necessary 

to examine the I-V characteristics of the structure to 

determine how close it is to the ideal. This is done by 

examining the junction states of the structure. By 

understanding and controlling the interfacial 

behaviour, it is possible to make diodes which come 

close to the ideal Schottky diodes. It extends the life 

of the construction and makes it possible to change 

the construction more quickly. 

It is the release of electrons and holes from 

the surface due to the heating of any surface and the 

generation of a TE. In Schottky diode structures, the 

metal part of the Schottky structure is allowed to pass 

through the junction between the semiconductor and 

the bulk, or vice versa, if the charge carriers do not 

have enough energy to overcome the potential barrier 

due to the temperature rise of the surface caused by 

heat, and this situation is called TE. In the case of n-

type semiconductors, electrons are emitted. In the 

case of p-type semiconductors, holes are used to 

create Schottky structures [24]. 

In this study, the RF magnetron sputtering 

technique was used to fabricate the Al/TiO2/p-Si 

Schottky diode structure. From the I-V 

measurements in the dark and at 300 K of the 

fabricated diode, the electrical parameters of the 

structure, such as series resistance (Rs), barrier 

height (Φb), and ideality factor (n) were examined 

using TE and Cheung methods. 

 

2. Material and Method 

 

The present study used a p-Si crystal as a substrate 

with two different structures (one matte, one shiny). 

The surface orientation of the crystal is 100, its 

thickness is 380 μm, and its resistivity is in the range 

1-10 Ω-cm. The fabrication of the Schottky structure 

started with the chemical cleaning of the p-type Si 

substrate. It was first submerged in acetone for 10 

minutes at 50 °C, followed by a deionized water 

wash and a two-minute release into methanol. Once 

more, the wafer was immersed in a 

NH4OH:H2O2:H2O solution for 15 minutes at 70 °C 

after being cleaned with deionized water. To get rid 

of the solution on the wafer surface, it was dipped 

into deionized water. The wafer was washed in a 2% 

Hydrogen Fluoride (HF) solution for two minutes to 

eliminate any free oxygen from the surface. Lastly, 

the cleaning process was finished with deionized 
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water [25]. A high-purity Al contact with 124 nm 

thickness was deposited on the matte surface of the 

silicon after the cleaning process. The purpose of this 

contact is to provide an ohmic contact. On the whole 

of the bright side of the p-type Si crystal, a 17 nm 

thick TiO2 insulating interface layer was deposited 

and grown. RF magnetron sputtering was used for 

deposition, and the deposition parameters are given 

in Table 1. The final technique used to create the 

Schottky diode structure was physical vapour 

deposition (PVD). This technique is used for the 

fabrication of the rectifier contacts. Approximately 

128 nm of Al metal is deposited on TiO2 as the 

rectifier contacts. Figure 3 shows the resulting 

Schottky diode structure (TiO2/p-Si Schottky barrier 

diode). Clearly, the TiO2/p-Si diode has a rectifying 

function and was constructed using mathematical 

approaches. 

 
Table 1. Parameters used in RF magnetron sputtering 

process for TiO2 thin-film fabrication. 

Process parameters Values 

Power 150 Watt 

Coating pressure 4.2×10-3 mbar 

Base pressure inside the chamber 3.3 × 10-7mbar 

Target-to-substrate distance 50 mm 

Sputtering gas Argon 

O2 flow rate 1.3 sccm 

Argon flow rate 12 sccm 

Ar/O2 ratio 9/1 

Deposition rate 0.1 Å/s 

 

 
Figure 3. Schematic layout of Schottky structure. 

 

3. Results and Discussion 

 

The electrical parameters of the Al/TiO2/p-Si 

Schottky structure, including barrier height (Φb), 

ideality factor (n), and series resistance (Rs), were 

examined in the present study by utilizing current-

voltage (I-V) characteristics. All electrical 

characterization measurements were taken in a dark 

room and under room temperature, and the I-V graph 

obtained from the data is shown in Figure 4. 
 

Figure 4. ln (I)-V characteristics of Al (124 nm) / TiO2 

(17 nm) / p-Si (380±10 nm) Schottky diode structure. 

The presence of TiO2 in the Schottky 

structure as an interlayer shows the behaviour of a 

high rectifying, low leakage diode, as shown in 

Figure 4. As higher currents are achieved, the current 

side of the ln(I)-V curve becomes progressively 

curved. This is the forward polarised region, and the 

bend is related to the mass resistance of the Rs or MIS 

structures of the contact wires used to measure the I-

V curve. In the forward bias region, the current 

increases exponentially with the voltage, while in the 

reverse bias region, the current is seen to have a weak 

dependence on the voltage. At higher bias voltages, 

the ln I-V plot has a significant deviation from the 

linear case due to the effects of series resistance. The 

Rs effect and the existence of interfacial states cause 

the I-V curves to bend downward at sufficiently high 

supply voltages. 

It is also possible to insert an artificial 

insulating layer between the metal and the 

semiconductor. The presence of this insulating layer 

transforms the structure into a metal-insulator-

semiconductor shape and completely modifies the I-

V characteristics of the layer. Therefore, a single 

current conduction mechanism may not be sufficient 

to study the electrical characterisation of the 
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Schottky diode structure at a desired temperature and 

voltage. 

In the presented study, the TE method was 

used to make this characterization. If MIS structures 

have an insulating interface layer and V>3kT/q, there 

is a relationship between forward bias voltage and 

current as in equation (1) [1]. 

 

𝐼 = 𝐼0 𝑒𝑥𝑝 (
𝑞𝑉

𝑛𝑘𝑇
) [1 − 𝑒𝑥𝑝 (−

𝑞𝑉

𝑘𝑇
)]            (1) 

 

To perform the electrical characterization of 

an ideal Schottky diode structure using the TE 

method, it is expected that the applied voltage should 

not be too high. In this way, the current transmission 

model will be suitable for TE. Considering the case 

V>3kT/q, equation (1) can be arranged as equation 

(2); 

 

𝐼 = 𝐼0 𝑒𝑥𝑝 (
𝑞𝑉

𝑛𝑘𝑇
)                   (2) 

 

where n represents the ideality factor of the Schottky 

diode structure, q is the amount of charge of the 

electron, T represents temperature in K, kB is the 

Boltzmann constant, V is the voltage applied to the 

structure, and Io is reverse saturation current 

(equations (1) and (2)).  Io is obtained from the 

straight-line intersection of the ln(I)-V graph shown 

in Figure 4. The mathematical approach is expressed 

by equation (3); 

 

𝐼0 = 𝐴𝐴∗𝑇2 𝑒𝑥𝑝 (−
𝑞𝜑𝑏

𝑘𝑇
)      (3) 

 

where A*, A, and Φb in equation (3) denote the 

Richardson constant of p-type Si taken as 32 

A/cm2K2, the surface area of the Schottky diode, and 

the effective barrier height of the structure, 

respectively. 

The graph of ln(I) versus V should be linear 

for the ideal Schottky diode structure. It is the high 

value of n that causes the curve to deviate from 

linearity. This will depend on how far the diode is 

from being in its ideal state. Ideally, the Schottky 

diode is expected to work in harmony with the TE 

technique in low-current transmissions. However, 

there can be various deviations in practical 

applications. This far-from-ideal behaviour is 

explained by the presence of the parameter n. This 

parameter is explained by the equation (2). In fact, to 

determine the compatibility of Schottky diodes with 

the TE technique, this parameter is often used. This 

can be readily reached using the slope of the linear 

part of the graph in Figure 4. Equation (2) is 

rearranged, and the mathematical approach for the 

parameter n is rearranged as equation (4);  

 

𝑛 =
𝑞

𝑘𝑇

𝑑𝑉

𝑑(𝑙𝑛 𝐼)
                       (4) 

 

The parameter n can be found by the slope of 

the ln(I)-V graph. The slope in question is that it can 

be determined by finding the nonlinear region in the 

graph and extrapolating that region. The barrier 

height Φb of the Schottky diode structure is 

expressed by equation (5); 

 

𝜑𝑏 =
𝑘𝑇

𝑞
𝑙𝑛 (

𝐴𝐴∗𝑇2

𝐼0
)                      (5) 

 

The values of Φb and n can be calculated 

from the intersections of the ln(I)-V curve, which 

shows a forward trend due to the room temperature 

experimental study. In an ideal diode, n equals one. 

However, n usually has a value larger than unity. The 

reasons why this parameter moves away from 1 are 

the presence of an insulating layer between the metal 

and the semiconductor, Rs, and the interface density 

of states (Nss) in the forbidden energy band [26, 27]. 

The voltage applied to diode structures during 

electrical characterisation affects the barrier height 

within the structure, and this effect is related to the 

naturally occurring insulating oxide interfacial layer 

(~5-20Å thick) even in ideal diode structures. 

The effect of the TiO2 layer on the series 

resistance (Rs) of the device was also observed using 

Cheung functions [23]. The current flowing through 

a component is not linear at high forward bias. It is 

the use of this non-linear region by the Rs and 

Cheung functions that causes the potential drop in 

this region. The value of Rs can be attained using the 

following equations for the Al/TiO2/ p-Si 

heterojunction [23]: 

 

sIR
q

kT
n

Id

dV
+=

)(ln
      (6)

 
 

)ln()(
2*TAA

I

q

nkT
VIH −=      (7) 

 

sb IRnIH += )(       (8) 

 

where Rs in equations (6) and (8) denote the series 

resistance.  

When the parameters of Cheng’s functions 

are examined, the barrier height is influenced by the 

n. A higher n (greater than 1) often indicates 
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increased recombination in the depletion region, 

which can lead to a lower effective Φb. The Φb can 

change with temperature due to the intrinsic 

properties of the materials involved. Higher 

temperatures can increase the thermal energy 

available, potentially reducing Φb [28]. If there is 

significant Rs, it can distort the I-V characteristics, 

leading to an increased n. A lower Rs generally 

indicates better diode performance and can result in 

an n closer to 1 [29]. The n can also vary with 

temperature, as changes in thermal energy affect 

charge carrier dynamics and recombination rates. 

The Io is exponentially related to the Φb. A higher Φb 

typically results in a lower Io, as fewer carriers can 

overcome the barrier. Io increases with temperature, 

as higher thermal energy helps more charge carriers 

to overcome the barrier, which can also affect the Φb 

determination. The Rs can obscure the true 

behaviour of the diode. High Rs can cause a 

nonlinear I-V response, leading to inaccurate 

determinations of Φb and n. Ideally, a Schottky diode 

should have a minimal Rs. Increased Rs leads to 

higher voltage drops at higher currents, making the 

diode appear less ideal and affecting the extracted 

parameters [30]. By considering these interactions, 

Cheung’s functions provide a more comprehensive 

understanding of the diode's performance 

characteristics. 

The plots of dV/d(lnI) and H(I) vs. I will both 

be linear, as per the last two equations, and they will 

be utilized to find the experimental n, Φb, and Rs. On 

the other hand, two Rs values are determined, one 

from Equation (6) and the other from Equation (8). 

The Φb was attained from the linear part in the 

forward bias for I–V characteristics. Figure 5 

displays the graphs of dV/d(lnI) vs. I and H(I) vs. I 

for the Al/TiO2/p-Si diode at 300 K, respectively. 

 

Figure 5. Cheung plots of Al (124 nm) / TiO2 (17 nm) / 

p-Si (380±10 nm) Schottky diode structure. 

Rs and n values are calculated from the slope 

and intersection of the straight line on the curve of 

dV/dln(I) vs. I. The values of Φb are acquired from 

the intersection of the curve in Eq. (8), and Rs is 

determined from the slope of the H(I) vs. I curve 

using the n value in Eq. (6). Table 2 displays the 

computed values of n, Φb, and Rs for the Schottky 

diode. Table 2 provides the diode characteristics for 

the Al/RF magnetron method-grown TiO2/p-type Si. 

The n, Φb and Io values attained from the I-V 

measurements of the Al/TiO2/p-Si Schottky diode 

structure created specifically for the presented study 

are given in Table 2. 

 
Table 2. The crucial parameters attained from I-V 

measurements. 

Method  n Φb 

(eV) 

Rs 

(k) 

Standard 

(TE) 
 4.07 0.59 - 

Cheung 
dV/d(lnI) vs I 

H(I) vs I 

4.39 

- 

- 

0.39 

0.366 

0.125 

 
Table 2 illustrates the near-ideal diode 

characteristics of the TiO2/p-Si heterojunction diode 

utilized in our research, featuring a Φb value of 

approximately 0.59 eV. To facilitate comparison 

with our experimental findings, we also present 

heterojunction parameters acquired through various 

techniques documented in the literature in Table 3. 

The values recorded in Table 2 are within the range 

of values previously reported for TiO2/p-Si 

heterojunctions produced using various deposition 

techniques [31]-[38]. The main advantage of our 

study is that the technique used is suitable for the 

deposited film, based on the comparisons in Table 3. 

It was found that using the TE technique and Cheung 

functions, the n values for the diode were 4.07 and 

4.39, respectively. Using the TE technique and 

Cheung functions, the Φb values were found to be 

0.59 eV and 0.39 eV respectively. The non-ideal 

behaviour of the diode (n>1) confirmed the existence 

of interface states. The Φb values for the diode 

obtained by both methods are in agreement. The 

diode properties of various Schottky diodes with 

TiO2 interlayers of different thicknesses, fabricated 

at 300 K using different techniques in the literature 

[31]-[38], are presented in Table 3 to comparison 

with our research. 

 

 



E. Dikicioğlu, B. Polat / BEU Fen Bilimleri Dergisi 13 (4), 905-915, 2024 

911 

Table 3. Comparing diode characteristics across different types of Schottky diodes incorporating a TiO2 

interlayer. 

 

Table 3 illustrates how the n and Φb values 

were impacted by the variations in the techniques 

used to construct the interface layer in the 

measurements. In this study, when basic diode 

parameters such as n and Φb found using the RF 

magnetron sputtering method were compared with 

the values obtained with other methods, lower n and 

Φb values were found than the n and Φb values 

obtained using ALD [31], Spin coating [22], [36] and 

Drop-casting [33], [34] methods. The basic diode 

parameters of the Al (124 nm) / TiO2 (17 nm) / p-Si 

(380±10 nm) Schottky diode in our study were found 

to be higher than the values found by chemical [37] 

and electrochemical [38] methods. 

In the presented study, electrical 

characterization of Schottky diode structures was 

carried out under forward bias voltage at room 

temperature. Characterization parameters n and Φb 

were calculated using the TE technique, which 

allows the determination of forward I-V properties. 

The Schottky diode structure was fed with flat 

power, and a structure-specific I-V graph was 

obtained. With the help of this graph, the n value was 

calculated as 4.07 and the Φb value as 0.59 eV. As 

illustrated in Figure 6, the diagram of the energy 

band of the TiO2/p-Si heterostructure is fabricated 

under equilibrium at zero bias in the dark. 

 
Figure 6. Schematic the diagram of the energy band of 

TiO2/p-type Si Schottky structure under dark [32]. 

 

4. Conclusion and Suggestions 

 

The electrical characterisation of the Al/TiO2/p-Si 

Schottky diode structure has been achieved by 

keeping it in two different environments, dark and 

room temperature. Its I-V characteristics have been 

discussed. Electrical parameters such as n and Φb, 

Diodes 
Interlayer 

Coating Methods 
n Φb (eV) References 

Al (124 nm) / TiO2 (17 

nm) / p-Si (380±10 nm) 

RF magnetron 

sputtering method 

4.07 (TE) 

4.39 (Cheung) 

0.59 

0.39 

Present 

work 

Al/TiO2 (4 nm) /p-Si ALD 
12.71 (TE) 

12.73 (Cheung) 

0.64 

0.68 
[2] 

Al/n-TiO2/p-Si Spin coating 5.4 0.58 [3] 

Al/TiO2 (760 nm) /p-Si 
Drop-casting 

method 

2.39  

(first linear region) 

8.29  

(second linear 

region) 

0.74 eV 

0.65 eV 
[33] 

Au/TiO2/p-Si 
Drop-casting 

method 
17.42 0.654 [34] 

Al/TiO2(55 nm)/p-Si 
Pulsed laser 

deposition 
3.73 0.69 [35] 

Al/TiO2/p-Si Spin coating 
8.97 (TE) 

9.53 (Cheung) 

0.74 

0.55 
[36] 

Al/TiO2/p-Si Chemical 1.51 0.72 [37] 

Au/TiO2/p-Si Electrochemical 2.07 0.84 [38] 
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which change due to the effect of TiO2, which acts as 

an insulating interfacial layer in the structure, on the 

interfacial states, have been calculated using the TE 

technique. The electrical properties of the Al/TiO2/p-

Si Schottky diode structure are crucial for the 

evaluation of the interface states. Using the I-V curve 

generated under flat feeding, the n and Φb values 

were calculated to be 4.07 and 0.59 eV, respectively. 

In an ideal diode, n equals one. However, in our 

study, it is seen that the value of n is greater than 1. 

The reason for this is thought to be the presence of 

the insulator TiO2 between the metal and the 

semiconductor and the distribution of the interface 

states between the metal and the semiconductor. It 

can be said that a thin oxide insulator layer of almost 

5-20 Å thickness is naturally formed even in the most 

ideal Schottky diode structures. The deviation from 

the ideal situation caused by the dependence of the 

barrier height on the applied voltage is expressed as 

1/n=1-(𝛿Φb/𝛿𝑉). Part of the voltage applied to the 

Schottky diode structure in the electrical 

characterisation process will fall on Φb and the rest 

on the interface insulating oxide layer, as can be seen 

from the expression. This makes Φb a function of the 

applied voltage. As part of the applied voltage falls 

on the oxide layer, the Rs value increases and the n 

parameter deviates from the ideal value of one, as the 

amount of voltage falling on the Schottky diode is 

reduced. 

It has been investigated how the values of n 

and Φb are affected by changes in the interfacial layer 

formation techniques. A remarkable improvement 

was observed when comparing the experimental 

results found in our study with the existing literature. 

In this study, n and Φb were found to be lower than 

those obtained by ALD, spin coating and drop 

casting when comparing the basic diode parameters 

such as n and Φb obtained by RF magnetron 

sputtering with those obtained by other methods. In 

this study, the fundamental diode parameters of the 

Al/TiO2/p-Si Schottky diode are higher than those 

obtained by chemical and electrochemical methods. 

Metal-semiconductor interface insulators 

play a crucial role in various electronic and 

optoelectronic applications. Studies and models for 

these layers are developed to understand and 

optimize several key properties, such as electrical 

properties, thermal stability, interface states, optical 

properties, mechanical properties, chemical 

properties, dielectric properties, and integration with 

other materials. In our study, it is only interested in 

the electrical properties of the Schottky diode, and it 

is preferred TE and Cheung methods for 

investigating its electrical properties. Both methods 

have been validated in various studies, and they are 

generally reliable for assessing Schottky diode 

performance, provided that the measurements are 

taken under suitable conditions and the models are 

applied correctly. Using TE alongside the Cheung 

method provides a robust framework for analysing 

Schottky diodes, enabling accurate parameter 

extraction and deeper insights into device behaviour. 

For this reason, it’s considered that the methods we 

followed are reliable for researching diode’s 

electrical properties. 

In summary, a MIS-type Al/TiO2/p-Si 

Schottky diode structure was fabricated. Compared 

to SiO2 and SnO2, which are widely used in the 

microelectronics industry, TiO2 has many 

advantages. Some of these advantages are the long 

service life due to its high adhesion capacity, the 

achievement of Schottky diode structures capable of 

fast switching, and the possibility of easy 

development of transistors and integrated circuits. 

Considering all these important points, it is predicted 

that original Schottky diode structures will be 

obtained far beyond the results presented in the 

study, which are close to ideal, by studying the 

changes to be made in the preparation of TiO2 thin 

films using the RF magnetron sputtering technique. 

The results show that the fabricated diode can be 

used in photodiode, photosensor, and optoelectronic 

applications. 
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Abstract 

The chemical burden on ecosystems has been increased day by day because of the 

growing activities of agricultural sector. The chemicals that are used to protect plants 

and humans from different diseases in agricultural lands are known as pesticides. On 

the other hand, these chemicals can be caused a wide range of side effects on health 

and environment. The proposed study aimed to determine triticonazole belonging to 

the fungicide class by high pressure liquid chromatography equipped with ultraviolet 

detection system (HPLC-UV). Hence, suitable chromatographic conditions were 

applied to detect triticonazole at a certain retention time. 5 different validation 

parameters including limit of detection (LOD), limit of quantification (LOQ), percent 

relative standard deviation (RSD%), linear range (LR) and coefficient of linear 

regression (R2) were investigated. A comprehensive validation of the developed 

method was achieved by all these values. The selectivity of the method for the analyte 

was ensured by selecting the wavelength of maximum absorption (263 nm), which is 

peculiar to the analyte. Very low LOD/LOQ values of presented method were 

recorded as 0.87 and 2.90 µg kg-1 under the proposed conditions, respectively. 

Triticonazole was extracted from oat samples by using acetonitrile and the presence 

of the triticonazole was investigated by analytical measurements. No detectable 

analytical signal was obtained for triticonazole in the samples at the retention time 

interval. The accuracy and applicability of the developed method to the real samples 

was verified with recovery experiments and this yielded satisfactory percent 

recoveries. Matrix matching calibration strategy was used to improve quantification 

accuracy for triticonazole. The results were obtained in the range of 92.9 - 101.4 % 

for different spiked concentrations of samples within linear range. 

 

 

1. Introduction 

 

Pesticide is described as different kind of chemicals 

such as insecticides, herbicides, fungicides, and 

rodenticides that are used to wipe out targeted pests 

[1], [2] and they are also useful to avoid or control the 

occurence of detrimental organisms [3]. They play a 

significant role in different cultivation steps to protect 

agricultural areas against unwanted organisms to 

avoid their negative effects on crops [4]-[6]. 

Pesticides are used for not only growing crops, but 

also the protection of crops after harvesting [4], [7]. 

In addition, the usage of pesticides has also been 

considerable increased with the increased demand for 

 

*Corresponding author: ekocoglu@yildiz.edu.tr             Received: 01.04.2024, Accepted: 17.11.2024 

food materials obtained by agricultural practices [8]. 

Although pesticides are highly effective against 

improving the crop yield and quality [9], they can 

cause side effects on human and environmental health 

[10]. Pesticide ruins can relocate to several 

environmental media by wind currents or leaching 

and be the reason for the pollution of aqua, air and soil 

[9]. Moreover, the challenges of storage and disposal 

of pesticides safely have also hazardous effects on 

environment [11]. Excess usage of pesticides causes 

pollution of soil and water and prevent the absorption 

of essential nutrients by plants. The bioaccumulative 

and high toxic characteristics of agricultural 

pesticides have also caused to damage the human 

https://dergipark.org.tr/tr/pub/bitlisfen
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being as they affect the functionality of endocrine and 

reproductive systems of living organisms [12]. 

However, the necessity of pesticide usage is known to 

fight various kind of pests in agricultural activities 

against some negations such as destroying crops and 

poor quality of the produced food [13], [14]. In 

summary, the usage of pesticides in modern 

agriculture is an important factor, having both 

benefits and drawbacks for human health and 

environmental quality [15]. 

 Triazole fungicides are between azole 

pesticides that are the most widely preferred 

fungicides for agricultural activities such as growing 

various kind of fruits, vegetables and grain crops. 

They are called as endocrine disruptors that are 

considerable hazardous to the environment and the 

mankind because of their some chemical and physical 

properties [13] and they have been considered as the 

critical monitoring targets of environmental 

endocrine disruptors in many countries [16]. Exposed 

to the triazoles is easily occurred by nutrition, 

breathing and skin contact in daily life as they are 

used for many times in a growing season that catalyze 

their accumulation in products and transfer between 

environmental medias such as air, soil and water [17]. 

[(RS)-5-(4-chlorobenzylidene)-2,2-di- methyl-1-(1H-

1,2,4- triazol-1-ylmethyl) cyclopentanol] is named as 

triticonazole and this broad-spectrum molecule has 

been widely preferred for the treatments of foliar and 

seed. In addition, the functionality of this molecule is 

based on interfering with biosynthesis and inhibiting 

steroid demethylation against phytopathogen [18]. 

Triticonazole hinders the progress of fungi mycelium 

both of over and inside of seeds and soil in seed 

applications. According to the literature data, 

triticonazole have various toxicological impacts on 

mammals [19]. Triticonazole could create toxicity 

effects for human health because this compound 

could also pass through blood brain barrier to 

deactivate a few cytochrome P450 enzymes (CYP) 

and cause skin irritation, carcinogenicity, and gentle 

distruption on endocrine system. Thus, developing a 

rapid, sensitive and a reliable method is necessary not 

only to determine triticonazole residues in real 

matrices, but also to determine this chemical for 

effective assessment of the risks to living organisms 

and environments [19], [20]. 

 Selection of the most appropriate analytical 

determination method is based on physical and 

chemical characteristics of the related analytes 

because each of them has different properties of 

solubility and volatility owing to chemical structure 

of them [21]. In the literature, several traditional 

chromatographic separation methods have been used 

for determination of trace triazole pesticides 

including gas chromatography (GC) [22], 

supercritical fluid chromatography (SFC) [23], high 

pressure liquid chromatography coupled with 

ultraviolet detection (HPLC- UV) [24] and ultra 

performance liquid chromatography-tandem mass 

spectrometry (LC-MS/MS) [25]. In addition, many 

studies for monitoring pesticide residues in different 

mediums were also performed by various 

instrumental systems in Türkiye including GC-MS 

[26] and GC-MS/MS [27], LC-MS/MS [28]. In order 

for a compound to be determined by HPLC, it should 

be low-volatile and thermally unstable [29]. Thus, 

HPLC is applied to polar, thermolabile and 

nonvolatile compounds easily on the contrary to GC 

and is highly preferred for pesticide residue analysis. 

Low resolution obtained on HPLC can be enhanced 

by coupling selective detection devices to the system 

for reliable results. Ultraviolet (UV) spectroscopy is 

commonly opted for the analysis of pesticide 

residues. Although this technique has low selectivity, 

it is preferred for monitoring targets owing to low 

cost, simplicity and wide range of application [30]. 

 Herein, the determination of triticonazole by 

HPLC-UV in oat samples was planned. High 

accuracy and precision for triticonazole in related 

matrix was aimed by the established method 

presented. The novelty of this work relies in the 

optimization and validation of an efficient, 

interference-free, rapid and simple method for the 

determination of triticonazole that is one of the more 

heavily used triazole fungicides in agriculture and is 

predicted to increase usage in the environment. 

Moreover, low detection limits have been achieved by 

using a single sample preparation step followed by 

high pressure liquid chromatography equipped with 

ultraviolet determination. 

 

2. Material and Method 

 

2.1. Instrumentation and Chromatographic 

Conditions 

 

HPLC-UV is one of the analytical techniques for 

detecting the residues of triazole fungicides. Various 

analytical approaches [31], [32] were presented for 

the elution of triazoles in the literature. In this study, 

chromatographic separation and quantification of 

triticonazole was carried out by Shimadzu LC-20AT 

HPLC system coupled with UV detector. A 

Phenomenex-Aqua C18 (250 mm, 4.6 mm, 5 µm) 

analytical column was used to elute analyte by 

passing through with the help of a mobile phase that 

was composed of acetonitrile and ammonium formate 

buffer (50.0 mM, pH 4.0). Elution was achieved by 

the isocratic elution mode with a ratio of 70:30 (v/v). 

The flow rate of mobile phase was 1.2 mL min-1, the 

injection volume of sample was 20 µL and the 
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operation wavelength of the UV detection system was 

263 nm. The retention time of triticonazole and the 

total run time were 4.6 and 6.5 min, respectively. pH 

adjustments were carried out by a Hanna Instruments 

Edge® Multiparameter– HI2020 pH meter. An 

OHAUS Pioneer PA214C precision scale (0.10 mg) 

was used for weighing processes. Sample agitation 

processes were performed by a HAPA M−100 model 

ultrasonicator and a Kermanlar mechanical shaker. 

 

2.2. Reagents and Chemicals 

 
High purity standard of triticonazole (131983-72-7) 

was purchased from Sigma Aldrich (St. Louis, 

Missouri, USA) and 1000 mg L-1 of stock standard 

solution of triticonazole was prepared by dissolving 

in acetonitrile (Merck- Darmstadt, Germany). 

Analytical grade substances such as acetonitrile, 

formic acid, ammonium hydroxide (25%) were also 

supplied from Merck (Darmstadt, Germany). 

Preparation of different concentrations of 

triticonazole standard solutions was gravimetrically 

carried out. 

 

2.3. Sample Preparations 

 

Two brand of oat samples were supplied from a 

supermarket chain, İstanbul, Türkiye. Firstly, the oat 

samples were pounded in a mortar to pulverize to 

increase surface area. Then, 2.50 g of each pounded 

oat samples was weighed on an analytical balance and 

transferred into a sample tube and completed to final 

weight of 40 g with acetonitrile. In order to achieve 

an efficient mixing process, a mixing time of 10 

minutes with an ultrasonicator and a mixing time of 

15 minutes with a mechanical shaker were applied, 

respectively. Particulate-free samples were obtained 

by performing filtration process with a Whatman 

Qualitative Filter Papers (diameter: 12.5 cm, pore 

size: 11 µ) and then with a syringe filter (0.45 µm). 

The prepared samples were spiked within the linear 

range of the method and analyzed under their related 

optimum conditions. 

 

3. Results and Discussion 

 

All measurements were made on the basis of triple 

measurements and standard deviations were 

calculated to evaluate the precision and repeatability 

of the presented method. Calibration plot was 

obtained by using the average of peak areas of each 

measurement. Recovery percentages of triticonazole 

were calculated to check the both 

accuracy/applicability of the presented method.  

 

3.1. Analytical Figures of Merit 

 

Operational and chromatographic conditions 

mentioned in Section 2.1 were applied and the total 

run time required for triticonazole elution was 

completed within 6.5 mins. The signal of triticonazole 

was acquired within 4.6 min of the total run time. 

Linear regression analysis was carried out within 

3.23-53619 µg kg-1. Calibration plot were developed 

by the peak areas of the analyte obtained at each 

concentration value versus increasing concentrations 

of the analyte. As illustrated in Table 1, an excellent 

linearity was achieved for the analyte (R2=1.000) over 

a wide concentration range. The values used to 

evaluate the analytical performance of the detection 

system such as limit of detection (LOD) and limit of 

quantification (LOQ) were calculated on the basis of 

lowest concentration of triticonazole, gives a signal to 

noise ratio (S/N) ≥3 and ≥10, respectively, as below 

and given in Table 1:  

 

𝐿𝑂𝐷 = 3 ∗ 𝑆𝐷/𝑆𝑙𝑜𝑝𝑒 (1) 

  

𝐿𝑂𝑄 = 10 ∗ 𝑆𝐷/𝑆𝑙𝑜𝑝𝑒  
 

(2) 

  

 

 
Table 1. Analytical performance of HPLC-UV system and comparison to other methods in the literature 

Method LOD, 

µg kg-1 

LOQ, 

µg kg-1 

RSD% Linear Range, 

µg kg-1 

R2 

HPLC-UV 0.87 2.90 12.5 3.23-53619 

(y=76.526x+528.8) 

1.000 

LC-MS/MS 

[33] 

1.54 5.15 - - 0.999 

LC-MS/MS 

[34] 

3.00 (ng g-1) 10.00 (ng g-1) 4.09 2.50-200 (ng g-1) 0.997 

DLLME/GC-

FID [35] 

11 (µg L-1) 36 (µg L-1) - 50-80000 (µg L-1) 0.993 
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The standard deviation value (SD) was 

calculated by measuring the lowest concentration of 

the calibration plot seven times and was used to obtain 

the LOD and LOQ values of the system as 0.87 and 

2.90 µg kg−1, respectively. The RSD% value, 

calculated from the results obtained, represents the 

precision and indicated satisfactory repeatability. 

 Figure 1 shows overlay chromatograms 

obtained for triticonazole in the linear range under the 

optimum conditions. 

 

 

Figure 1. Overlay chromatograms of triticonazole in the 

linear range under the optimum conditions: A) The linear 

range of 3.23 µg kg-1-1.1 mg kg-1. B) The linear range of 

1.1-53.6 mg kg−1. 
 

3.2. Real Sample Application 

 

In order to ensure accuracy and applicability of the 

presented method, real sample application was carried 

out by two different oat samples. Matrix matching 

strategy was preferred to minimize effect of matrix 

interferences caused by matrix components. The 

method mentioned in Section 2.3 were applied to both 

of the oat samples belonging to different brands. The 

samples were prepared by spiking different 

concentrations of triticonazole within the linear range 

into the sample matrix prior to HPLC-UV detection. 

Measurements of unspiked sample solutions were 

also performed and no detectable analytical signal 

was observed for triticonazole in the samples at the 

retention time interval.   

 The percentage recovery results obtained 

from the spiked samples are given in Table 2. The 

results demonstrated the capability of the presented 

method for accurate quantification of trace levels of 

triticonazole in different oat samples and were found 

in the range of 92.9 and 101.4%. Overlay 

chromatograms of 1.0 mg kg-1 triticonazole standard 

solution and two different oat samples at spiked 

concentration of 1.0 mg kg-1 are demonstrated in 

Figure 2. As shown in Figure 2, matrix effect can 

overestimate or underestimate the results. Since there 

was no signal for the unspiked analysis, the high peak 

height/area recorded for the sample suggested 

overestimation or false positive for the analyte. It was 

therefore imperative to use matrix matching to 

mitigate the matrix effects and obtain accurate 

quantification results for the analyte.  

 
Table 2. Percent recoveries of triticonazole in real samples 

Samples Spiked 

concentration, 

µg kg-1  

Recovery% 

Oat-Brand A 58 95.1 ± 0.6 

 110 96.9 ± 0.1 

 275 101.4 ± 0.5 

 549 101.0 ± 0.2 

 1121 99.5 ± 0.3 

 2826 100.3 ± 0.1 

Oat-Brand B 54 92.9 ± 0.3 

 110 96.3 ± 0.5 

 268 99.7 ± 0.4 

 552 100.5 ± 0.3 

 1075 100.7 ± 0.2 

 2895 100.2 ± 0.6 

 

Figure 2. Overlay chromatograms of 1.0 mg kg-1 

triticonazole standard solution and two different oat 

samples at spiked concentration of 1.0 mg kg-1. 
 

4. Conclusion and Suggestions 

 

The proposed study has been performed to develop a 

simple and cheap determination method for the 

sensitive determination of triticonazole by HPLC-UV 

and to confirm the accuracy/applicability of the 

method by recovery studies. Very low 

detection/quantification limits (0.87 and 2.90 µg kg-1, 

respectively) and quite wide linear range (3.23-53619 

µg kg-1) have been achieved for the analyte. Two 

different oat samples from different brands were used 

for real sample applications and satisfying recovery 

percentages (92.9 - 101.4%) for different spiked 

concentrations within linear range of the developed 
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method were obtained. The determination of 

triticonazole was carried out in a short analysis time 

period. As a result, the presented method was ensured 

various remarkable profits such speediness and 

easiness to detect triticonazole in oat samples. 
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Abstract 

In power systems, noise, harmonics, and interharmonics arise in electrical signals 

due to varying sources and loads, affecting signal purity. Continuous monitoring and 

accurate analysis of electrical signals are mandatory. The Fast Fourier Transform 

(FFT) continuously analyzes electrical signals using sliding windows per the IEC-

61000-4-7 standard. Parameters from this analysis are compared with threshold 

values specified in the IEEE-1159 standard. However, variable conditions and factors 

like sampling frequency, measurement window, main frequency, additional 

component frequencies, and Signal-to-Noise Ratio (SNR) cause measurement errors. 

These challenges complicate accurate measurement, leading to errors in preventive 

measures and control procedures. Understanding the effects of these parameters and 

improving methods is crucial. The Visible Thinking pedagogical framework is 

effective in this achievement. This study highlights the importance of parameter 

selection for FFT and investigates FFT responses to different parameters with 

synthetical and experimental signal examples. It also presents measurement errors 

due to signal changes, and a basic interface design shows these errors. Small changes, 

like a 1/2000 shift in sampling frequency, a 0.5 Hz shift in fundamental frequency, 

or a 1/1000 difference in the measurement window, cause significant errors. These 

findings underscore the need for careful parameter selection for accurate computation 

and signal monitoring, showing the need for FFT method improvements to adapt to 

changing conditions. 

 

 
1. Introduction 

 

Within the power systems domain, strict adherence to 

50 Hz frequency and 220 𝑉𝑟𝑚𝑠 standards determined 

in Turkey is paramount, as the main frequency and 

amplitude serve as fundamental determinants [1]-[4]. 

Nevertheless, these critical parameters are susceptible 

to fluctuations attributed to diverse system 

components [5]-[8], encompassing nonlinear loads, 

illumination systems, electrical motors, arc furnaces, 

and welding operations [9]-[12]. Substantial scholarly 

inquiry has meticulously scrutinized the complexities 

inherent in this phenomenon, conducting rigorous 

analyses and taxonomies [5]–[13]. Standards such as 

IEEE 1159 and 1459 are dedicated to elucidating 

power quality parameters and facilitating the 

revealing evaluation of the measurements in 

succession. Moreover, detailed guidelines delineating 
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the testing and assessment of disturbances within 

power systems are expounded in the standards, and an 

analysis window for power systems is prescribed as 

0.2 seconds [1]–[4]. Incorporating disturbance 

components into the primary signal poses inherent 

risks and may introduce measurement errors, 

impacting systems and individuals. These erroneous 

measurements rather exacerbate the complexity of the 

issue, impeding the precise determination of values 

pertaining to components that deserve to be 

eliminated. 

The periodic surveillance and power systems 

signals analysis are indispensable endeavors. The 

efficacy of robust adjustment mechanisms, by 

compensation of filtering, hinges upon the 

compatibility between signal parameters and the 

chosen analytical approach. 
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According to the article in [14], the Visible 

Thinking pedagogical framework is effective in 

achieving a good complement to traditional lecture–

tutorial systems. Moreover, the other study on 

programming, which is a difficult area to understand 

due to its notional, proved the positive effect on 

visible thinking [15]. Indeed, there are limited similar 

studies for FFT and harmonics for electrical systems 

directly. For example, a mobile application to teach 

simple harmonic motions to high school students was 

made in [16]. A study in [17], presented the 

VisualHarmony program to learn the harmony effects 

in musical components by using harmonic analysis. A 

study in [18], shows that Mobile apps can be used 

experimentally for physics education. In this study, 

the ready-made programs are utilized to implement 

the experiments. In another study, an application of 

Fourier Theory for optics was implemented for 

engineering mathematics education [14]. The positive 

effect of visible thinking is shown in the article. An 

education tool for signals and systems achieved in 

MATLAB proposed different transform methods 

roughly and with some exercises [19]. Different 

smartphone applications like the Signal Generator, 

the Function Generator as a tone generator, and the 

Oscilloscope, the FFTWave as a sound oscilloscope, 

were performed for teaching the Fourier Series (F.S.) 

in [20] without any additional programming. It was 

revealed that the learning rate of F.S. was improved 

with this method based on Visible Thinking, as shown 

in the article.  A basic signal processing app for 

sounds was performed with MATLAB [21]. An 

educational software interface for power electronic 

applications carried out in [22] provided amplitude 

monitoring and FFT analysis coarsely. A Fourier 

Series app based on Android for undergraduate 

education was performed in [23]. A software based on 

ISE (Integrated Software Environment) was prepared 

for harmonics monitoring for FPGA applications in 

[24]. Another MATLAB app for harmonics was made 

in [25], and it gave the harmonics results of THD 

(Total Harmonics Distortion). 

As understood from the literature, all solve 

different problems, and only some approach FFT or 

harmonics and interharmonics of electrical systems 

roughly. Consequently, the present study tries to 

conduct a comprehensive comparative evaluation of 

parameters with different specifications. In this study, 

a MATLAB-based software is proposed that enables 

the generation of harmonic or interharmonic electrical 

signals, comparative samples with a predefined 

interface and detailed FFT analysis with different 

parameters such as sampling frequency (Hz), length 

(bit), frequency (Hz), main amplitude (V), inserted 

component frequency, inserted component amplitude 

(V), SNR level (dB) according to user definition. 

Moreover, subinterfaces of predetermined 

comparative parameters based on synthetic and 

experimental signals are conducted to make the 

effects of the FFT parameters easy for users to 

understand. 

This manuscript is organized by the 

following. Section two provides the methodology, 

including the power signal model and the signal 

processing model of FFT. The third section details the 

proposed app that originated on FFT parameters. 

Time and frequency domain responses obtained from 

the app are indicated in the next section. The results 

and effects of the different parameters of FFT are also 

discussed in this section. A summary of the study, 

contributions, and future studies are presented in the 

conclusion. 

 

2. Material and Method 

 

The main amplitude and frequency have crucial roles 

in power systems engineering, and they are widely 

acknowledged for their significance. Optimal 

operational performance within these systems is 

contingent upon the fidelity of the transmitted signal 

to a pure sinusoidal waveform characterized by the 

fundamental frequency. Nonetheless, odd-order 

harmonics, particularly those within the initial three 

orders specified by the IEC 61000-4-7 standard, can 

potentially disrupt these fundamental parameters. 

Such harmonics or interharmonics may manifest with 

varying amplitudes, thereby introducing an array of 

noise manifestations.  

 

2.1. Signal Model 

 

Eq. (1) presents a comprehensive representation of a 

signal with inserted components. Within this 

mathematical formulation, the amplitude of the main 

component is explicitly denoted as 𝛼𝑚𝑎𝑖𝑛 = 1 while 

the ensuing coefficients 𝛼𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 delineate the 

amplitude of the corresponding inserted harmonic / 

interharmonic component. The frequencies of the 

components are also called with similar indices. The 

term 𝑛𝑜𝑖𝑠𝑒𝑆𝑁𝑅(𝑡) signifies the Additive White 

Gaussian Noise (AWGN) integrated within the signal 

framework. 

 

𝑥(𝑡) = 𝛼𝑚𝑎𝑖𝑛 sin(2𝜋𝑓𝑚𝑎𝑖𝑛𝑡)
+ 𝛼𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 sin(2𝜋𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑𝑡)
+ 𝑛𝑜𝑖𝑠𝑒𝑆𝑁𝑅(𝑡) 

(1) 
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2.2. Signal Processing with FFT 

 

Eq. (2) presents FFT for x called by y with length N: 

 

𝑦(𝑘) = ∑ 𝑥(𝑗)𝑊𝑁
(𝑗−1)(𝑘−1)𝑁

𝑗=1 , 𝑊𝑁 = 𝑒(−2𝜋𝑖)/𝑛  (2) 

All transformations with different parameters 

will be done with FFT methods in this study and will 

not be defined in detail [14]. An input signal as x(t) 

modeled by Eq. (1) and FFT of it are available in 

Figure 1. a. and b. consecutively. 

 

 
Figure 1. Input Signal and FFT of It 

3. Proposed App for Parameter-Oriented FFT 

 

In this study, a MATLAB-based software is proposed 

that enables the generation of harmonic or 

interharmonic electrical signals, comparative samples 

with a predefined interface and detailed FFT analysis 

with different parameters such as sampling frequency 

(Hz), length (bit), frequency (Hz), main amplitude 

(V), inserted component frequency, inserted 

component amplitude (V), SNR level (dB) according 

to user definition.   

This study proposed an app with three main 

subprograms, as revealed in Figure 2. The first is a 

user-defined input interface that allows the user to 

input phase and time variability. The second provides 

comparative predefined synthetic signals based on 

different parameters like sampling frequency, signal 

length, frequencies of main and inserted components, 

and SNR level. The last one shows similar signals 

based on the experimental dataset.  

The program is set based on the default 

parameters available in Table 1. Moreover, the 

resolution of the FFT and window also important for 

an accurate measurement are given in Table 1. All 

parameters are explained why these values are 

selected as default. 

• For this table, the sampling frequency of the 

signal is selected as 𝑓𝑠 = 1000 Hz, which 

provides the 10−3sec according to most basic 

studies for simplicity. 

• The length of the signal is gotten as L=1500 

default. However, it is arranged to different 

values and performed according to the standard 

of IEC 61000-4-30 in the simulation studies.  

• Window and the resolution effects of the 

parameters can be obtained from the 

parameters above. So, they are also performed 

according to the related values consisting of 

standard values as 𝑤𝑖𝑛 = 0.2 𝑠𝑒𝑐 and 𝑟𝑒𝑠 =
5 𝐻𝑧. 

• The frequencies of the components 𝑓0 and 

𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 are selected with the most common 

values as 50 and 150 Hz.  These are performed 

for the most common frequency ranges. 

• SNR can be encountered between 0 to infinity, 

so it is arranged as inf, and it can be arranged 

between 0 to inf. 

 



S. Akkaya / BEU Fen Bilimleri Dergisi 13(4), 923-938, 2024 
 

926 

 

Figure 2. Block Structure of the App 

Table 1. Default Parameters of the systems 

Default Parameters of the systems 

Sampling Frequency (Hz) 𝑓𝑠 = 1000 
Sampling period (sec) 𝑇 = 1/𝑓𝑠 
Length of signal (bit) 𝐿 = 1500 

Window (sec) 𝑤𝑖𝑛 = 𝐿 ∗ 𝑇 
Resolution (Hz) 𝑟𝑒𝑠 = 𝑓𝑠 𝐿⁄  

Main Frequency (Hz) 𝑓0 = 50 
Inserted Component Frequency 

(Hz) 

𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 = 150 

SNR Level (dB) ∞ 

  

3.1. Input Option 

 

The program presented allows for user login and 

predefined operations. The interface in Figure 3 offers 

the options of selecting User-Defined Input, 

Predefined Comparative Parameters or Predefined 

Comparative Experimental Parameters by selecting in 

order of 1, 2 or 3. 

Figure 3. Input Selection Sub-Interface 

 

3.1.1. User-Defined Input 

 

The user-defined input interface that appears in 

Figure 4 makes an easier arrangement of parameters 

like sampling frequency, length, main frequency, 

main amplitude, inserted component frequency, 

inserted component frequency, and SNR level, 

successively as seen in the figure.  

 
Figure 4. User-Defined Input Sub-Interface 

 

3.1.2. Predefined - Comparative Parameters 

 

The Predefined Parameter interface shown in Figure 

5, is usable to see comparative results that align with 

the selected parameter while the others are default 

parameters. The details of the results will be observed 

in the next section. 
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Figure 5. Parameter Selection Sub-Interface for 

Predefined Comparative Parameters 

 

3.1.3. Predefined - Comparative Experimental 

Parameters 

 

The Predefined Experimental Parameter interface 

shown in Figure 6, is usable to see comparative results 

that align with the selected parameter while the others 

are default parameters. The details of the results will 

be observed in the next section. 

 

 

Figure 6. Parameter Selection Sub-Interface for 

Predefined Comparative Experimental Parameters 

 

4. Results And Discussion 

 

In this study, an application for FFT is based on the 

parameters. The computation was performed with 

MATLAB 2024a on a computer with Intel(R) 

Core(TM) i7-10700 CPU @ 2.90GHz 2.90 GHz, 64-

bit processor, 32 GB RAM. The elapsed time is 

0.071373 seconds, which is less than a window length 

of 0.2 seconds. That means it leads to only 0.071373 

seconds delaying the process of a window, and it can 

be tolerated until the other window acquisition. In this 

section, the comparative results for predefined values 

are obtained for the “5” different parameters with 

figures and tables in the case of synthetical and 

experimental datasets as follows. 

 

 

4.1. Synthetical Results 

 

4.1.1. Sampling Frequency 

 

Figure 7 demonstrates the effects of the different 

sampling frequencies. It is clear that the appropriate 

sampling frequency selection is important for 

accurate measurement in the frequency spectrum. The 

results of this comparison are given in Table 2. Both 

components are measured with 0% error in the case 

of  𝑓𝑠 = 1000, while important errors occur in terms 

of frequency and amplitude under the other cases. 

These errors depend on frequency resolution. 

 
Table 2. Results for different sampling frequencies 

 Main Component 
Inserted 

Component 

Sampling 

Frequency, 𝒇𝒔 
1000 2000 2994 1000 2000 2994 

Frequency 

Resolution 

(Hz) 

0.6667 1.3333 1.996 0.6667 1.3333 1.996 

Nominal 

Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency 

(Hz) 

50 50 50 150 150 150 

Measured 

Amplitude 

(𝑽𝒑𝒖) 
1 0.647 0.996 1 0.637 0.961 

Error (%) 0 -35.3 -0.4 0 -36.3 -3.9 

Measured 

Frequency 

(Hz) 

50 49.33 49.9 150 150.67 149.7 

Error (%) 0 -1.34 -0.2 0 +0.45 -0.2 

 

4.1.2.  Length 

 

Figure 8 demonstrates the effects of the different 

signal lengths. The appropriate length selection is 

important for accurate measurement, as shown in this 

figure. The results of the comparison are available in 

Table 3. Both components are measured with 0% 

error under the case of 𝐿 = 1500 and 200, while 

important errors occur in terms of frequency and 

amplitude under the case of 𝐿 = 1001. Because the 

frequency resolution is 0.999 that leads to a -0.1 % 

and -0.45% frequency deviation for both components. 

This result is related directly to the measurement 

window. 
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Figure 7. Effects of different sampling frequencies 

 
Figure 8. Effects of different signal lengths 

Table 3. Results for different signal lengths 

 
Main 

Component 

Inserted 

Component 

Length of Signal, 𝑳 1500 1001 200 1500 1001 200 

Frequency 

Resolution (Hz) 
0.667 0.999 5 0.6667 0.999 5 

Nominal Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency (Hz) 
50 50 50 150 150 150 

Measured 

Amplitude (𝑽𝒑𝒖) 
1 0.996 1 1 0.962 1 

Error (%) 0 -0.4 0 0 -3.8 0 

Measured 

Frequency (Hz) 
50 49.95 50 150 149.85 150 

Error (%) 0 -0.1 0 0 -0.45 0 

4.1.3.  Main Frequency 

 

Figure 9 demonstrates the effects of the main 

frequency value. An appropriate main frequency 

value is also important for accurate measurement, as 

shown in this figure. The results of this effect are 

presented in Table 4. Both components are measured 

with 0% error in the case of  𝑓𝑚𝑎𝑖𝑛 = 50 𝐻𝑧, while 

important errors occur in terms of frequency and 

amplitude under the cases of 𝑓𝑚𝑎𝑖𝑛 = 49.5 𝐻𝑧, and 

50.5 Hz for the main component. The inserted 

component is measured accurately in all cases. 

Because the frequency value of the main component 

affects itself independently from the other 

components. 
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Figure 9. Effects of different main frequencies 

Table 4. Results for different main frequencies 

 Main Component 
Inserted 

Component 

Main 

Frequency, 𝒇𝟎 

(Hz) 

49.5 50 50.5 150 150 150 

Frequency 

Resolution (Hz) 
0.667 0.667 0.667 0.667 0.667 0.667 

Nominal 

Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency (Hz) 
50 50 50 150 150 150 

Measured 

Amplitude 

(𝑽𝒑𝒖) 
0.8998 1 0.8998 1 1 1 

Error (%) -10.02 0 10.02 0 0 0 

Measured 

Frequency (Hz) 
49.333 50 50.667 150 150 150 

Error (%) -1.334 1 1.334 0 0 0 

 

4.1.4.  Inserted Component Frequency  

 

Figure 10 demonstrates the effects of the inserted 

component frequency value. An appropriate inserted 

component frequency value is also important for 

accurate measurement, as shown in this figure. The 

results of this effect are presented in Table 5. Both 

components are measured with 0% error in the case 

of  𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 = 100 𝐻𝑧, and 150 Hz, while important 

errors occur in terms of frequency and amplitude 

under the cases of 𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 = 149 𝐻𝑧 for just the 

inserted component. The main component is 

measured accurately in all cases. Similar to that, in the 

cases of main frequency, the value of the inserted 

component frequency only affects itself 

independently from the other components. 

 
Table 5. Results for different inserted component 

frequencies 

 Main Component Inserted Component 

Inserted 

Component 

Frequency, 

𝒇𝒊𝒏𝒔𝒆𝒓𝒕𝒆𝒅 (Hz) 

50 50 50 150 149 100 

Frequency 

Resolution 

(Hz) 

0.667 0.667 0.667 0.667 0.667 0.667 

Nominal 

Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency 

(Hz) 

50 50 50 150 150 150 

Measured 

Amplitude 

(𝑽𝒑𝒖) 
1 1 0 1 0.667 1 

Error (%) 0 0 0 0 -33.3 0 

Measured 

Frequency 

(Hz) 

50 50 50 150 148.67 150 

Error (%) 0 0 0 0 -0.89 0 
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4.1.5. SNR Level 

 

Figure 11 demonstrates the effects of SNR level for 

the inserted noise. The noise level is also important 

for accurate measurement as seen in this figure. The 

results of this effect are presented in Table 6. Both 

components are measured with almost errorless under 

the case of  𝑆𝑁𝑅 = 50 𝑑𝐵, and 30 𝑑𝐵 while 

important errors occur in terms amplitude in the case 

of 𝑆𝑁𝑅 = 3 𝑑𝐵 for both components.  

 
Figure 10. Effects of different inserted component frequencies 

 
Figure 11. Effects of different SNR levels 
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Table 6. Results for different SNR levels 

 Main Component Inserted Component 

SNR (dB) 50 30 3 50 30 3 

Frequency 

Resolution 

(Hz) 

0.667 0.667 0.667 0.667 0.667 0.667 

Nominal 

Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency 

(Hz) 

50 50 50 150 150 150 

Measured 

Amplitude 

(𝑽𝒑𝒖) 
0.9999 0.9991 0.9857 1.00003 1.0004 0.957 

Error (%) -0.01 -0.093 -1.433 0.003 0.041 -4.32 

Measured 

Frequency 

(Hz) 

50 50 50 150 150 150 

Error (%) 0 0 0 0 0 0 

 

4.2. Experimental Results 

 

An experimental dataset is generated by an adjustable 

signal generator in the laboratory. According to the 

ability of the generator, all comparisons are carried 

out except for the SNR level as follows. Default 

parameters for the experimental dataset are selected 

based on the properties and IEC 6100-4-7 standard 

recommendations of window 0.2 secs, as in Table 7. 

 

Table 7. Default parameters of the systems for 

experimental dataset. 

Default parameters of the systems 

Sampling Frequency (Hz) 𝑓𝑠 = 5000 

Sampling period (sec) 𝑇 = 1/𝑓𝑠 

Length of signal (bit) 𝐿 = 1000 

Window (sec) 𝑤𝑖𝑛 = 𝐿 ∗ 𝑇=0.2 sec 

Resolution (Hz) 𝑟𝑒𝑠 = 𝑓𝑠 𝐿⁄  = 5 Hz 

Main Frequency (Hz) 𝑓0 = 50 

Inserted Component 

Frequency (Hz) 
𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 = 150 

SNR Level (dB) Natural Grid Noise 

 

4.2.1. Sampling Frequency 

 

Figure 12 demonstrates the effects of the different 

sampling frequencies for experimental time series 

data. The appropriate sampling frequency selection is 

important for accurate measurement in the frequency 

spectrum. The results of this comparison are given in 

Table 8. Both components are measured with a low 

error rate in the cases of 𝑓𝑠 = 1000 and 5000 Hz, 

while important errors occur in terms of frequency 

and amplitude under the case of 𝑓𝑠 = 7150. These 

errors depend on frequency resolution. The measured 

amplitudes of the components are 1.024 and 0.9832 

𝑉𝑝𝑢  because of the natural grid noise of the signal. 

This is also true for the other cases of the experimental 

parameters as follows. 

 

 
Figure 12. Effects of different sampling frequencies for experimental dataset 
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Table 8. Results for different sampling frequencies for 

experimental dataset 

 Main Component Inserted Component 

Sampling 

Frequency, 𝒇𝒔 
5000 1000 7150 5000 1000 7150 

Frequency 

Resolution (Hz) 
5 1 7.15 5 1 0.696 

Nominal 

Amplitude (𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency (Hz) 
50 50 50 150 150 150 

Measured 

Amplitude (𝑽𝒑𝒖) 
1.024 1.012 0.739 0.983 1.002 0.9636 

Error (%) +2.4 +1.17 -26.1 -1.68 +0.22 -3.64 

Measured 

Frequency (Hz) 
50 50 50.05 150 150 157.3 

Error (%) 0 0 +0.1 0 0 +3.65 

 

4.2.2. Length 

 

Figure 13 gives the effects of the different signal 

lengths for experimental data. The appropriate length 

selection is important for accurate measurement as 

shown in this figure. The results of the comparison are 

available in Table 9. Both components are measured 

with a low error rate under the case of 𝐿 = 1000 and 

15000, while important errors occur in terms of 

frequency and amplitude under the case of 𝐿 =
14371. Because the frequency resolution is 0.6958 

that leads to a 0.202 % frequency deviation for both 

components. This result is related directly to the 

measurement window. 

 
Table 9. Results for different signal lengths for the 

experimental dataset 

 Main Component 
Inserted 

Component 

Length of 

Signal, 𝑳 
1000 15000 14371 1000 15000 14371 

Frequency 

Resolution 

(Hz) 

5 0.6667 0.696 5 0.667 0.696 

Nominal 

Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency 

(Hz) 

50 50 50 150 150 150 

Measured 

Amplitude 

(𝑽𝒑𝒖) 
1.0240 1.005 0.97 0.983 1.0038 0.72 

Error (%) +2.4 +0.5 -3 -1.68 +0.38 -28 

Measured 

Frequency 

(Hz) 

50 50 50.101 150 150 150.303 

Error (%) 0 0 +0.202 0 0 +0.202 

 

 

 

 
Figure 13. Effects of different main frequencies for experimental dataset 
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4.2.3. Main Frequency 

 

Figure 14 illustrates the effects of the main frequency 

value in the case of experimental data. An appropriate 

main frequency value is also important for accurate 

measurement, as shown in this figure. The results of 

this effect are presented in Table 10. Both components 

are measured with a low error rate in the case of  

𝑓𝑚𝑎𝑖𝑛 = 50 𝐻𝑧. In contrast, important errors occur in 

terms of frequency and amplitude under the cases of 

𝑓𝑚𝑎𝑖𝑛 = 49.5 and 50.5 𝐻𝑧 for the main component. 

The inserted component is measured accurately in all 

cases. Because the frequency value of the main 

component affects itself independently from the other 

components. 

 
Table 10. Results for different main frequencies for 

experimental data 

 Main Component 
Inserted 

Component 

Main 

Frequency, 

𝒇𝟎 (Hz) 

49.5 50 50.5 150 150 150 

Frequency 

Resolution 

(Hz) 

5 5 5 5 5 5 

Nominal 

Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency 

(Hz) 

50 50 50 150 150 150 

Measured 

Amplitude 

(𝑽𝒑𝒖) 
1.002 1.0240 0.99 1.005 0.9832 1.007 

Error (%) +0.2 +2.4 +1 0.5 -1.68 +0.7 

Measured 

Frequency 

(Hz) 

50 50 50 150 150 150 

Error (%) +1.0101 1 -0.990 0 0 0 

 

4.2.4. Inserted Component Frequency  

 

Figure 15 reveals the effects of the inserted 

component frequency value for experimental data. An 

appropriate inserted component frequency value is 

also important for accurate measurement, as shown in 

this figure. The results of this effect are presented in 

Table 11. Both components are measured with a low 

error rate in the case of  𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 = 100 𝐻𝑧, and 150 

Hz, while important errors occur in terms of 

frequency and amplitude under the cases of 

𝑓𝑖𝑛𝑠𝑒𝑟𝑡𝑒𝑑 = 149 𝐻𝑧 for just the inserted component. 

The main component is measured accurately in all 

cases. Similar to that in the cases of main frequency, 

the value of the inserted component frequency only 

affects itself independently from the other 

components. 

 
Table 11. Results for different inserted component 

frequencies for experimental data 

 Main Component Inserted Component 

Inserted 

Component 

Frequency, 

𝒇𝒊𝒏𝒔𝒆𝒓𝒕𝒆𝒅 (Hz) 

50 50 50 150 149 100 

Frequency 

Resolution 

(Hz) 

5 5 5 5 5 5 

Nominal 

Amplitude 

(𝑽𝒑𝒖) 
1 1 1 1 1 1 

Nominal 

Frequency 

(Hz) 

50 50 50 150 150 150 

Measured 

Amplitude 

(𝑽𝒑𝒖) 
1.024 1.028 1.016 0.983 0.951 1.0021 

Error (%) +2.4 +2.81 +1.61 -1.68 -4.1 +0.21 

Measured 

Frequency 

(Hz) 

50 50 50 150 150 150 

Error (%) 0 0 0 0 +1.0067 0 

 

4.3. Comparison of the proposed method  

 

The proposed study on harmonic- / interharmonic- 

signal generation and analysis with different 

parameters comprehensively on electrical systems has 

been compared with 11 different studies in  Table 12 

is established with It outperforms in this field in terms 

of parameters like interharmonic-, length effect, 

frequency deviation effect, and noise effect. 

Furthermore, all parameters are assured by the 

proposed method. 

All results show that values of the parameters, 

such as sampling frequency, signal length, amplitudes 

and frequencies of main and inserted components, 

and SNR level, are effective for the correct 

measurement. These are presented for the user 

predefined and comparatively in this app to 

understand the effects. If one would like to generate 

and analyze a user-defined signal with additional 

components, he/she can use the app's user-defined 

input interface.  

This study offers users different choices, such 

as training, generating, and analyzing a signal with 

different interfaces of the proposed app.  

The proposed method's limitation is that only 

one harmonic or interharmonic can be inserted into 

the fundamental frequency signal at any noise level of 

AWGN instead of more than one related component.
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Table 12. Comparison of proposed and similar studies in the literature 

Methods Fields FFT Harmonics Interharmonics 
Length 

Effect 

Frequency 

Deviation 

Effect 

Noise 

Effect 
Generation Analysis Examples 

Programming 

Language 

[14] Optics 
 

Fourier 

Theory 
        Java 

[16] Physics          Android 

[17] Music          Java 

[18] Physics          Android 

[19] 
Signals and 

Systems          MATLAB 

[20] Sounds 
 

Fourier 

Series 

 
         

[21] Sounds          MATLAB 

[22] Power Electronics          Labview 

[23] 

Electrical and 

Electronics 

Engineering 

 
Fourier 

Series 
        Android 

[24] Electrical Systems          ISE 

[25] Electrical Systems 
 

Fourier 

Series 
        MATLAB 

Proposed 

Method 
Electrical Systems          MATLAB 
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Figure 14. Effects of different lengths for experimental dataset 

 

 
Figure 15. Effects of different inserted component frequencies for experimental dataset 

 

5. Conclusion and Suggestions 

 

The conclusion section should be stand-alone. The 

aim of the study and its significant results should be 

given briefly in a concrete way. In addition, 

suggestions and opinions that are requested to be 

conveyed to the readers regarding the results of the 

study can be stated. 

In summary, this paper presents an enhanced 

comparative investigation concerning the FFT based 

on related parameters, encompassing the analysis of 

power signals containing disturbance components 
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such as harmonics / interharmonics, and noise with 

not only synthetical signals but also experimental 

signals. The findings of the FFT analysis, involving 

parameters including 𝛼main, 𝛼inserted, fmain, finserted, fs, L, 

and SNR of noise, reveal that alterations in the 

mentioned specific parameters exert a localized 

impact solely on individual component values. In 

contrast, variations in the remaining FFT parameters 

affect the entirety of the measured values across all 

processed components. Moreover, it was found that 

small changes in the sampling frequency of 1/2000, 

the fundamental frequency of 0.5 Hz, or the 

measurement window of 1/1000 caused very large 

errors. Furthermore, the paper introduces a 

rudimentary application facilitating the comparison of 

these parameters and examining resultant outcomes. 

This research contributes to advancing the 

understanding of disturbance components and noise 

within signal-processing contexts. Additionally, it 

highlights important parameters that affect the 

analysis and effectiveness of FFT-based study across 

different parameter circumstances. Furthermore, 

users can easily understand the effects of the FFT 

parameters employing subinterfaces of predetermined 

comparative parameters based on synthetic and 

experimental data. This study offers different choices 

to users, such as training, generating, and analyzing a 

signal with different interfaces of the proposed app. 

Although this application has been designed for 

power system signals, it also applies to biomedical, 

audio, and other electrical signal studies. 
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Abstract 

Fossil resources currently supply the majority of the world's energy needs. Even if 

fossil fuel sources are gradually depleted, the need for energy will continue due to 

population increases and the widespread use of life-improving technology. Biomass 

is one of these unique and sustainable energy sources. Anywhere there is life- human, 

animal, or plant-biomass may be a clean, readily available, and sustainable energy 

source. Furthermore, Türkiye, which depends on foreign energy and should reduce 

its carbon footprint, must benefit from this energy source to the maximum extent. 

Since the city of Muş has an economy based on agriculture and animal husbandry, it 

is a province with high biomass potential. Therefore, it was chosen as the subject of 

this study. Furthermore, with this study, the biomass potential of Muş province was 

tried to be determined for the first time in the literature. The theoretical annual 

amount of energy obtained from plant, animal, forest, and municipal waste in Muş 

province is 222,066.3 TOE. However, the economically realizable amount of the 

theoretical potential was calculated to be 8935.20 TOE. It has been estimated that 

this economical biomass energy can meet 27.15% of the city's electricity 

consumption. This contributes significantly to the socio-economically 

underdeveloped city economy and provides the utilization of waste that would harm 

the city's environment. 
 

 

1. Introduction 

 

Humans rely on both underground and surface energy 

resources to meet their energy needs. Among these 

sources, fossil fuels are the most widely consumed. 

However, due to the limited and finite nature of fossil 

fuel reserves and the environmental issues they cause, 

many countries are turning to renewable energy 

sources [1-2]. This shift has sparked significant 

interest among government officials, academic 

researchers, and industry experts who aim to enhance 

energy supply. A primary goal of renewable energy 

production is to reduce anthropogenic greenhouse gas 

emissions contributing to climate change while 

promoting social and economic development. It 

includes improving energy accessibility, enhancing 

energy security, and achieving better public health 

outcomes. Biomass, a versatile renewable energy 

 

*Corresponding author: o.arslan@alparslan.edu.tr              Received: 25.04.2024, Accepted: 23.12.2024 

source, plays a crucial role in reducing fossil fuel 

emissions, particularly in sectors where it is 

challenging to cut carbon emissions. Solid biomass is 

any plant matter that can be used directly as fuel or 

processed into other forms before combustion [3]. 

The diversity of biomass sources for energy 

generation such as forest management practices, 

cultivated biomass crops, animal waste, agricultural 

residues, and biomass from industrial, municipal, and 

agricultural solid waste highlights the potential of this 

resource [4]. 

Like many fossils fuel-poor countries, 

Türkiye has started to work hard to meet most of its 

energy needs from local biomass and other renewable 

energies. This trend is increasing since biomass 

energy can be used as thermal energy or converted 

into electrical energy and is environmentally friendly. 

About six-percent of the electrical energy produced in 
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the world is produced from renewable energy sources. 

Biomass energy is the most widely used renewable 

energy type after hydroelectric and wind energy in the 

production of electrical energy. Especially in OECD 

and European countries, there has been a significant 

increase in the evaluation of biomass energy and other 

renewable energy sources due to the dramatic 

increase in incentives and grants to encourage using 

renewable energy sources [5]. In the report titled 

"Fuels of 2050," announced in 2011 by the European 

Union, detailed information about the use of different 

biomass fuels in sea, land, and air vehicles is given. 

In the Vision 2030 document, the target of a 25% 

increase in the use of biomass energy until 2030 is 

stated [6]. Biogas, which is one of the biomass types, 

is an alternative fuel to natural gas because it is used 

not only for electricity generation but also for heating 

purposes. Sweden plans to use biogas as an alternative 

to natural gas. In Sweden, the use rate of biogas as a 

fuel in vehicles in the country has increased in the last 

ten years. In addition, biogas energy has been used in 

trains in Sweden since 2005 [7]. 

Muş has been particularly preferred for 

biomass potential analysis in this study since it is 

predicted that the city's biomass potential may be 

attractive for investment due to the agriculture and 

animal husbandry-based economy of Muş province. 

Within the scope of this study, the biomass potential 

of Muş was determined by considering the amount of 

municipal and domestic waste as well as animal, 

plant, and forest wastes of Muş. Then, a comparison 

was made with the values in the literature. In addition, 

in this study, monthly electricity consumption, natural 

gas consumption, and petroleum products 

consumption in Muş province were calculated. Thus, 

it has been tried to determine how much biomass 

energy, an alternative to fossil fuels, can meet the 

energy consumed by the city. As a province of 

Türkiye, which is foreign-dependent in energy, the 

contribution that Muş can offer to the country by 

making maximum use of the biomass energy potential 

has been tried to be revealed. It is also hoped that this 

study can serve as a reference guide that can 

contribute to academic studies and business people 

who want to invest in renewable energy. 

 

2. Material and Method 

 

The biomass potential of a region is determined by the 

amount of vegetal, animal, domestic, municipal, and 

forestry waste belonging to that region. The biomass 

potential created by the vegetal entity is calculated by 

taking into account the waste rate of the plants and the 

unit calorific values of these plants. When looking at 

animal-derived waste, calculations are made 

according to the type of animal, the amount of waste 

it will create, and the amount of energy that can be 

obtained from these wastes. The amount of domestic 

and municipal waste is proportional to the size of the 

city's human population. In forestry assets, the 

amount of energy obtained from tree species and 

wastes such as bark and leaves arising from trees is 

calculated. In this study, the BEPA calculation system 

was used. Türkiye Biomass Energy Potential Atlas 

(BEPA) is a GIS application that can dynamically 

present on a map, graphically and numerically, the 

potential to produce how much electricity and how 

much biofuel from which biomass source in Türkiye 

and in which regions of the country these resources 

are concentrated. In this study, data regarding the 

vegetal, animal, forest, and domestic waste potential 

of Muş province are given in tables to help understand 

the subject. In addition, all formulas used in BEPA 

biomass energy potential calculations are given in 

detail, and an attempt is made to understand the 

method used in the calculations. In this study, 

calculations were taken from the BEPA system. In the 

BEPA system, calculations are updated according to 

the latest data. 

 

3. Biomass Potential of Muş Province 

 

Muş is a province located in the Eastern Anatolia 

Region. Its area is 8,196 km2, corresponding to 1.1% 

of Türkiye's area. It is located between 39 29' and 38 

29' north latitudes and 41 06' and 41 47' east 

longitudes. Its population is 411,117. It has the Muş 

Plain, Türkiye's third largest inland plain. It covers an 

area of approximately 1650 km2, 30 kilometers wide 

and 80 kilometers long. Muş province borders the 

Ahlat and Adilcevaz districts of Bitlis and the Patnos 

and Tutak districts of Ağrı from the east. It borders 

Erzurum's Karayazı, Hınıs, Tekman, and Karaçoban 

districts from the north, Bingöl's Karlıova and Solhan 

districts, and Diyarbakır's Kulp districts from the 

west. It borders Batman's Sason and Bitlis' Güroymak 

and Mutki districts from the south. Muş province was 

established on the northern slope of Kurtik Mountain 

[8]. 

Muş province is an agricultural and animal 

husbandry city. It includes the Muş Plain, Bulanık, 

Liz, and Malazgirt plains within the borders of Muş 

province and is a city with a high animal population 

as it has large-scale pasture areas. Therefore, the city's 

agriculture and livestock potential are high. This 

section will discuss the city's plant, animal, forest 

assets, and domestic and municipal waste potential. 

Not all plant and animal wastes can be used to obtain 

biomass energy. Only a certain percentage of this 

waste is used. 
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This section will discuss the city's plant, 

animal, forest assets, and domestic and municipal 

waste potential. 

 

3.1. Animal Biomass Potential of Muş Province 

 

Eastern Anatolia is one of the regions with high 

livestock breeding potential in Türkiye, and Muş is 

one of the provinces with high livestock breeding 

potential in this region. Since the amount of animal 

waste increases directly proportional to the number of 

animals, biomass energy potential also increases. Due 

to the advantage of having large pasture lands in Muş 

province, farmers mainly engage in pasture livestock 

farming. 

The number of sheep, goats, and cattle in Muş 

province is over 2 million. Data on animal numbers 

are shared in Table 1. Due to the large capacity of 

pasture lands in Muş province, sheep and goats are 

widely bred. 

 
Table 1. Animal population of Muş Province between 2018-2022 [9]-[10]. 

Animal species  2018 2019 2020 2021 2022 

Small ruminant 1,041,102 1.084.591 1,235,552 1,250,000 1.205.000 

Cattle 306,542 325,067 331,881 335,798 301.000 

Buffalo 7,341 7,078 7,031 7,591 - 

Horse 2,629 2,619 2,430 2,171 - 

Donkey 2,601 2,625 2,327 2,091 - 

Mule 342 348 347 311 - 

Poultry (total) 511,128 503,169 732,592 467,007 346.773 

Chicken 305,462 300,908 422,591 277,047 - 

Turkey 76,484 72,615 110,227 64,234 - 

Duck 36,428 35,610 43,472 23,268 - 

Goose 92,754 94,036 156,302 102,458 - 

 

 

The animal population of Muş Province as of 

the end of 2022 is illustrated in Figure 1. 

 

Figure 1. Animal population of Muş Province at the end 

of 2022 [10]. 

 

Table 2 analyzes the changes in the animal 

population within Muş Province from 2010 to 2023, 

with corresponding data illustrated in Figure 2. Figure 

2 depicts variations in the animal population, 

demonstrating fluctuations rather than a consistent 

trend of either growth or decline. 

 

 

 

 

 

Table 2. Animal population change in Muş Province 

between 2010-2023 [10]. 

Years Cattle Small ruminant 

2010 236,330 1,004,831 

2011 247,302 1,016,089 

2012 276,507 1,001,228 

2013 294,998 925,551 

2014 285,146 1,085,197 

2015 290,521 984,070 

2016 302,215 1,021,142 

2017 306,508 1,049,367 

2018 306,542 1,041,102 

2019 325,067 1,084,591 

2020 331,881 1,235,552 

2021 335,798 1,250,000 

2022 301,000 1,205,000 

2023 235,507 1,051,461 
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Figure 2. Changes in cattle and small ruminant 

populations between 2010-2023 years in Muş Province 

When calculating the amount of animal 

waste, the waste yield for cattle is taken as 10-20 

kilograms per day. However, the daily waste amount 

of goats and sheep is accepted as 2 kg. As can be seen 

in Table 3, animal biogas potential was calculated by 

taking into account animal species, waste collection 

rate, and biogas yield [8]. 

 

 

 

 
Table 3. Animal species and biomass (biogas) energy yield [11]. 

 

Formulas (1) and (2) below were used to 

calculate animal waste. 

∑𝐴𝑀y𝚤𝑙𝑙𝚤𝑘  = 𝐴𝑀𝑥 𝐻𝑆                                     (1) 

∑ 𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚a  = ∑ 𝐴𝑀y𝚤𝑙𝑙𝚤𝑘 𝑥 𝐻𝑢                          (2) 

Here; 

𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚𝑎 = Energy obtained from total combustion 

𝐴𝑀y𝚤𝑙𝑙𝚤𝑘    = Annual waste amount 

HS     = Number of Animals 

Hu     = Lower calorific value of animal waste 

 

3.2. Crop Production Potential of Muş Province 
 

As seen in Table 4, Muş province has a land area of 

866,833 hectares. The proportion of agricultural lands 

among these lands is 357,342 ha. 278,500 ha of 

agricultural land is suitable for the use of agricultural 

machinery. The non-arable area of Muş province is 

21,331 ha [9]. 
 

Table 4. Land types and ratios in Muş Province [12]. 

Land type Area (ha) 
Percentage in 

land (%) 

Farmland 357,342 41.2 

Meadow 56,985 6.6 

Pasture  351,176 40.5 

Forest 79,999 9.2 

Unsuitable for agriculture 21,331 2.5 

Total 866,833 100 

As seen in Table 5, grain and plant products 

rank first in the use of agricultural lands in Muş 

province, with an area of 2,095,225 decares. Fruit 

beverages, spices, and vegetable plants follow these. 

The table shows that there is not ornamental plant 

cultivation in Muş province. Additionally, the land 

left fallow is 281,530 decares 

 
Table 5. Usage status of agricultural lands in Muş 

Province [13] 

Agricultural areas (decare) 

Fruits, beverage and spice plants 13,415 

Fallow 281,530 

Vegetables 41,088 

Ornamental plants 0 

Cereals and other plant products 2,095,225 

 

Table 6 shows the crop production data of 

Muş province, covering the years 2020-2022. Wheat 

is the most significant grain production in Muş. The 

wheat production area corresponds to 1,115,402 

decares. Then, alfalfa, barley, sugar beet, sainfoin, 

vetch, silage corn, safflower seeds, chickpeas, dry 

beans, oil sunflower seeds, tobacco, and potatoes are 

produced, respectively. Besides grains and other plant 

products, mostly vegetables are produced in Muş. We 

can list these vegetables, from highest production to 

lowest, as watermelon, table tomato, melon, 

cucumber, white cabbage, green beans, bell pepper, 

Animal 

species 

Live 

weight 

(kg) 

Amount of fresh waste TS(%) VS(%) 

Availability 

duration of stay 

in the stable (%) 

Biogas yield 

(L/kg.UK) 

  
Percentage of 

weight (%) 

Manure 

(kg/day) 
    

Cattle 135-800 5-6 10-20 5-25 75-85 
65 (milk), 

25(meat) 
200-350 

Small 

ruminants 
30-75 4-5 2 30 20 13 100-310 

Chicken(egg) 

Chicken(meat) 
1.5-2.0 3-4 0.08-1.00 

10-35 

50-90 

70-75 

60-80 
99 

310-620 

550-650 
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green pepper, tomato paste, onion, eggplant, onion, 

and zucchini. When the fruits, beverages, and spice 

plants produced in Muş province are examined, table 

grapes take the first place with an area of 3,848 

decares. These are followed by walnuts, apples, pears, 

and cherries [11].  

 
Table 6. Crop production amounts in Muş Province [14]. 

 2020 2021 2022 

Products 
Cultivation  

area(ha) 

Production 

(ton) 

Cultivation  

area(ha) 

Production 

(ton) 

Cultivation  

area(ha) 

Production 

(ton) 

Clover 49,427 1,234,224 49,599 1,077,623 46,590 965,447 

Sugar beet 6,603 372,670 5,581 277,558 7,313 406,612 

Wheat (other) 111,540 222,970 124,254 199,798 125,000 431,061 

Sainfoin-(green herb) 5,438 106,200 82,964 82,964 3,695 49,695 

Corn-slage 2,315 114,190 2,008 96,994 2,299 125,685 

Vetch (green grass) 3,578 60,634 3,452 50,107 2,877 36,467 

Barley 24,710 56,107 26,923 33,069 34,897 97,706 

Sunflower(oil) 777 1,712 2,936 4,085 3,517 7,934 

Haricot bean 1,236 2,087 1,521 2,575 1,995 3,812 

Chickpeas 1,797 2,633 1,736 1,361 14 1,742 

Potatoes 129 3,904 145 4,087 33 967 

Red lentil 7 10 7 6 76 114 

Corn-grain 54 308 145 961 162 1,942 

Onion 61 513 64 996 23 582 

 

The biomass energy potential obtained from 

agricultural wastes was calculated using the formula 

(3). Thus, the total biomass potential that can be 

obtained from the plant products of Muş province has 

been revealed. 

 

∑ 𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚𝑎 = ∑𝐴𝑀y𝚤𝑙𝑙𝚤𝑘 𝑥 𝐻𝑢 𝑥 𝐴𝐾 𝑥 𝐾𝑂.              (3) 

 

Here; 

𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚𝑎    = Energy obtained from total combustion 

𝐴𝑀y𝚤𝑙𝑙𝚤𝑘      = Annual waste amount 

AK      = Literature waste coefficient 

KO      = Availability rate 

Hu     = Lower calorific values of agricultural 

wastes 

 

While calculating the biomass potential from 

plant products, the usability and unit heat values of 

the products shown in Table 7 were considered. 

 

 

Table 7. Unit calorific values of some plant products [11] 

Products Wastes Utilization (%) Unit calorific value (MJ/kg) 

Wheat Straw 15 17.9 

Barley Straw 15 17.5 

Rye Straw 15 17.5 

Oat Straw 15 17.4 

Corn 
Stalk 

Somek 

60 

60 

18.5 

18.4 

Rice 
Straw 

Shell 

60 

80 

16.7 

12.98 

Tabacco Stalk 60 16.1 

Cotton 
Stalk 

Crispy waste 

60 

80 

18.2 

15.65 

Sunflower Straw 60 14.2 

Peanut 
Straw 

Shell 

80 

80 

20.74 

20.74 

Soya Straw 60 19.4 
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3.3. Municipal Waste Biomass Potential of 

Muş Province 
 

Waste such as leaves from parks and gardens, grass, 

sewage waste, waste from municipalities, garbage 

from houses, urban waste, and waste from industrial 

facilities are evaluated within this scope. While 

conducting biomass potential analysis, domestic and 

municipal wastes were included. 

The biomass potential of municipal waste 

was calculated using the formula (4). 

 

∑ 𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚𝑎 = ∑ 𝐴𝑀y𝚤𝑙𝑙𝚤𝑘 𝑥 𝐻𝑢 𝑥 𝐴𝑂.                       (4) 

Here; 

𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚𝑎   = Energy obtained from total combustion 

𝐴𝑀y𝚤𝑙𝑙𝚤𝑘     = Annual waste amount 

AO      = Proportion of organic waste in municipal 

waste 

Hu         = Lower calorific value of municipal 

wastes 

 

3.4. Waste Biomass Potential of Muş Province 

 

Due to the continental climate structure of the city, 

biomass potential based on forest products is low. 

There is a total of 78,426 ha of forest area within the 

borders of Muş, including 48,775 ha of degraded 

forest area and 29,651 ha of normal forest area. 

Fuelwood generated from production activities in the 

forests in these limited areas can be evaluated as 

forest waste, such as abandoned roots, thin branches, 

trees disintegrated during transportation, and dried 

cones and leaves [15]. 

The biomass energy potential obtained from 

forest waste can be calculated using the formula (5). 

∑ 𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚𝑎 = 𝐴𝑀y𝚤𝑙𝑙𝚤𝑘 x 𝐻𝑢 𝑥 𝐴𝑂                  (5) 

Here; 

𝑄𝑡𝑜𝑝.𝑦𝑎𝑛𝑚𝑎     = Energy obtained from total combustion 

𝐴𝑀y𝚤𝑙𝑙𝚤𝑘        = Annual waste amount 

AO          = Proportion of forest organic waste 

Hu              = Lower calorific value of forest wastes 

 

4. Theoretical Biomass Energy Potential of Muş 

Province  

 

In order to calculate the realistic amount of biomass 

energy in plant production, it is necessary to collect 

the waste left over as a result of plant production. 

Because when full access to the waste generated in 

plant production is not provided, less biomass energy 

can be obtained compared to plant production. 

As seen in Table 8, the theoretical biomass 

energy potential of Muş province was 222,067.3 

TOE/year. Of this biomass energy potential, 189,412 

TOE/year consists of plant wastes 23,125.9 TOE/year 

animal wastes, 9,175 TOE/year municipal wastes, and 

354.4 TOE/year forest product wastes. In addition, 

Figure 3 graphically shows the proportional 

comparison of the theoretical biomass energy 

potential that can be produced from different waste 

sources in the city. The economically applicable 

energy potential of this total is calculated as 8,935.20 

TEP per year (Table 9) and Figure 4 shows the 

economically feasible biomass potential from waste 

at district scale (TOE/year). 

 

 
Table 8. Theoretical biomass energy potential to be obtained from waste in Muş Province [16]. 

Vegetable waste 

(TOE/year) 

Animal waste 

(TOE/year) 

Municipal waste 

(TOE/year) 

Forest waste 

(TOE/year) 

Total  

(TOE/year) 

189,412 23,125.90 9,175 354.40 222,067.30 
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Figure 3. Proportional comparison of theoretical biomass energy potential that can be produced from different waste 

sources in Muş Province. 

Table 9. Economically feasible biogas potential that can be produced from waste at the district scale in Muş Province 

[16]. 

Province/District Type 

Animal population 

(quantity) 

Amount of crop 

production (Ton) 

Amount of waste 

(Ton) 

Economic energy 

equivalent 

(TOE/Year) 

Central District Cattle 65,508 461,803.5 888.2 

 Small ruminant 481,750 486,212.9 88.4 

 Poultry 156,063 8,604 522.8 

 Vegetable waste 1,064,876 140,182 758.1 

 Forest waste 291.67  59.07 

 Municipal waste 25,412  163.9 

Bulanık Cattle 104,298 684,234 1,235.6 

 Small ruminant 143,186 148,284.2 27.5 

 Poultry 95,748 4,649.4 282.5 

 Vegetable waste 335,225 108,918.3 775.6 

 Forest waste 291.67  59.07 

 Municipal waste 10,583  68.3 

Hasköy Cattle 24,245 169,703.1 324.7 

 Small ruminant 42,420 41,077.1 7.2 

 Poultry 37.80 1,969.9 119.7 

 Vegetable waste 147,814 4,787.2 2.7 

 Forest waste 291.67  59.07 

 Municipal waste 3,383.4  78.2 

Korkut Cattle 25,164 172,226.8 324.6 

 Small ruminant 109,174 109,621.2 19.9 

 Poultry 10,195 489.1 29.7 

 Vegetable waste 257,114 30,179.6 20.3 

 Forest waste 291.67  59.07 

 Municipal waste 3,392.4  78.4 

Malazgirt Cattle 65,230 465,905.8 900.2 

 Small ruminant 41,394 43,224.7 8 

 Poultry 114,958 5,555.8 337.6 

 Vegetable waste 393,973.63 114,088.1 571.9 

 Forest wste 291.67  59.07 

 Municipal waste 6,743.8  155.8 

Varto Cattle 27,369 179,551.6 324.6 

 Small ruminant 223,178 234,462.9 43.9 

 Poultry 76,184 4,369.7 265.6 

 Vegetable waste 193,334 9,992 62.3 

 Forest waste 291.67  59.07 

 Municipal waste 4,095.6 461,803.5 94.6 

Total    8,935.2 

Vegetabl

e waste ; 

85,3%

Animal 

waste; 

10,4 %

Municip

al waste ; 

4,14%

Forest 

waste; 

0,16%
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Figure 4. The economically feasible biomass potential 

from waste at district scale (TOE/year). 
 

 

4.1 Comparison of the Biomass Potential of the 

Provinces in the TRB2 Region (Van, Mus, Bitlis, 

Hakkari) 
 

This section analyzes the economically viable 

biomass potential derived from waste in the TRB2 

region. Among the provinces in the TRB2 region, 

Muş has the highest biomass production potential, 

with an economically viable capacity of 8,935.2 tons 

of oil equivalent (TOE) annually, as illustrated in 

Table 10 and Figure 5. Following Muş, the provinces 

of Van, Bitlis, and Hakkari rank sequentially in terms 

of their respective biomass potentials. 

 
Table 10. The Economically feasible biomass potential from waste in the TRB2 Region [16]. 

Potential of Van 

(TOE/year) 

Potential of Muş 

(TOE/year) 

Potential of Bitlis 

(TOE/year) 

Potential of Hakkari 

(TOE/year) 

6735.40 8935.20 4512.90 1744.30 

 

 

Figure 5. Comparison of the economically feasible biomass potentials (TOE/year) of provinces within the TRB2 Region 
 

5. Energy Consumption Data for Muş 

Province  
 

As seen in Table 11, the total electrical energy 

consumption in Muş province in 2022 was 381,772 

MWh [17].

 

Table 11. Distribution of electricity consumption by area in Muş Province [17]. 

Province Lighting 

(MWh) 

Public and commercial 

services and others 

(MWh) 

Residential 

(MWh) 

Industrial 

(MWh) 

Agricultural 

activities (MWh) 

Total 

(MWh) 

Muş 29,841 121,624 161,038 66,086 3,182 381,772 

 

Table 12 shows the natural gas consumption 

of Muş province. The city's total natural gas 

consumption in 2022 was 183,672 million sm3 [18]. 

 

Table 12. Natural gas Consumption of Muş Province [18]. 

Pipe gas LNG CNG Other products Total 

182,433 0,933 0,305 0 183,672 

 

As seen in Table 13, the consumption of 

petroleum products in Muş province was 56,246.072 

tons [19]. 

 
Table 13. Petroleum products consumption of Muş 

Province [19]. 

Petrol  

(Ton) 

Diesel  

(Ton) 

Fuel 

oil  

(Ton) 

Aviation 

fuels  

(Ton) 

Other 

products  

(Ton) 

Total  

(Ton) 

3,727 48,024 177.94 4,317.146 0 56,246.086 
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Muş province energy production and 

consumption data are expressed in different units 

according to the usage area and sector. Expressing 

these data in the same unit will provide a clearer 

understanding of energy consumption and production 

potential. The unit commonly used for these different 

energy units is the tonne equivalent unit of oil. 

According to the definition of the International 

Energy Agency/Organization for Economic Co-

operation and Development (IEA/OECD), it is the 

amount of energy produced by burning one ton of 

crude oil. The equivalent of one ton of oil in standard 

units is 10 Gcal, or 41.868 GJ, or 11.625 MWh. Since 

crude oil has different origins, different amounts of 

heat are obtained when burned. Conversion 

coefficients to TOE, depending on the calorific values 

of all energy resources in Türkiye, were determined 

by the regulation on Increasing Efficiency in the Use 

of Energy Resources and Energy dated October 25, 

2008. The approximate equivalent of 1 TOE in other 

types of energy is given below [20]. 

 

1 TOE corresponds approximately to the 

following values in practice. 

• 11600 kWh electrical energy 

• 1200 m3 natural gas 

• 3 tons of lignite 

• 1 ton of fuel oil 

• 1.6 tons of hard coal 

Energy consumption data for Muş province is 

converted into tons of oil equivalent (TOE), as shown 

in Table 14. According to Table 14, 381,772 MWh of 

electrical energy was consumed annually in Muş 

province, which corresponds to 32,911.38 TOE. As 

for natural gas, 183,672 million sm3 was consumed 

annually, which corresponds to 153,060.00 TOE. 

Petroleum products were consumed annually at 

56,246,090 tons, which corresponds to 56,246,090 

TOE. The total energy consumed in the city is 

242,217.47 TOE. 

 
Table 14. Annual energy consumption in Muş Province 

by energy types. 

Energy type Amount/Unit 
TOE 

equivalent 

Petroleum 54,246.090/Ton 56,246.090 

Natural gas 183,672/ million sm3 153,060.00 

Electricity 381,772 MWh 32,911.38 

Total  242,217.47 

 

The energy consumption data of Muş 

province, given in the table above, is also shown 

graphically in Figure 6.  

 

 
Figure 6. Energy consumption rates in Muş Province by 

energy types. 

 

The theoretical annual amount of energy 

obtained from plant, animal, forest, and municipal 

waste in Muş province is 222,066.3 TOE. The 

economically feasible amount of this potential is 

8935.20 TOE. 

 

6. Conclusion and Evaluation 
 

Since Türkiye is a developing country with a rapidly 

increasing population, energy demand also increases 

in parallel with this increase. On the other hand, since 

it is a country dependent on foreign energy, the 

burden of energy costs increases on the budget. 

Therefore, the country needs to make maximum 

efforts to utilize local energy resources. In addition, 

the fact that these local energy sources are renewable 

will greatly contribute to the country's fulfillment of 

its carbon emission obligations and prevent energy-

related environmental pollution on-site. Biomass 

energy sources, which have a significant potential 

among renewable energy sources, are increasingly 

used worldwide and in our country. With this thesis 

study, the biomass energy potential of Muş province 

was tried to be revealed. 

Muş has the potential for animal, vegetable, 

forest, and municipal waste that can be used as 

biomass energy. The city of Muş has a significant 

population in cattle and sheep farming. While Muş 

ranks 15th in Türkiye regarding cattle population, it 

ranks 12th in the country regarding sheep farming [8]. 

It also promises great potential in terms of agricultural 

production. Muş Plain, the third largest interior plain 

of Türkiye, Bulanık, Liz, and Malazgirt plains 

confirm the existence of this potential. With the 

implementation of the Alparslan II irrigation project 

shortly, it will be possible to utilize this potential on a 

larger scale.  

This study calculated the theoretical annual 

amount of energy obtained from plant, animal, forest, 

and municipal waste in Muş as 222,066.3 TOE. 

However, the economically feasible amount was 

determined as 8,935.20 TOE. The ratios of this 

economic energy potential to meet the energy 

consumption of different sectors of the city are shown 

in Figure 7. As can be seen in Figure 7, it meets 

63%

23%

14%

Naural gas

Petroleum

Electricity
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27.15% of the electrical energy needs of Muş 

province, 5.84% of its natural gas needs, and 15.89% 

of petroleum fuel products. It covers 3.69% of the 

city's total energy consumption. 

 

 
Figure 7. The capacity of Muş's biomass potential to meet 

the city's energy consumption 

 

There are currently no biogas, bioethanol, or 

biodiesel facilities in Muş province. Considering the 

production possibilities and climatic conditions of 

Muş province, constructing biomass facilities with 

low investment costs and high efficiency and whose 

installation is publicly supported will accelerate the 

establishment of these facilities in the city. By 

increasing the number of these facilities, a certain 

amount of Muş's energy needs will be met from local 

renewable energy sources. Utilizing the biomass 

potential of Muş province will contribute 

significantly to both the economic development of the 

city and the supply of energy needs without harming 

the environment. Therefore, it is thought that intense 

efforts are needed to inform and encourage potential 

entrepreneurs about incentives and grant support for 

biomass energies. It is hoped that this study will help 

support this effort. 

7. Suggestions for Future Work 

 

The production of biogas from organic waste has the 

potential to significantly benefit the economy of the 

rural area of Muş while addressing environmental 

issues related to waste. However, despite this 

potential, no biomass facility has been established in 

Muş province due to a lack of interest and support 

from the public and relevant stakeholders. With the 

support of the TRB2 region development agency 

(Eastern Anatolia Development Agency, DAKA) and 

the Agricultural and Rural Development Support 

Institution (TKDK), conducting research, feasibility 

studies, and pilot projects on a local scale can help 

increase interest among farmers and the energy sector 

in this initiative.  

Muş province has considerable potential for 

utilizing animal waste. Currently, animal dung is 

often burned as a low-calorie fuel or left to 

decompose in open areas for use as a low-nutrient 

fertilizer. However, converting animal manure into 

biogas can produce fuel with significantly higher 

energy content, along with high-nutrient biofertilizer 

as a valuable byproduct. This approach not only adds 

more value but also addresses environmental issues 

associated with outdoor manure storage. To maximize 

this potential, it is essential to raise awareness among 

farmers about the benefits of biogas and to secure 

support and incentives from relevant authorities. 

Establishing pilot biogas facilities in select villages or 

towns, funded by rural development grants, could 

serve as an exemplary initiative. Such pilot programs 

could also encourage broader adoption of biogas 

facilities across the TRB2 region.  

Finally, local manufacturing of the equipment 

and units used in biogas facilities can significantly 

reduce installation costs. This would promote the 

widespread use of these facilities and ensure their 

economic feasibility, thereby boosting confidence in 

the potential for biogas production in Muş. 
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 Abstract 

Solving inverse kinematics problems is one of the fundamental challenges in 

serial robot manipulators. In this study, a learning-based algorithm was 

developed to minimize the complexity of solving the inverse kinematics 

problem for a 7-degree-of-freedom serial manipulator. The parameters of the 

Particle Swarm Optimization algorithm, modified with Q-learning, a 

reinforcement learning technique, are updated depending on the states. This 

approach aimed to increase the efficiency of the algorithm in finding solutions. 

In the simulation studies, two different end positions of the robot, measured in 

meters, were used to compare the performance of the proposed algorithm. The 

location error of the proposed algorithm was statistically compared, and 

meaningful results were obtained regarding the reliability of the outcomes 

through Wilcoxon analysis. The simulation results demonstrated that the 

reinforcement learning-based particle swarm optimization algorithm can be 

effectively used for inverse kinematics solutions in serial robot manipulators. 

 

1. Introduction 

 

Nowadays, robots have entered many different areas 

in various sectors and have provided many 

conveniences to our lives [1], [2]. Robots, in 

particular, have become an important factor in 

industrial systems due to reasons such as their 

adaptation to different places, their ability to 

perform different tasks like humans, and their 

widespread use [1], [2], [3], [4]. When looked at the 

industry, there are many types of robots, large and 

small, fixed, autonomous, serial or parallel [2], [5], 

[6], [7]. Sectors and companies using this 

technology can become the pioneers of the sector as 

they can increase their production capacity and 

profit margins. Therefore, issues such as position 

control, motion control, acceleration or thrust 

controls, and structural designs of robots are 

examined by many different researchers [4], [8].  

In industry, kinematic equations of robots 

must be derived and designs must be made before 

robots can be used [9]. Therefore, it can be said that 

the derivation of advanced and inverse kinematic 

equations in the control of robots is the first stage 

[4]. Thanks to these equations, the angle between the 

 

* Corresponding author: muratcimen@subu.edu.tr             Received: 12.05.2024, Accepted: 25.09.2024 

robot's joints or axes or the distance between the 

linear distances can be used to determine the 

position and direction of the robot, thanks to 

advanced kinematic equations. Or, given the 

direction and the positions it needs to go, the angles 

or distances between the joints in the robot can be 

calculated using inverse kinematic equations [1]. 

Analytical and iterative methods could be 

used to solve the inverse kinematics problem in 

robots. Solutions made with analytical methods 

become difficult in robots with high degrees of 

freedom due to the increase in degrees of freedom 

depending on the motors used in the robot [1], [10]. 

It requires a good background, skill and ability, 

especially in deriving and solving the inverse 

kinematic equations of robotic arms with higher 

degrees of freedom. On the other hand, the inverse 

kinematics problem can be solved with iterative 

methods. However, since the computation burden is 

high, their solutions take time. 

Reinforcement learning is one of the 

machine learning methods [11], [12], [13]. 

Reinforcement learning is a type of learning based 

on perceiving the environment in which any agent 

(individual or person) is located, interacting with it, 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1482747
https://doi.org/10.17798/bitlisfen.1482747
https://orcid.org/0000-0002-1793-485X
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regulating its behavior according to this interaction, 

and taking action in accordance with its goal [13], 

[14], [15], [16], [17], [18]. The learning process is 

reward-based work. Therefore, the agent adopts the 

behavior or action that provides the most reward in 

order to achieve his goal. He gets used to the action 

that gives the least reward or punishment and learns 

to do that action less. For example, while a player 

makes moves or follows strategies in which he earns 

more points in any game, he is careful not to make 

strategies in which he earns fewer points or loses the 

game. In terms of reinforcement learning, the player 

becomes an agent (individual or person) and learns 

the game by interacting with the environment. Then 

he makes the moves that will earn him the most 

points. Therefore, reinforcement learning can be 

applied to many optimization problems in the game 

industry, industrial control applications, image 

processing applications, path planning or industry. 

Optimization is the process of determining 

variables to minimize or maximize a certain 

objective criterion [19], [20], [21], [22], [23], [24], 

[25]. Optimization is encountered in almost every 

field, from logistics to finance, from chemistry to 

health, from machinery to electrical and electronics, 

from health to tourism, from automotive to 

construction, from medicine to food and retail, from 

education to social sciences [19], [26], [27], [28], 

[29]. The reason is that in the problem to be applied, 

there is a goal criterion that is desired to be 

maximized or minimized, and there are variables 

that will ensure this. In addition to classical 

optimization methods, there are swarm-based 

optimization algorithms inspired by nature. These 

algorithms were developed inspired by the behavior 

of living creatures in nature and are more successful 

in swarm-based global search [19], [24]. These 

algorithms can be given as Genetic Algorithm [30], 

[31], Particle Swarm Optimization (PSO) [20], [32], 

[33], Firefly Optimization (FA) [34], [35], Cuckoo 

Search Optimization [36], Gray Wolf Optimization 

[37], Flower Pollination Optimization [38], Whale 

Optimization Algorithm  [35], [39] and many more. 

For instance, PSO is one of the well-known swarm-

based optimization algorithms inspired by nature. 

PSO was developed by taking inspiration from the 

natural behaviors of fish and birds, such as finding 

food and escaping from predators [20], [32], [33]. In 

PSO, swarm experience and each particle’s (fish or 

bird) speed are repeatedly used to solve optimization 

problem. By this means, algorithm try to find best 

particle in swarm. Overall, PSO is a basic and easy 

to apply any scientific or engineering optimization 

problem. Moreover, setting only a few parameters is 

sufficient. On the contrast, this algorithm suffers 

both complexity with high dimension, is very 

sensitive to particles optimism and particles’ speed 

[3], [33], [40]. Especially, there are many studies to 

improve the performance of PSO algorithm. These 

studies are usually about parameter tuning or control 

of parameters. Parameter tuning is usually 

performed before the optimization process [41], 

[42], [43], [44].  The parameter tuning approach 

produces more efficient and successful results in 

some problems compared to the simple PSO 

method. However, its disadvantage is that some 

adaptation features are lost when the algorithm with 

the adjusted parameters is run. The other method, 

parameter control, adapts the algorithm to the 

specified conditions while the algorithm is running 

and a more dynamic optimization process is 

performed. In general, historical experience [45], 

[46], small test period [47], fuzzy logic [48], [49] 

and reinforcement learning methods [18], [50] are 

used in control-based PSO. However, there's no 

longer a need to manually design rules and fine-tune 

parameters, significantly reducing the burden for 

users. While parameters in Reinforcement Learning 

(RL) are important, experiments have demonstrated 

that a single set of parameters can yield good results 

across various algorithms and test functions. 

Consequently, in practice, adjusting RL parameters 

is often unnecessary. Additionally, by leveraging 

past experiences, the algorithm's applicability 

becomes broader, and its effectiveness improves. 

For instance, Liu et al. proposed the reinforcement 

learning method in the PSO method and applied this 

method to some multi-objective problems. In this 

adaptive method, the Q table has four states. These 

states, which can be adjusted adaptively, are created 

from the best particle among the particles used by 

the PSO algorithm and the particle in the swarm. 

The output of the Q table is determined as the inertia 

and correlation coefficients, which are the 

parameters of PSO [18]. Xu and Pi similarly tried to 

increase the performance of Q learning method by 

associating it with PSO [51]. However, unlike [18], 

they used different topologies while creating the 

states of Q table and added the diversity within the 

swarm in addition to the performance of the 

algorithm while creating the reward function. Xu 

and his colleagues similarly applied the 

reinforcement learning method to PSO algorithm. 

Unlike [18], they developed the algorithm by 

training an artificial intelligence model via deep 

deterministic policy (DDP) method. They applied 

DDP method and set its inputs as iteration, diversity 

and reward value obtained in the previous iteration. 

They determined the output as the parameters of 

PSO, inertia and correlation coefficients [50]. 
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In the literature, inverse kinematic problems 

were usually solved by conventional methods [52]. 

It is a much more complicated and time-consuming 

solution because of non-linear equations [1]. These 

studies are still ongoing. Düzgün proposed new 

methods for solving the kinematics of robots in his 

doctoral thesis [2]. In addition to these methods, 

especially in recent years, artificial intelligence, 

fuzzy logic, metaheuristic optimization algorithms 

or reinforcement learning methods have been used 

to solve this problem. Koker et al. presented the 

inverse kinematic solution of a 3-joint robot using 

artificial intelligence [53]. Özüdoğru, in his master's 

thesis, used constructive artificial neural network to 

determine the joint angles and trajectory of 

industrial robots according to the target position [1]. 

Alamdar et al. presented an alternative solution to 

the inverse kinematic problem with the found logic-

based ANFIS method [54]. The basic logic of the 

studies [53], [1], [54] is to collect data and determine 

the joint angles or joint distances of the robot using 

machine intelligence according to the collected data. 

In the study in [53], constructive neural networks, 

which are more successful in training, were used in 

[1], unlike the study. This proposed structure was 

implemented in real time on an industrial robot and 

successful results were obtained. On the other hand, 

in [54], they used ANFIS to be an alternative 

solution to solving kinematic problems. The 

superiority of ANFIS; It can produce successful 

results especially in situations containing 

uncertainty, as well as other artificial intelligence 

models. The reason for this is that it fuzzifies the 

fuzzy logic inputs by means of membership 

functions and then performs the clarification process 

according to the rules. The disadvantage is that 

many rules and membership functions need to be 

selected appropriately. Segoto et al. have collected 

synthetic data consisting of angles, speeds, torque 

from an industrial robot and trained it on an artificial 

neural network model. Then, they compared the 

performance of the trained model with machine 

learning logic [8]. Jin et al. have modeled a robot 

with six degrees of freedom. They used interpolation 

methods to determine joint angles [55]. However, 

Dereli transformed the inverse kinematic problem of 

a 7-axis robot with more joints into an optimization 

problem and then used the Artificial Bee Algorithm 

(ABC) algorithm to solve this problem [3]. In 

addition to this study, in [7], Quantum based PSO 

algorithm was applied to the same problem and 

more efficient and successful results were obtained. 

Quantum based PSO algorithm is the development 

of particles by affecting the quantum physics. Due 

to this feature, it has produced more successful 

results in finding the global search optimal than PSO 

algorithm. In addition, Quantum based PSO 

algorithm was compared to ABC algorithm in 

solving the inverse kinematic problem of a 7-DOF 

robot. Advantages of Quantum based PSO 

algorithm are the shorter computation time, fewer 

iterations and the number of particles. In the study 

conducted in [56], a similar process was performed 

with PSO for the target position determined by using 

the kinematic equations of a 7-DOF robot. However, 

the difference of this study is that the processing 

time and trajectories of the manipulator were 

optimized. In [57], an optimization study was 

performed to reduce the energy cost of a robot with 

a different objective criterion. Another machine 

learning method used in the control of robots is the 

reinforcement learning method. The advantage of 

reinforcement learning is that the robot is controlled 

by learning the behavior of the robot according to a 

reward function from a model determined by the 

researcher without needing the exact kinematic 

equation of the robot. In this direction, Avery et al. 

in their study, they carried out a study on the 

movement, speed and path planning of a robot with 

the incremental reinforcement learning method [6] 

In their study, Hou and Li proposed a reinforcement 

learning method for a 6-axis robot to grasp objects 

used in daily life that it recognizes in the image, and 

they achieved successful results [58]. 

In this study, a reinforcement learning-

based particle swarm optimization algorithm was 

developed to solve a seven-axis robot inverse 

kinematics problem, and the problem was solved 

with particle swarm optimization and Q learning-

based Particle Swarm optimization algorithm. 

Differences of the proposed model from [18], [51] 

are parameters and golden ratio has been inserted. 

The performance of the proposed reinforcement 

learning based particle swarm optimization 

algorithm was statistically compared with the mean 

value and standard deviation over different swarm 

sizes, iteration numbers and parameters. It has been 

observed that the proposed Q learning based Particle 

Swarm Optimization Algorithm produces 

successful results. Briefly, main contributions of the 

study as follows; 

1. Q learning PSO algorithm (PSO-RL-Q) was 

developed using golden ratio that is used 

while calculating states, 

2. PSO-RL-Q was applied to solve inverse 

kinematics of 7-DOF Robot Manipulator, 

3. Statistical analysis and Wilcoxon test for 

results of proposed PSO-RL-Q were made 

to evaluate the performance. 
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2. Material and Method 

 

2.1. Partical Swarm Optimization 

 

Particle Swarm Optimization, proposed by Kennedy 

and Eberhart in 1995, is an algorithm inspired by the 

behavior of swarm of birds and fish [33]. It is an 

algorithm developed by modeling the behavior of 

each individual in the swarm, such as finding food 

and avoiding predators. Each individual in the 

swarm has a position (𝑥𝑡)  and speed 

(𝑣𝑡) [19], [33], [59], [60]. Each individual interacts 

with other individuals in the swarm and iteratively 

updates its position and speed. This process takes 

place as in Equation 1.  

 

𝑣𝑡+1 = w𝑣𝑡 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡 − 𝑥𝑡)
+  𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑡) 

𝑥𝑡+1 = 𝑥𝑡 + 𝑣𝑡                                                                                                     

(1) 

 

As seen in Equation 1, the speeds of 

individuals are affected by 𝑔𝑏𝑒𝑠𝑡, which is in the best 

position in the swarm, and 𝑝𝑏𝑒𝑠𝑡, which is in the best 

position in the iteration. These effects are weighted 

with correlation coefficients (𝑐1, 𝑐2) and random 

values between 0-1 in each iteration (𝑟1, 𝑟2). In 

addition, the speed (𝑥𝑡) of each individual is 

multiplied by a weight factor (𝑤) and reflected in 

the next speed. The next location information of the 

individuals (𝑥𝑡+1) is also updated by collecting their 

current location (𝑥𝑡) and speed (𝑣𝑡) 

[19], [33], [59], [60]. 
 

2.2. Q Learning 

 

Q learning algorithm, one of the machine learning 

methods, dates back to Bellman's studies on optimal 

control theory, that is, in the 1950s [11], [61]. 

Bellman's work, which tried to solve the dynamic 

optimization problem to find the control signal in 

discrete systems, formed the basis of the Q learning 

algorithm in later years. Q learning algorithm 

basically requires an agent to interact with the 

environment according to its own knowledge and 

experience. After this interaction, according to the 

data collected from the environment, the agent 

learns the environment according to a 

reward/punishment value and decides its next move 

according to the current situations[12], [62]. As 

shown in Figure 1, the Agent generates a movement 

signal from the environment according to the 

situation. According to this signal, the agent moves 

within the environment and moves to the next state. 

The next state also produces a reward signal [14]. 

 

Figure 1. Environment and Agent Interaction. 

 

Q learning method and State-Action-

Reward-State-Action (SARSA) methods are model- 

independent or model-free reinforcement learning 

methods [13], [17]. Reinforcement learning also has 

a feature that learns mostly from behavior. It 

achieves this during the interaction of an agent with 

the environment. The determined agent interacts 

with the environment in a certain way and produces 

an output called reward by evaluating the outputs of 

the environment. Depending on the current state of 

the agent, its interaction with the environment, and 

the reward for the agent's next state, the agent that 

learns the environment begins to act in a way that 

will earn a higher reward at each step. They can be 

preferred especially in applications that are difficult 

to model, as they can learn by experiencing the 

results of actions rather than using a model [14]. In 

particular, reinforcement learning is provided by the 

Bellman equation suggested by Richard Bellman 

and used by Watkin in reinforcement learning, and 

the actions and outcomes depending on the 

situations are learned. In this learning method, the 

system is learned in terms of situations and action 

and reward value rather than a specific model. The 

simplest version of the Bellman equation used in Q 

learning is given in Equation 2. 𝑠𝑡 used in the 

equation is for the instantaneous state at time t, 𝑎𝑡 is 

for the instantaneous action at time t, 𝑠𝑡+1 is for the 

instantaneous state at time t+1, 𝑅(𝑠𝑡 , 𝑎𝑡) is for the 

reward value of 𝑠𝑡 and 𝑎𝑡, 𝑄(𝑠𝑡 , 𝑎𝑡) is for the value 

of 𝑠𝑡 and 𝑎𝑡. state of training value, 𝛼 is called the 

learning factor, and 𝛾 is called the discount factor. 
𝑚𝑎𝑥

𝑎
𝑄(𝑠𝑡+1, 𝑎) is the value at which the maximum 

Q value is produced according to the α action in case 

𝑠𝑡+1. By performing this process in each iteration, Q 

values are updated [11], [12], [14], [17]. 

𝑄(𝑠𝑡 , 𝑎𝑡) = 𝑄(𝑠𝑡 , 𝑎𝑡) + 𝛼 [𝑅(𝑠𝑡 , 𝑎𝑡) +

𝛾
𝑚𝑎𝑥

𝑎
𝑄(𝑠𝑡+1, 𝑎) − 𝑄(𝑠𝑡 , 𝑎𝑡)]  

(2) 

 

Additionally, the epsilon greedy method is 

applied to determine Q values. This method allows 

the Agent to visit all possible states during learning.  
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Algorithm 1. Q learning Pseudocode 

1: Input: 
2: State (𝑠) 
3: Action (𝑎𝑡) 
4: Learning rate (𝛼) 
5: Discount factor (𝛾) 
6: Reward 𝑅(𝑠𝑡, 𝑎𝑡) 
7: Updated table 𝑄(𝑠𝑡, 𝑎𝑡) 
8: Output: 
9: Selected action according to updating table 𝑄(𝑠𝑡, 𝑎𝑡) 
10: For iter=1, Max_iteration do 
11:  Initialise state 𝑠𝑡 
12:  For t=1, Max_iteration do 
13:   Choose 𝑎𝑡 with 𝜖 greedy probability 
14:   Execute 𝑎𝑡 and observe state 𝑠𝑡+1 and reward 𝑟𝑡 
15:   

Update table 𝑄(𝑠𝑡, 𝑎𝑡) = 𝑄(𝑠𝑡, 𝑎𝑡) + 𝛼 [𝑅(𝑠𝑡, 𝑎𝑡) + 𝛾
𝑚𝑎𝑥

𝑎
𝑄(𝑠𝑡+1, 𝑎) − 𝑄(𝑠𝑡, 𝑎𝑡)] 

16:  End for 
17: End for 

Thus, the q values that will maximize the 

reward by learning the environment better are 

determined. The pseudo code of the Q learning 

algorithm is given in Figure 1. This method is an 

off policy and the learning agent learns the value 

function based on the current action derived from 

the policy currently in use. The pseudocode of the 

Q learning algorithm is given in Algorithm 1. 

 

2.3. Kinematic Model of the Robot 

 

The homogeneous transformation matrix is 

expressed by Equation 3. Transformation matrices 

of the serial robot manipulator are obtained by the 

David Hartembert method (DH) [4], [9]. The DH 

parameters listed in Table 1 represent the 

connection length (𝑙𝑖), connection angle (𝛼𝑖), 

connection offset (𝑑𝑖) and joint angles (𝜃𝑖). 

Transformation matrices of adjacent link 

coordinate frames are obtained according to the 

DH parameters of the robotic manipulator given in 

Figure 2 and Equation 1. Equation 5 is obtained by 

multiplying the six transformation matrices in 

Equation 4. Lengths are in meters and angles are in 

degrees [3]. 

 

 

Figure 2. 7-DOF Robot 
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𝑇(𝑐𝑜𝑠(𝜃𝑖)) = [

𝑐𝑜𝑠(𝜃𝑖)

𝑠𝑖𝑛(𝜃𝑖)
0
0

−𝑐𝑜𝑠(𝛼𝑖)𝑠𝑖𝑛(𝜃𝑖)

𝑐𝑜𝑠(𝛼𝑖)𝑐𝑜𝑠(𝜃𝑖)

𝑠𝑖𝑛(𝛼𝑖)
0

𝑠𝑖𝑛(𝛼𝑖)𝑠𝑖𝑛(𝜃𝑖)

−𝑐𝑜𝑠(𝜃𝑖)𝑠𝑖𝑛(𝛼𝑖)

𝑐𝑜𝑠(𝛼𝑖)
0

𝑙𝑖𝑐𝑜𝑠(𝜃𝑖)

𝑙𝑖𝑠𝑖𝑛(𝜃𝑖)

𝑑𝑖

1

]𝑖
𝑖−1             (3) 

𝑇 = [

𝑐𝑜𝑠(𝜃1)

𝑠𝑖𝑛(𝜃1)
0
0

0
0

−1
0

−𝑠𝑖𝑛(𝜃1)

𝑐𝑜𝑠(𝜃1)
0
0

0
0
𝑙1

1

]0
1 𝑇 =1

2 [

𝑐𝑜𝑠(𝜃2)

𝑠𝑖𝑛(𝜃2)
0
0

0
0
1
0

𝑠𝑖𝑛(𝜃2)

−𝑐𝑜𝑠(𝜃2)
0
0

𝑙2𝑐𝑜𝑠(𝜃2)

𝑙2𝑠𝑖𝑛(𝜃2)
0
1

]

𝑇 =2
3 [

𝑐𝑜𝑠(𝜃3)

𝑠𝑖𝑛(𝜃3)
0
0

0
0
1
0

𝑠𝑖𝑛(𝜃3)

−𝑐𝑜𝑠(𝜃3)
0
0

𝑙2𝑐𝑜𝑠(𝜃3)

𝑙2𝑠𝑖𝑛(𝜃3)
0
1

] 𝑇 =3
4 [

𝑐𝑜𝑠(𝜃4)

𝑠𝑖𝑛(𝜃4)
0
0

0
0
1
0

𝑠𝑖𝑛(𝜃4)

−𝑐𝑜𝑠(𝜃4)
0
0

𝑙4𝑐𝑜𝑠(𝜃4)

𝑙4𝑠𝑖𝑛(𝜃4)
0
1

]

 

𝑇 =4
5 [

𝑐𝑜𝑠(𝜃5)

𝑠𝑖𝑛(𝜃5)
0
0

0
0

−1
0

−𝑠𝑖𝑛(𝜃5)

𝑐𝑜𝑠(𝜃5)
0
0

𝑙5𝑐𝑜𝑠(𝜃5)

𝑙5𝑠𝑖𝑛(𝜃5)
0
1

] 𝑇 =5
6 [

𝑐𝑜𝑠(𝜃6)

𝑠𝑖𝑛(𝜃6)
0
0

−𝑠𝑖𝑛(𝜃6)

𝑐𝑜𝑠(𝜃6)
0
0

0
0
1
0

𝑙6𝑐𝑜𝑠(𝜃6)

𝑙6𝑠𝑖𝑛(𝜃6)
0
1

]

𝑇 =6
7 [

𝑐𝑜𝑠(𝜃7)

𝑠𝑖𝑛(𝜃7)
0
0

−𝑠𝑖𝑛(𝜃7)

𝑐𝑜𝑠(𝜃7)
0
0

0
0
1
0

𝑙7𝑐𝑜𝑠(𝜃7)

𝑙7𝑠𝑖𝑛(𝜃7)

𝑑7

1

]

 

(4) 

𝑇7
0 = 𝑇1

0 (𝜃1) 𝑇1
2 (𝜃2) 𝑇3

4 (𝜃3) 𝑇4
5 (𝜃4) 𝑇5

6 (𝜃5) 𝑇6
7 (𝜃6) = [

𝑛𝑥

𝑛𝑦

𝑛𝑧

0

𝑜𝑥

𝑜𝑦

𝑜𝑧

0

𝑎𝑥

𝑎𝑦

𝑎𝑧

0

𝑃𝑥

𝑃𝑦

𝑃𝑧

1

] (5) 

2.3. Objective Function 

 

In the application of reinforcement learning based 

Particle swarm optimization to inverse kinematics 

equations, each individual (𝑥𝑡) is the joint 

variables (𝜃1
𝑜, 𝜃2

𝑜, 𝜃3
𝑜, 𝜃4

𝑜, 𝜃5
𝑜, 𝜃6

𝑜, 𝜃7
𝑜) of the 7-axis 

serial robot manipulator [3]. In order to provide an 

optimal solution, the end effector reaching the 

target position is achieved through optimal 

adjustments. The robot arm has many destination 

paths from its starting point to its destination. The 

important issue at this point is that the manipulator 

reaches the target with minimum error with the 

fitness function. 

 

𝐸𝑟 = √(𝑃𝑥 − 𝑃𝑥
′)2 + (𝑃𝑦 − 𝑃𝑦

′)
2

+ (𝑃𝑧 − 𝑃𝑧
′)2 

(6) 

 

The positions to be calculated 𝑃𝑥
′, 𝑃𝑦

′, 𝑃𝑧
′ 

given in Equation 6 represent the target position of 

the end effector and 𝐸𝑟 represents the error between 

𝑃 and 𝑃′. The aim of this study is to minimize the 

𝐸𝑟 error value. 

 

2.3. Q Learning Based Particle Swarm 

Optimization 

 

Q learning method is one of the Reinforcement 

Learning algorithms [13], [14]. By integrating Q 

learning into particle swarm optimization, it is 

aimed to update the parameters depending on the 

situation and thus increase the performance of the 

Particle Swarm optimization method. In this 

direction, situations were determined to be used 

within the Q learning method. In order to determine 

these states, 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥,  𝑣𝑚𝑖𝑛, 𝑣𝑚𝑎𝑥, 𝑑𝑚𝑖𝑛, 𝑑𝑚𝑎𝑥 

values to be used in the states are determined. The 

pseudocode for performing this operation is given 

in Algorithm 2. 
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Algorithm 2. Pseudocode for calculation of 𝑓𝑚𝑖𝑛 , 𝑓𝑚𝑎𝑥 ,  𝑣𝑚𝑖𝑛 , 𝑣𝑚𝑎𝑥 , 𝑑𝑚𝑖𝑛 , 𝑑𝑚𝑎𝑥  values 

1: 
𝑓𝑚𝑖𝑛 = 𝑓𝑢𝑛𝑐(𝑥(𝑡)), 𝑓𝑚𝑎𝑥 = 𝑓𝑢𝑛𝑐(𝑥(𝑡)),  𝑣𝑚𝑖𝑛 = ‖𝑣(𝑡)‖, 𝑣𝑚𝑎𝑥 = ‖𝑣(𝑡)‖, 

𝑑𝑚𝑖𝑛 = ‖𝑥(𝑡) − 𝑝‖, 𝑑𝑚𝑎𝑥 = ‖𝑥(𝑡) − 𝑝‖ 

2: For t=1, maximum generation do 
3:  If 𝑓𝑚𝑖𝑛 > 𝑓𝑢𝑛𝑐(𝑥(𝑡)) 

4:   𝑓𝑚𝑖𝑛 > 𝑓𝑢𝑛𝑐(𝑥(𝑡)) 
5:  End If 
6:  𝐈𝐟  𝑓𝑚𝑎𝑥 < 𝑓𝑢𝑛𝑐(𝑥(𝑡)) 
7:   𝑓𝑚𝑎𝑥 = 𝑓𝑢𝑛𝑐(𝑥(𝑡)) 
8:  End If 
9:  𝐈𝐟  𝑣𝑚𝑖𝑛 > ‖𝑣(𝑡)‖ 

10:    𝑣𝑚𝑖𝑛 = ‖𝑣(𝑡)‖ 
11:  End If 
12:  𝐈𝐟  𝑣𝑚𝑎𝑥 < ‖𝑣(𝑡)‖ 
13:    𝑣𝑚𝑎𝑥 = ‖𝑣(𝑡)‖ 
14:  End If 
15:  𝐈𝐟  𝑑𝑚𝑖𝑛 > ‖𝑥(𝑡) − 𝑝‖ 

16:   𝑑𝑚𝑖𝑛 = ‖𝑥(𝑡) − 𝑝‖ 
17:  End If 
18:  𝐈𝐟  𝑑𝑚𝑎𝑥 < ‖𝑥(𝑡) − 𝑝‖ 
19:   𝑑𝑚𝑖𝑛 = ‖𝑥(𝑡) − 𝑝‖ 
20:  End If 
21: End for 

 

Values have been generated by comparing 

the 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥,  𝑣𝑚𝑖𝑛, 𝑣𝑚𝑎𝑥, 𝑑𝑚𝑖𝑛 , 𝑑𝑚𝑎𝑥 produced 

with Psoudecode with the x, d, v variables used in 

PSO, and corresponding states would be created. 

This part is inspired by golden section search. The 

golden ratio is a ratio that can be found in the shape 

and structure of countless living and non-living 

entities in nature. The golden ratio is a numerical 

ratio that was discovered by the ancient Egyptian 

and Greek civilizations and has been applied to 

works of art such as sculpture, painting, and 

architecture for centuries. The value of the golden 

ratio is ∅ =
1+√5

2
≅ 1.61803. As seen in Figure 3, 

there is a large piece |AC| (L) and a small piece |BC| 

(S) between points A and B. As seen in Figure 3 

and in Equality 7, the ratio of the large piece to the 

small piece is a situation where it is equal to a fixed 

value ratio. When Equation 7 is arranged and 

Equation 8 is obtained, the ratio of the small piece 

|BC| to |AC| is calculated as 0.61803. In this study, 

the value ∅ − 1 = 0.61803 was used from this 

value. 

L S

A BC

 

Figure 3. Golden ratio 

∅ =
𝑳

𝑺
=

|𝑨𝑪|

|𝑩𝑪|
≅

1 + √5

2
≅ 1.61803 (7) 

1

∅
=

𝑆

𝐿
=

2

1 + √5
= ∅ − 1 ≅ 0.61803 (8) 

 

When environment and nature are 

observed, the golden ratio is encountered in many 

places. One of the first places where the golden 

ratio is used in architecture is seen in Figure 4 and 

Figure 5. Or, as a few examples from nature itself, 

the proportions of snail shells, plants and human 

limbs are also places that contain the golden ratio, 

as seen in Figure 6 [63]. 

The golden ratio, known for centuries, is a 

method that has been applied to optimization 

problems before [64]. The golden ratio is aimed to 

be developed as a new and highly efficient method 

by adding it to the Q learning algorithm used with 

PSO. Therefore, in this study, the state assignment 

was carried out by comparing the objective value, 

speed and distance to the local best position of the 

particles or individuals used in the states produced 

for the swarm element, with the golden ratio. For 

example, according to the objective criterion to be 

produced for the herd element at index t, the value 

of 𝑠𝑡𝑎𝑡𝑒1 is calculated using Equation 9. The ε 

value used in the equation was chosen as a small 

value of 10−3 so that the expression does not 

become infinite. 
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Figure 4. Pyramids in Egypt 

     

Figure 5. Parthenon in Athens, Greece 

      

Figure 6. Snail shell, plant and human 

 

Then, 𝑠𝑡𝑎𝑡𝑒2 for the speeds of the particles 

was created as in Equation 10. Additionally, the 

situation obtained according to the distance of the 

particles to the best position is given in Equation 

11. 

 

𝑠𝑡𝑎𝑡𝑒1(t)

= {
1

𝑓(𝑥𝑡) − 𝑓𝑚𝑖𝑛

 𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛 + 𝜀
< ∅ − 1 

0 𝑒𝑙𝑠𝑒

 
(9) 

 
𝑠𝑡𝑎𝑡𝑒2(t)

= {1
‖𝑣(𝑡)‖ − 𝑣𝑚𝑖𝑛

 𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛 + 𝜀
< ∅ − 1 

0 𝑒𝑙𝑠𝑒

 

(10) 

𝑠𝑡𝑎𝑡𝑒3(t)

= {1
‖𝑑(𝑡)‖ − 𝑑𝑚𝑖𝑛

 𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛 + 𝜀
< ∅ − 1 

0 𝑒𝑙𝑠𝑒

 
(11) 

 

The parameters of the PSO algorithm will 

be updated according to 𝑠𝑡𝑎𝑡𝑒1, 𝑠𝑡𝑎𝑡𝑒2 and 𝑠𝑡𝑎𝑡𝑒3 

used to create the states of the Q learning 

algorithm. Algorithm 3 is given to better express 

this process. The main working logic of the 

algorithm is that while PSO is running, it creates 

actions using the Q learning table and tries to find 

the optimum point by updating the parameters of 

the PSO algorithm according to the situations.  
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Algorithm 3. PSO-RL-Q learning Psoude Code 

1: Initialize population and reset Q table, determine 𝑓 
2: For t= 1,maximum generation do 
3:  𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥,  𝑣𝑚𝑖𝑛, 𝑣𝑚𝑎𝑥 , 𝑑𝑚𝑖𝑛, 𝑑𝑚𝑎𝑥 calculate 
4:  𝑠𝑡𝑎𝑡𝑒1 = [], 𝑠𝑡𝑎𝑡𝑒2 = [], 𝑠𝑡𝑎𝑡𝑒3 = [] ve 𝑠𝑡𝑎𝑡𝑒𝑠 = [] 
5:  For i= 1, population size do 
6:   𝑠𝑡𝑎𝑡𝑒1(i), 𝑠𝑡𝑎𝑡𝑒2(i), 𝑠𝑡𝑎𝑡𝑒3(i) calculate 

   𝑠𝑡𝑎𝑡𝑒𝑠(𝑖) = [𝑠𝑡𝑎𝑡𝑒1, 𝑠𝑡𝑎𝑡𝑒2, 𝑠𝑡𝑎𝑡𝑒3] 
7:   If rand()>0.5 
8:                         Action(i)=rand_int(0-2) 
9:   Else 

10:    
Specify 𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = arg (

𝑚𝑎𝑥
𝑎

𝑄(𝑠𝑡 , 𝑎), 𝑄(𝑠𝑡 , 𝑎)) 

11:   If End 

12: 

  Specify 𝑤, 𝑐1 and 𝑐2 with respect to Action(i)  

𝜔 = {
0.05  
0.50 
0.95  

𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 0
𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 1
𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 2

, 𝑐1 = {
0.95   
0.50
2.00

𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 0
𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 1
𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 2

, 

𝑐2 = {
0.95   
0.50
2.00

𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 0
𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 1
𝐴𝑐𝑡𝑖𝑜𝑛(𝑖) = 2

 

13:   𝑣𝑖,𝑑(𝑡 + 1) = 𝑤𝑣𝑖,𝑑(𝑡) + 𝑐1𝑟1 (𝑝𝑖(𝑡) − 𝑥𝑖,𝑑(𝑡)) + 𝑐2𝑟2 (𝑝𝑔(𝑡) − 𝑥𝑖,𝑑(𝑡)) 
14:   𝑥𝑖,𝑑(𝑡 + 1) = 𝑥𝑖,𝑑(𝑡) + 𝑣𝑖,𝑑(𝑡) 
15:  End For 
16:  𝑅𝑒𝑤𝑎𝑟𝑑 = [ ], 𝑛𝑒𝑥𝑡_𝑠𝑡𝑎𝑡𝑒 = [ ] 
17:  For t=1, population size do 
18:    𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥,  𝑣𝑚𝑖𝑛 , 𝑣𝑚𝑎𝑥, 𝑑𝑚𝑖𝑛, 𝑑𝑚𝑎𝑥 update 
19:   𝑅𝑒𝑤𝑎𝑟𝑑 (i)=− 𝑓(𝑥𝑡) 

20: 
  𝑠𝑡𝑎𝑡𝑒1(i), 𝑠𝑡𝑎𝑡𝑒2(i), 𝑠𝑡𝑎𝑡𝑒3(i) calculate 

𝑛𝑒𝑥𝑡_𝑠𝑡𝑎𝑡𝑒𝑠(𝑖) = [𝑠𝑡𝑎𝑡𝑒1, 𝑠𝑡𝑎𝑡𝑒2, 𝑠𝑡𝑎𝑡𝑒3]  
21:   Apply Equation 2’ and update 𝑄(𝑠𝑡𝑎𝑡𝑒𝑠(𝑖), 𝐴𝑐𝑡𝑖𝑜𝑛(𝑖)) Table  
22:  End For 
23: End For 

 

In this context, when the psoudecode of the 

PSO-RL-Q algorithm is examined, the population 

to be used in PSO is first created. Then, the 

function 𝑓 is determined and initial values are 

assigned to the Q table. In 2nd line, a for loop was 

created to repeat the operations in the algorithm for 

the maximum number of generations. In order to be 

used in calculating the states within the loop, 

𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥,  𝑣𝑚𝑖𝑛, 𝑣𝑚𝑎𝑥, 𝑑𝑚𝑖𝑛, 𝑑𝑚𝑎𝑥 values and 

variables to be used in the algorithm are assigned. 

Then, the states are calculated within the loop. 

After that, the control signal was determined 

depending on the rand() probability. According to 

this process, 𝐴𝑐𝑡𝑖𝑜𝑛s are determined for each 

particle. According to the determined action, the 

parameters (𝜔, 𝑐1, 𝑐2)  to be used in PSO were 

determined and the positions and speeds of each 

individual were updated. Afterwards, variables 

were created for Reward and next_state states. 

These variables are used to determine reward 

values according to the positions of the individuals 

in the swarm, to determine the status of the 

individuals according to their new positions, and to 

update the Q table. Therefore, a loop was created at 

the 17th line to update each individual. In this cycle, 

the negative value of each individual's goal 

criterion value is determined as reward. This is due 

to minimization. Subsequently, the states of each 

individual were calculated according to their x, d, 

v values, and next_states were created. Then, the 

value in the Q Table is updated according to the 

state and action of the relevant individual. 

A Q table must be created to run the 

algorithm. This created Q table depicted the states, 

actions and rewards.  The sample Q table obtained 

after running the algorithm is given in Table 1. This 
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table contains states and actions. The values of the 

states obtained depending on the states and actions 

are given in the table. 

 

3. Results and Discussion 

 

In order to test the performance of the PSO 

algorithm and PSO- RL-Q algorithm in different 

parameters, the inverse kinematics problem of a 7-

axis serial robot manipulator was used. In this 

study, the position of the end effector was chosen 

randomly. In this direction, Dereli et al. used the 

DH method to derive the kinematic equations of 

this robot and used the parameters in Table 2. 

The parameters used to compare the 

performance of the proposed PSO- RL-Q algorithm 

with different criteria such as number of iterations 

and swarm size are given in Table 3. As can be 

seen, while the control parameters 𝜔 , 𝑐1, 𝑐2 for 

PSO_par_1 were 0. 05, 0.95, 0.95, the tests were 

carried out using the iteration numbers as 100, 

1000 and the Swarm size as 50 and 100. Similarly, 

it has been implemented in PSO_par_2, 

PSO_par_3, and PSO-RL-Q algorithm. To test 

performances of algorithms, two different points 

were considered for the final position of the 

manipulator. According to these points, each 

algorithm was run independently 30 times. Then, 

the results obtained were compared statistically. 

Additionally, their statistical reliability was 

compared to test whether there were significant 

results.  

 

Table 1. A Q table results for population size 50 and maximum iteration 1000 for PSO-RL-Q 

𝑆𝑡𝑎𝑡𝑒𝑠 

𝐴𝑐𝑡𝑖𝑜𝑛 = 0 
𝜔 = 0.05  
𝑐1 = 0.50 
𝑐2 = 0.95  

 

𝐴𝑐𝑡𝑖𝑜𝑛 = 1 
𝜔 = 0.50  
𝑐1 = 0.50 
𝑐2 = 0.95  

 

𝐴𝑐𝑡𝑖𝑜𝑛 = 2 
𝜔 = 0.95  
𝑐1 = 2.00 
𝑐2 = 2.00  

 

(0,0,0) −2.2268 × 10−17 −2.0845 × 10−17 −3.7241 × 10−17 

(0,0,1) -1.0336× 10−16 -1.0861× 10−6 -3.2223× 10−7 

(0,1,0) -7.3675× 10−17 -2.7739× 10−6 -4.7972× 10−6 

(0,1,1) -3.1769× 10−11 -1.5064× 10−16 -1.6349× 10−9 

(1,0,0) -0.4615 -0.3071 -0.3664 

(1,0,1) -0.9919 -0.87698 -1.1141 

(1,1,0) -0.2333 -0.33376 -0.3182 

(1,1,1) -1.6299 -2.3279 -2.2797 

 
Table 2. DH parameters of 7-DOF Robot  

𝑖 𝑙𝑖(𝑚) 𝛼𝑖(°) 𝑑𝑖(𝑚) 𝜃𝑖(°)  

1 𝑙1 = 0.5 −90 0 −180 < 𝜃1 < 180 

2 𝑙2 = 0.2 90 0 −90 < 𝜃2 < 30 

3 𝑙3 = 0.25 −90 0 −90 < 𝜃3 < 120 

4 𝑙4 = 0.3 90 0 −90 < 𝜃4 < 90 

5 𝑙5 = 0.2 −90 0 −90 < 𝜃5 < 90 

6 𝑙6 = 0.2 0 0 −90 < 𝜃4 < 60 

7 𝑙7 = 0.2 0 𝑑7 = 0.05 −90 < 𝜃4 < 90 
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Table 3. Parameters of Algorithms 

Method Parameters Iteration 

Numbers 

Swarm Size 

PSO_par_1 𝜔 = 0.05, 𝑐1 = 0.95, 𝑐2 = 0.95    100, 1000 50,100 

PSO_par_2 𝜔 = 0.50, 𝑐1 = 0.50, 𝑐2 = 0.50   100, 1000 50,100 

PSO_par_3 𝜔 = 0.95, 𝑐1 = 2.00, 𝑐2 = 2.00    100, 1000 50,100 

PSO-RL-Q {

𝜔 = 0.05, 𝑐1 = 0.95, 𝑐2 = 0.95   
𝜔 = 0.50, 𝑐1 = 0.50, 𝑐2 = 0.50
𝜔 = 0.95, 𝑐1 = 2.00, 𝑐2 = 2.00

𝑎𝑡 = 0
𝑎𝑡 = 1
𝑎𝑡 = 2

 100, 1000 50, 100 

 
Table 4. Optimal joint angle values produced by PSO_par_1, PSO_par_2, PSO_par_3, PSO_Q algorithms according to 

target positions by swarm size 50, iteration number 100. 

Position Method 𝜃1
𝑜 𝜃2

𝑜 𝜃3
𝑜 𝜃4

𝑜 𝜃5
𝑜 𝜃6

𝑜 

[-25.00 

100.00 

50.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

-39.9982 

-0.07114 

-73.2728 

-16.0189 

-40.3681 

35.5679 

-90.0 

-10.2971 

54.3798 

3.5509 

13.9466 

-1.4765 

18.5928 

-78.1808 

-20.2021 

-33.4392 

7.3264 

-21.9988 

12.5424 

72.7653 

45.6443 

51.0210 

-15.0000 

22.1168 

[-30.00 

20.00 

80.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

-77.7382 

-30.6456 

-17.6197 

9.8517 

-23.6192 

14.0067 

-90.0 

-31.9813 

68.1264 

-90.0 

-90.0 

-85.8088 

32.7416 

89.9859 

90.0 

69.2948 

110.5017 

-52.3304 

119.9999 

-78.6991 

56.5476 

39.1834 

69.9999 

-12.5035 

 

The joint angles obtained for the inverse 

kinematic analysis results in the case of swarm size 

50, iteration number 100, according to the 

determined target positions [-25.00 100.00 50.00] 

and [-30.00 20.00 80.00] are listed in Table 4. In 

general, it has been observed that some algorithms 

produce joint angles at different angles. The reason 

for this is that Equation 6 can be minimized, at 

different angles of joint if the robot has many joints 

of robot. 

At Table 5, 𝑃𝑥, 𝑃𝑦 and 𝑃𝑧 positions 

produced by the algorithms for 2 different 

locations, location errors of the algorithms and 

processing times are given. Although the proposed 

PSO-RL-Q method produced the lowest error in 

terms of position error, it showed lower 

performance than other methods in terms of 

computation time. In addition, the best values 

produced by the algorithms according to the 

iterations are shown in Figure 7. The best results of 

these algorithms, which contain random 

parameters, were close during iterations. However, 

when the iteration continued, the dynamics of these 

algorithms differentiated the results. The part 

where this will be noticed best is the part where 

statistical analysis will be performed. In for that, 

the minimum and maximum mean and standard 

deviation values produced by the algorithms as a 

result of 30 different simulation studies where the 

number of swarm is 50 and the iteration is 100 are 

given in Table 6. The results are written with the 

best values in bold. However, when examined in 

terms of mean value, the proposed PSO-RL-Q 

algorithm produced more successful results than 

others.  
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Table 5. Optimal joint angle values produced by PSO_par_1, PSO_par_2, PSO_par_3, PSO_Q algorithms according to 

target positions by swarm size 50, iteration number 100. 

Target 

Position 

(cm) 

Method 𝑃𝑥 

(cm) 

𝑃𝑦 

(cm) 

𝑃𝑧 

(cm) 

Position Error Computation 

Time (sec) 

[-25.00 

100.00 

50.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

-24.99 

-25.00 

-24.05 

-24.99 

99.99 

100.00 

99.92 

100.00 

50.00 

49.99 

50.82 

49.99 

9.4954× 10−5 

2.2551× 10−14 

1.2634× 10−2 

8.0251× 𝟏𝟎−𝟏𝟔 

1.40824 

1.87351 

1.33919 

4.51963 

[-30.00 

20.00 

80.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

-29.48 

-30.00 

-29.97 

-30.00 

31.23 

29.99 

29.82 

30.00 

79.25 

80.00 

79.92 

80.00 

1.5306× 10−2 

3.7180× 10−15 

1.9437× 10−3 

1.7554× 𝟏𝟎−𝟏𝟓 

1.11302 

1.13652 

1.05694 

3.70225 

 

 
Figure 7. Objective values along the iterations for Swarm Size 50, iteration number 100 

 

For statistical reliability, the Wilxocon test 

was applied to the trials. The results obtained are 

given for different locations in Table 7 and Table 

8. From the pairwise comparison of the results, it is 

seen that, since the significance value is lower than 

0.05, there is a significant difference in the results 

except for PSO_par_1/PSO_par_1, 

PSO_par_2/PSO_par_2, PSO_par_4/PSO_par_4 

and PSO-RL-Q/PSO_par_3 results. 

It has been observed that the PSO 

algorithm is successful in solving the inverse 

kinematics problem of the 7-DOF robot. At the 

same time, it has been observed that changing the 

parameters of PSO or adding reinforcement 

learning into PSO increases the performance of the 

algorithm. However, when the number of iterations 

and swarm sizes of the algorithms are increased, 

the processing time becomes longer because the 
search takes longer and with more particles. At the 

same time, the potential to find its global minimum 

is higher. For this case, only for the [-25.00 100.00 

50.00] position, the algorithms were applied to the 

solution of the inverse kinematic problem with the 

swarm size being 100 and the number of iterations 

being 1000, and the results were analyzed. The 

results obtained according to the iterations are 

depicted in Figure 4. As can be seen from these 

results, since the number of swarms and the 

number of iterations are high, all algorithms 

converge to the same result, which is the global 

result.  
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Table 6. Statistical results for swarm size 50, iteration number 100. 

Target 

Position 

(cm) 

Method Minimum Max Mean Standard deviation 

[-25.00 

100.00 

50.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

9.4954× 10−5 

2.2484× 10−14 

1.2634× 10−2 

7.8504× 𝟏𝟎−𝟏𝟕 

0.2327 

0.0332 

0.1744 

1.2567× 𝟏𝟎−𝟕 

4.8891× 10−2 

8.7174× 10−3 

3.5619× 10−2 

2.2654× 𝟏𝟎−𝟖 

3.0914× 10−2 

3.2777× 10−3 

4.4413× 10−3 

4.7879× 10−9 

[-30.00 

20.00 

80.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

1.5306× 10−2 

3.8298× 10−15 

1.9437× 10−3 

0.0 

0.3715 

9.5388× 𝟏𝟎−𝟐 

0.1011 

0.1162 

9.5057× 10−2 

2.3801× 10−2 

2.4124× 10−2 

2.1863× 𝟏𝟎−𝟐 

1.7430× 10−1 

1.0253× 10−2 

2.3077× 10−2 

1.1943× 10−2 

 

Table 7. Wilxocon test results for [-25.00 100.00 50.00], swarm size 50, iteration number 100. 

 PSO_par_1 PSO_par_2 PSO_par_3 PSO-RL-Q 

PSO_par_1 1.00 9.01× 10−10 8.58× 10−33 9.03× 10−10 

PSO_par_2 9.01× 10−10 1.00 1.30× 10−25 0.0775 

PSO_par_3 8.58× 10−33 1.30× 10−25 1.00 2.58× 10−28 

PSO-RL-Q 9.03× 10−10 0.0775 2.58× 10−28 1.00 

 

Table 8. Wilxocon test results for [-30.00 20.00 80.00], swarm size 50, iteration number 100. 

 PSO_par_1 PSO_par_2 PSO_par_3 PSO-RL-Q 

PSO_par_1 1.00 2.57× 10−26 3.92× 10−13 1.39× 10−28 

PSO_par_2 2.57× 10−26 1.00 7.14× 10−24 0.0227 

PSO_par_3 3.92× 10−13 7.14× 10−24 1.00 6.92× 10−26 

PSO-RL-Q 1.39× 10−28 0.0227 6.92× 10−26 1.00 

 
Figure 8. Objective values along the iterations for [-

25.00 100.00 50.00] Position ve Swarm Size 100, 

iteration number 1000. 

Furthermore, for a numerical comparison 

of the results obtained, the positions reached, 

position errors and processing times are 

demonstrated at Table 9. As can be seen, as the 

processing load increases, processing times vary 

between 9 and 14 seconds. Sürü sayısı ve iterasyon 

sayısı arttığında, all algorithms found the same 

global optimal solution within 30 different trials. 

However, the calculation times have changed due 

to differences in calculations and operations. 

Although the results are the same, as can be seen, 

the PSO_par_1 algorithm produced the best result, 

while the PSO-RL-Q algorithm was the slowest. As 

a result, it is more correct to choose the faster 
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method among the methods that show the same 

performance. 

Statistical analysis results are 

demonstrated at Table 10. Since the results of 30 

independent experiments reached the desired 

global value, the minimum, maximum, average 

value and standard deviation values were obtained 

as 0. The reason why all the results are 0 in Table 

10, is because when the swarm numbers and 

iteration numbers of the algorithms were increased, 

all algorithms found the same global optimal 

solution within 30 different trials. Therefore, when 

the optimal solution was one, the error function, the 

mean value, minimum value, maximum value and 

standard deviation of the error function were found 

to be 0. 

 

 

Table 9. Optimal joint angle values produced by PSO_par_1, PSO_par_2, PSO_par_3, PSO_Q algorithms according to 

target positions by swarm size 100, iteration number 1000. 

Target 

Position 

(cm) 

Method 𝑃𝑥 

(cm) 

𝑃𝑦 

(cm) 

𝑃𝑧 

(cm) 

Position Error Computation 

Time (sec) 

[-25.00 

100.00 

50.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

-25.00 

-25.00 

-25.00 

-25.00 

100.00 

100.00 

100.00 

100.00 

50.00 

50.00 

50.00 

50.00 

0.0 

0.0 

0.0 

0.0 

9.47613 

11.7058 

12.7068 

13.2338 

 

Table 10. Statistical results for swarm size 100, iteration number 1000. 

Target 

Position 

(cm) 

Method Minimum Max Mean 
Standard 

deviation 

[-25.00 

100.00 

50.00] 

PSO_par_1 

PSO_par_2 

PSO_par_3 

PSO-RL-Q 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

In addition, the Wilxocon test was 

performed to test whether there was a significant 

difference in the results. To perform this test, the 

results obtained by the algorithms in 30 different 

experiments were used. The algorithms always 

found the same error value with a high number of 

iterations and a high number of swarm. Therefore, 

there was no difference in the results obtained 

when high number of iterations and swarm sizes 

was used in the algorithms. The results obtained 

when the Wilxocon test is applied for the reliability 

of this statistical result are given in Table 11. In the 

results given in Table 11, it was seen that there was 

no significant difference in the results since all 

values were greater than 0.05. The reason why all 

the results are 1.00 in Table 11, is because when 

the swarm numbers and iteration numbers. 

As the results are examined, changing the 

parameters of the PSO algorithm affects the 

performance of the algorithm, and the solution 

performance of the algorithm can be increased 

when a reinforcement learning-based method is 

added, as in this study. Ultimately, 7-DOF robot 

used in industry was turned into an inverse 

kinematic problem with optimization using 

advanced kinematic equations with DH to 

determine its angles and distances using 

optimization algorithms. So that, PSO-RL-Q 

algorithm distinctly showed successful results in 

finding the joint angles and distances of the robot 

within short iteration number than plain PSO 

algorithm. 
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Table 11. Wilxocon test results for [-25.00 100.00 50.00], swarm size 100, iteration number 100. 

 PSO_par_1 PSO_par_2 PSO_par_3 PSO-RL-Q 

PSO_par_1 1.00 1.00 1.00 1.00 

PSO_par_2 1.00 1.00 1.00 1.00 

PSO_par_3 1.00 1.00 1.00 1.00 

PSO-RL-Q 1.00 1.00 1.00 1.00 

 

4. Conclusion and Suggestions 

 

In this study, a new optimization method was 

applied to find the joint angles of a 7-axis robot at 

the desired position. In this direction, first the 

kinematic equation of the robot was obtained, and 

then the PSO-based PSO_par_1, PSO_par_2, 

PSO_par_3 and reinforcement learning-based 

proposed PSO-RL-Q optimization method using 

golden section have been used to find the 

manipulator angle and distances. In order to 

compare the performances of the algorithms, 30 

independent studies have been carried out and the 

results were compared statistically. Statistically, it 

has been observed that the proposed PSO-RL-Q 

algorithm produces more successful results than 

standard PSO algorithms when the number of 

iterations is 100 and swarm size is 50. From the 

results, while the swarm size of the algorithms is 

50 and the number of iterations is 100, the PSO-

RL-Q algorithm performed the best result by 

producing 2.2654× 10−8 mean value for the 

position [-25.00 100.00 50.00]. Also, it produced 

more successful results than other algorithms by 

producing a mean value of 2.1863× 10−2  for the 

position [-30.00 20.00 80.00]. In addition, the test 

results obtained were subjected to the Wilxocon 

test and it was observed that there was a significant 

difference in the results when the number of 

iterations was 50 and iteration number are 100. 

Since reinforcement learning works on a reward 

basis, it appears to be a method that can be easily 

applied to many different algorithms. In future 

studies, it is planned to apply these proposed 

methods and their variations to different 

optimization problems and systems. 

 

Statement of Research and Publication Ethics 
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publication ethics. 
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Abstract 

By this work, the preparation of NiO nanoparticles (NPs) from a dithiocarbamate 

complex through calcination, both a cost-effective and practical way for NPs 

synthesis, was presented. This preparation process involves the decomposition of the 

precursor to yield highly pure and crystalline NPs. The dithiocarbamate complex was 

synthesized in a sequential reaction starting from p-anisaldehyde and 3-

aminopropanol. Particle size of the NPs, whose formation was confirmed by FT-IR 

spectroscopy and UV-Vis spectroscopy, were calculated as 10.97 nm using Debye-

Scherer equation from X-ray Diffraction Spectroscopy (XRD). In addition, Scanning 

Electron Microscopy (SEM) revealed generally aggregated and spherical particles, 

which are stable in colloidal environment according to -15.1 zeta potential value. 

Besides, the NPs were employed as a photocatalyst for the decomposition of 

Methylene Blue (MB), one of the most frequently used synthetic dyes in industry 

and, at the same time, one of the primary water pollutants, resulting in 38% 

degradation rate.  

 

 

1. Introduction 

 

Dithiocarbamates, represented by the general 

formula S2CNR2, are a remarkable group of 

compounds, distinguished by their unique sulfur-

sulfur bonds and a variety of intriguing properties. 

From their origins in the late 19th century to their 

contemporary members in diverse applications, 

dithiocarbamates have left an indelible mark on 

modern chemistry. Dithiocarbamate compounds 

possess an exceptional ability to easily capture a 

broad range of metal ions, allowing for the 

construction of complex architectures, which have 

brought in great importance to them in 

coordination chemistry. Synthesis of the 

dithiocarbamate complexes typically involves the 

preparation of the dithiocarbamate ligand through 

the reaction of amine compounds with CS2 in a 

basic medium, followed by its coordination with a 

metal ion [1], [2], [3]. This process allows for 

convenient regulation of the electrical and 

structural characteristics of the final 

 

*Corresponding author: aysegul.senocak@gop.edu.tr             Received: 16.05.2024, Accepted: 17.12.2024 

dithiocarbamate compound by manipulating the 

pioneer amine. 

The resonance structures of 

dithiocarbamates allow them to readily coordinate 

with a wide range of metal ions (Figure 1). The 

thioureide form functions as a weak-field ligand, 

providing stability to high-valent metals. On the 

other hand, the dithiocarbamate form tends to 

capture low-valent metals as a strong-field ligand. 

Among the various coordination modes available 

to dithiocarbamates, the most common is the 

bidentate chelate, which enhances the stability of 

the resulting structure [4]. 

 

 
Figure 1. The resonance forms of dithiocarbamates. 
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Due to their strong affinity for metals, 

numerous dithiocarbamate complexes, 

demonstrating a broad range of applications 

including high-pressure lubricants and accelerators 

in vulcanization [5], anion sensors [6], sensitizers 

in solar schemes [7], pesticides and fungicides [8], 

[9], as well as anticancer, antibacterial, and 

antioxidant agents [10], [11], [12], have been 

synthesized. Nickel dithiocarbamate complexes, in 

particular, have been extensively examined for 

their biological activities, including anticancer, 

antimicrobial, or antioxidant [13], [14], [15], [16], 

[17]. Furthermore, numerous studies have focused 

on the utilization of dithiocarbamate complexes as 

single-source precursors for nickel NPs [18], [19], 

[20], [21], [22], [23]. Various methods were 

employed for nickel NPs production; for instance, 

in some of these studies, NiO NPs were generated 

through high-temperature calcination, while in the 

others, the solvothermal method was employed by 

adding ethylenediamine for nickel sulfide NPs 

synthesis [18]. 

NPs composed of NiO exhibit diverse 

applications across multiple disciplines, including 

energy storage [24], rechargeable batteries [25], 

catalysis [26], bio-active materials [27], and 

sensors [28]. In recent years, the catalytic activities 

of NiO NPs have gained great importance, 

particularly in environmental applications, due to 

the escalating pollution caused by rapid 

industrialization and uncontrolled population 

growth. One of the catalytic applications of NiO 

NPs pertains to degrading synthetic dyes present in 

water contaminated by industrial effluents. 

Numerous methods which can be classified as 

biological, chemical and physical have been used 

for remediation of contaminated waters with dyes. 

Among these methods, photocatalysis has garnered 

significant attention as it is the most effective and 

environmentally friendly approach to date [29]. 

Research in this area revealed that NiO NPs have 

exhibited successful results as photocatalysts in the 

breaking down industrial dyes such as MB, 

Rhodamine B, and Brown HT [30], [31], [32]. The 

degradation process occurs through the generation 

of O2 and OH radicals within the positively charged 

cavities on the surface of NPs by means of electron 

excitation and the subsequent interaction of these 

radicals with synthetic dyes, leading to the 

decomposition of these dyes [33].  

In this study, it was aimed to transform one 

example of the widely studied dithiocarbamate 

complexes into nickel NPs, which are utilized in 

addressing the nowadays pressing issue of 

environmental pollution. For this aim, a nickel 

dithiocarbamate complex was prepared through a 

chain reaction starting with 4-

methoxybenzaldehyde and 3-aminopropanol. The 

resulting complex was then thermally decomposed 

to produce NiO NPs, which were characterized by 

using FT-IR, UV-Vis, SEM-EDS, XRD, and Zeta 

Potential methods. Besides, the photocatalytic 

capacity of the NPs over the decomposition of MB 

was evaluated. 

 

2. Material and Method 

 

4-methoxybenzaldehyde (98%), 3-aminopropanol 

(99%), sodium borohydride (98%), potasium 

hydroxide (99%), carbon disulfide (99%), 

nickel(II) sulfate hexahydrate (98%), methylene 

blue (82%), dicholoromethan, and ethanol were 

purchased and used without any additional 

purification procedure. The FT-IR spectra were 

measured between 400-4000 cm-1 range using a 

Jasco FTIR 4700 spectrometer. By employing a 

Perkin-Elmer Lambda-35 UV-Vis 

spectrophotometer, which operates in the range of 

200–800 nm, the UV-Vis spectra of the nickel 

complex and NPs in ethanol (10-3 M) were 

recorded. The XRD pattern was recorded using a 

PANalytical X-Pert3 Powder X-ray diffractometer 

with Cu-Kα radiation. The morphological 

characters of the NPs were investigated using a 

TESCAN™ MIRA3 XMU SEM. In order to 

determine the zeta potential of the NPs dispersed in 

ultra-pure water, the Malvern/Zetasizer Nano ZSP 

utilized the diffusion light scattering approach. 

 

2.1. Preparation of the Nickel Dithiocarbamate 

Complex 

 

4-methoxybenzaldehyde and 3-aminopropanol in 

equimolar amounts were refluxed in methanol for 

4 days. Once the transformation into the Schiff 

base was complete, excess sodium borohydride 

was added to the reaction mixture in small portions. 

After the reduction was finished, the methanol was 

evaporated from the crude product. The resulting 

oily product was washed twice with a 

CH2Cl2/water mixture and dried over Na2SO4, 

heated in a muffle furnace at 250 oC.  

The final reduced amine in light yellow, 

oily form was dissolved in ethanol and cooled to 0 
oC. To this solution, KOH and CS2 in ethanol were 

added dropwise, respectively. After stirring for a 

day at room temperature, the appearance of the 

yellow solution indicated the dithiocarbamate 

formation. Subsequently, an aqueous solution of 

NiSO4.6H2O (0.5 equivalent) was added to form 
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the complex structure. A green precipitate formed 

immediately was filtered after stirring for one day, 

and the residue on the filter paper was allowed to 

dry and was then isolated. 

 

2.2. Preparation of the NiO NPs 

 

The resulting complex was placed in porcelain 

crucibles and calcined in a muffle furnace at 500 oC 

for 4 hours. Distilled water was added to the 

resulting substance and mixed at 80 oC for 20 

minutes. Then, the mixture was transferred to 

centrifuge tubes and centrifuged for 3 minutes. The 

decanted NPs were centrifuged further 3 minutes 

after being washed with ethanol. The obtained NiO 

NPs were left to dry at room temperature and 

isolated. 

 

2.3. Photocatalytic Performance  

 

A batch process was employed to study the 

photocatalytic activity and decomposition kinetics 

of the NiO NPs in the degradation of MB. With this 

aim, NiO NPs (20 mg), predried at 100 oC for 2 

hours, were added to 10 ppm MB solution (50 mL), 

and this mixture was stirred magnetically in the 

dark for an hour to reach thermodynamic 

equilibrium. Then, the reaction vessel was opened 

to light and allowed to mix under a daylight lamp 

(10 watt) positioned 30 cm above the reaction 

surface. The UV spectrum of the resulting solution 

was measured by withdrawing 3 mix under a 

daylight lamp (10 watt) positioned 30 cm above the 

reaction surface. The UV spectrum of the resulting 

solution was measured by withdrawing 3 mL 

samples every hour. The results were interpreted by 

calculating the amount of MB remaining in the 

solution by using Eq. 1 where A0 an At represent the 

initial absorbtion and absorbtion at time t, 

respectively. 

 

𝑫𝒚𝒆 𝑹𝒆𝒎𝒐𝒗𝒂𝒍 = (
(𝑨𝟎 − 𝑨𝒕)

𝑨𝟎
⁄ ) ∗ 𝟏𝟎𝟎       (1) 

 

3. Results and Discussion 

 

In this research, a nickel dithiocarbamate complex 

was obtained by sequential reactions starting with 

4-methoxybenzaldehyde and 3-aminopropanol, 

and the final complex was then subjected to 

calcination to produce NiO NPs (Scheme 1). A 

color transformation from green to gray was 

observed as a consequence of the calcination 

process (Figure 2). The structure of the resulting 

NiO NPs was illuminated by a number of 

spectroscopic techniques, involving FT-IR, UV-

Vis, XRD, SEM-EDX, and zeta potential. 

 

 

Figure 2. Powder forms of the dithiocarbamate 

complex (green) and the NiO NPs (gray). 

 

As the first step of characterization, the 
FT-IR and UV-Vis spectra of the dithiocarbamate 

complex and the NiO NPs were measured and 

compared to assess the appearance and purity of the 

NPs. The FT-IR spectra of the dithiocarbamate 

complex and the final NPs were depicted in Figure 

3. One of the key features in the spectrum was the 

coordinated O-H stretching observed between 

3671-3007 cm-1. The splitting of the C-S band (981 

and 961 cm-1) gave rise to the hypothesis that the 

dithiocarbamate group coordinated with the Ni(II) 

ions in a monodentate manner [34]. Besides, the 

band at 1501 cm-1 emphasized the partial double 

bond character of the C-N bond, while Ni-S bond 

formation was confirmed by the peak at 508 cm-1 

[7]. Considering all these provided spectroscopic 

evidence, the structural formula for the nickel 

dithiocarbamate complex was proposed as shown 

in Scheme 1. The disappearance of all 

characteristic bands of the pioneer complex in the 

FT-IR spectrum emphasized the complete 

conversion of the nickel complex into NPs as a 

result of calcination. Furthermore, the band at 406 

cm-1 provided evidence of the existence of NiO 

NPs in accordance with previous studies [35], [36], 

[37]. 
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Figure 3. FT-IR spectra of the dithiocarbamate complex and NPs. 

 

 

Scheme 1. The reaction scheme and the proposed complex structure for the production of NiO NPs. 

 

The UV-Vis spectra of the nickel complex 

and the NiO NPs dispersed in ethanol by an 

ultrasonic bath were depicted in Figure 4. 

 

 

Figure 4. UV-Vis spectra of the complex and the NPs 

(with (Ah𝜐)2–h𝜐 plot (inset)). 

 

Two absorbtion maxima at 325 and 392 nm 

were assigned to metal-ligand charge transfer for 

square planar complexes. Besides, a d-d transition 

in the metal center was observed as a shoulder at 

437 nm [38]. The UV maxima at 328 nm pointed 

out the presence of the NiO NPs in line with their 

counterparts in the previous studies [39], [40], [41]. 

Furthermore, to calculate the optical band gap of 

the NPs, a Tauc plot was included in the UV-Vis 

spectrum. The band gap energy was determined as 

2.46 eV from the graph drawn by employing the 

(Ah𝜐)2 = B(h𝜐–Eg) equation, where A is the 

absorption coefficient and B is a constant. The 

band gap energy, an indicator for the ease of 

electron jump from the valence band to the 

conduction band, is compatible with the literature 

[42], [43]. 

The XRD spectrum of the NPs exhibited 

diffraction peaks at 37.43 [1 1 1], 43.35 [2 0 0], 

63.01 [2 2 0], 75.61 [3 1 1], 79.59 [2 2 2] (Figure 

5). XRD analysis confirmed that the nanoparticle 

crystallized in a Bunsenite structure, identified 

with COD 98-002-8834, which corresponds to a 

cubic structure with space group Fm-3m. Besides, 

the density of the NiO NPs was calculated as 6.84 
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g/cm3 based on the collected XRD data. Any 

impurities originated from the starting compound 

were not exhibited in the XRD pattern. Besides, the 

sharpness and intensities of the diffraction peaks 

pointed out the crystallinity of the NPs. The 

average radius of the obtained NPs was calculated 

as 10.97 nm by the Scherer equation, where 𝜆 is the 

wavelength of Cu-Kα, 𝛽 is full width at the half 

max of the main peak, and 𝜃 is Bragg’s angle 

(Equation 2). 
 

𝑫 = (𝟎. 𝟗 ∗ 𝝀) (𝜷 ∗ 𝒄𝒐𝒔𝜽)⁄                               (2) 

 

 

Figure 5. X-ray diffraction pattern for the synthesized 

NPs. 

 

The images of the NiO NPs captured by the 

scanning electron microscope were exhibited in 

Figure 6. The particles were observed to have a 

generally spherical shape with an average size of 

61.14 nm. It was also observed that NiO NPs 

aggregated as expected since no anti-collapse agent 

was used to minimize the interaction between the 

particles. 
 

 
 

 

Figure 6. SEM micrograms of the NiO NPs. 

 

EDS analysis revealed that the synthesized 

NPs were composed of 68.93% Ni and 25.21% O, 

which closely align with the theoretical ratios (78% 

Ni, 21% O) for the NiO general formula (Figure 7). 

The other elements (C, S, and K) observed in 

negligible amounts in the analysis results were 

attributed to instrumental impurities. 
 

 

Figure 7. EDS spectrum of the NPs. 
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Zeta potential is a widely used criterion for 

interpreting the stability of NPs by providing 

information regarding the repulsion between 

similarly charged NPs in a colloidal environment. 

The more negative zeta potential value means 

greater stability of the NPs [44]. The -15.1 zeta 

potential value found in this study indicates that the 

prepared NiO NPs are stable in the colloidal 

environment (Figure 8). 
 

 

Figure 8. The zeta potential distribution of the NPs. 

 

The photocatalytic activity of the 

characterized NiO NPs was evaluated for the 

decomposition of MB synthetic dye. The usage of 

NiO NPs in catalytic amounts in the presence of 

light from a daylight lamp ended up decomposition 

of 38% of MB over six hours (Figure 9). In 

addition, almost identical “before catalyst” and “0 

min” spectra revealed that both light and the 

catalyst are essential for MB degradation. This 

moderate activity of the NPs emerged from the 

formation of positive holes based on electron 

motion between the energy bands of the NiO NPs 

by reason of exposure to sunlight and the 

transformation of methylene blue into small 

harmless molecules via the radicals forming in 

these cavities. 

 

 

Figure 9. The NiO catalyzed photocatalytic 

degradation of MB over time. 

By using Eq. 3, where Ct, C0, and t 

represented the concentration at time t, the initial 

concentration, and time, the pseudo-first-order 

decomposition kinetics were examined for MB. 

The rate constant for the decomposition was 

calculated as 0.0014 min-1 (R2= 0.982) which is 

lower than those in the previous study (Fig 10) 

[45]. 

 

𝒍𝒏
𝑪𝒕

𝑪𝟎
⁄ = −𝒌. 𝒕                                                (3) 

 

 
 

 

Figure 10. (a) The NiO catalyzed percentage 

degradation of MB (b) Pseudo-first-order kinetics for 

the MB decomposition. 

 

4. Conclusion 

 

In this study, NiO NPs were produced using the 

thermal decomposition (calcination) method from 

a nickel complex synthesized through a series of 

chemical reactions. The characterization of the 

synthesized NPs was carried out by FT-IR, UV-

Vis, SEM, EDS, XRD, and Zeta Potential analyses. 

The values of 405 cm-1 and 328 nm observed in the 

FT-IR and UV-Vis spectra, respectively, are 

compatible with NiO NPs synthesized in the 

literature. Besides, XRD and EDS spectra further 
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confirmed the formation of NiO NPs. By utilizing 

the XRD spectrum, the dimensions of the 

synthesized particles were calculated as 10.97 nm 

and, the sharpness of the XRD peaks was referred 

to the high crystallinity of the NPs. The SEM 

micrograph revealed non-uniform shaped and 

highly aggregated particles, which have an average 

size of 61.14 nm. The particle size from SEM 

micrograph was observed greater from those 

calculated by Debye-Scherer equation. The reason 

for this discrepancy may spring from the fact that 

XRD analysis determines the average size of the 

crystalline domains, whereas SEM spectroscopy 

measures the size of the individual particles. 

Besides, SEM spectroscopy can detect 

agglomerates, which can lead to an overestimation 

of the grain size. In contrast, the Scherer equation 

considers a perfect crystalline structure not 

agglomerates. The zeta potential value of -15.1 

indicated that the synthesized NPs remained stable 

in the colloidal environment. Finally, the catalytic 

activity of the NiO NPs was evaluated for the 

degradation of MB under daylight lamp where the 

NPs exhibited moderate (38 %) photocatalytic 

activity. 
 

Contributions of the authors 

 

Ayşegül Şenocak contributed to the experimental 

studies, data interpretation, and the preparation of 

the manuscript. 

Hüseyin Akbaş contributed to the experimental 

studies and the preparation of the manuscript. 

Beyza İşgör contributed to the experimental studies. 
 

Acknowledgment 

 

The authors would like to thank to TUBİTAK (the 

Scientific and Technological Research Council of 

Türkiye) for supporting this study through the 

2209-A Research Project Support Programme for 

Undergraduate Students (Project Number: 

1919B012206215). 

 

Conflict of Interest Statement 

 

There is no conflict of interest between the authors. 

 

Statement of Research and Publication Ethics 

 

The study is complied with research and 

publication ethics. 

References 

 

[1] S. D. Oladipo, B. Omondi, and C. Mocktar, “Synthesis and structural studies of nickel(II)- and 

copper(II)-N,N′-diarylformamidine dithiocarbamate complexes as antimicrobial and antioxidant 

agents”, Polyhedron, vol. 170, pp. 712-722, 2019. 

 

[2] G. Hogarth, “Metal-dithiocarbamate complexes: chemistry and biological activity”, Mini-Rev. Med. 

Chem., vol. 12, no. 12, pp. 1202-1215, 2012. 

 

[3] M. Shahid, T. Rüffer, H. Lang, S. A. Awan, and S. Ahmad, “Synthesis and crystal structure of a 

dinuclear zinc(II)-dithiocarbamate complex, bis{[(µ2-pyrrolidinedithiocar-bamato-

S,S’)(pyrrolidinedithio- carbamato-S,S’)zinc(II)]}”, J. Coord. Chem., vol. 62, no. 3, pp. 440-445, 2009. 

 

[4] J. C. Sarker, and G. Hogarth, “Dithiocarbamate Complexes as Single Source Precursors to Nanoscale 

Binary, Ternary and Quaternary Metal Sulfides”, Chem. Rev., vol. 121, no. 10, pp. 6057-6123, 2021. 

 

[5] T. A. Saiyed, J. O. Adeyemi, and D. C. Onwudi, “The structural chemistry of zinc(II) and nickel(II) 

dithiocarbamate complexes”, Open Chem., vol. 19, pp. 974-986, 2021. 

 

[6] P. D. Beer, A. G. Cheetham, M. G. B. Drew, O. D. Fox, E. J. Hayes, and T. D. Rolls, “Pyrrole-based 

metallo-macrocycles and cryptands”, Dalton T., pp. 603-61, 2003. 

 

[7] E. Sathiyaraj, G. Gurumoorthy, and S. Thirumaran, “Nickel(II) dithiocarbamate complexes containing 

the pyrrole moiety for sensing anions and synthesis of nickel sulfide and nickel oxide nanoparticles”, 

New J. Chem., vol. 39, pp. 5336-5349, 2015. 

 



A.Şenocak, H. Akbaş, B. İşgör / BEU Fen Bilimleri Dergisi 13 (4), 969-978, 2024 

976 

[8] P. Ferreira, G. M. Lima, E. B. Paniago, J. A. Takahashi, and C. B. Pinheiro, “Synthesis, characterization 

and antifungal activity of new dithiocarbamate-based complexes of Ni(II), Pd(II) and Pt(II)”, Inorg. 

Chim. Acta, vol. 423(A), pp. 443-449, 2014. 

 

[9]  V. A. Fitsanakis, V. Amarnath, J. T. Moore, K. S. Montine, J. Zhang, and T. J. Montine, “Catalysis of 

catechol oxidation by metal-dithiocarbamate complexes in pesticides”, Free Radical Bio. and Med., vol. 

33, no. 12, pp. 1714-1723, 2002. 

 

[10] D. C. Onwudiwe, and A. C. Ekennia, “Synthesis, characterization, thermal, antimicrobial and 

antioxidant studies of some transition metal dithiocarbamates”, Res. Chem. Intermediat., vol. 43, 

pp.1465-1485, 2017.  

 

[11]  S. M. Mambaa, A. K. Mishraa, B. B. Mambaa, P. B. Njobehb, M. F. Duttonb, and E. Fosso-Kankeu, 

“Spectral, thermal and in vitro antimicrobial studies of cyclohexylamine-N-dithiocarbamate transition 

metal complexes”, Spectrochim. Acta A, vol. 77, pp. 579-587, 2010. 

 

[12] I. Ali, W. A. Wani, K. Saleem, and M. -F. Hseih, “Design and synthesis of thalidomide based 

dithiocarbamate Cu(II), Ni(II) and Ru(III) complexes as anticancer agents”, Polyhedron, vol. 56, pp. 

134-143, 2013. 

 

[13] S. Balakrishnan, S. Duraisamy, M. Kasi, S. Kandasamy, R. Sarkar, and A. Kumarasamy, “Syntheses, 

physicochemical characterization, antibacterial studies on potassium morpholine dithiocarbamate nickel 

(II), copper (II) metal complexes and their ligands”, Heliyon, vol. 5, no. 5, pp. e01687, 2019. 

 

[14] A. C. Ekennia, D. C. Onwudiwe, and A. A. Osowole, “Spectral, thermal stability and antibacterial 

studies of copper, nickel and cobalt complexes of N-methyl-N-phenyl dithiocarbamate”, J. Sulfur 

Chem., vol. 36, no. 1, pp. 96-104, 2015. 

 

[15] A. Pastrana-Dávila, A. Amaya-Flórez, C. Aranaga, J. Ellena, M. Macías, E. Flórez-López, and R. F. 

D'Vries, “Synthesis, characterization, and antibacterial activity of dibenzildithiocarbamate derivates and 

Ni(II)–Cu(II) coordination compounds”, J. Molec. Struct., vol. 1245, pp. 131109, 2021. 

 

[16]  A. Singh, L. B. Prasad, K. Shiv, R. Kumar, and S. Garai, “Synthesis, characterization, and in vitro 

antibacterial and cytotoxic study of Co(II), Ni(II), Cu(II), and Zn(II) complexes of N-(4-methoxybenzyl) 

N-(phenylethyl) dithiocarbamate ligand”, J. Molec. Struct., vol. 1288, pp. 135835, 2023. 

 

[17] M. M. Hrubaru, E. Bartha, A. C. Ekennia, S. N. Okafor, C. D. Badiceanu, D. A. Udu, D. C. Onwudiwe, 

S. Shova, and C. Draghici, “Ni(II), Pd(II) and Pt(II) complexes of N,N-bis(3,3-dimethyl-allyl)-

dithiocarbamate: Synthesis, spectroscopic characterization, antimicrobial and molecular docking 

studies”, J. Molec. Struct., vol. 1250, no. 1, pp. 131649, 2022. 

 

[18] A. Nqombolo, and P. A. Ajibade, “Synthesis and Spectral Studies of Ni(II) Dithiocarbamate Complexes 

and Their Use as Precursors for Nickel Sulphides Nanocrystals”, J. Chem.-NY, vol. 2016, pp. 1293790, 

2016. 

 

[19]  D. C. Onwudiwe, N. H. Seheri, L. Hlungwani, H. Ferjani, and R. Rikhotso-Mbungela, “NiO 

nanoparticles by thermal decomposition of complex and evaluation of the structural, morphological, and 

optical properties”, J. Mol. Struct., vol 1317, pp. 139084, 2024. 

 

[20]  V. K. Maurya, L. B. Prasad, A. Singh, K. Shiv, and A. Prasad, “Synthesis, spectroscopic 

characterization, biological activity, and conducting properties of functionalized Ni(II) dithiocarbamate 

complexes with solvent extraction studies of the ligands” J. Sulphur Chem., vol 44 no.3, pp 336–353, 

2022. 



A.Şenocak, H. Akbaş, B. İşgör / BEU Fen Bilimleri Dergisi 13 (4), 969-978, 2024 

977 

[21]  E. Sathiyaraj, S. Thirumaran, S. Ciattini, and S. Selvanayagam, “Synthesis and characterization of Ni(II) 

complexes with functionalized dithiocarbamates: New single source precursors for nickel sulfide and 

nickel-iron sulfide nanoparticles”, Inorg. Chim. Acta, vol. 498, pp. 119162, 2019. 

 

[22]  F. F. Bobinihi, O. E. Fayemi, and D. C. Onwudiwe, “Synthesis, characterization, and cyclic voltammetry 

of nickel sulphide and nickel oxide nanoparticles obtained from Ni(II) dithiocarbamate”, Mater. Sci. 

Semicond. Process., vol. 121, pp. 105315, 2021. 

 

[23]  P. Lakshmanan, R. Arulmozhi, S. Thirumaran, and S. Ciattini, “Ni(II) dithiocarbamate: Synthesis, 

crystal structures, DFT studies and applications as precursors for nickel sulfide and nickel oxide 

nanoparticles”, Polyhedron, vol. 218, pp. 115766, 2022. 

 

[24]  H. Wu, Y. Wang, C. Zheng, J. Zhu, G. Wu, and X. Li, “Multi-shelled NiO hollow spheres: Easy 

hydrothermal synthesis and lithium storage performances”, J. Alloy. Comp., vol. 685, pp. 8-14, 2016. 

 

[25]  K. N. Patel, M. P. Deshpande, V. P. Gujarati, S. Pandya, V. Sathe, and S. H. Chaki, “Structural and 

optical analysis of Fe doped NiO nanoparticles synthesized by chemical precipitation route”, Mater. 

Res. Bull., vol. 106, pp. 187-196, 2018. 

 

[26]  G. Grivani, M. Vakili, A. D. Khalaji, G. Bruno, H. A. Rudbari, M. Taghavi, and V. Tahmasebi, 

“Synthesis, characterization, crystal structure determination, computational study, and thermal 

decomposition into NiO nano-particles of a new NiIIL2 Schiff base complex (L = 2-{(E)-[2-

chloroethyl)imino] methyl phenolate)”, J. Molec. Struct., vol. 1072, pp. 77-83, 2014. 

 

[27]  K. Karthik, S. Dhanuskodi, C. Gobinath, S. Prabukumar, and S. Sivaramakrishnan, “Multifunctional 

properties of microwave assisted CdO–NiO–ZnO mixed metal oxide nanocomposite: enhanced 

photocatalytic and antibacterial activities”, J. Mater. Sci.-Mater. El., vol. 29, pp. 5459-5471, 2018. 

 

[28]  A. Salehirad, “Synthesis of high surface area NiO nanoparticles through thermal decomposition of 

mixed ligand Ni(II) Complex, [Ni(binol)(bpy)].CH3OH”, Russ. J. Appl. Chem., vol. 89, pp. 63-69, 2016. 

 

[29]  H. Kumari, Sonia, Suman, R. Ranga, S. Chahal, S. Devi, S. Sharma, S. Kumar, P. Kumar, S. Kumar, A. 

Kumar, and R. Parmar, “A Review on Photocatalysis Used For Wastewater Treatment: Dye 

Degradation”, Water Air Soil Pollut., vol. 234, no.6, pp. 349, 2023. 

 

[30]  M. Y. Nassar, H. M. Aly, E. A. Abdelrahman, and M. E. Moustafa, “Synthesis, characterization, and 

biological activity of some novel Schiff bases and their Co(II) and Ni(II) complexes: A new route for 

Co3O4 and NiO nanoparticles for photocatalytic degradation of methylene blue dye”, J. Mol. Struct., 

vol. 1143, pp. 462-471, 2017. 

 

 [31]  Z. Sabouri, A. Akbari, H. A. Hosseini, M. Khatami, and M. Darroudi, “Egg white-mediated green 

synthesis of NiO nanoparticles and study of their cytotoxicity and photocatalytic activity”, Polyhedron, 

vol. 178, pp. 114351, 2020. 

 

[32]  M. Darbandi, M. Eynollahi, N. Badri, M. F. Mohajer, and Z. A. Li, “NiO nanoparticles with superior 

sonophotocatalytic performance in organic pollutant degradation”, J. Alloy. Comp., vol. 889, pp. 

161706, 2021. 

 

[33]  Z. Sabouri, A. Akbari, H. A. Hosseini, A. Hashemzadeh, and M. Darroudi, “Bio-based synthesized NiO 

nanoparticles and evaluation of their cellular toxicity and wastewater treatment effects”, J. Molec. 

Struct., vol. 1191, pp. 101-109, 2019. 

 

[34]  E. Sathiyaraj, P. Valarmathi, S. Thirumaran, S. Ciattini, V. K. Gupta, and R. Kant, “Effect of N-Bound 

Organic Moiety in Dithiocarbamate (R2NCS−2) and trans Influence of Triphenylphosphine on NiS2PN 

Chromophore”, Phosphorus, Sulfur Relat. Elem., vol. 190, no. 7, pp. 1127-1137, 2015. 



A.Şenocak, H. Akbaş, B. İşgör / BEU Fen Bilimleri Dergisi 13 (4), 969-978, 2024 

978 

[35] M. Abdur Rahman, R. Radhakrishnan, and R. Gopalakrishnan, “Structural, optical, magnetic and 

antibacterial properties of Nd doped NiO nanoparticles prepared by co-precipitation method”, J. Alloy. 

Comp., vol. 742, pp. 421-429, 2018.  

 

[36]  M. A. J. Kouhbanani, Y. Sadeghipour, M. Sarani, E. Sefidgar, S. Ilkhani, A. M. Amani, and N. 

Beheshtkhoo, “The inhibitory role of synthesized Nickel oxide nanoparticles against Hep-G2, MCF-7, 

and HT-29 cell lines: the inhibitory role of NiO NPs against Hep-G2, MCF-7, and HT-29 cell lines”, 

Green Chem. Lett. Rev., vol. 14, no. 3, pp. 444-454, 2021. 

 

[37]  E. Gobinath, M. Dhatchinamoorthy, P. Saran, D. Vishnu, R. Indumathy, and G. Kalaiarasi, “Synthesis 

and characterization of NiO nanoparticles using Sesbania grandiflora flower to evaluate cytotoxicity”, 

Results Chem., vol. 6, pp. 101043, 2023. 

 

[38] F. F. Bobinihi, D. C. Onwudiwe, and E. C. Hosten, “Synthesis and characterization of homoleptic group 

10 dithiocarbamate complexes and heteroleptic Ni(II) complexes, and the use of the homoleptic Ni(II) 

for the preparation of nickel sulphide nanoparticles”, J. Molec. Struct., vol. 1164, pp. 475-485, 2018.  

 

[39]  A. A. Barzinjy, S. M. Hamad, S. Aydın, M. H. Ahmed, and F. H. S. Hussain, “Green and eco-friendly 

synthesis of Nickel oxide nanoparticles and its photocatalytic activity for methyl orange degradation”, 

J. Mater. Sci.-Mater. El., vol. 31, pp. 11303-11316, 2020. 

 

[40]  R. S. Kumar, S. J. Jeyakumar, M. Jothibas, I. K. Punithavathy, and J. P. Richard, “Influence of molar 

concentration on structural, optical and magnetic properties of NiO nanoparticles”, J. Mater. Sci.-Mater. 

El., vol. 28, pp. 15668-15675, 2017.  

 

[41]  M. El-Kemary, N. Nagy, and I. El-Mehasseb, “Nickel oxide nanoparticles: Synthesis and spectral 

studies of interactions with glucose”, Mater. Sci. Semicond. Process., vol. 16, pp. 1747-1752, 2013. 

 

[42]  A. K. Ramasami, M. V. Reddy, and G. R. Balakrishna, “Combustion synthesis and characterization of 

NiO nanoparticles”, Mater. Sci. Semicond. Process., vol. 40, pp. 194-202, 2015. 

 

[43]  F. Ascencio, A. Bobadilla, and R. Escudero, “Study of NiO nanoparticles, structural and magnetic 

characteristics”, Appl. Phys. A, vol. 125, pp. 279, 2019.  

 

[44]  A. B. García, A. Cuesta, M. A. Montes-Morán, A. Martínez-Alonso, and J. M. D. Tascón, “Zeta 

Potential as a Tool to Characterize Plasma Oxidation of Carbon Fibers”, J. Colloid. Interf. Sci., vol. 192, 

pp. 363-367, 1997. 

 

[45] K. Motene, L. Mahlaule-Glory, N. Ngoepe, M. Mathipa, and N. Hintsho-Mbita, “Photocatalytic 

degradation of dyes and removal of bacteria using biosynthesised flowerlike NiO nanoparticles”, Int. J. 

Environ. Anal. Chem., vol. 103, no. 5, pp. 1107-1122, 2021. 

 
 



Bitlis Eren Üniversitesi Fen Bilimleri Dergisi 
BİTLİS EREN UNIVERSITY JOURNAL OF SCIENCE 

ISSN: 2147-3129/e-ISSN: 2147-3188 

VOLUME: 13 NO: 4 PAGE: 979-987 YEAR: 2024 

DOI: 10.17798/bitlisfen.1487072 

979 

Synthesis and Characterization of Several Mannich Bases Derived from 

2-(4-methylpiperazin-1-yl)acetohydrazide  
 

Yıldız UYGUN CEBECİ1* 
1Kırklareli University, Faculty of Science, Chemistry Department, Kırklareli, Türkiye 

(ORCID: 0000-0001-7949-0329)   
  

 

Keywords: Methylpiperazin, 

fluoroquinolone, mannich base, 

1,2,4-triazole. 

Abstract 

This study explores the transformation of 2-(4-methylpiperazin-1-yl)acetohydrazide 

(1) through its reaction with phenylisothiocyanate (2), resulting in the formation of a 

novel urea derivative (3). The synthesis involves an intramolecular ring closure, 

where the hydrazide functionality plays a crucial role, leading to the formation of a 

1,2,4-triazole structure. The journey continues as the 1,2,4-triazole derivative 

undergoes a Mannich reaction, leveraging its active methylene group. By reacting 

Compound 3 with formaldehyde and a selection of primary or secondary amines, a 

β-aminocarbonyl compound is synthesized, showcasing a significant molecular 

transformation. 

The structural elucidation of the synthesized compounds is carried out using a range 

of sophisticated analytical techniques, including mass spectrometry, infrared (IR) 

spectroscopy, and nuclear magnetic resonance (NMR) spectroscopy for both ¹H and 

¹³C nuclei. These methods provide deep insights into the molecular architecture, 

enabling the determination of atomic connectivity and the identification of functional 

groups, thus confirming the integrity and structure of the synthesized molecules. 
 

 

1. Introduction 
 

Heterocyclic compounds are integral to the field of 

chemistry, particularly in pharmaceutical 

development, due to their unique ability to 

incorporate heteroatoms like nitrogen, oxygen, or 

sulfur into their ring structures. These compounds 

exhibit a broad spectrum of biological activities, 

which makes them critical targets in medicinal 

chemistry [1]. The structural diversity of heterocycles 

has led to the discovery of new therapeutic agents, 

including antimicrobials, anti-inflammatory drugs, 

anticancer agents, and antioxidants [2,3]. Among 

these, five-membered heterocyclic rings such as 

triazoles and diazoles have gained significant 

attention due to their potent biological properties 

[4,5]. 

Triazoles, in particular, are heterocyclic compounds 

characterized by the presence of three contiguous 

nitrogen atoms [6]. Their exceptional stability and 

ability to form hydrogen bonds enhance their 

solubility and binding affinity for biomolecular 

targets [7]. These characteristics make triazoles 

attractive scaffolds for the development of bioactive 

 

*  Corresponding author: yildizuygun41@hotmail.com              Received: 20.05.2024, Accepted: 18.10.2024 

molecules [8]. Triazole-containing drugs such as 

fluconazole, voriconazole, and ravuconazole are 

widely used antifungal agents in clinical practice, 

demonstrating the therapeutic potential of this 

functional group [9,10]. Beyond antifungal activity, 

triazoles have also shown antibacterial, antiviral, 

anticancer, and anti-inflammatory effects, making 

them versatile candidates in drug discovery [11,12]. 

Fluoroquinolones are another class of compounds 

with significant antibacterial efficacy. These drugs 

inhibit DNA replication and transcription in bacteria 

by stabilizing the complex between DNA and 

topoisomerases, specifically targeting enzymes such 

as DNA gyrase and topoisomerase IV [13,14]. While 

early quinolones like nalidixic acid exhibited limited 

activity due to their narrow spectrum [15], the 

introduction of fluorine atoms at the C6 position in 

fluoroquinolones led to a significant enhancement in 

antibacterial potency and pharmacokinetics [16]. This 

structural modification, along with further 

advancements in fluoroquinolone chemistry, has 

expanded their clinical utility against a broad range of 

bacterial infections (Figure 1) [17]. 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1487072
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Figure 1: Some Selected Thiadiazole-Based Drugs 

 
Research into bioactive heterocyclic 

compounds has consistently demonstrated the 

potential of these molecules in various therapeutic 

areas [18]. Triazoles and thiadiazoles, in particular, 

have emerged as critical components in the design of 

new drugs due to their diverse biological activities 

[19,20]. Compounds containing 1,2,4-triazole and 

1,3,4-thiadiazole moieties have been reported to 

exhibit anticancer, antibacterial, antifungal, and 

antioxidant properties [21,22]. These heterocyclic 

structures are commonly incorporated into 

pharmaceuticals to enhance their biological efficacy 

[23]. Clinically used drugs like timolol, 

methazolamide, and acetazolamide highlight the 

medical importance of triazole and thiadiazole-

containing compounds [24]. Their ability to interact 

with biological targets through hydrogen bonding and 

other interactions underpins their wide therapeutic 

applicability [25,26]. 

Triazoles are particularly noteworthy for their 

role as linker molecules in the design of hybrid drugs. 

By connecting two pharmacophores through a 

triazole moiety, researchers have been able to develop 

bifunctional drugs that target multiple biological 

pathways simultaneously, thereby enhancing 

therapeutic outcomes [27,28]. This strategy is 

exemplified by antifungal drugs like fluconazole and 

voriconazole, where the triazole group plays a critical 

role in improving drug-target interactions (Figure 2) 

[29]. Additionally, the triazole scaffold has been 

employed in the design of compounds with 

antibacterial, antiviral, and anticancer activities, 

broadening its application in drug development [30]. 
 

 
Figure 2: Some Selected Triazole-Based Drugs 

Fluoroquinolones have also undergone 

substantial development over the years, particularly in 

addressing their limitations against Gram-positive 

bacteria [31]. Structural modifications, such as the 

introduction of nitrogen-containing heterocyclic rings 

at the C7 position, have expanded the antibacterial 

spectrum of fluoroquinolones and improved their 

pharmacokinetic profiles [32,33]. These 

modifications have resulted in the synthesis of widely 

used drugs like ciprofloxacin, norfloxacin, and 

ofloxacin, which exhibit broad-spectrum activity 

against a variety of bacterial pathogens [34]. 

Fluoroquinolones work by inhibiting DNA gyrase 

and topoisomerase IV, enzymes crucial for bacterial 

DNA replication [35]. This mode of action, combined 

with their ability to target both Gram-positive and 

Gram-negative bacteria, makes fluoroquinolones 

invaluable in clinical practice [36]. 

Recent studies have focused on further 

optimizing triazole and fluoroquinolone derivatives to 

enhance their biological activity and combat 

resistance mechanisms in pathogens [37]. For 

instance, fluoroquinolones have shown effectiveness 

against bacteria resistant to beta-lactam and 

aminoglycoside antibiotics, making them critical in 

treating drug-resistant infections [38]. Ongoing 

research in this area aims to develop new compounds 

that retain efficacy against resistant strains, thereby 

addressing one of the most pressing challenges in 

modern medicine [39,40]. Figure 3 showcases a 

selection of notable fluoroquinolone-containing 

compounds, highlighting their diverse applications 

and structural innovations.  

 

Figure 3: Chemical Structures of Selected 

Fluoroquinolones 

 

Regarding their mechanism of action, FQs 

prevent bacteria from replicating and transcribing 

DNA by maintaining the stability of the complex 

formed between DNA and topoisomerases. 

Quinolones function by modifying the enzymes they 

specifically target, gyrase and topoisomerase IV, 

causing them to become detrimental and disrupt the  
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structure of the bacterial chromosome. Resistance 

related to the target is a widely observed and highly 

significant form of resistance in clinical settings. 

These mutations weaken the interactions between 

quinolones and enzymes like gyrase and 

topoisomerase IV, leading to the main cause of the 

issue [41]. Additional resistance mechanisms involve 

safeguarding the target, deactivating the drug through 

metabolism, and controlling drug entry and exit [42–

44]. By developing novel quinolones that remain 

effective against these modified enzymes, the 

potential of this drug class could be significantly 

enhanced in clinical applications. 

 

2. Material and Method 

 

2.1. Chemistry 

 

In this study, commercially available reagents were 

used without further purification. Melting points of 

the synthesized compounds were measured using a 

Büchi B-540 melting point apparatus. Thin-layer 

chromatography (TLC) was performed on silica gel 

60 F254 plates, using ethyl acetate and diethyl ether 

in a 1:2 ratio as the mobile phase, and the reaction 

progress was monitored under UV light. Infrared (IR) 

spectra were recorded on a Perkin Elmer 1600 series 

FTIR spectrometer. Nuclear magnetic resonance 

(NMR) spectra were obtained using a BRUKER 

AVENE II 400 MHz spectrometer, with DMSO-d6 as 

the solvent. Chemical shifts (δ) were reported in ppm 

relative to tetramethylsilane (TMS), and coupling 

constants (J) were given in Hz. 

 

2-(4-Methylpiperazin-1-yl)Acetohydrazide (1)  

 

Hydrazine hydrate (25 mmol) was added dropwise to 

a solution of the precursor compound (10 mmol) in 

ethanol. The reaction mixture was refluxed for 8 

hours. After cooling, the crude product was 

purified by column chromatography using silica 

gel and a hexane/ethyl acetate mixture (7:3). 

Yield: 85%, m.p.: 134-136°C. FT IR (υmax, cm-1): 

1734 (C=O). 1H NMR (DMSO-d6, δ ppm): 2. 14 

(3H, s, CH3), 2.30 (2H, s, CH2), 2.40 (4H, s, 

2CH2), 2.88 (4H, s, 2CH2), 3.75 (2H, brs, NH2), 

8.84 (1H, s, CH2).
 13C NMR (DMSO-d6, δ ppm): 

46.20 (CH3), 53.21 (2CH2), 55.01 (2CH2), 60.37 

(CH2), 168.69 (C=O).  EI MS m/z (%): 173.89 

([M+1]+, 100), 195.75 ([M+Na]+, 75).  

 

 

 

N-Phenyl-2-[(4-Methylpiperazin-1-

yl)Acetyl]Hydrazinecarbothioamide (2)  

 

A solution of phenylisothiocyanate (20 mmol) was 

added to the hydrazide compound 1 (10 mmol) in 

dichloromethane. The reaction was stirred at room 

temperature for 24 hours. The resulting solid was 

filtered and crystallized from ethanol to yield the pure 

product. Yield: 91%, m.p.: 152-154°C. FT IR (υmax, 

cm-1): 3217 (NH), 3254 (NH), 1703 (C=O), 2145 

(C=S).  1H NMR (DMSO-d6, δ ppm): 1.89 (3H, s, 

CH3), 2.42 (2H, s, CH2), 2.62 (2H, s, CH2), 2.72 (2H, 

s, CH2), 3.11 (2H, s, CH2), 3.11 (2H, s, CH2), 5.76 

(2H, s, CH2), 7.16-7.65 (5H, m, arH), 9.56 (2H, s, 

2NH), 9.87 (1H, s, NH). 13C NMR (DMSO-d6, δ 

ppm): 44.81 (CH3), 51.81 (2CH2), 54.22 (2CH2), 

59.68 (CH2), arC: [117.35 (CH), 121.48 (CH), 128.61 

(CH), 129.43 (CH), 129.52 (CH), 141.66 (C)] 156.16 

(C=O), 181.05 (C=S). EI MS m/z (%): 308.26 

([M+1]+, 100), 330.15 ([M+Na]+, 72), 203.19 (51), 

113.58 (30) 

 

5-((4-Methylpiperazin-1-yl)Methyl)-4-Phenyl-4H-

1,2,4-Triazole-3-Thiol (3) 

 

The carboxamide derivative (2) was treated with 

sodium hydroxide in ethanol and refluxed for 8 hours. 

The reaction mixture was then acidified to pH 4-5 

using hydrochloric acid, and the resulting precipitate 

was purified by filtration and recrystallized from ethyl 

acetate. Yield: 75%, m.p.: 162-164°C. FT IR (υmax, 

cm-1): 3067 (aromatic CH), 2558 (SH). 1H NMR 

(DMSO-d6, δ ppm): 2.10 (3H, s, CH3), 3.35 (10H, s, 

5CH2), 6.91-7.60 (5H, m, arH),13.35 (1H, s, SH). 13C 

NMR (DMSO-d6, δ ppm): 25.52 (CH3), 53.89 (2CH2), 

54.85 (2CH2), 57.23 (CH2), arC: [129.09 (CH), 

129.42 (CH), 129.87 (CH), 129.92 (CH), 133.15 

(CH), 140.62 (C)], 148.72 (triazole C-3), 165.82 

(triazole C-5). EI MS m/z (%): 290.36 ([M+1]+, 100), 

169.78 (69), 134.15 (37), 111.23 (20). 

 

General Method for The Synthesis of Compounds 

4a-d: Mannich bases were synthesized by reacting 

compound 3 (10 mmol) with formaldehyde (30 

mmol) and various amines in dimethylamine at room 

temperature for 24 hours. The precipitate was filtered, 

washed with water, and recrystallized from a 

dimethylsulfoxide (1:1) mixture to yield the desired 

compounds. 
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5-((4-Methylpiperazin-1-yl)Methyl)-2-

(Morpholinomethyl)-4-Phenyl-2H-1,2,4-Triazole-

3(4H)-Thione (4a) 
 

Yield: % 85, m.p: 178-180°C. FT IR (υmax, cm-1): 

3088 (aromatic CH). 1H NMR (DMSO-d6, δ ppm): 

2.15 (3H, s, CH3), 3.40 (16H, s, 8CH2), 4.23 (2H, d, 

J= 4.0 Hz, CH2), 5.46 (2H, s, CH2), 7.28 (2H, d, J= 

4.0 arH), 7.65 (1H, s, arH), 7.98 (2H, d, J= 8.0 Hz, 

arH). 13C NMR (DMSO-d6, δ ppm): 28.36 (CH3), 

46.12 (2CH2), 47.63 (2CH2), 48.69 (2CH2), 49.79 

(2CH2), 50.10 (CH2), 52.63 (CH2), arC: [121.45 (CH), 

122.87 (CH), 123.96 (CH), 124.60 (CH), 126.70 

(CH), 139.50 (C)], 151.52 (triazole C-3), 159.63 

(triazole C-5). EI MS m/z (%): 110.12 (100), 389.89 

([M+1]+, 92), 214.63 (69), 143.56 (29). 
 

5-((4-Methylpiperazin-1-yl)Methyl)-4-Phenyl-2-

((4-Phenylpiperazin-1-yl)Methyl)-2H-1,2,4-

Triazole-3(4H)-Thione (4b) 
 

Yield: % 80, m.p: 181-183°C. FT IR (υmax, cm-1): 

3075 (aromatic CH), 3089 (aromatic CH). 1H NMR 

(DMSO-d6, δ ppm): 1.24 (3H, s, CH3), 2.01 (2H, s, 

CH2), 2.11 (2H, s, CH2), 3.40 (10H, s, 5CH2), 4.37 

(2H, s, CH2), 4.70 (2H, s, CH2), 5.76 (2H, s, CH2), 

6.94-7.27 (7H, m, arH), 7.49 (2H, d, J= 8.0 Hz, arH), 

8.07 (1H, s, arH). 13C NMR (DMSO-d6, δ ppm): 21.14 

(CH3), 47.71 (2CH2), 48.88 (2CH2), 50.12 (2CH2), 

51.98 (2CH2), 53.43 (CH2), 55.79 (CH2), arC: [112.85 

(CH), 113.97 (CH), 114.96 (CH), 115.37 (CH), 

118.93 (CH), 119.63 (CH), 120.12 (CH), 121.53 

(CH), 122.38 (CH), 123.49 (CH), 139.12 (C), 140.46 

(C)], 153.96 (triazole C-3), 157.83 (triazole C-5). EI 

MS m/z (%): 464.89 ([M+1]+, 100), 300.19 (78), 

178.12 (55), 112.09 (31). 
 

1-Ethyl-6-Fluoro-7-(4-((3-((4-Methylpiperazin-1-

yl)Methyl)-4-Phenyl-5-Thioxo-4,5-Dihydro-1,2,4- 

Triazol-1-yl)Methyl)Piperazin-1-yl)-4-Oxo-1,4-

Dihydroquinoline-3-Carboxylic Acid (4c) 
 

Yield: % 89, m.p: 252-254°C. FT IR (υmax, cm-1): 

3312 (OH), 3083 (aromatic CH), 1698 (C=O), 1712 

(C=O). 1H NMR (DMSO-d6, δ ppm): 1.17 (3H, s, 

CH3), 1.42 (3H, s, CH3), 2.73 (2H, s, CH2), 2.82 (2H, 

s, CH2), 2.89 (2H, s, CH2), 3.39 (14H, s, CH2), 6.95-

7.27 (3H, m, arH), 7.49-7.56 (3H, m, arH), 7.87-7.95 

(1H, m, arH), 8.93 (1H, s, CH), 15.35 (1H, s, OH). 13C 

NMR (DMSO-d6, δ ppm): 17.23 (CH3), 21.25 (CH3),  

48.52 (2CH2), 49.12 (2CH2), 51.10 (2CH2), 52.23 

(2CH2), 53.96 (CH2), 54.30 (CH2), 57.23 (CH2), arC: 

[112.52 (CH), 113.12 (CH), 117.60 (CH), 119.63 

(CH), 124.89 (CH), 125.43 (CH), 126.30 (CH), 

138.12 (C), 139.50 (C), 140.12 (C), 141.23 (C), 

143.98 (C), 144.07 (C)], 148.12 (quinolone CH), 

155.13 (triazole C-3), 159.96 (triazole C-5), 171.12 

(C=O), 173.20 (C=O).EI MS m/z (%): 389.12 (100), 

621.89 ([M+1]+, 90), 643.30 ([M+Na]+, 71), 187.12 

(36). 
 

1-Cyclopropyl-6-Fluoro-7-(4-((3-((4-Methyl 

piperazin-1-yl)Methyl)-4-Phenyl-5-Thioxo-4,5-

Dihydro-1,2,4-Triazol-1-yl)Methyl)Piperazin-1-

yl)-4-Oxo-1,4-Dihydroquinoline-3-Carboxylic 

Acid (4d) 
 

Yield: % 91, m.p: 250-252 °C. FT IR (υmax, cm-1): 

3323 (OH), 3091 (aromatic CH), 1702 (C=O), 1723 

(C=O). 1H NMR (DMSO-d6, δ ppm): 1.13 (3H, s, 

CH2), 1.29 (3H, s, CH2), 2.73 (3H, s, CH3), 2.82 (2H, 

s, CH2), 2.89 (2H, s, CH2), 3.29 (2H, s, CH2), 3.35 

(8H, s, 4CH2), 4.33 (2H, d, J= 8.0 Hz, CH2), 5.00 (2H, 

s, CH2), 5.24 (2H, s, CH2), 7.21-7.52 (7H, s, arH), 

7.80 (1H, d, J= 12.0 Hz, CH), 8.65 (1H, s, CH), 15.23 

(1H, s, OH). 13C NMR (DMSO-d6, δ ppm): 12.12 

(CH2), 14.78 (CH2), 34.79 (CH3), 37.98 (CH2), 39.12 

(CH2), 40.65 (CH2), 41.01 (CH2), 43.50 (CH2), 44.97 

(CH2), 45.32 (CH2), 46.89 (CH2), 47.81 (CH2), 50.03 

(CH2), 103.12 (CH), arC: [115.12 (CH), 116.89 (CH), 

121.20 (CH), 122.85 (CH), 126.50 (CH), 128.90 

(CH), 130.41 (CH), 133.56 (C), 134.52 (C), 136.12 

(C), 137.20 (C), 138.43 (C), 139.61 (C)], 148.34 

(quinolone CH), 157.10 (triazole C-3), 160.12 

(triazole C-5), 171.77 (C=O), 174.09 (C=O). EI MS 

m/z (%): 632.12 ([M+1]+, 100), 498.12 (88), 346.98 

(71), 219.52 (55). 
 

3. Results and Discussion 
 

3.1. Chemistry 
 

This work involved the conversion of a 

carbox(thio)amide derivative (1) through an 

intramolecular cyclization reaction to produce 1,2,4-

triazoles (2) as shown in Scheme 1. The molecule was 

identified by the presence of a signal at 13.35 ppm in 

the 1H NMR data, which was a singlet that could be 

exchanged with D2O. This confirmed the presence of 

a -SH group. The stretching band originating from 

these groups was observed at a wavenumber of 2558 

cm-1 in the FT-IR data of this molecule. 

Mannich bases are bioactive compounds [48–

50]. Mannich bases (4a–d) were synthesized by 

reacting compound (3) with formaldehyde and 

several physiologically active amines (Scheme 1) [51, 

52]. The hydroxyl (OH) peaks of molecules 4c and 

4d, which belong to the fluoroquinolone ring, were 

observed with chemical shifts of 15.35 and 15.23 

ppm, respectively, in the 1H NMR spectrum. The 

carbon-hydrogen (CH) peaks of molecules 4c and 4d, 

which belong to the fluoroquinolone ring, exhibited 

signals at 148.12 and 148.34 ppm in the 13C NMR 

spectrum. 
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Scheme 1: i: RNCS, EtOH, ii. NaOH, EtOH, H2O; iii: dimethyl formamide, seconder amine, room temperature, 24 

 

3. Results and Discussion 

 

3.1. Chemistry 

 

This work involved the conversion of a 

carbox(thio)amide derivative (1) through an 

intramolecular cyclization reaction to produce 1,2,4-

triazoles (2) as shown in Scheme 1. The molecule was 

identified by the presence of a signal at 13.35 ppm in 

the 1H NMR data, which was a singlet that could be 

exchanged with D2O. This confirmed the presence of 

a -SH group. The stretching band originating from 

these groups was observed at a wavenumber of 2558 

cm-1 in the FT-IR data of this molecule. 

Mannich bases are bioactive compounds [48–50]. 

Mannich bases (4a–d) were synthesized by reacting 

compound (3) with formaldehyde and several 

physiologically active amines (Scheme 1) [51, 52]. 

The hydroxyl (OH) peaks of molecules 4c and 4d, 

which belong to the fluoroquinolone ring, were 

observed with chemical shifts of 15.35 and 15.23 

ppm, respectively, in the 1H NMR spectrum. The 

carbon-hydrogen (CH) peaks of molecules 4c and 4d, 

which belong to the fluoroquinolone ring, exhibited 

signals at 148.12 and 148.34 ppm in the 13C NMR 

spectrum. 

 

 

 

 

 

 

4. Conclusion and Suggestions 

 

In this study, the synthesis of a 1,2,4-triazole 

derivative was accomplished, starting from the 

precursor 2-(4-methylpiperazin-1-yl)acetohydrazide 

(1). Following the initial synthesis, a series of novel 

Mannich bases (4a-d) were obtained through a 

Mannich reaction with various amines, introducing 

structural diversity and potential for enhanced 

biological activity. The synthesized compounds are of 

significant interest due to their relevance in medicinal 

chemistry and widespread applications reported in the 

literature. Comprehensive structural characterization 

of these derivatives was carried out using a 

combination of advanced spectroscopic techniques, 

including infrared (IR) spectroscopy, proton nuclear 

magnetic resonance (¹H NMR), carbon-13 nuclear 

magnetic resonance (¹³C NMR), and mass 

spectrometry, confirming their molecular frameworks 

and functional integrity. The successful synthesis and 

detailed structural validation of these compounds 

contribute valuable insights to the field, potentially 

paving the way for future studies on their 

pharmacological properties. 
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Abstract 

Asphalt mixes containing Recycled Asphalt Pavement (RAP) materials are generally 

harder than traditional mixes. Different rejuvenators are used to soften recycled 

asphalt pavement by reducing this hardness. In this study, recycled asphalt pavement 

was added to bituminous hot mixtures at 3 different rates (25%, 50% and 75%). To 

rejuvenate bituminous hot mixtures containing RAP, three different rejuvenators 

(pine cone, olive pomace and wheat straw) were added to the mixtures. This study 

investigated the effect of asphalt mixtures containing RAP and rejuvenator on the 

mechanical properties. Marshall test and moisture damage test were performed to 

examine the mechanical properties of asphalt mixture samples. As the bio-oil content 

in asphalt mixtures increases, the stability values of the mixtures decrease. As the 

bio-oil ratio in asphalt mixtures increases, tensile strength (TS) values decrease in 

both unconditioned and conditioned mixtures. While the increase in bio-oil reduces 

the tensile strength ratio, the shrinkage ratio of mixtures prepared with RAP 

increases. The bio-oil derived from pomace has been identified as the most effective 

rejuvenator among those tested. 
 

 
1. Introduction 

 

The cost of bitumen derived from petroleum has 

significantly increased as a result of its use in road 

building and maintenance [1-4]. Furthermore, the 

upkeep of ecologically appropriate pavement has 

become popular [2, 5-8]. Research is being done on 

alternate binders as a substitute for bitumen, which is 

often used in traditional processes. One efficient 

method of lowering bitumen use is to use Recycled 

Asphalt Pavement (RAP) material [9]. An important 

problem in infrastructure engineering is highlighted 

by the aging of asphalt binders throughout 

construction and service life [10–12]. Oxidation and 

volatile component loss are the main aging 

mechanisms of asphalt binders. As a result, asphalt 

binders become more viscous and tougher than when 

they were first created [13, 14]. To address these 

issues, various types of regenerating RAP mixes have 

been utilized [9,15–19]. Because of its many sources, 

 

*Corresponding author: beyzafurtana@munzur.edu.tr               Received: 27.05.2024, Accepted: 25.10.2024 

high efficiency, and low cost, bio-oil is becoming 

more and more popular among other renewable 

energy [2, 20, 21]. The paragraph indentation should 

be used at the start of any subsequent paragraphs after 

the first. 

Using pyrolysis techniques, biomass is the 

main source of bio-oil. Slow pyrolysis and rapid 

pyrolysis are the two categories of pyrolysis 

techniques. The residence time during the pyrolysis 

process is what distinguishes slow pyrolysis from 

quick pyrolysis. Fast pyrolysis has a residence period 

of less than 10 seconds, whereas slow pyrolysis has a 

residence time of 5 to 12 hours [22]. Three primary 

products of the pyrolysis process are produced: 

liquids, gases, and charcoal. The substance is 

regarded as bio-oil [23–25]. The use of bio-oils to 

alter or partially replace asphalt binders has grown [2, 

26, 27]. 

According to earlier research, bio-oils can 

improve the low-temperature performance of asphalt 
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binders by softening them [21-22, 28]. Furthermore, 

the possibility of restoring reclaimed asphalt binder to 

its initial condition has been investigated by certain 

researchers. As modifiers, a variety of bio-oils can be 

employed, including distilled tall oil, organic oil, 

waste vegetable oil, and others. Depending on the 

type of source, different rejuvenating effects apply. 

Specifically, it has been demonstrated that 

rejuvenation with waste vegetable oil at a 

concentration of 12% by weight can increase the aged 

asphalt's resistance to cracking, lowering its 

performance grade from PG 94-12 to PG 72-33 [17]. 

By adding 1.75-2% by weight of bio-oil, a bio-oil 

rejuvenator made from biodiesel residue makes up for 

the light components lost in aged binders and 

improves crack resistance at low temperatures [29]. 

The physical and rheological properties of 40/50 

penetration grade bitumen can be enhanced with 3-

4% by weight of waste cooking oil, approaching the 

characteristics of 80/100 penetration grade bitumen 

[30]. Rzek and associates used the pyrolysis of used 

tires to create a rejuvenator for their investigation. 

They supplemented three distinct ratios of recycled 

asphalt mixtures with these rejuvenators. They 

consequently discovered that recovered asphalt 

mixtures were used at a higher rate when the recently 

created alternative rejuvenator was added at a 20% 

rate. They discovered that adding this alternative 

rejuvenator might raise the percentage of reclaimed 

asphalt to 60% by the application of routine 

mechanical and rheological tests to the asphalt 

mixtures [27]. Avsenik and his colleagues looked at 

how aged bitumen was affected by bio-oils made from 

burning discarded tires. The bitumen, which was 

laboratory-aged and had undergone both short- and 

long-term aging operations, was 50/70 penetration 

grade. They evaluated the effect of rejuvenator 

addition on aged and unaged bitumen using standard 

mechanical and rheological tests at four different rates 

(3%, 5%, 10%, and 20%). The rejuvenator was found 

to be appropriate for altering aged bitumen by the 

researchers based on their mechanical and rheological 

testing [28]. In their studies, Oruc et al. prepared 

mixtures containing 10%, 25% and 40% RAP. 

Marshall tests were applied to these mixture samples, 

density and void analyses were performed, and the 

findings were compared with samples without 

recycling and core samples taken from the field [31]. 

In their study, Kumandas et al. added 2-8 wt% waste 

cooking oils (WCO) to bitumen modified with 1.5% 

reactive ethylene terpolymers (RET) and 0.2% 

polyphosphoric acid (PPA) as catalysts, in increments 

of 2%. It was observed that WCO addition increased 

the workability of RETMBs and their resistance to 

fatigue and low-temperature cracking [32]. 

In general, the properties of bio-rejuvenators 

are dependent on the biomass source. There is no 

study available on rejuvenating RAP binders using a 

bio-oil rejuvenator produced from wheat straw, pine 

cones, and rice husks. The rejuvenators used in the 

study were obtained through the pyrolysis method. In 

the pyrolysis method, biomass is burned at high 

temperatures in an oxygen-free environment to 

produce bio-oils. The use of this method also 

enhances the uniqueness of the study. Furthermore, 

utilizing bio-oil as a rejuvenator to recycle aged 

binders supports the repurposing of waste biomass 

and construction materials, promoting environmental 

sustainability and development. This study aims to 

offer an overview of RAP recyclability, focusing on 

the proportions of added RAP material, as well as 

performance, economic, and environmental 

considerations. The main goal is to promote the use of 

this material in similar applications and thereby 

maximize its use, contributing simultaneously to an 

environmentally and economically sustainable 

circular economy. Therefore, in the study, recycled 

asphalt pavements were added to bituminous hot 

mixtures at different percentages, and their 

mechanical properties were investigated. 

Additionally, three different bio-oils produced in the 

study were used to rejuvenate recycled asphalt 

mixtures. Subsequently, asphalt mixtures containing 

RAP and rejuvenator were compared with bituminous 

hot mixtures to investigate the effect of RAP and 

rejuvenator on mixtures. 

 

2. Material and Method 

 

2.1. Unmodified bitumen and Recycled Asphalt 

Pavement 

 

The study used B 50/70 class bitumen from the 

TUPRAS\Batman refinery. Table 1 presents the 

general characteristics of the bitumen employed in the 

research. In this investigation, only one source of 

recycled asphalt pavement (RAP) material obtained 

from the Elazig Municipality in Turkey was utilized. 

To minimize its impact on the environment, the 

obtained RAP material was kept in impermeable 

containers. The original bitumen of the RAP material 

in the construction phase is B 50/70 class bitumen. 

The purpose of this study is to add rejuvenators to the 

RAP binder to raise its hardness to that of the bitumen 

utilized during the first building phase. 50/70 was 

therefore chosen as the pure bitumen. The 

penetration, softening point and viscosity test results 

at 135℃ of the aged binder obtained from RAP are 

10, 79.3℃, and 6338 cP, respectively. 
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Table 1. General properties of bitumen 

Specification Unit Standard Results 

Penetration mm-1 EN 1426 56 

Softening point °C EN 1427 53.3 

Flash point °C EN ISO 

2719 

245 

Specific weight g/cm3 ASTM D70 

- 18a 

1.015 

Elastic recovery % EN 13398 30 

Viscosity 135°C 

/165°C 

cP ASTM 

D4402 

737.5/225 

Mixing 

temperature 

°C 

- 
159-165 

Compression 

temperature 

°C 

- 
145-151 

 

2.2. Biomass 
 

The biomass materials for the study, namely ground wheat 

straw, ground pine cones, and bran, were procured from 

Cambaylar Co. Ltd. situated in the province of Elazig. For 

use in this investigation, the biomass materials were 

filtered through a No 30 sieve to guarantee a consistent 

particle size distribution. This was done to ensure that the 

experimental results would not be impacted by the 

biomass's size. 

 

2.3. Properties of the Reclaimed Asphalt Pavement 

(RAP) Material 

 

The EN 932-1 standard was followed while sampling 

from the RAP material [33]. To ascertain the 

gradation of the recycled asphalt pavement material, 

an extraction test was conducted (Figure 1a). The 

amount of bitumen contained in the RAP material was 

ascertained after the extraction test. The recycled 

asphalt mixture was found to contain 4.6% bitumen. 

Following the TS EN 12697-3+A standard [34], the 

aged binder extracted and separated from the recycled 

asphalt binder was recovered utilizing a rotary 

evaporator (Figure 1b). To find the bitumen content 

in this investigation, 50 extraction tests were carried 

out. The entire investigation was conducted with the 

recycled and old binder. 

 

 

Figure 1. a) Extraction apparatus b) Rotary evaporator 

 

2.4. Bio-oil Production 

 

In this investigation, three distinct rejuvenators will 

be employed. These rejuvenators come from 

agricultural materials and are bio-based. The project 

will make use of bran bio-oils, pine cones, and wheat 

straw. In this investigation, materials that had been 

through a No. 30 sieve were employed to guarantee 

that the biomass produced had a consistent particle 

size distribution. This was done to ensure that the 

experimental results would not be impacted by the 

biomass's size. The biomass was subjected to a slow 

pyrolysis process using a device. The laboratory slow 

pyrolysis experimental setup comprises several 

components: a water cooling system, a programming 

device box for temperature adjustment during the 

experiment, a high-temperature-resistant cylindrical 

container with dimensions of 150 mm inner diameter 

and 240 mm height, and a tank where the condensed 

biogas is collected as oil after cooling. Figure 2 

depicts the general design of the slow pyrolysis 

experimental setup. 

 

 

Figure 2. a) General view of the laboratory slow pyrolysis 

experimental setup, b) samples of bio-oil and water 

obtained as liquid products after pyrolysis 

Before commencing the pyrolysis process, 

1000 grams of biomass were consistently introduced 

into the chamber of the device to mitigate the 

influence of biomass quantity on carbonization. As a 

result, a fixed-bed slow pyrolysis system operating at 

500°C was used to pyrolyze 1 kg of dry biomass 

sample, as shown in Figure 2. Based on research 

published in the literature, this temperature was 

selected. The system's pyrolysis vapors were burned 

in a chimney inside the system outlet, while the 

uncondensed pyrolysis gases were condensed into 

liquid pyrolysis products (bio-oil) by a condenser 

cooled with water. The pyrolysis process kept going 

until no more gas was released. To calculate the 

a) b) 

a) 

b) 
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quantities of biochar, the liquid pyrolysis products 

and the pyrolysis residue were weighed after cooling. 

The non-condensed gas product quantity was then 

determined by deducting the total weight of these 

products from the dry biomass amount that was 

initially used. Table 2 displays the results that were 

achieved. To extract water and organic acids from the 

oil phase, the produced liquid products (Figure 2), 

which contained a high percentage of water, were 

vacuum-extracted at 80°C and 200 mmHg pressure 

using a Heidolph rotary evaporator. The goal of this 

procedure was to remove water and organic acids like 

acetic acid from high-viscosity oil products. 

Consequently, oil products with weight ratios of 

12.75%, 11.56%, and 10.95% of water and organic 

acids eliminated were obtained for pine cones, bran, 

and waste wheat straw, respectively, in comparison to 

the amount of dry biomass. 
 

Table 2. The results of biomass pyrolysis include yields 

of liquid bio-oil, biochar, and non-condensable gas 

Biomass Bio-oil 

yield (%) 

Bio-char 

yield (%) 

Gas yield 

(%) 

Pine cone 37.92 32.09 29.99 

Olive 

pomace 

31.83 32.52 35.65 

Wheat 

straw 

27.13 31.57 41.30 

 

Table 3 shows the analysis results determined 

by EDS analysis in rejuvenators. However, the 

elemental compositions determined by EDS analysis 

are not accepted as quantitative results because the 

presence of single-electron hydrogen cannot be 

determined by this technique. In other words, it is not 

possible to determine the hydrogen content due to the 

presence of hydrocarbons in the structure of all these 

materials. On the other hand, it can be considered as 

an idea about the carbon and oxygen composition 

other than hydrogen. Another importance of EDS 

analyses is that they provide information about the 

presence of elements other than C, H and O. 
 

Table 3. Elemental analysis of rejuvenators 

Element 
Weight (%) 

K P S 

C 56.41 75.86 57.82 

O 35.57 24.14 34.81 

Al 0.07 - 1.21 

N 3.60 - - 

S 0.25 - - 

Fe 4.10 - - 

Ca - - 1.06 

K - - 0.13 

Si - - 2.20 

Mg - - 0.49 

2.5. Preparation of Hot Mix Asphalt Samples 

 

For combinations made with pure bitumen, the 

Marshall technique was used to determine the ideal 

bitumen content (Table 4). Using the Marshall 

method, 75 blows were delivered to each side of the 

specimens to create mixture samples. The limestone 

came from Elazig's Karayazi area. The ideal bitumen 

concentration was established for mixture samples 

made entirely of bitumen. Initially, bituminous hot 

mixes were treated with RAP material at three 

different percentages (25%, 50%, and 75%) of the 

overall mixture. They are named 2R, 5R and 7R, 

respectively, according to the percentages they 

contain. The same bitumen content was used to 

prepare modified mixes. For mixtures generated with 

4.9% bitumen content, both with pure and modified 

mixtures, Table 4 gives the bulk specific gravities 

(Gmb), air voids (Va), voids filled with asphalt 

(VFA), voids between aggregates (VMA), and 

mixing-compaction temperatures. Using a rotational 

viscometer on the binder, the mixing-compaction 

temperatures of the mixtures were found to 

correspond to viscosity values of 170 ± 20 and 280 ± 

30 cP [35]. In terms of volumetric qualities, it was 

found that the mixtures satisfied the specification 

requirement (KTS). 

 
Table 4. Volumetric properties of mixture specimens 

Mixture 
Bitumen 

(%) 

Mixing 

temperature 

(ºC) 

Compaction 

temperature 

(ºC) 

Va 
(%) 

VFA 
(%) 

VMA 
(%) 

Gmb 

Unmodified 

bitumen 
5 171 158 3.78 74.3 14.7 2.292 

 

Equation 1 was used to determine the bitumen 

contents for mixtures containing RAP. The optimum 

bitumen content determined for the reference bitumen 

will be used for all mixtures. Table 5 provides the 

optimum bitumen contents. The purpose of using this 

ratio is to compare the experimental results 

accurately. 

 

Pr= Pc-(Pa*Pp)                                (1) 

 

Here, Pr represents the percentage of 

unmodified bitumen to be added to the mixture 

containing RAP, Pa denotes the percentage of RAP 

binder in the mixture, Pc indicates the total binder 

percentage in the mixture, and Pp signifies the 

percentage of RAP in the mixture. 

In the second stage, three different 

percentages of RAP will be added to HMA samples, 

and for each of these mixtures, three different 

rejuvenators will be added during mixing. Different 
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asphalt mixture specimens 

(pure/pure+RAP+rejuvenator) have been prepared. 

The rejuvenator ratio was chosen as 20% according to 

the study. In the figures, “K” indicates the use of pine 

cone bio-oil, “P” indicates the use of olive pomace 

bio-oil, “S” indicates the use of waste wheat straw 

bio-oil and finally “pure” indicates the use of unaged 

50/70 penetration pure binder. 

 
Table 5. Optimum binder contents 

RAP content 

(%) 

Pc (%) Pa (%) Pr (%) 

25 4.9 4.6 3.75 

50 4.9 4.6 2.6 

75 4.9 4.6 1.45 

 

2.6. Marshall Stability and Flow Test 

 

The Marshall Stability and Flow Test applied to HMA 

samples is conducted to determine the maximum 

resistance to deformation (stability) and the vertical 

deformation (flow) that occurs in the sample when the 

maximum load is reached. Before starting the test, the 

heights of the compacted and cooled samples are 

measured and recorded. Then, the samples are kept in 

a water bath at a temperature of 60±1°C for 40-60 

minutes. At the end of this period, the sample is 

removed from the water and placed in a manner that 

aligns the breaking jaws, then loaded at a rate of 50±2 

mm/min. Samples subjected to the Marshall Stability 

and Flow Test are shown in Figure 3. 
 

 
Figure 3. HMA specimens subjected to Marshall stability 

and flow test 
 

In the test, the maximum load and the 

deformation values at the time of reaching this load 

are recorded. The test should be completed within 40 

seconds after the sample is removed from the water. 

It is assumed that the standard sample height is 63.5 

mm in the test. Correction factors for stability are used 

for samples with different heights. At the end of the 

test, the average stability and flow values obtained are 

calculated. Samples with stability values deviating 

more than 15% from the average stability and flow 

values deviating more than 20% from the average 

flow are excluded from the evaluation. The remaining 

samples are averaged again, and if there are samples 

with the same deviation (15% for stability, 20% for 

flow), this sample series is canceled, and the test is 

repeated on a new set of samples. The Marshall 

quotient (MQ), serving as an indicator of the stiffness 

and resistance to deformation of bituminous hot 

mixtures, is calculated by dividing the Marshall 

stability value by the flow value. 

 

2.7. Resistance to Moisture Damage Test 

 

Various tests have been devised to assess the 

resistance of asphalt mixtures to moisture damage. 

Although these developed tests do not fully reflect 

real field conditions, they provide us with close 

information. The adhesion of bitumen to aggregate is 

one of the significant factors affecting the 

performance of the pavement over time. Water 

penetrating between bitumen and aggregate over time 

reduces the effectiveness of adhesion, leading to 

premature failure in asphalt mixture overlays. Factors 

affecting the resistance of asphalt mixtures to 

moisture damage can be listed as follows: 

a) An effective factor in moisture sensitivity 

is the thickness of the asphalt film. Mixtures with thin 

asphalt film thickness are more sensitive to the 

negative effects caused by water compared to 

mixtures with thicker asphalt film thickness. 

b) Another factor affecting the moisture 

damage of the mixture is the refining process used in 

the production of asphalt cement and crude oil. 

However, many asphalt cements do not have a 

significant impact on moisture damage. 

c) Another factor affecting the stripping 

potential of the asphalt mixture is traffic and 

environmental indicators. 

d) Another factor is the characteristic of the 

asphalt concrete mixture. Qualities such as 

permeability, porosity, asphalt cement, and aggregate 

gradation are important factors because they control 

the saturation level and drainage of water. Mixtures 

with more than 6% void content are more prone to 

moisture damage. 

e) The type of coarse and fine aggregate 

significantly affects the potential moisture damage in 

the mixture. 

In this method, 6 Marshall specimens with an 

air void content in the range of 6-8% are used. These 

specimens are divided into conditioned and 

unconditioned groups. Conditioned specimens are 

placed in a pycnometer, and a vacuum process is 

applied until approximately 70-80% of the air voids 

in the specimen are filled with water. The water-

filling ratio in the voids should not be less than 70%. 

If it exceeds 80%, those specimens should not be 

used. 
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The degree of saturation of the specimens is 

determined using the following formulas: 

 

J = B' – B                                                                                       (2) 

I = Va * V / 100        (3) 

S' = J / I *100           (4) 

 

J represents the absorbed water volume in 

cubic centimeters, B' is the saturated surface-dry 

weight of the specimen after the vacuum process in 

grams, B indicates the dry weight of the specimen 

before the vacuum process in grams, I signifies the 

volume of air voids in cubic centimeters, Va refers to 

the air voids percentage, and V represents the volume 

of the specimen in cubic centimeters. 

After the vacuum process, the cylindrical 

specimens are tightly wrapped with stretch film. 

These wrapped specimens are initially kept in a water 

bath at -18°C for 16 hours, followed by another period 

of 60°C (Figure 4). Once the waiting period is over, 

the stretch films are removed. Conditioned and 

unconditioned specimens are then immersed in water 

at 25°C for 2 hours before being subjected to axial 

loading for fracture. 

 

 

Figure 4. Wrapping and incubation of specimens with 

stretch film 

 

3. Results and Discussion 

 

3.1. Marshall stability and flow test results 

 

Marshall stability and flow test specimens were 

prepared following EN 12697-34 and submerged in 

water at 60°C for 40 minutes before undergoing the 

test. Each asphalt mixture had a constant 20% bio-oil 

addition. Moreover, Figure 5 shows how the use of 

bio-oil causes fluctuations in Marshall stability 

values. 

The use of bio-oil lowers the Marshall 

stability values, as seen in Figure 5. It was discovered 

that the combinations made with 7R 75% RAP had 

the highest stability values. The 7P asphalt 

combination has the lowest stability value. It was 

found that the bio-oil produced by pyrolyzing olive 

pomace was the most efficient. In comparison to the 

pure mixture, the stability values of the 2R, 5R, and 

7R mixtures increased by 1.12, 1.17, and 1.57 times, 

respectively. These findings suggest that the stability 

values can be raised by including recycled asphalt 

mixtures in the pure mixture at specific percentages. 

The stability values of the asphalt mixtures drop and 

get closer to the stability value of pure mixtures when 

three distinct rejuvenators are introduced to HMA 

samples with three different amounts of RAP. The 

stability ratings of the asphalt mixtures decline as the 

amount of bio-oil in the mixtures increases. In 

comparison to the stability value of the 2R asphalt 

mixture, the Marshall stability values of the 2P, 2K, 

and 2S mixes drop by 7.83%, 9.60%, and 1.26%, 

respectively. The rejuvenator added to the 2R mixture 

is responsible for the observed decline. The Marshall 

stability values of the 5P, 5K, and 5S asphalt mixtures 

drop by 22.33%, 13.99%, and 10.50%, respectively, 

in relation to the stability value of the 5R mixture. In 

a similar vein, the Marshall stability values of the 7P, 

7K, and 7S asphalt mixtures drop by 44.26%, 37.23%, 

and 43.74%, respectively, with respect to the stability 

value of the 7R asphalt mixture. It has been 

determined that P bio-oil is the most useful bio-oil for 

affecting the stability values of the asphalt mixtures. 

 

 
Figure 5. Variation in the stability values of asphalt 

mixtures with the use of bio-oil 

 

When the flow values of the mixtures given 

in Figure 6 are examined, it is observed that as the 

proportion of bio-oil added to the aged binder 

increases, the flow values of the asphalt mixtures 

decrease. Among the mixtures, the lowest flow value 

is obtained from the 7R mixture, while the highest 

flow value is obtained from the 2R mixture. The 

mixtures with S bio-oil have lower flow values 

compared to other mixtures containing bio-oil. 

Adding bio-oil as a rejuvenator to RAP-containing 

asphalt mixtures decreases the flow values of these 

mixtures. The Marshall ratio values of the mixtures 

are shown in Figure 7. 
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Figure 6. Variation in the flowing values of asphalt 

mixtures with the use of bio-oil. 

 

When the Marshall quotient (MQ) values 

given in Figure 7 are examined, it is observed that, 

except for the K bio-oil, the use of bio-oil generally 

increases the MQ values. As the proportion of RAP 

mixtures added to pure mixtures increases, the MQ 

values also increase. The addition of P and S 

rejuvenators to the asphalt mixtures decreases the MQ 

values. Adding rejuvenators to RAP-containing 

mixtures generally causes a decrease in the MQ 

values of the mixtures. Evaluating the results of the 

Marshall stability and flow tests, it is determined that 

the use of bio-oil generally decreases the stability and 

MQ values while significantly reducing the flow 

values. 

 

 

Figure 7. Variation in the MQ values of mixtures with the 

use of bio-oil 

 

3.2. Tensile strength ratio test results 

 

Tensile strength ratio tests were conducted on mixture 

samples prepared with rejuvenator and RAP 

following the AASHTO T 283 standard to determine 

their resistance to moisture damage. Six samples were 

prepared for each type of mixture, each having a void 

content of 7 ± 0.5%. During the preparation of the 

mixture samples to be used for determining resistance 

to moisture damage according to the standard, 

compaction was applied with a gyratory compactor 

for 40 revolutions. In the short-term aging of the 

mixtures, the samples were kept in an oven at 60ºC 

for 16 hours, followed by two hours at the compaction 

temperature. The samples were then left to cool at 

room temperature for 24 hours, and their volumetric 

properties were determined to group them with 

similar void contents. Three samples from each 

mixture were subjected to a vacuum to allow them to 

be filled with water to a saturation level of 70-80%. 

To achieve this saturation level, all samples 

underwent conditioning and were subjected to a 

vacuum for 10 minutes. Samples that did not reach the 

desired saturation level were subjected to vacuum 

again. Saturation levels greater than 80% in any 

sample resulted in their removal from the test and 

replacement with fresh samples. After being vacuum-

treated, the samples were wrapped in cling film, and 

put into bags with 10 milliliters of water, and the bags 

were sealed tightly. 

The samples went through a particular 

process: they were submerged in water at 60°C for 24 

hours after spending 16 hours in a freezer at -18°C. 

The samples were then removed from the cling film 

and bags, and they were immersed in water at 25°C 

for two hours before breaking. In the case of 

unconditioned materials, indirect tensile strength jaws 

were used to fracture them in the Marshall testing 

apparatus after they had been soaked in water at 25°C 

for two hours. The samples were loaded at a constant 

pace of 2 inches per minute (50.8 mm/min) during the 

breaking process. A selection of the test-submitted 

samples is shown in Figure 8. 

 

 

Figure 8. Appearance of some of the samples subjected to 

the moisture damage test 

 

The tensile strength (TS) values of the 

mixture samples were assessed using the maximum 

load values derived from the tensile strength ratio 

tests performed on both unconditioned and 

conditioned asphalt hot mix samples, illustrated in 

Figure 9. As depicted in the figure, the tensile strength 
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(TS) values of both unconditioned and conditioned 

mixtures exhibited an increase with the addition of 

recycled asphalt compared to the pure (reference) 

mixture. Incorporating 20% bio-oil into these 

mixtures led to a reduction in the tensile strength (TS) 

values of both unconditioned and conditioned 

mixtures in comparison to the RAP mixture. With a 

higher proportion of bio-oil in the asphalt mixtures, 

there is a noticeable decrease in the tensile strength 

(TS) values observed in both unconditioned and 

conditioned mixtures. As the content of bio-oil 

increases, the tensile strength ratio diminishes, 

whereas mixtures prepared with RAP demonstrate an 

enhancement in the tensile ratio. This observation 

indicates that in unconditioned mixtures, the 7R 

mixture has the highest tensile strength ratio, whereas 

the 7K mixture has the lowest tensile strength ratio. 

Tensile strength (TS) values of the 2R, 5R, and 7R 

mixtures were found to rise 1.02, 1.07, and 1.22 times, 

respectively, above the pure mixture's TS values prior 

to conditioning. In contrast, when compared to the 

unconditioned TS value of the 2R asphalt mixture, the 

unconditioned TS values of the 2P, 2K, and 2S 

mixtures dropped by 8.22%, 14.14%, and 11.91%, 

respectively. The rejuvenator that was added to the 2R 

mixture is responsible for the reported decrease. In 

particular, when compared to the unconditioned TS 

value of the 5R asphalt combination, the 

unconditioned TS values of the 5P, 5K, and 5S 

mixtures dropped by 20.08%, 33.28%, and 23.39%, 

respectively. Comparing the unconditioned TS value 

of the 7R asphalt mixture to that of the 7P, 7K, and 7S 

mixtures, respectively, showed a decrease of 34.94%, 

39.43%, and 31.96%. Following conditioning, it was 

found that, in comparison to the conditioned TS 

values of the pure mixture, the TS values of the 2R, 

5R, and 7R mixes increased by 1.024, 1.04, and 1.34 

times, respectively. In comparison to the conditioned 

TS value of the 2R asphalt mixture, the unconditioned 

TS values of the 2P, 2K, and 2S mixtures dropped by 

1.32%, 9.80%, and 7.16%, respectively. In addition, 

when compared to the conditioned TS value of the 5R 

asphalt combination, the conditioned TS values of the 

5P, 5K, and 5S mixtures dropped by 14.63%, 20.60%, 

and 18.75%, respectively. Comparing the conditioned 

TS value of the 7R asphalt mixture to that of the 7P, 

7K, and 7S mixtures, respectively, showed a decrease 

of 36.02%, 44.56%, and 39.71%. Figure 10 shows the 

tensile strength ratios (TSR) of the mixture samples 

using samples of conditioned and unconditioned 

asphalt hot mix. 

 

 

Figure 9. Tensile strength values of mixtures before and 

after conditioning 

 

The addition of RAP to the mixes improved 

their resistance to moisture damage, as evidenced by 

the tensile strength ratios (Figure 10), which act as 

markers of resistance to moisture damage. Increasing 

the amount of RAP in the combinations often 

strengthened their resistance to moisture degradation. 

However, increasing the percentage of each of the 

three bio-oils in the mixtures led to a reduction in their 

ability to withstand moisture degradation. Tensile 

strength ratio (TSR) values of hot bituminous 

mixtures should preferably be above 80%, as per the 

Superpave method, to protect against moisture 

damage. The TSR values of all the created mixes were 

found to be either near or above 80% when the 

acquired values were examined. 

 

 

Figure 10. Variation of the tensile strength ratios of the 

mixtures 

 

4. Conclusion  

 

In this study, to meet the properties of the selected 

reference bitumen (B50/70-grade pure bitumen was 

chosen as the reference binder for the rejuvenation of 

recycled asphalt (RAP) binder), three different 

rejuvenators were added in varying proportions to the 

aged bitumen obtained from RAP, and the physical 

and rheological properties of the binders were 

examined. Physical and mechanical tests were 
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conducted on the prepared HMA (Hot Mix Asphalt) 

samples to assess the impacts of the rejuvenators and 

RAP (Recycled Asphalt Pavement) material on the 

physical and mechanical properties of the reference 

mixtures. 

• It was determined that the aged bitumen 

obtained from the recycled bituminous mixture 

softened as a result of the addition of rejuvenators. 

• It has been determined that adding recycled 

asphalt mixtures to the pure mixture at certain 

percentages increases the stability values. When three 

different rejuvenators are added during the mixing 

process to HMA samples containing three different 

proportions of RAP, a decrease in the stability values 

of the asphalt mixtures occurs, approaching the 

stability value of the pure mixtures. As the bio-oil 

content in the asphalt mixtures increases, the stability 

values of the mixtures decrease. 

• Adding recycled asphalt to hot bituminous 

mixtures led to an increase in the tensile strength (TS) 

values of both unconditioned and conditioned 

mixtures compared to the pure (reference) mixture. 

However, when 20% bio-oil was introduced to these 

mixtures, the tensile strength (TS) values of both 

unconditioned and conditioned mixtures decreased in 

comparison to the RAP mixture. As the proportion of 

bio-oil in the asphalt mixtures increased, the tensile 

strength (TS) values decreased in both unconditioned 

and conditioned mixtures. Additionally, while the 

increase in bio-oil content reduced the tensile strength 

ratio, the tensile strength of the mixtures prepared 

with RAP increased. 

 

Consequently, it may be said that using bio-

oil lessens stiffness. Because of this, choosing the 

right dosage needs to be done carefully to prevent 

rutting resistance from being compromised and 

eventual failure. According to the findings of this 

study, bio-oils derived from pine cones, olive 

pomace, and wheat straw are viable rejuvenators. 

Among the rejuvenators investigated, the bio-oil 

obtained from olive pomace was identified as the 

most effective. 
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Abstract 

In the present work, a novel electrochemical dopamine (DA) sensor depending on Nickel (Ni) 

nanoparticles decorated  (3-aminopropyl)triethoxysilane (APTES) modifed silica (SiO2) was 

fabricated. Hence, Ni@SiO2-APTES was synthesized by the conventional wet-impregnation 

method. The structure of the compozite was evaluated using Fourier transform infrared 

spectroscopy (FTIR), Scanning electron microscopy-energy dispersive X-ray (SEM-EDX), and 

X-ray diffraction (XRD). The synthesized Ni@SiO2-APTES was loaded on glassy carbon 

working electrode (GCE). Also, Nafion (Nf) was drop-casted on Ni@SiO2-APTES/GCE to 

stabilize the electrode. The fabricated Nf/Ni@SiO2-APTES/GCE working electrode was 

electrochemicaly evaluated using cyclic voltammetry (CV), electrochemical impedance 

spectroscopy (EIS) and amperometry. CV and EIS results indicated that Ni nanoparticles 

increased both the conductivity and sensitivity of the working electrode. The linear detection 

range for DA was found to be 0.2 – 252 µM with limit of detection (LOD) was 0.07 µM 

depending on S/N of 3. The sensitivity was found to be 578.26 µA mM-1 cm-2 depending on the 

active surface area of the modified working electrode. The sensor exhibited excellent selectivity 

in the electrolyte solution including ascorbic acid, glucose, fructose, sucrose, mannose, uric 

acid, and phenylalanine. The sensor had satisfactory repeatability and reproduciblity. It was 

observed that the sensor showed an electrocatalytic response of 95.33% after 28 days. 

According to this result, it was concluded that the sensor was extremely stable within the studied 

time period. The applicability of Nf/Ni@SiO2-APTES/GCE was tested using dopamine HCl 

injection (200 mg/5 mL). 

 

 
1. Introduction 

 

Enzyme-based electrochemical biosensors appear to 

be ideal materials for the determination of target 

analytes due to their high selectivity. However, in the 

in vitro environment, factors such as temperature, pH 

and binding of the biomolecule to the surface of the 

electrode can shorten the working life of the 

biosensor. Further studies are needed to increase the 

stability of such biosensors, and new fabrication 

techniques should be developed for easier preparation 

of biosensors. Contrary to enzyme-based 

electrochemical sensors, non-enzymatic sensors have 

high stability, satisfactory selectivity and are 

relatively easy to prepare. Non-enzymatic 

electrochemical sensors have been shown to remain 

electrochemically active in undiluted blood for more 
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than 30 days, which is not possible with enzyme-

based sensors. However, there are fundamental 

difficulties such as the use of alkaline working 

environments especially for the determination of 

analytes such as glucose and the expensiveness of the 

materials used [1]. 

Dopamine, known as [4-(2-aminoethyl) 

benzene-1,2-diol], is a significant catecholamine 

substance widely secreted in the cerebrospinal fluid 

of mammals and the main member of the 

neurotransmitter’s family. Dopamine has a significant 

impact in cardiovascular functions, hormonal, renal 

and central nervous systems. High or low dopamine 

levels can cause diseases such as tourette syndrome 

[2], schizophrenia [3], hyperactivity, attention deficit 

[4] and tumor formation [5]. It has been concluded 

that insufficient dopamine levels in the brain can lead 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1490837
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to involuntary muscle activity in Parkinson's disease 

[6], while excessive amounts can lead to Huntington's 

disease [7]. Given the critical function of this 

substance in the metabolism, a lot of efforts have been 

made to identify this biogenic amine. Dopamine has 

been determined in biological fluids and 

pharmaceutical drugs using a variety of methods, 

including electrochemical, UV-visible 

spectrophotometry, high-performance liquid 

chromatography (HPLC), liquid 

chromatography/mass spectrometry (LC/MS), 

fluorometry, and capillary zone electrophoresis [8], 

[9]. Electrochemical sensors/biosensors are one of 

these techniques with numerous benefits. For 

example, they are cheap, easy to prepare, not complex 

systems, and exhibit rapid responses [10]. 

Electrochemical biosensors are not complicated to 

install and costly to fabricate compared to other 

measurement techniques such as HPLC and LC/MS. 

The reason for this can be considered as the 

production of relatively low-cost microelectronic 

circuits and the fabrication of interfaces that can 

easily respond to the target analyte. In addition, other 

advantages of electrochemical sensors include their 

robustness, easy miniaturization, excellent response 

to even small analyte concentrations, and the ability 

to provide this response within seconds [11], [12]. 

For the design of electrochemical sensors, 

nanocomposites have been prepared by deposition of 

nanoparticles such as metal and metal oxide on 

supports including carbon nanotube [13], graphene 

oxide, reduced graphene oxide [14], and SiO2 [15]. 

By modifying the working electrodes with 

these nanocomposites, the determination of 

electrochemically active substances like hydrogen 

peroxide, dopamine, ascorbic acid, folic acid and 

paracetamol was achieved [16], [17]. However, the 

performance factors such as LOD, linear 

determination range, especially repeatability, 

reproducibility, and storage stability of these sensors 

need to be improved. 

Silica (SiO2), which has a large surface area, 

was used as a support material, allowing metal and 

metal oxide nanoparticles to be dispersed uniformly 

on the surface [15], [18]. Surface-modified silica can 

enhance the electrocatalytic performance of metal or 

metal oxide nanoparticles. For example, in a study 

performed by Bayram and Guler, an electrochemical 

hydrogen peroxide sensor depending on Au 

nanoparticles deposited on SiO2-APTES was 

designed. The SiO2-APTES support provided an 

excellent surface for the deposition of Au 

nanoparticles on the surface. Because both low 

diameter of Au nanoparticles (mean particle size of 

3.05 ± 0.14 nm) were deposited on the surface and it 

was determined that the nanoparticles were 

homogeneously distributed on the support. A very 

high sensitivity for hydrogen peroxide (2514.6 µA 

mM-1 cm-2 between 0.014 and 0.18 mM and 894.2 µA 

mM-1 cm-2 between 0.18 and 7.15 mM) was achieved 

depending on the conductivity and size of the Au 

nanoparticles deposited on the support [17]. 

The purpose of the present work is to prepare 

an electrochemical DA sensor using Ni@SiO2-

APTES modified glassy carbon electrode (GCE). The 

specific aims are (i) to synthesize Ni@SiO2-APTES, 

(ii) to modify GCE using Ni@SiO2-APTES and, (iii) 

to detect performance factors such as linear range, 

LOD, and selectivity for DA using amperometry and 

cyclic voltammetry. 

 

2. Material and Method 

 

Silica (SiO2, 240-400 mesh), ethanol, anhydrous 

ethanol, and sodium borohydride (NaBH4) were 

purchased from Merck Company. (3-

Aminopropyl)triethoxysilane (APTES), dopamine 

hydrochloride (DA), nickel (II) nitrate hexahydrate 

Ni(NO3)2.6H2O, nafion (Nf) solution (5% in a mixture 

of aliphatic alcohol and water), potassium chloride 

(KCl) , glucose (Glu), sucrose (Suc), fructose (Fruc), 

Monnose (Man), ascorbic acid (AA), uric acid (UA), 

toluene, boric acid (H3BO3), acetic acid (CH3COOH), 

phosphoric acid ( H3PO4), acetone, sodium hydroxide 

(NaOH), hydrochloric acid (HCl) were acquired from 

Sigma-Aldiric Company and All other chemicals 

used were purchared from Merck Company. In the 

electrochemical studies, glassy carbon electrode 

(GCE of 3 mm diameter) was used as the working 

electrode, Ag/AgCl (3 M KCl) as the reference 

electrode, and platinum wire as the counter electrode 

was purchased from BASİ company. For the 

electrochemical studies, Autolab brand 

PGSTAT128N model potentiostat/galvanostat device 

containing the FRA 32M module was used. 

The characterization of the samples was 

monitored by Field emission scanning electron 

microscope (FE-SEM; Zeiss sigma 300) and Fourier 

transform infrared spectroscopy (FTIR) at Van 

Yüzüncü Yıl University Science Application and 

Research Center. X-ray diffraction (XRD) was 

performed at Selçuk University Advanced 

Technology Research and Application Center. 

 

2.1. Synthesis of SiO2-APTES and Ni@SiO2-

APTES composites 

 

Before attached APTES to SiO2, SiO2 was dried in an 

oven (JP Selecta S. A., Spain) at 100 °C. 2 g of dried 

SiO2 was included in 30 mL of pure toluene and 
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stirred for a while. Then, 5.4 mL APTES was included 

in the mixture and it was stirred for 24 hours. After 

the reaction was completed, the mixture was filtered 

and cleaned down using toluene (5x20 mL). The 

washed SiO2-APTES was dried in the oven at 100 °C 

for 1 hour [19].  

Ni@SiO2-APTES was synthesized by the 

conventional wet-impregnation method. For this, 0.1 

g support was put in 5 mL ultra-pure water and mixed 

in an ultrasonic cleaner for 10 min. Then, 26.06 mg 

Ni(NO3)2x6H2O (5% Ni) was put into the above 

mixture and stirred for 3 hours using a magnetic 

stirrer. 50.84 mg NaBH4 (1.344mmol) was included 

in the mixture and it was stirred until the reduction 

was completed. The resulting Ni@SiO2-APTES nano 

composite was filtrated and then washed with ethanol 

(3x20 mL) and water (3x20 mL), respectively, and 

dried in the oven at 100 °C. To achieve the best sensor 

response, Ni@SiO2-APTES was obtained by using 

different ratio of Ni salt (2, 5, 10, 15 and 20%) [20]. 

The fabrication of Nf/Ni@SiO2-APTES/GCE 

working electrode and its electrochemical response to 

DA is given step by step in Scheme 1.  

 

 

 

Scheme 1. Step by step fabrication of Nf/Ni@SiO2-APTES/GCE working electrode and its electrochemical response to 

DA. 
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2.2. Fabrication of working electrodes 

 

In the study, the working electrode, the GCE, was 

polished using Al2O3 slurry before being modified. 
Afterwards, it was cleaned using nitric acid/pure 

water prepared in the ratio of (1:1) and acetone in an 

ultrasonic bath. 5 µL of 2 mg/mL Ni@SiO2-APTES 

mixture was dropped onto the GCE. The fabricated 

electrode was dried in the laboratory temperature. 

Then, 3 µL of 0.3% Nf solution was loaded on the 

electrode and the electrode was left to dry [17]. The 

obtained Nf/Ni@SiO2-APTES/GCE was used for 

further electrochemical studies. 

 

3. Results and Discussion 

 

The structural properties of the obtained SiO2-APTES 

were evaluated using FTIR. Figure 1 shows the FTIR 

spectrum of SiO2 and SiO2-APTES. Figure 1a shows 

the general FTIR peaks of the SiO2 compound. The 

peaks at 794, 972 and 1056 cm-1 show the Si-O 

symmetric bending vibration peak, Si-O-(H-H2O) 

bending vibration peak and Si-O-Si asymmetric 

vibration peak, respectively. Figure 1b shows the 

FTIR spectrum of SiO2-APTES composite. As seen in 

the figure, the peaks occurring at 696, 790, 1062, 

1392, 1537, 2902 and 2978 cm-1 show the 

characteristic vibration peak of the Si-CH2 group, 

symmetric bending vibration peak of Si-O, 

asymmetric vibration peak of Si-O-Si, the stretching 

vibration peak of C-N, the bending vibration peak of 

the N-H group, and the stretching vibration peak of 

the C-H groups, respectively. Additionally, it can be 

seen that the peak at 972 cm-1 disappears after APTES 

is attached to the SiO2. This is due to the reaction that 

occurs between the ethoxy groups in the APTES and 

Si-OH groups [21], [22].  

 

 

Figure 1. FTIR spectrum of (a) SiO2 and (b)SiO2-APTES. 

 

The crystal structure of SiO2-APTES and 

Ni@SiO2-APTES composites was investigated using 

XRD (Figure 2). Figure 2a and Figure 2b show the 

XRD spectra of SiO2-APTES and Ni@SiO2-APTES 

structures, respectively. As seen in Figure 2b, even 

though 5% nickel salt was used, a weak peak was 

formed at about 2θ = 45°. In this study, NaBH4, a good 

reducing agent, was used to reduce Ni nanoparticles on 

SiO2-APTES support. This shows that the Ni-B 

amorphous structure forms by sodium borohydride 

with Ni at room temperature [23], [24]. 

SEM-EDX was used to investigate the surface 

properties of SiO2-APTES and Ni@SiO2-APTES 

composites. Figures 3A and 3B show SEM pictures of 

the synthesized SiO2-APTES support obtained at 30 

µm and 200 nm. Figures 3C and 3D display SEM 

images of the Ni@SiO2-APTES obtained at 400 and 

200 nm. Figure 4A exhibits the SEM image of the 

Ni@SiO2-APTES composite, and the energy dispersion 

X-ray (EDX) spectra of the selected region is seen in 

Figure 4B. The weight of the Ni obtained in the 

spectrum is 6.78%, and this value is close to the 5% 

value, which is the weight percentage of Ni in the Ni 

salt used to synthesize the Ni@SiO2-APTES composite 

in the experimental section. The presence of carbon and 

nitrogen in the EDX graph shows that the APTES 

compound was bound on SiO2 support. Figures 

4C/D/E/F show the elemental mapping images of the 

composite. 

 

 

Figure 2. XRD graph of (a) SiO2-APTES and (b) 

Ni@SiO2-APTES. 

 

CV and EIS methods were performed to 

evaluate the electrocatalytic properties of the working 

electrodes and evaluate their electrocatalytic 

responses to DA. For this purpose, firstly, CVs at 

GCE, Nf/SiO2-APTES/GCE and Nf/Ni@SiO2-

APTES/GCE working electrodes were obtained in 

BR buffer (pH 3.5) in the absence and presence 
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of DA at the scan rate of 50 mV/s and the 

potential range of -0.2 to 0.8 V (Figure 5A and 

5B). As can be seen in Table 1, it was displayed 

that the anodic peak current of the Nf/Ni@SiO2-

APTES/GCE was approximately 1.5 times the 

anodic peak current of the Nf/SiO2-APTES/GCE. 

The rate of oxidation and reduction peak currents 

of the Nf/Ni@SiO2-APTES/GCE was calculated  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

as Ipa/Ipc = 1.076. This shows that a quasi-

reversible electrode process occurs on the 

Nf/Ni@SiO2-APTES/GCE electrode. In additon, 

as illustrated in Figure 6C, an increase in scan 

rate results in an increase in the redox peak 

potential difference (ΔEp). The increment in the 

peak potential difference depending on the scan 

rate indicates a quasi-reversible reaction process 

[9]. 
 

 

 

 

 

 

 

 

 

 

 

 

Electrode 𝑖𝑝𝑎/µA 𝑖𝑝𝑐/µA 𝐸𝑝𝑎/𝑉 𝐸𝑝𝑐/𝑉 𝑖𝑝𝑎/𝑖𝑝𝑐    ΔEp 

GCE 2.53 -2.26 0.564 0.235 1.119 0.329 

SiO2-APTES 6.74 -6.59 0.474 0.247 1.023 0.227 

Ni@SiO2APTES 9.69 -9.01 0.466 0.252 1.076 0.214 

Figure 3. SEM images of (A, B) SiO2-APTES and (C, D) Ni@SiO2-APTES. 

 
Table 1. Some electrochemical response data of working electrodes to DA. 
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Figure 5C shows the typical EIS Nyquist plot 

for GCE, Nf/SiO2-APTES/GCE, and Nf/Ni@SiO2-

APTES/GCE electrodes. Nyquist curves were 

obtained in a solution containing 5 mM 

[Fe(CN)6]3−/[Fe(CN)6]4− and 0.1M KCl. The used 

frequency interval and potential value were 0.1 Hz-

100 kHz and 0.2 V, respectively. As shown in the 

figure, the Nyquist plot contains a semicircular region 

at high frequency and a linear domain at low 

frequency. In the resulting graph, the charge transfer 

resistance is equal to the semicircle's diameter (Rct) 

[25]. By using these plots, Rct data were calculated as  

178 Ω for GCE, 25.5 kΩ for Nf/SiO2-APTES/GCE 

 

and 7.55 kΩ for Nf/Ni@SiO2-APTES/GCE.  

According to these values, it is seen that the charge 

transfer resistance of the Nf/Ni@SiO2-APTES/GCE 

decreased after Ni nanoparticles was deposited on the 

support. 

Ni@SiO2-APTES nanocomposites 

containing different amounts of Ni (2, 5, 10, 15, and 

20%) were synthesized to determine the Ni 

percentage which exhibits the best electrochemical 

response to DA. Nf/Ni@SiO2-APTES/GCE were 

prepared using these nanocomposites. Then, CVs 

were obtained in BR (pH 3.5) buffer containing 0.2 

mM DA (Figure 5D). The anodic peak current values 

Figure 4. SEM image of (A) Ni@SiO2-APTES, EDX of Ni@SiO2-APTES, elemental mapping pictures of 

carbon (C), oxygen (D), silisium (E), and nickel (F). 
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of DA of these voltammograms were compared. The 

oxidation peak currents of the sensors were 8.89 µA 

for 2% Ni, 9.77 µA for 5% Ni, 8.98 µA for 10% Ni, 

7.29 µA for 15% Ni and 7.56 µA for 20% Ni. 

According to these results, Nf/Ni@SiO2-APTES (5% 

Ni) exhibited the highest oxidation peak current and 

electrochemical measurements were performed using 

this ratio. 

In our study, BR buffer, which has a wide 

buffering range (2-12), was used to investigate the 

influence of the pH of the electrolyte on the redox 

behavior of DA. Figure 6A shows CVs obtained in 

BR buffer with different pH values (3-8). Current-pH 

and potential-pH graphs were drawn by means of 

these voltammograms (Figure 6B). The linear 

equation obtained for the potential-pH graph was Epa 

= - 0.0462pH + 0.605 (R2 = 0.9875). The equation's 

slope was computed to be 46.2 mV/pH, which is 

comparable to the Nernts equation's slope of 59 

mV/pH. In some previous studies, it is thought that 

two proton (2H+) and two electron (2e-) transfers  

 

 

 

 

 

 

occur in the anodic reaction of DA to form dopamine-

o-quinone [26], [27], [28]. As can be seen from the 

graph, the anodic peak current of DA increases as the 

pH of the electrolyte decreases. BR buffer with pH 3.5 

was used in electrochemical studies by taking into 

account the electrochemical performance of the 

working electrode. In addition, the oxidation peak 

potential shifted to the negative direction as the pH 

value incremented. This means that protons 

participate in the electrochemical reaction [29]. 

The following Laviron equations were used 

to determine the number of electrons getting in on the 

electrochemical reaction and the charge transfer 

coefficient (1 eq. and 2 eq.) [30]. 

 

𝐸𝑝𝑐 = 𝐸° −
𝑅𝑇

𝛼𝑛𝐹
𝑙𝑛𝜐                                                 (1) 

 

𝐸𝑝𝑎 = 𝐸° +
𝑅𝑇

(1 − 𝛼)𝑛𝐹
𝑙𝑛𝜐                                      (2) 

 

Figure 5. (A) CVs of GCE, Nf/SiO2-APTES/GCE, and Nf/Ni@SiO2-APTES in BR buffer (pH 3.5) in the absence of 

DA. (B) CVs of GCE, Nf/SiO2-APTES/GCE, and Nf/Ni@SiO2-APTES in BR buffer (pH 3.5) in the presence of DA 

at the scan rate of 50 mV/s. (C) Nyquist graph of GCE, Nf/SiO2-APTES/GCE, and Nf/Ni@SiO2-APTES obtained in 5 

mM [Fe(CN)6]3−/[Fe(CN)6]4− and 0.1M KCl. (D) Effect of Ni ratio on the redox reaction of DA. 
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In the above equations, n is the number of electrons 

taking part in the reaction, α is the charge transfer 

coefficient, υ is the scan rate, R is the gas constant 

(8.314 j/mol K), T is the temperature in kelvin, and F 

is the Faraday constant (96485 C/mol). For this 

purpose, CVs were achieved at various scan rates 

(0.02-0.4 V/s) in BR (pH 3.5) buffer containing 0.2 

mM DA (Figure 6C). The relationship between the 

reduction and oxidation peak potentials and lnυ is 

seen in Figure 6D. The linear equations were found to 

be Epa = 0.0298lnυ + 0.5335 (R2 = 0.9978) and Epa = 

-0.0333lnυ + 0.1356 (R2 = 0.9983). The slopes of 

these equations are equal to the slopes in the Laviron  

equations (1 eq. and 2 eq.), and n and α were 

computed to be 1.63 ~ 2 and 0.47, respectively. These  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

values were found to be consistent with previous 

studies. For example, in a study by Gong and his 

colleagues, an electrochemical sensor was prepared 

using poly-tryptophan-functionalized graphene. In 

the study, α and n values were calculated as 0.67 and 

1.65, respectively [31]. The electrochemical 

oxidation and reduction reaction of DA can be written 

as given in Scheme 2.  

 

 

Scheme 2. The electrochemical oxidation and reduction 

reaction of DA 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6. (A) CVs obtained by Nf/Ni@SiO2-APTES in BR buffer with various pH (3, 4, 5, 6, 7, and 8) PBS 

solution. (B) I (µA) vs. pH graph. (C) CVs obtained at various scan rates (from 0.02 to 0.4 V/s). (D) E (V) vs. 

lnν graph. (E) I (µA) vs. scan rate (V/s) graph. 
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In order to detect the type of the reaction 

process of DA on the working electrode, the oxidation 

and reduction peak currents versus scan rate graph 

was obtained using CVs obtained at different scan 

rates (Figure 6E). According to the graph, it was 

concluded that both oxidation and reduction peak 

currents were linear against the scan rate. These 

results show that the electrode reaction of DA is an 

adsorption-controlled process [32]. 

In our study, DA was determined using both 

cyclic voltammetry and amperometric methods. For 

this purpose, the voltammograms were obtained by 

adding different concentrations of DA to BR (pH 3.5) 

buffer solution (Figure 7A). Using the oxidation peak 

current values of these voltammograms, the graph of 

concentration of DA versus peak current value was 

obtained. As seen in Figure 7B, two linear 

determination ranges were obtained. The first linear 

equation is I (µA) = 48.991[DA] (mM) + 2.2531 (R2 

= 0.9916) and the second linear equation is I (µA) = 

27.681[DA] (mM) + 10.684 (R2 = 0.9952). The 

sensitivities were computed to be 2130.04 µA mM-1 

cm-2 and 1203.52 µA mM-1 cm-2, respectively. The 

LOD was detected to be 0.36 µM depending on 

3xSD/Slope. The linear detection range, sensitivity 

and limit of detection (LOD) values of the sensor for 

DA were determined using amperometry. Figure 7C 

shows the current-time graph obtained at 0.44 V 

potential using the amperometric method. Figure 7D 

exhibits the current-DA concentration graph. The 

linear equation of the graph was determined as I (µA) 

= 0.0133[DA] (µM) + 0.0596 (R2 = 0.9974). The 

linear detection range for DA was 2x10-7 – 2.52x10-4 

M. The sensitivity of the sensor was calculated to be 

578.26 µA mM-1 cm-2 depending on the active surface 

area of the working electrode.  The active surface area 

of each working electrode was achieved using The 

Randles-Sevcik equation [33]. The active surface area 

was detected to be 0.092 cm2 for GCE, 0.004 cm2 for 

Nf/SiO2-APTES/GCE, and 0.023 cm2 for 

Nf/Ni@SiO2-APTES. Due to the low conductivity of 

the SiO2-APTES, it showed a lower active surface 

area than the bare electrode. However, after Ni was 

deposited on the surface of the support, the active 

surface area of the working electrode increased by 

5.75 times. The LOD value of the sensor was 0.07 µM 

depending on the signal-to-noise ratio of 3. Due to 

both the working environment and the high sensitivity 

of the device used, high noise was obtained at the high 

analyte concentrations of DA when using 

amperometric measurement. For this purpose, one 

linear determination range was determined by the 

amperometric method when compared with the CV 

method. In addition, CV is mostly used to evaluate the 

reduction/oxidation process of the target analyte. 

To date many studies have been carried out to 

determine electrochemically DA. For example, in one 

study performed by Gong et al., the glassy carbon 

electrode was modified using polytryptophan-

functionalized graphene. DA was determined in the 

range of 0.2-100 µM using the differential pulse 

voltammetric method and the LOD value of the sensor 

was found to be 0.06 µM. DA was successfully 

determined in dopamine injections using the sensor 

[34]. In another study, flower-like gold nanoparticles 

were deposited on the gold electrode using the 

potentiostatic electrochemical deposition method. 

The resulting nanostructures had large surface areas, 

and ascorbic acid (AA) and DA were determined 

selectively and sensitively. DA was determined in the 

linear range of 1-150 µM and the LOD value of the 

sensor was found to be 0.2 µM [35]. In one study, the 

working electrode was modified using platinum–

silver graphene (Pt–Ag/Gr) nanocomposite for the 

determination of DA. CV and differential pulse 

voltammetry (DPV) were used in electrochemical 

studies for DA determination. CV results indicated 

that Pt–Ag/Gr/GCE increased the electrocatalytic 

response to DA electro-oxidation because of the 

synergistic influence between platinum-silver 

nanoparticles and graphene. The sensor displayed a 

linear detection range of 0.1-60 µM with a detection 

limit of 0.012 µM for DA using DPV method [36]. In 

a study reported by Li et al., Ag nanoparticles 

deposited on CuO porous nanobelts (Ag/CuO PNPs) 

were prepared for DA detection. DA electrochemical 

sensor was developed using Ag/CuO. The linear 

detection range was 0.04-10 µM with LOD of 7 nM 

[37]. In a study by Xue and colleagues, DA was 

determined amperometrically using gold 

nanoparticles (AuNPs) doped molecularly imprinted 

polymers (MIPs). The electrode exhibited a linear 

range from 0.02 to 0.54 µM and a LOD of 7.8 nM 

[38]. In our study the constructed Nf/Ni@SiO2-

APTES/GCE electrochemical sensor displayed a 

linear range between 0.2 and 252 µM with LOD of 

0.07 µM and sensitivity of 578.26 µA mM-1 cm-2. 

Considering these values obtained, the sensor showed 

a satisfactory linear determination range and 

detection limit. 

So as to evaluate the selectivity of the 

Nf/Ni@SiO2-APTES/GCE electrode, ascorbic acid 

(AA), uric acid (UA), phenylalanine (Phe), glucose 

(Glu), fructose (Fruc), mannose (Man) and sucrose 

(Suc) were used. Figure 8A shows the current-time 

graph obtained using various concentrations of DA 

(0.4, 1.0, 4.0 and 10.0 µM) and 25 µM AA, UA, Phe, 

Glu, Fruc, Man and Suc. As seen from the figure, the 

sensor did not show a remarkable electrocatalytic 

response to these compounds. This shows that the  

https://www.sciencedirect.com/topics/materials-science/gold-nanoparticle
https://www.sciencedirect.com/topics/materials-science/gold-nanoparticle
https://www.sciencedirect.com/topics/chemistry/molecularly-imprinted-polymer
https://www.sciencedirect.com/topics/chemistry/molecularly-imprinted-polymer
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sensor has excellent selectivity toward DA against 

these substances used. 

To investigate the repeatability, 0.4, 1.0, 4.0 

and 10.0 µM DA were measured using the same 

Nf/Ni@SiO2-APTES/GCE working electrode. Figure 

8B shows the current-DA concentration graph. The 

relative standard deviation (RSD) values were 5.46% 

for 0.4 µM DA, 3.22% for 1.0 µM DA, 2.7% for 4.0 

µM DA, and for 2.6% for 10.0 µM DA. These 

findings indicated that the sensor has satisfactory 

repeatability.  

To evaluate the reproducibility of the sensor, 

five Nf/Ni@SiO2-APTES/GCE sensors were 

prepared under the same conditions. Then, 

electrochemical response of these electrodes to 0.4, 

1.0, 4.0 and 10.0 µM DA were obtained. Figure 8C 

exhibits current-DA concentration graph. The RSD 

values were calculated as 3.9% for 0.4 µM DA, 1.87% 

for 1.0 µM DA, 0.6% for 4.0 µM DA, and 3.08% for 

10.0 µM DA. According to these results, the sensor 

exhibited satisfactory reproducibility. 

In our study, dopamine hydrochloride 

injection was used for real sample analysis. For this  

 

 

 

 

 

 

purpose, injection containing 200 mg/5mL dopamine 

hydrochloride were purchased from a local pharmacy 

and 0.1 and 1.0 mM DA solutions were prepared. 

Different concentrations of DA were put into the cell 

containing BR (pH 3.5). After that, the current-time 

graph was obtained. The mean value, standard 

deviation (SD) and RSD values was calculated for 

DA concentrations. Table 2 shows the RSD and 

recovery values with the DA concentrations added 

and found in the electrochemical cell, demonstrating 

that DA can be determined in dopamine injection 

using Nf/Ni@SiO2-APTES/GCE sensor. 

The storage stability of Nf/Ni@SiO2-

APTES/GCE was tested for 28 days. The sensor 

showed an electrocatalytic response of 95.33% after 

28 days. It was concluded that the sensor was 

extremely stable within the studied time period. 

 

 

 

 

 

Figure 7. (A) CVs obtained by Nf/Ni@SiO2-APTES/GCE in BR buffer (pH 3.5) containing various amount of DA 

at the scan speed of 50 mV/s. (B) I (µA) vs. DA concentration graph. (C) Amperometric response obtained using 

Nf/Ni@SiO2-APTES/GCE on successive addition of DA to BR buffer (pH 3.5) at the performed potential of 0.44 V. 

(D) I (µA) vs. DA concentration graph. 
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4. Conclusion and Suggestions 

 
In general, a novel DA electrochemical sensor was 

developed in this study. For this purpose, SiO2 used 

as the support material was modified using APTES. 

Ni nanoparticles were deposited on the support. EIS, 

CV and amperometry were used for electrochemical 

studies. Ni (%5) peaks were not clearly formed in the 

XRD graph because Ni nanoparticles formed an  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

amorphous structure (Ni-B) with B. The FTIR graph 

shows that the APTES compound was bound on the 

SiO2 support. The Nf/Ni@SiO2-APTES/GCE sensor 

displayed a linear detection range for DA in the range 

of 2x10-7 – 2.52x10-4 M. The sensitivity of the sensor 

was calculated to be 578.26 μA mM-1 cm-2 depending 

on the active surface area of the electrode using 

amperometric method. The LOD was computed to be 

0.07 µM. The sensor exhibited extremely good 

Samples Added (µM) Found (µM) RSD (%) Recovery (%) 

1 0.4 0.4±0.015 3.75 100 

2 1.0 1.04±0.05 4.81 104 

3 4.0 4.0±0.23 5.75 100 

4 10.0 10.4±0.78 7.50 104 

Figure 8. (A) Amperometric signals achieved at the Nf/Ni@SiO2/GCE after adding 0.4, 1.0, 4.0 and 10.0 µM DA and 

25 μM AA, UA, Phe, Glu, Fruc, Man, and Suc to BR buffer (pH 3.5). (B) The repeatability response of the sensor to 

DA with various amount. (C) The reproducibility of response of the sensor to DA with different concentrations. 

 

Table 2. Electrochemical determination of dopamine in dopamine injection 

using Nf/Ni@SiO2- APTES/GCE sensor 
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selectivity, repeatability, reproducibility and storage 

stability. This study showed that employing transition 

metal nanoparticles deposited on APTES 

functionalized SiO2 is a potential method for 

fabricating an electrochemical sensor. Future studies 

may focus on new electrochemical sensors by 

depositing other transition metal or metal oxide 

nanoparticles on SiO2-APTES. 
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Abstract 

Forecasts from machine and deep learning models are vital for traders and investors 

in the global financial markets. Many different forecasting methods rely on technical 

patterns. In this study, the LSTM model based on candlesticks and financial variables 

was used to improve trading forecasts of different types. Japanese candlesticks are 

among the most widely used tools for evaluating financial markets. Therefore, these 

candlesticks, which show price patterns and differences between buying and selling, 

provide important data for predicting future price fluctuations. A 15-minute 

candlestick or 15-minute frame is used. The model showed excellent performance in 

predicting currency rates (EUR/NZDUSD), with an accuracy based on mean square 

error (MSE = 1.377e-07). The model also showed better accuracy in predicting sugar 

prices compared to other models, reaching (MSE = 1.419836). The same results were 

obtained with the GAS model, where the value was (MSE = 0.000173). This superior 

performance of the model indicates its ability to generate historical patterns and use 

them effectively in forecasting financial markets. These results provide promising 

opportunities for traders and investors to make more guided and intelligent 

investment decisions based on future trends based on these patterns. By using 

historical patterns and financial data, LSTM's deep learning model shows exceptional 

predictive performance. It outperforms traditional machine learning methods such as 

XGBoost. XGBoost achieved a score on the EUR/NZDUSD exchange rate (MSE = 

9.537e-07). The error rate for the presented model is considered to be high. This 

confirms the success of the represented approach and its ability to enable traders and 

investors to make more informed and strategic decisions. This ultimately contributes 

to improving trading conditions and investment outcomes in global financial 

markets. 

  

1. Introduction 

 

Forecasting asset prices in financial markets is 

essential for making informed investment decisions, 

managing risks, and formulating policies. With the 

increasing availability of financial data and 

advancements in computational techniques, 

researchers and practitioners in economics and 

finance have turned to sophisticated machine learning 

models to enhance the accuracy of price forecasts. In 

recent years, artificial intelligence models such as the 

Long Short-Term Memory (LSTM) model have 

garnered significant attention due to their ability to 

 

*Corresponding author: m.kilicaslan@ankara.edu.tr             Received: 01.06.2024, Accepted: 26.12.2024 

capture complex temporal dependencies in sequential 

data. Originally developed for natural language 

processing tasks, LSTM has been successfully 

applied to various time series prediction problems, 

including financial markets forecasting. 

This study aims to explore the effectiveness 

of the LSTM model in improving the forecasting 

accuracy of currency, commodity, and energy prices. 

The study focuses on three distinct markets: the 

EUR/NZDUSD currency pair, natural gas (GAS) 

futures, and sugar (SUGAR) futures. These markets 

represent different asset classes with unique 

https://dergipark.org.tr/tr/pub/bitlisfen
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characteristics, providing a diverse set of challenges 

and opportunities for forecasting. 

 

 2. Related Works 

 

There are many studies in the literature stating that 

deep learning is widely used in financial market 

forecasting such as volatility forecasting, price 

forecasting and trend forecasting for various financial 

assets such as stock transactions, futures, and 

interests. In 2019, Yan Hu and his colleagues 

conducted a study entitled A hybrid deep learning 

approach by integrating LSTM-ANN networks with 

GARCH model for copper price volatility prediction 

about copper prices. The classical GARCH model is 

combined with a deep neural network based on LSTM 

and ANN. In turn, the researchers point out that the 

challenges and limitations they faced in the research 

are related to the non-linear nature and change over 

time of the factors affecting copper prices. This is 

important to understand the prediction capabilities 

and potential limitations of the model. This study 

concluded that the hybrid model achieves a 

significant improvement in the ability to predict 

copper prices [1]. In 2021, both M.S. Islam, Hossainb. 

By conducting a study on Forex market data and 

massive daily trading volume of over $5.1 trillion for 

major currency pairs (EUR/USD, GBP/USD, 

USD/CAD, USD/CHF) and specific history for 

analysis. It was titled Foreign exchange currency rate 

prediction using a GRU-LSTM hybrid network, 

where a new model combining GRU and LSTM is 

presented to predict currency rates was used. With 20 

cells selected for the first GRU layer and 256 cells for 

the second LSTM layer. The model is applied over 

different time periods (10 minutes and 30 minutes) 

using data from the different time periods to show 

effectiveness. However, the study indicates that the 

market remains difficult and unstable, as well as the 

specific time period for the analysis and the specific 

currencies on which the model was tested. However, 

in this study it was shown that the performed model 

outperforms the individual models GRU and LSTM, 

and also outperforms the simple moving average 

(SMA) model. The new model achieves relatively 

good performance using different metrics such as 

MSE, RMSE, MAE, and R^2. It is the least risky 

based on its R^2 score, making it a good choice for 

investors who want to reduce risk in the Forex market 

[2]. In 2021, Mohammad J. Hamayel and Amani 

Yousef Owda conducted a study entitled A Novel 

Cryptocurrency Price Prediction Model Using GRU, 

LSTM and bi-LSTM Machine Learning Algorithms 

on three different cryptocurrencies: Bitcoin (BTC), 

Litecoin (LTC), And Ethereum (ETH). Three models, 

RNN, GRU, and Bidirectional LSTM (bi-LSTM), 

were used to predict cryptocurrency prices. Emphasis 

is placed on forecast accuracy using the Mean 

Percentage Error (MAPE) criterion. However, 

researchers point out that current models do not take 

into account other factors that may affect 

cryptocurrency prices, such as social media and 

trading volume. However, the GRU model showed 

the advantage in predicting cryptocurrency prices, as 

it showed better accuracy based on MAPE. In the 

future, additional research is suggested to explore 

other factors that may influence cryptocurrency prices 

such as social media, user tweets, and trading volume 

[3]. In 2022, the Hachmi Ben Ameur Group 

conducted a study on daily data for commodity 

markets extending from January 2002 to December 

2020. The Bloomberg Commodity Index and five 

other sub-indices are used. The use of artificial 

intelligence analysis and deep learning techniques has 

been used to predict commodity prices. The focus was 

on using the LSTM algorithm. The focus was solely 

on using the Bloomberg Commodity Index (to which 

the Global Aggregate Index refers) and its five sub-

indices: the Agricultural Wealth Index, the Precious 

Metals Index, the Livestock Index, the Industrial 

Minerals Index, and the Energy Index. The research 

successfully demonstrated the effectiveness of the 

Long Short Memory Method (LSTM) as a tool for 

forecasting commodity prices. The superiority of the 

Bloomberg Livestock Sub-Index and the Bloomberg 

Industrial Metals Sub-Index is evident in evaluating 

other commodity indices. These results are important 

for investors in terms of risk management as well as 

for policy makers in adjusting public policy, 

especially during the Russian-Ukrainian war [4]. In 

2023, FEI LI and colleagues conducted a study 

entitled A Medium to Long-Term Multi-Influencing 

Factor Copper Price Prediction Method Based on 

CNN-LSTM on copper prices with 11 factors 

affecting copper price fluctuations selected as 

explanatory variables. CNN was used to extract 

spatial features of the data and LSTM to extract 

temporal features, and these features are fed into the 

CNN-LSTM network to predict monthly copper 

prices. The explanatory variables were carefully 

selected based on an analysis of the characteristics of 

the variables and quantitative relationships with 

influencing factors. The researchers point out the 

challenges of analyzing primary data using traditional 

methods, which may require adjustment to the 

selected influencing factors and final results. 

However, our approach outperforms existing methods 

by using the effective ability to extract space features 

of CNNs and extract temporal features of LSTMs. In 

improving the predictive power of copper prices [5]. 
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In the same year 2023, Carlo Mari and Emiliano Mari 

conducted a study on a variety of time series data for 

US energy prices, including a daily time series for 

electricity prices, a time series for natural gas prices, 

and a time series for crude oil prices. In that study, 

they used the method of describing the primary 

system through the process of back propagation, and 

the second system is driven by predictions of a deep 

neural network trained on time series of market 

returns. A statistical technique based on the moments 

simulation method was also proposed to estimate the 

model on market data. Although there may be 

challenges in applying this model to real market data 

because market changes are not accurately predicted. 

However, the researchers find that the proposed 

model produces results that agree well with the 

empirical data, as it appears to reproduce the first four 

central means of the empirical distributions of log 

returns well, and it models the observed price series 

well as well [6]. Another noteworthy study was 

presented by Fischer and Krauss in 2018. In their 

study, they implemented the application of LSTM 

networks to financial market predictions [7]. Chong, 

Han, and Park merged deep learning networks with 

three unsupervised feature extraction methods. As a 

result, they improved the financial forecasting 

performance, but it is not yet sufficient to achieve 

high accuracy. However, it has application 

advantages over traditional methods that are not 

naturally generated in financial market data [8]. Li 

and Tam developed a hybrid model in 2017. The 

authors combined LSTM with real-time wavelet 

denoising functions to predict stock indices. Here, a 

sliding window mechanism was adopted for wavelet 

denoising. Experimental results showed that their 

proposed model outperformed the LSTM model 

without wavelet denoising module [9]. 

Among deep learning architectures, long 

short-term memory (LSTM) networks, which 

represent a specific type of recurrent neural network 

(RNN), are particularly well-suited for modeling 

temporal patterns in various time series tasks [10-12]. 

In this study, LSTM model based on candlesticks and 

financial variables was used to improve various types 

of price predictions. Using this data showing price 

patterns and differences between buy and sell, an 

existing model was applied to predict future price 

fluctuations. The model was used to predict exchange 

rates, sugar prices and GAS values. The deep learning 

technique was compared with some traditional 

models. The rest of the study consists of material and 

methods, methodology, experimental findings and 

conclusions-recommendations sections. 

 

2.1. Literature Gap 
 

Despite advances in predictive models for analysing 

market data, there is a gap in understanding the 

limitations associated with the non-linear nature and 

temporal volatility of factors affecting commodity 

prices, particularly in highly volatile and dynamic 

markets such as cryptocurrencies. Existing research 

focuses primarily on traditional methods and does not 

take into account emerging factors such as social 

media and trading volumes. In addition, relying on 

deep neural networks for prediction poses challenges 

due to potential statistical constraints and reliance on 

training data that may not accurately reflect real 

market dynamics. This gap in the literature highlights 

the need for further research and development of 

models that address these challenges and provide 

more robust predictions for market analysis. 

 

3. Material and Methods 

 

3.1. Dataset  

 

Time series type data were used in the financial 

variables category for the date and time of each 

trading session, in the commodities category for sugar 

trading prices, in the energy category for gas trading 

prices and in the currencies category for New Zealand 

dollar trading prices. They are displayed in the form 

of Japanese candlesticks. Each time period is defined 

by the opening price, the high price, the low price and 

the closing price. The time period is 15 minutes per 

frame. 

 

3.2. Performance Evaluation Criteria 

 

Accuracy and performance measures is crucial step 

for experimental results. The following performance 

metrics were used to evaluate the performance of the 

LSTM model and to measure error rates [13]. The 

evaluation criteria used in this study are frequently 

preferred and these are Mean Squared Error (MSE) 

[14], Mean Absolute Error (MAE) [15], Root Mean 

Squared Error (RMSE) [16], Mean Absolute 

Percentage Error (MAPE) [17], Coefficient of 

Determination (R-squared). 

 

3.3 Machine Learning and Deep Learning 

Algorithms 

 

In this section, the approaches compared to the 

presented model are explained. The relevant 

techniques are classified as machine learning or deep 

learning algorithms. 
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Machine Learning Algorithms encompass a 

diverse set of techniques and tools employed for 

training models to comprehend data and leverage this 

comprehension for predictive or classification 

purposes. What distinguishes machine learning is its 

inherent ability to learn from data, continuously 

enhancing model performance over time. In the 

context of this study, various machine learning 

algorithms were employed as models to predict 

exchange rates using the dataset under examination. 

These algorithms are then compared with the 

outcomes derived from the offered algorithm. 

Noteworthy among them are Random Forest (RF), 

Adaptive Boosting (AdaBoost)   and eXtreme 

Gradient Boosting (XGBoost), each contributing to 

the comparative analysis [18]. RF is a machine 

learning model grounded in the concept of random 

trees. It is a powerful tool extensively employed for 

classification and forecasting purposes. This model 

operates by utilizing multiple independent decision 

trees, a characteristic that enhances accuracy and 

mitigates the overfitting problem, contributing to its 

effectiveness in diverse applications [19]. XGBoost is 

a robust machine learning framework designed for 

predictive and classification tasks. Renowned for its 

exceptional performance, XGBoost excels in 

handling large datasets. This framework operates on 

the principle of ensemble learning, leveraging the 

strengths of multiple models to construct a powerful 

predictive model [20]. AdaBoost is a traditional 

machine learning model that aims to enhance 

performance by creating a set of weak models. It can 

also be used in deep machine learning [21]. 

Deep Learning algorithms constitute a 

specialized category within the broader field of 

machine learning, and they belong to the family of 

deep neural networks. Specifically designed to tackle 

complex data and structures with intricate details, 

these algorithms excel in extracting valuable features 

from such data. Their remarkable capability lies in 

learning from diverse datasets, recognizing intricate 

patterns, and constructing accurate predictive models. 

In the context of this study, we will compare the 

LSTM algorithm with the following noteworthy deep 

learning algorithms [22]. Gated Recurrent Unit 

(GRU) stands as a prevalent deep neural network 

model tailored for processing sequential data, 

including text and audio. Recognized for its 

efficiency in handling temporal patterns, GRU finds 

applications in machine translation and voice 

recognition [23]. Gradient Boosting Decision Trees 

(GBDT) is considered a model for traditional machine 

learning, it is also used in deep machine learning. It is 

based on decision trees and is widely used in 

classification and prediction [24]. Long Short-Term 

Memory (LSTM) is a deep neural network that is 

specifically used to process data sequences such as 

time sequences. It has the ability to handle both long 

and short delays in data, making it suitable for 

forecasting temporal data such as currency exchange 

rates. 

 

4. Methodology 

 

The study aims to predict time series data for each 

trade of commodities, energy and currencies based on 

the time series data represented. The overall process 

includes several key stages, each of which contributes 

to the development of an accurate predictive model, 

as shown in Figure 1 

 

Figure 1. Flowchart of the offered system 

 
4.1 Data collection and Data preparation 

 

Data collection and preparation is a very important 

step in the study methodology. Raw data must be 

processed to ensure it is ready for training and 

evaluation. This involves the following steps: 
 

4.1.1 Reading data from the source 

 

In this step, raw data is obtained from the forex 

market for real-time and live trading. It includes a 

time series dataset for three categories of data: date 

and time of each trading session, sugar trading prices 

from the commodity category, gas trading prices from 

the energy category, and New Zealand dollar trading 

prices from the currency category. Each category 

consists of the highest price, lowest price, opening 

price, closing price, and trading volume. Which is 

retrieved from Dukascopy website, one of the most 

prominent forex and online trading sites. 

(https://www.dukascopy.com/swiss/english/marketw

atch/historical/). The site provides many useful 

services and tools for traders, including historical 

price data and is a popular Swiss site. 
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4.1.2 Time and date formatting 
 

Since time and date can be critical factors in temporal 

data analysis, the columns for time and date must be 

properly formatted to enable the model to accurately 

understand temporal patterns. Therefore, some data 

mining techniques such as data cleaning, data 

merging and data transformation were applied. The 

time zone facility for each session for the GMT date 

and time was removed, as with it, the field for each 

session was considered as a string. After removing it 

as a whole, we were able to apply operations to this 

field comfortably and treat it as a date and time field. 

Then, the direction or position of the date and time for 

each session was modified to match the style used. 
 

4.1.3 Data organization 
 

In this step, the initial financial data for each of the 

three types of data is prepared to be suitable for 

training and evaluation of the LSTM model. A 

package of 20 pre-readings is chosen, which consists 

of 20 candles. Each candle is a 15-minute price period 

per candle. The data is organized in a format 

consistent with time for the time series. 
 

4.2 Building Model 
 

The structure of the LSTM model is built through a 

deep study of the key parameters. The number of 

LSTM units was set to 20 in each layer, allowing the 

model to capture complex temporal patterns within 

the data. Activation functions, such as the sigmoid 

function, are automatically configured within each 

LSTM module to organize the flow of information, 

and by arranging the layers in a sequential manner, we 

created an information flow through the network. 

 

4.3 Training Model 

 

After establishing the structure of the LSTM model, 

we move to the critical and sensitive phase of training 

the model. In this stage, we prepare the model to make 

accurate predictions by exposing it to pre-processed 

training data. This process involves several key steps, 

each of which contributes to the model's ability to 

learn from historical patterns and make informed 

predictions. 

Important training parameters are configured 

before starting the training process. The batch size, set 

to 120, controls the amount of training data that is 

processed before the model's internal weights are 

changed. We also specify the number of training 

periods, which is 20 in this case. This refers to the 

number of times the full training data set is applied to 

the model. Through this iterative approach, the model 

can enhance internal representations and reveal 

hidden patterns. Choosing a loss function is a critical 

step in the training process. The mean square error 

(MSE) loss function was used because it calculates 

the difference between the predicted and actual values 

of the target variable. The model adjusts its 

parameters to enhance the predicted accuracy by 

minimizing this loss. 

 

4.4 Model evaluation 

 

After the training phase, the model moves to the main 

evaluation phase, where its performance is carefully 

examined. To measure a model's ability to predict 

outcomes based on unseen data. A wide range of 

rating scales are used. These metrics include mean 

square error (MSE), mean absolute error (MAE), root 

mean square error (RMSE), mean absolute percentage 

error (MAPE), and coefficient of determination (R-

squared). Based on the values of the resulting metrics, 

if the results are acceptable for those metrics, one can 

move to the prediction stage, and if unacceptable 

results are achieved, one can move to the data 

preparation stage again and carry out the rest of the 

stages until acceptable results are obtained. 

 

4.5 Forecasting 

 

The final step is to predict future data points using the 

trained LSTM model. In order to achieve this, new 

data must be prepared in a manner similar to the 

training data, predictions must be produced using the 

trained model, and it may be necessary to undo any 

changes to the data in order to obtain predictions in 

their original size. The accuracy of the predictions is 

then evaluated after further analysis using pre-defined 

performance criteria. 

 

5. Experimental Results and Discussion 

 

In this section, the results are discussed in two parts. 

While the first part focuses on the results of machine 

learning models on the three previously mentioned data 

categories, the second part discusses the results of deep 

learning models on energy, commodity and foreign 

exchange trading prices. 

 

5.1. Results of machine learning models 

 

AdaBoost, XGBoost and RF machine learning models 

were used with time series data on commodities, energy 

and currencies. In this study, the accuracy of machine 

learning models was tested using error and performance 

measurements. Table1 indicates performance and error 

metrics for the machine learning algorithms. 
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Table 1. Performance and error metrics for the AdaBoost, XGBoost, and RF 

MODELS MSE MAE RMSE MAPE R-SQUARED Type of Data 

AdaBoost 

0.0034 0.05658 0.0583 0.37185 0.995697 EUR/NZDUSD 

4.8513 2.1766 2.2025 78.9842 -38.914 GAS 

23848.7 147.688 154.43 21.3163 -10.905 SUGAR 

XGBoost 

9.537e-07 0.00069 0.00097 0.11674 0.99536 EUR/NZDUSD 

0.000405 0.01059 0.0201 0.395931 0.99642 GAS 

48.4896 4.34413 6.9634 0.61338 0.97619 SUGAR 

RF 

0.00456 0.05392 0.0675 8.95 -21.2112 EUR/NZDUSD 

6.43851 1.77175 2.5374 66.12 -55.73 GAS 

25661.06 138.550 160.19 19.95 -11.59863 SUGAR 

 

Details in Table 1, the best model is XGBoost 

as it has the lowest percentage error. The MSE for 

EUR/NZDUSD was 9.537e-07. Furthermore, for GAS, 

the MSE is 0.000405, which is considered to be one of 

the best results obtained by the XGBoost model for 

GAS. The similarly resluslts for SUGAR, where 

MSE=48.4896 was obtained. This is also true for other 

error measurements for the same model. Figure 2 shows 

the plot patterns for the actual and predicted predictive 

model performance of AdaBoost on SUGAR prices. 

Figure 3 and Figure 4 show the actual and predicted 

chart patterns for GAS and NZDUSD prices 

respectively for the same models. Based on the charts 

showing the chart patterns of SUGAR, GAS, and 

NZDUSD prices for the performance of machine 

learning prediction models, the best model that shows 

almost the same pattern of actual value is the XGBoost 

model across all of them. Thus, it can be said that the 

XGBoost machine learning model can compete with 

the LSTM deep learning model. 

 

Figure 2. Chart of actual values and predicted values of SUGAR prices with AdaBoost 
 

 
 

Figure 3. Chart of actual values and predicted values of GAS prices with AdaBoost 

 

Figure 4. Chart of actual values and predicted values of NZDUSD prices with AdaBoost 
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5.2 Results of deep learning models 

 

Deep learning models LSTM, GRU and GBDT 

were used with time series data on commodities, 

energy and currencies. In this study, the accuracy 

of deep learning models was tested using error 

and performance measurements. Table 2 

represents the error and performance metrics of 

deep learning models. 

 

Table 2. Performance and error metrics for the LSTM, GRU and GBDT 

 

Based on the error and performance metrics 

resulting from the three previous deep learning 

model in Table 2. We find that the best model that 

achieved the lowest error rate in the prediction 

process is the LSTM model compared to the rest of 

the other deep learning models. The MAE ratio 

was = 0.00024 for EUR/NZDUSD. Also, when 

using the same measure but on the GAS, we found 

that MAE = 0.00754, which is also considered one 

of the best results achieved by the LSTM model on 

the GAS. The same applies to SUGAR, which 

achieved MAE = 0.61444. This applies to the rest 

of the error measures for the same model. Noting 

that the GRU model achieved error measures that 

were very close to the model. Figure 5 shows the 

prediction behavior of LSTM, GRU and GBDT 

models on SUGAR prices.

 

Figure 5. Chart of actual values and predicted values of SUGAR prices with LSTM 

 

This is based on chart patterns for the 

performance of actual and forecast SUGAR, GAS 

and NZDUSD price prediction models for deep 

learning models. The LSTM and GRU model 

showed remarkable success in achieving perfect 

matching between actual and expected value in all 

relevant data categories. The GRU model showed 

high convergence with the model. 

Model is considered to have succeeded in 

achieving the best results from other deep learning 

models. Therefore, to prove the strength and 

accuracy of the presented model, we can observe 

or compare some other results with the machine 

learning model that achieved the best results 

among other models, which is XGBoost. 

Therefore, error rates and performance rates, as 

well as charts and price distribution curves, can be 

compared to find out which is the best deep 

learning model or machine learning model with 

these types of data. Table 3 shows the error rates 

between the two models. 

MODELS MSE MAE RMSE MAPE R-SQUARED TYPE OF DATA 

LSTM 

1.377e-07 0.00024 0.0003 0.0411 0.999330 EUR/NZDUSD 

0.000173 0.00754 0.0131 0.2706 0.998470 GAS 

1.419836 0.61444 1.1915 0.0902 0.999302 SUGAR 

GRU 

1.3772e-07 0.00025 0.0003 0.0414 0.999330 EUR/NZDUSD 

0.00019 0.00961 0.0138 0.3505 0.998308 GAS 

1.537671 0.75178 1.24002 0.1106 0.999245 SUGAR 

GBDT 

0.002162 0.04175 0.0465 6.4133 -4.093e-05 EUR/NZDUSD 

3.933846 1.66492 1.9833 43.108 -8.96e-05 GAS 

7987.260 73.2919 89.371 13.0054 -1.824e-05 SUGAR 
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Table 3. Performance and error metrics between both the XGBoost and LSTM  

MODELS MSE MAE RMSE MAPE R-Squared Type of Data 

LSTM 

1.377e-07 0.00024 0.0003 0.0411 0.999330 EUR/NZDUSD 

0.000173 0.00754 0.0131 0.2706 0.998470 GAS 

1.419836 0.61444 1.1915 0.0902 0.999302 SUGAR 

XGBoost 

9.537e-07 0.00069 0.00097 0.11674 0.99536 EUR/NZDUSD 

0.000405 0.01059 0.0201 0.395931 0.99642 GAS 

48.4896 4.34413 6.9634 0.61338 0.97619 SUGAR 

 

The large differences in error rates can be 

seen in Table 3 between the LSTM deep learning 

model and the XGBoost machine learning model on 

all data types: GAS, EUR/NZDUSD, SUGAR. The 

LSTM deep learning model has achieved lower 

results in error rates than the machine learning model. 

When the performance metrics are examined 

in general, LSTM performed better than XGBoost. 

Especially RMSE provides information about the fit 

of a regression line to the data points. LSTM created 

the best fitting line of the predictions and data points. 

In other words, it predicted better than XGBoost. 

MSE works according to the same principles as 

RMSE, the squared value of RMSE. A larger R-

squared value means a better regression model since 

it explains most of the variance in the response 

variable values. For this reason, LSTM performed 

better than XGBoost as proven by other metrics. 

When analyzing the performance of the 

models on different datasets, it is clear that LSTM 

outperforms XGBoost in most metrics, especially in 

the case of EUR/NZDUSD data. For example, LSTM 

achieves lower MSE and RMSE values, meaning that 

LSTM had a better fit to the regression line than 

XGBoost. This is particularly reflected in the higher 

R-squared value of the LSTM model, indicating that 

LSTM explains most of the variance in the dependent 

variable values. 

For GAS and SUGAR data, LSTM remains 

superior in most metrics such as RMSE and R-

Squared, indicating its ability to provide more 

accurate and reliable forecasts than XGBoost. 

However, it can be noted that XGBoost is not 

necessarily performing poorly, but it is less accurate 

compared to LSTM, especially in forecasts related to 

complex datasets such as EUR/NZDUSD.Thus, the 

table shows that LSTM outperforms XGBoost in 

providing more accurate predictions on different data 

types, making it the more effective model in these 

cases. 

 

6. Conclusion and Suggestions 

 

This study has achieved remarkable results in terms 

of trade forecasting for commodities, energy and 

currencies using the deep learning model. The LSTM 

based model showed excellent performance in 

predicting exchange rates (EUR/NZDUSD) and a 

high accuracy of around 1.377e-07 based on MSE 

value. The same measurement was obtained on the 

price of sugar, where it showed the best accuracy 

among other models with a value of MSE = 1.419836. 

This was also achieved with GAS, so the MSE value 

= 0.000173. In addition, a comparison was made 

between machine learning and deep learning models 

in the study. The XGBoost machine learning model 

produced better results than similar machine learning 

models in terms of having fewer errors on the three 

data types. It also achieves patterns of charts for actual 

and predicted values better than its counterparts. 

However, when compared with the deep learning 

model LSTM outperforms all metrics and models as 

well as the visible model and price distribution curve. 

This indicates the model's ability to absorb historical 

patterns and use them effectively to predict the future. 

These patterns and results provide promising 

opportunities for traders and investors in global 

trading markets to make more directed and smarter 

investment decisions based on the trend taken by 

these patterns. The success of this study reflects the 

ability to improve trading forecasts of various types 

using deep learning techniques and thus can 

contribute to improving the conditions of traders and 

investors. 
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Abstract 

This research presents an innovative numerical approach to solving two-dimensional 

telegraph equations of mixed fractional order by integrating the fractional derivatives 

of Caputo and Atangana-Baleanu Caputo (ABC) into a single model. Using 

MATLAB as its implementation, the research creates a customized first-order 

difference scheme and analyses stability. The ability to manage mixed fractional 

derivatives in 2D telegraph equations, a situation that has not been tackled in 

literature before, is the method's innovative aspect. This development shows that 

these complicated equations may be efficiently and reliably modelled, opening up 

new avenues for the study of complex physical phenomena. The work makes a 

substantial contribution to the numerical analysis of fractional differential equations 

with mixed derivative types and opens up possible applications in areas like wave 

propagation and anomalous diffusion processes. 

 

 
1. Introduction 

 

Initial value problems of fractional order can be used 

to model a variety of scientific disciplines, helping us 

better understand how to characterize natural 

phenomena in fields like engineering, physics, 

economics, biology, and seismology. According to its 

applications in numerous engineering and scientific 

domains, such as [1]-[4], fractional calculus theory 

has grown in popularity and importance during the 

last few decades. Additionally, it has demonstrated 

success in simulating actual issues that arise in the 

field of chemistry [5], physics [6], biology [7], and 

other fields. 

Over the past few years, researchers have 

extensively studied different aspects of fractional 

models applied to the telegraph equation, for 

example, see [8]-[14]. The authors in [8] provided a 

hybrid approach built on the finite difference scheme 

and Sinc- Galerkin approach allows for a partial 

solution of the two-dimensional hyperbolic telegraph 

problem. The B-spline collocation method was 

introduced by the authors in [9] as a method for 

 

*Corresponding author: fozbag@harran.edu.tr             Received: 04.06.2024, Accepted: 16.10.2024 

solving the 1D hyperbolic telegraph equation, 

additionally, they demonstrated how the suggested 

method converges. The authors in [10] used a 

Galerkin-like approach to numerically present the 

two-dimensional hyperbolic telegraph equations. To 

solve a two-dimensional hyperbolic telegraph 

equation with both Dirichlet and Neumann boundary 

conditions, the authors in [11] developed a numerical 

solution based on the polynomial differential 

quadrature method. In [12], Oruç used the Hermite 

wavelet-based method for obtaining 2D hyperbolic 

telegraph equation solutions in numerical form. The 

approximate numerical solution and stability 

estimates for the two-dimensional telegraph equation 

were obtained employing finite difference schemes in 

[13]. In [14], the authors proposed a semi-discrete 

method utilizing shifting shape functions of least 

squares to provide numerical results of complicated 

variable-order time fractional 2-dimensional 

telegraph problems. Through the use of the Legendre 

wavelet collocation technique, the authors in [15], a 

collection of time-fractional telegraph equations that 

take the Caputo fractional derivative. The authors of 
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[16] employed a hybrid approach that incorporated 

the integration of the Legendre polynomials and the 

block-pulse functions. 

The finite difference method has been 

successfully used to solve a variety of issues, 

including fractional order telegraph equations [17], 

fractional chaotic systems in the sense of Caputo [18], 

and pseudo-hyperbolic telegraph equations based on 

the fractional operators [19]-[20], advection–

dispersion equations [21], generalized fractional 

derivative terms in the fractional telegraph equation 

[22] and the higher order mixed fractional differential 

equations [23]. One dimensional linear and nonlinear 

hyperbolic telegraph equation is studied in [24-30]. 

Moreover, our work extends the application of finite 

difference methods to the particular case of mixed 

Caputo and ABC fractional derivatives in the context 

of 2D telegraph equations, whereas previous studies 

like [17]–[23] have used these methods to various 

fractional order equations. This development makes it 

possible to represent complex physical systems more 

accurately in fields like engineering, physics, and 

biology, where the interaction between different types 

of fractional derivatives can be important for 

modeling real-world phenomena. In the present study, 

our main goals are twofold: firstly, to introduce an 

innovative formulation of the fractional order two-

dimensional telegraph partial differential equation, 

and secondly, to propose a finite difference technique 

for obtaining numerical approximations of these 

equations. Notably, since no previous research has 

directly addressed the fractional order two-

dimensional telegraph equation using the fractional 

derivatives of Caputo and ABC, our approach is 

unique in this regard. 

For this, we take into account the fractional 

order two-dimensional telegraph equation depending 

on the fractional derivatives, as follows 

 

𝐷𝑡
𝛼

0
𝐶 𝑣(𝑡, 𝑥, 𝑦) + 𝐷𝑡

𝛽
0

𝐴𝐵𝐶 𝑣(𝑡, 𝑥, 𝑦) + 𝑣(𝑡, 𝑥, 𝑦) =
𝑣𝑥𝑥(𝑡, 𝑥, 𝑦) + 𝑣𝑦𝑦(𝑡, 𝑥, 𝑦) + 𝑓(𝑡, 𝑥, 𝑦)            (1) 

0 < 𝑥, 𝑦 < 𝐿, 0 < 𝑡, 1 < α ≤ 2, 0 < β ≤ 1, 

 

with initial and boundary conditions 

 

𝑣(0, 𝑥, 𝑦) = 𝑣𝑡(0, 𝑥, 𝑦) = φ(𝑥), 0 ≤ 𝑥, 𝑦 ≤ 𝐿      (2)                                                           

𝑣(𝑡, 0, 𝑦) = 𝑣𝑡(𝑡, 𝐿, 𝑦) = σ(𝑥),   
0 ≤ 𝑡 ≤ 𝐶, 0 ≤ 𝑦 ≤ 𝐿                                             (3)                        

𝑣(𝑡, 𝑥, 0) = 𝑣𝑡(𝑡, 𝑥, 𝐿) = μ(𝑥), 
  0 ≤ 𝑡 ≤ 𝐶, 0 ≤ 𝑥 ≤ 𝐿                                            (4) 

 

where, 𝜑(𝑥), μ(𝑥), σ(𝑥), and 𝑓(𝑡, 𝑥, 𝑦) are known 

functions, but 𝑣(𝑡, 𝑥, 𝑦) is an unidentified function 

that should be examined. The initial and boundary 

conditions of the telegraph partial differential 

equation play a crucial role in determining the 

behavior of the solution, as they define how signals 

propagate in time and space along the transmission 

line. These are essential in ensuring the solution 

remains physically meaningful over the entire spatial 

domain.  

𝐷𝑡
𝛼

0
𝐶 𝑣(𝑡, 𝑥, 𝑦) is the Caputo fractional 

derivative that is defined as 

 

𝐷𝑡
𝛼

0
𝐶 𝑣(𝑡, 𝑥, 𝑦) =

1

(𝑛−)
∫

𝑣(𝑛)(𝑠,𝑥,𝑦)

(𝑡−𝑠)−n+1
𝑑𝑠,

𝑡

0
              

 

n − 1 < α ≤ n and 𝑛 = 1,2,… ∈ 𝑁. Also, 

𝐷𝑡
𝛽

0
𝐴𝐵𝐶 𝑣(𝑡, 𝑥, 𝑦) is the Atangana–Baleanu Caputo 

fractional derivative and defined as  

 

𝐷𝑡
𝛽

0
𝐴𝐵𝐶 𝑣(𝑡, 𝑥, 𝑦) =

𝐵(𝛽)

1−𝛽
∫ 𝑣′(𝑠, 𝑥, 𝑦)𝐸𝛽 [

−𝛽

1−𝛽
(𝑡 − 𝑠)𝛽] 𝑑𝑠

𝑡

0
.  

 

Here 𝐵(𝛽) = 1 − 𝛽 +
𝛽

Γ(𝛽)
  and 𝐸𝛽 [

−𝛽

1−𝛽
(𝑡 − 𝑠)𝛽] =

∑
[
−𝛽

1−𝛽
(𝑡−𝑠)𝛽]

𝑘

Γ(𝛽𝑘+1)
∞
𝑘=0   is the Mittag-Leffler function. 

  

The improved Caputo and ABC fractional 

derivatives facilitate the application of derivatives to 

non-integer orders, effectively representing memory 

effects in physical systems. The Caputo derivative is 

extensively utilized in domains such as 

viscoelasticity, anomalous diffusion, and control 

theory because it offers beginning conditions 

analogous to those of integer-order equations. The 

ABC fractional derivative improves this by 

incorporating a non-local and non-singular kernel, 

rendering it appropriate for intricate systems with 

long-range interactions. It is utilized in epidemiology, 

chaos theory, and financial modeling. By integrating 

these two derivatives in our examination of the two-

dimensional telegraph equation, we develop a more 

adaptable model that encompasses many physical 

phenomena, tackling situations where conventional 

fractional derivatives are unsatisfactory. 

To solve problem (1), the finite difference 

technique is implemented. First-order difference 

schemes were built for the suggested model. The 

explicit finite difference method is used to analyze the 

error estimates for the two-dimensional telegraph 

equation dependent on the Caputo and ABC fractional 

derivatives. The Von-Neumann analysis approach is 

then provided to generate stability estimations for the 

stated problem.  

This methodology provides a reliable and 

efficient mechanism for modeling these complex 

equations, as highlighted in the papers focused on 
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stability analysis. Given that the existing literature has 

not thoroughly explored this specific issue, the finite 

difference method's capacity to accommodate 

fractional derivatives of Caputo and Atangana-

Baleanu Caputo (ABC) makes it an appropriate 

selection for this research. 

The following is how the current paper is 

structured: Part 2 presents a finite difference 

technique for the proposed model with the addition of 

a stability analysis. Part 3 discusses the numerical 

calculations of the introduced model. The article's 

conclusions are provided in Part 4. 

 

2. Material and Method 

 

2.1. Finite Difference Technique and Stability 

Analysis 

 

We analyze the stability of the proposed model and 

devise a numerical method known as a finite 

difference scheme. The scheme is designed to solve a 

mixed fractional order two-dimensional telegraph 

partial differential equation. It incorporates the use of 

Caputo and ABC fractional derivative. 

To compute the numeric solution for the 

problem (1), the initial stage involves creating a 

difference scheme with first-order accuracy. This is 

achieved by adopting a specific grid spacing as 𝐺𝜏,ℎ =
[0, 𝐶]𝜏 × [0, 𝐿]ℎ with 𝑡𝑘 = 𝑘𝜏, 𝑥𝑛 = 𝑛ℎ, 𝑦𝑚 = 𝑚ℎ 

and 𝑘 = 1,2,… ,𝑁, 𝑛,𝑚 = 1,2, … ,𝑀. Also for 𝑥 and 

𝑦 axes, we take ℎ =
𝐿

𝑀
 and for t axes, 𝜏 =

𝐶

𝑁
. The finite 

difference techniques for Caputo and ABC fractional 

derivatives are then demonstrated. The following is 

how the Caputo fractional derivative of order 1 <
 ≤ 2 is constructed using a first-order difference 

technique. 

 

𝐷𝑡
𝛼

0
𝐶 𝑣(𝑡𝑘 , 𝑥𝑛, 𝑦𝑚) 

=
𝜏−𝛼

Γ(3 − 𝛼)
∑((𝑗 + 1)2− − 𝑗2−)(𝑣𝑛,𝑚

𝑘−𝑗+1

𝑘−1

𝑗=0

− 2𝑣𝑛,𝑚
𝑘−𝑗

+ 𝑣𝑛,𝑚
𝑘−𝑗−1

). 

 

For simplicity, we call  𝑏𝑗
𝛼 = ((𝑗 + 1)2− − 𝑗2−). 

Next, the ABC fractional derivative of order 

0 < 𝛽 ≤ 1 is thus supplied with a first-order 

difference technique as  

 

𝐷𝑡
𝛽

0
𝐴𝐵𝐶 𝑣(𝑡𝑘 , 𝑥𝑛, 𝑦𝑚) 

=
1

Γ(𝛽)
(∑

𝑣𝑛,𝑚
𝑘+1 − 𝑣𝑛,𝑚

𝑘

𝜏
((𝑡𝑗 − 𝑡𝑘+1)

1−𝛽

𝑘

𝑗=0

− (𝑡𝑗 − 𝑡𝑘)
1−𝛽

)). 

For simplicity, we call  

 

𝑑𝑗
𝑘=((𝑡𝑗 − 𝑡𝑘+1)

1−𝛽 − (𝑡𝑗 − 𝑡𝑘)
1−𝛽

). 

 

Then, we need to give the following 

difference formula of the model (1), as 

 

{
 
 
 
 

 
 
 
 

𝜏−𝛼

Γ(3 − 𝛼)
∑ 𝑏𝑗

𝛼(𝑣𝑛,𝑚
𝑘−𝑗+1

− 2𝑣𝑛,𝑚
𝑘−𝑗

+ 𝑣𝑛,𝑚
𝑘−𝑗−1

)𝑘−1
𝑗=0

+
1

Γ(𝛽)
(∑

𝑣𝑛,𝑚
𝑘+1 − 𝑣𝑛,𝑚

𝑘

𝜏
𝑑𝑗
𝑘𝑘

𝑗=0 ) + 𝑣𝑛,𝑚
𝑘               

            (5)     

=
𝑣𝑛+1,𝑚
𝑘 − 2𝑣𝑛,𝑚

𝑘 + 𝑣𝑛−1,𝑚
𝑘

ℎ2
+

𝑣𝑛,𝑚+1
𝑘 − 2𝑣𝑛,𝑚

𝑘 + 𝑣𝑛,𝑚−1
𝑘

ℎ2
+ 𝑓𝑛

𝑘.
  

 

After rewriting the formula (5), we obtain 

 

{
 
 
 
 
 

 
 
 
 
 

𝜏−𝛼

Γ(3 − 𝛼)
∑ 𝑏𝑗

𝛼(𝑣𝑛,𝑚
𝑘−𝑗+1

− 2𝑣𝑛,𝑚
𝑘−𝑗

+ 𝑣𝑛,𝑚
𝑘−𝑗−1

)𝑘−1
𝑗=1

−
1
ℎ2
𝑣𝑛+1,𝑚
𝑘 −

1
ℎ2
𝑣𝑛−1,𝑚
𝑘 + (

𝜏−𝛼

Γ(3 − 𝛼)
+

𝑑𝑗
𝑘

τΓ(𝛽)
) 𝑣𝑛,𝑚

𝑘+1

+
𝜏−𝛼

Γ(3 − 𝛼)
𝑣𝑛,𝑚
𝑘−1 +

(
−2𝜏−𝛼

Γ(3 − 𝛼)
−

𝑑𝑗
𝑘

τΓ(𝛽)
+ 1 +

4
ℎ2
)𝑣𝑛,𝑚

𝑘

−
1
ℎ2
𝑣𝑛,𝑚+1
𝑘 −

1
ℎ2
𝑣𝑛,𝑚−1
𝑘 = 𝑓𝑛

𝑘.              

(6)

  

 

 

For the stability of scheme (6) we give the 

following theorem. 

 

Theorem 2.1.  If the following condition is satisfied, 

the formula (6) have the stability estimates:   

 

 τ−𝜶 < Γ(3 − 𝛼)(1 +
8

ℎ2
).   

 

Proof. Using the Von-Neumann analysis method for 

the formula (6) and with the given condition, the proof 

of Theorem 2.1. can be shown easily. 

 

2.2. Numerical Results 

 

The present section offers the substantially numerical 

solutions for the mixed fractional order two-

dimensional telegraph problem that depend on the 

Caputo and ABC fractional derivatives. In the section 

that follows, we solve a test problem using the 
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numerical method to demonstrate the usefulness of 

the strategy. We assess the method's performance by 

computing the maximum norm errors. Our focus is a 

computational evaluation of the mixed fractional 

order two-dimensional telegraph equation's initial 

boundary value problem.  

 

Example 1. We examine a set of mixed fractional 

order partial differential equations in a two-

dimensional telegraph system. 

 

{
 
 
 
 
 
 

 
 
 
 
 
 𝐷𝑡

𝛼
0
𝐶 𝑣(𝑡, 𝑥, 𝑦) + 𝐷𝑡

𝛽
0

𝐴𝐵𝐶 𝑣(𝑡, 𝑥, 𝑦) + 𝑣(𝑡, 𝑥, 𝑦)                     

= 𝑣𝑥𝑥(𝑡, 𝑥, 𝑦) + 𝑣𝑦𝑦(𝑡, 𝑥, 𝑦) + 𝑓(𝑡, 𝑥, 𝑦)                             

𝑓(𝑡, 𝑥, 𝑦) =
1

𝐵(𝛽)
(
6(1−𝛽)

Γ(4−𝛼)
𝑡3−𝛼 +

6𝛽𝑡𝛽+3−𝛼

Γ(𝛽+4−𝛼)
) 𝑠𝑖𝑛(𝑥)sin (𝑦)

+𝑡3𝑠𝑖𝑛(𝑥)𝑠𝑖𝑛(𝑦)                                                                      

+
3

𝐵(𝛽)
((1 − 𝛽)𝑡3 + 6𝛽

𝑡𝛽+3

𝛤(𝛽+4)
) 𝑠𝑖𝑛(𝑥) sin(𝑦)            (7)

1 < α ≤ 2, 0 < β ≤ 1,                                                            

𝑣(0, 𝑥, 𝑦) = 𝑣𝑡(0, 𝑥, 𝑦) = 0,   0 ≤ 𝑥, 𝑦 ≤ 𝜋,                       

𝑣(𝑡, 0, 𝑦) = 𝑣𝑡(𝑡, 𝐿, 𝑦) = 0, 0 ≤ 𝑡 ≤ 1, 0 ≤ 𝑦 ≤ 𝜋,         

𝑣(𝑡, 𝑥, 0) = 𝑣𝑡(𝑡, 𝑥, 𝐿) = 0, 0 ≤ 𝑡 ≤ 1, 0 ≤ 𝑥 ≤ 𝜋.         

         

 

One can easily check that the exact solution of (7) is 

 

𝑣(𝑡, 𝑥, 𝑦) =
1

𝐵(𝛽)
((1 − 𝛽)𝑡3 + 6𝛽

𝑡𝛽+3

Γ(𝛽 + 4)
)𝑠𝑖𝑛(𝑥)𝑠𝑖𝑛(𝑦).   

We use the formula (6), apply the similar numerical 

procedure in [13] and utilize a modified Gauss 

elimination method to solve the problem (7) for n and 

m. The MATLAB software is employed to acquire 

solutions for equation (7). We compute numerical 

solutions for various grid points of N and M, and the 

error is calculated using the subsequent formula; 

 

 = 𝑚𝑎𝑥
1≤𝑘≤𝑁−1,1≤𝑛≤𝑀−1

|𝑣(𝑡𝑘, 𝑥𝑛, 𝑦𝑚) − 𝑣(𝑡, 𝑥, 𝑦)| 

 

where 𝑣(𝑡𝑘 , 𝑥𝑛, 𝑦𝑚) is approximate and 𝑣(𝑡, 𝑥, 𝑦) is 

exact solution. In problem (7), we take α = 1.9 and 

β = 0.9 then calculate the error values in Table 1. 

 
Table 1. Error table for problem (7) 

𝑵,𝑴 Error values 

N=M=5 0.1873 

N=M=10 0.0869 

N=M=15 0.0507 

N=M=20 0.0358 

N=M=25 

N=M=30 

N=M=35 

N=M=40 

N=M=50 

0.0282 

0.0246 

0.0228 

0.0221 

0.0221 

The error margin can be seen in the error 

analysis table in the numerical calculations for the 

created difference scheme that existed less than one. 

The decreasing trend in maximum norm errors as the 

number of grid points increases highlights the 

sensitivity of the scheme. Table 1 confirms the 

accuracy of the generated difference scheme. 

Furthermore, numerical simulations are provided for 

N and M values to demonstrate the similarity between 

the exact and approximate solutions. Figure 1 and 

Figure 2 represent the exact solution and numerical 

solution of (7) respectively. From these figures, one 

can conclude that the solutions are almost identical. 

 

 

     
Figure 1.  Gives the exact solution of (7) from different 

angles when 𝑁 = 𝑀 = 25, 𝛽 = 0.9, and 𝛼 = 1.9. 
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Figure 2.  Gives the approximate solutions of (7) from 

different angles when 𝑁 = 𝑀 = 25, 𝛽 = 0.9, and 𝛼 = 1.9. 

 

Example 2. Consider the following mixed fractional 

order partial differential equations in a two-

dimensional telegraph system. 

 

{
 
 
 
 
 
 

 
 
 
 
 
 𝐷𝑡

𝛼
0
𝐶 𝑣(𝑡, 𝑥, 𝑦) + 𝐷𝑡

𝛽
0

𝐴𝐵𝐶 𝑣(𝑡, 𝑥, 𝑦) + 𝑣(𝑡, 𝑥, 𝑦)                            

= 𝑣𝑥𝑥(𝑡, 𝑥, 𝑦) + 𝑣𝑦𝑦(𝑡, 𝑥, 𝑦) + 𝑓(𝑡, 𝑥, 𝑦)                                    

𝑓(𝑡, 𝑥, 𝑦) =
1

𝐵(𝛽)
(
6(1−𝛽)

Γ(4−𝛼)
𝑡3−𝛼 +

6𝛽𝑡𝛽+3−𝛼

Γ(𝛽+4−𝛼)
) (𝑥 − 𝑥2)(𝑦 − 𝑦2)

+𝑡3(𝑥 − 𝑥2)(𝑦 − 𝑦2) +
1

𝐵(𝛽)
((1 − 𝛽)𝑡3 + 6𝛽

𝑡𝛽+3

𝛤(𝛽+4)
)         

((𝑥 − 𝑥2)(𝑦 − 𝑦2) + 2(𝑥 − 𝑥2) + 2(𝑦 − 𝑦2))              (8)    

1 < α ≤ 2, 0 < β ≤ 1,                                                                    

𝑣(0, 𝑥, 𝑦) = 𝑣𝑡(0, 𝑥, 𝑦) = 0,   0 ≤ 𝑥, 𝑦 ≤ 1,                              

𝑣(𝑡, 0, 𝑦) = 𝑣𝑡(𝑡, 𝐿, 𝑦) = 0, 0 ≤ 𝑡 ≤ 1, 0 ≤ 𝑦 ≤ 1,                

𝑣(𝑡, 𝑥, 0) = 𝑣𝑡(𝑡, 𝑥, 𝐿) = 0, 0 ≤ 𝑡 ≤ 1, 0 ≤ 𝑥 ≤ 1.                

         

 

The exact solution of (8) is 

 

𝑣(𝑡, 𝑥, 𝑦) =
1

𝐵(𝛽)
((1 − 𝛽)𝑡3 + 6𝛽

𝑡𝛽+3

Γ(𝛽 + 4)
) (𝑥 − 𝑥2)(𝑦 − 𝑦2).   

By applying the same procedure as in the first 

example, we compute numerical solutions and the 

error is calculated using the subsequent formula; 

 

 = 𝑚𝑎𝑥
1≤𝑘≤𝑁−1,1≤𝑛≤𝑀−1

|𝑣(𝑡𝑘, 𝑥𝑛, 𝑦𝑚) − 𝑣(𝑡, 𝑥, 𝑦)| 

 

where 𝑣(𝑡𝑘 , 𝑥𝑛, 𝑦𝑚) is approximate and 𝑣(𝑡, 𝑥, 𝑦) is 

exact solution. We take α = 1.9 and β = 0.9 then 

calculate the error values in Table 2.  

 
Table 2. Error table for problem (8) 

𝑵,𝑴 Error values 

N=10, M=5 0.0073 

N=20, M=10 0.0033 

N=30, M=15 0.0020 

N=40, M=20 0.0015 

N=50, M=25 

N=60, M=30 

N=70, M=35 

0.0011 

0.0010 

0.0009 

 

In Table 2, again the error margin can be seen 

that they are less than 1. Moreover, error values keep 

decreasing as grid values keep increasing. Table 2 

also confirms the accuracy of the generated difference 

scheme. 

We conclude that the empirical data gathered 

in this study provides strong confirmation for the 

suggested methodology based on what is evident from 

example 1 and 2. The accuracy and dependability of 

the recommended technique are highlighted by the 

strong agreement between the numerical results and 

the predicted theoretical outcomes. This innovation 

not only solves the issue at hand but also paves the 

way for prospective applications in related fields. Its 

accuracy and applicability represent a substantial 

improvement in the discipline and provide both 

researchers and practitioners with an invaluable tool. 

This novel strategy has the potential to completely 

alter how we tackle comparable problems in the 

future. 

 

3. Conclusion and Suggestions 

 

This research paper focuses on evaluating mixed 

fractional order two-dimensional telegraph equations 

using a combination of Caputo and ABC fractional 

derivatives. The authors employed a finite difference 

approach to analyze the problem presented in the 

study. Stability estimates were obtained via Von- 

Neumann analysis method. Error analysis data was 

computed by using the finite difference technique. 

MATLAB applications were used for calculating the 

error analysis results.  
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The results of our analysis illustrate the 

suggested method's exceptional accuracy and 

underscore its adaptability in addressing a range of 

intricate issues. This efficacy highlights the method's 

prospective uses in domains such as wave 

propagation, anomalous diffusion processes, and 

other intricate physical phenomena that incorporate 

mixed fractional derivatives. This strategy is 

especially effective in situations when conventional 

procedures are inadequate for addressing the 

complexities of fractional calculus. 

This approach might be expanded to higher-

dimensional systems, nonlinear situations, and 

various forms of fractional derivatives in future study 

to enhance its application. Furthermore, investigating 

actual applications in telecommunications, materials 

science, and signal processing may enhance 

understanding of its importance and promote 

additional improvements to the approach. 
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Abstract 

Reusing waste materials is critical for sustainability and preventing adverse impacts 

on human life and the environment. Waste vehicle tires have become a big problem 

due to high consumption. It is possible to separate waste tires into different materials 

through technological means. Recycled steel fiber is a material obtained from these 

tires, and various studies have been conducted on its use in concrete. In addition to 

the geometric properties, such as the length and diameter, the percentage of steel 

fiber also affects the strength of concrete. In this study, the effect of recycled steel 

fiber on concrete's compressive and flexural strength values was estimated using 

artificial intelligence functions with high statistical significance. The relationship 

between the strength results and the recycled steel fiber properties was determined 

using literature data. The model's accuracy was demonstrated by comparing the 

obtained compressive and flexural strengths with the laboratory results. Thanks to 

the model with a high correlation coefficient created as a result of the study, the effect 

of recycled steel fiber on concrete performance as an alternative to laborious 

laboratory tests can be predicted with artificial intelligence-supported functions. 

With the proposed neural network method, R2 values of 0.83 for compressive 

strength measurements and 0.96 for flexural strength measurements were obtained. 

Based on the findings, it is concluded that the recycled steel fiber-reinforced concrete 

parameters can be well represented by artificial neural networks, and the presented 

model can be used as a good alternative to laboratory studies for further research. 
 

 
1. Introduction 

 

Worldwide, there is worry over the detrimental 

effects of overconsumption of various materials. 

Thus, waste management plays a significant role in 

many nations' management systems. For this reason, 

creating various usage areas to reuse waste materials 

is the subject of much research. Tires of vehicles, 

which provide great convenience in people's daily 

lives, are also included in this list of waste materials 

as they complete their lives [1]. Approximately 1.5 

thousand tires are produced yearly, and most are left 

as garbage after use [2]-[5]. Researchers aim to 

reduce resource consumption and carbon footprint by 

reusing waste materials. In addition, environmental 

pollution is also prevented by clearing various large 

areas of waste [6-7]. In addition, waste vehicle tires 

 

*Corresponding author: ekmensevin@harran.edu.tr                                  Received: 07.06.2024, Accepted: 28.10.2024 

must be kept under control due to their flammability. 

When the chemical composition of vehicle tires is 

examined, it is seen that 14% by weight is natural 

rubber, 27% is a synthetic rubber, 28% is carbon 

black, 14-15% is steel, and 16-17% is filler, etc. [8-9|. 

Concrete is a brittle material that can crack or 

fracture due to loads acting on it above its maximum 

bearing capacity. The disadvantages caused by this 

low ductility and limited tensile strength properties of 

concrete are tried to be reduced by using various 

fibers [11]-[16]. Many comprehensive laboratory 

studies are carried out to determine the effect of fibers 

with different types, proportions, and properties on 

the engineering properties of concrete [17]-[22]. The 

most common fiber types examined in the studies are 

propylene, steel, glass, and carbon fiber. In the studies 

where the use of fibers in concrete mix design was 

https://dergipark.org.tr/tr/pub/bitlisfen
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carried out, it is seen that the use of steel fiber shows 

superior performance compared to other fiber types in 

improving some properties of concrete. Thanks to the 

use of steel fiber, the energy absorption capacity of 

concrete is increased, and the deficiencies caused by 

this fragile structure can be reduced [23]. In addition 

to the advantages provided by the use of steel fiber, it 

is also a fact that it creates an extra cost. Since the 

improvement in the performance of concrete caused 

by steel fiber cannot be ignored, the use of recycled 

steel fiber has gained importance in terms of cost 

reduction and sustainability [24]. Steel fibers obtained 

from waste vehicle tires by various methods in 

recycling facilities have different usage areas. Studies 

on the use of recycled steel fiber in concrete and the 

evaluation of its effect on the performance of concrete 

continue to be the focus of interest. Doğruyol et al. 

[25] examined how the use of waste steel fiber 

affected the behavior of concrete at high 

temperatures. Waste tyre steel was substituted for fine 

aggregate in one experimental group's concrete at a 

volume of 0.4%, while it was added at 0.8% in the 

other. Specifically, 400, 600, and 800 °C were the 

study's target temperatures. The overall findings 

indicated that fiber-added concrete significantly 

improved the performance of the concrete at high 

temperatures. Abed et al. [26] studied the effects of 

adding crumb rubber and recycled steel fibers to roller 

compacted concrete. They found that adding recycled 

steel fibers increased RCC toughness by 909% 

compared to reference specimens. The study also 

showed that roller compacted concrete mixtures with 

these additions are more durable against harmful 

liquids and more ductile. Ayhan et al. [27] conducted 

a study on the effect of waste vehicle tire steel fiber 

on concrete behavior. They used steel fibers at 0.4% 

and 0.8% by volume in place of fine aggregate in 

concrete. The results of the compression, flexural, and 

ultrasonic pulse velocity experiments were analyzed 

and discussed. The experimental studies revealed that 

the addition of 0.4% and 0.8% waste tire steel fibers 

decreased the compressive strength of concrete by 

23% and 15%, respectively. On the other hand, the 

0.4% and 0.8% waste tire steel fiber additives 

increased the flexural strength by 5% and 16%, 

respectively. 

Two methods are used to extract recycled 

steel fiber from waste vehicle tires. These are 

mechanical recycling and thermo-chemical 

decomposition [28]. Studies have found that using 

recycled steel fibers has similar effects on improving 

the engineering properties of concrete compared to 

industrial steel fibers. It is believed that recycled 

fibers can be used as an alternative to industrial fibers 

in concrete production if the recycling method and 

source are appropriate. Liew and Akbar [29] 

conducted studies to examine how recycled fiber 

affects the engineering properties of concrete. The 

improving impact of recycled fiber on compressive 

strength, flexural toughness, shrinkage behavior, and 

impact resistance was revealed. Leona et al. [30] 

compared recycled and industrial fibers used in 

concrete. Using recycled fiber resulted in satisfactory 

shear deformation and crack behavior. Golpasand et 

al. [31] determined that the damage seen in concrete 

under repeated and biaxial loads was reduced due to 

the addition of recycled fiber. Frančić Smrkić et al. 

[32] showed that combining recycled and industrial 

fiber in concrete can achieve the desired mechanical 

properties and fatigue behavior.  

Artificial Neural Networks (ANNs) have a 

working system that mimics the functioning of the 

human brain [33]. ANNs create a model based on the 

biological processes of the brain, such as learning, 

thinking, remembering, reasoning, and problem-

solving [34]. In addition to solving complex 

relationships, ANNs can obtain accurate or near-

accurate results by creating the appropriate input-

output model in case of missing data. ANNs can also 

produce generalized responses for low-quality, noisy 

data, and new scenarios [35]. There have been many 

studies showings how effective ANN models are in 

problem-solving and how consistent results are 

obtained [36]-[42]. Awolusiki et al. [43] used an 

artificial neural network technique to evaluate the 

performance of steel and coconut fibers used in 

discontinuous reinforcement in concrete. It is 

consequently advised to use ANN for the prediction 

and assessment of fiber-reinforced concrete that 

contains steel and coconut fibers, since this strongly 

shows that ANN can comprehend the current link 

between the input variables and the output. 

Golafshani and Behnood [44] conducted a study using 

an artificial neural network assisted by multi-

objective multi-verse optimizer algorithm to predict 

the mechanical properties of concrete containing 

waste foundry sand. The study achieved several 

optimal ANN models for compressive strength, 

splitting tensile strength, modulus of elasticity, and 

flexural strength, showing the potential for accurately 

estimating these properties. Jay et al. [45] investigated 

the suitability of response surface methodology and 

artificial neural network in predicting the mechanical 

strength of concrete with fine glass aggregate and 

condensed milk can fibers. Both techniques closely 

predicted the experimental values for compressive 

and splitting tensile strength. Statistical parameters 

indicated the effectiveness of both modeling 

approaches for concrete strength prediction. 

Almasaeid et al. [46] developed an artificial neural 
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network model to assess concrete strength after 

exposure to high temperatures without further 

destructive testing. They used destructive and non-

destructive testing methods to investigate the effect of 

high temperatures (200–800 °C) on concrete 

compressive strength. The artificial neural network 

analysis showed that concrete compressive strength 

and the level of exposure temperature can be 

predicted accurately using non-destructive test 

results, with a coefficient of determination of 0.944.  

The properties of the steel fiber used in 

concrete are highly influential on the change in the 

performance of concrete. It is crucial to accurately 

determine the concrete's length, diameter, length-to-

diameter ratio, and fiber content to ensure compliance 

with desired specifications. Many laboratory studies 

are needed to determine the full effect of these 

properties. Experimental studies bring disadvantages 

such as time and energy loss, cost increase, and 

resource consumption. Considering these situations, 

artificial intelligence studies are of great importance. 

Thanks to the studies on this subject, these negative 

situations are minimized, and the studies to be carried 

out are accelerated. Recently, many artificial 

intelligence studies, including design criteria for 

various types of concrete, have been carried out [47]-

[50]. As a result of the research, it was seen that there 

is almost no artificially assisted study that considers 

the use of recycled steel fiber obtained from tires in 

concrete. However, it is imperative to know the 

change in concrete performance depending on the 

properties of the recycled steel fiber. Thanks to the 

artificial intelligence model based on the function 

exhibiting the relationship between input and output 

parameters, highly correlated results for different data 

sets can be obtained, offering an alternative to 

arduous laboratory studies. 

In this study, the compressive strength and 

flexural strength values of concrete corresponding to 

the length, diameter, and ratio of recycled fibers were 

predicted by artificial neural networks. Artificial 

neural networks were employed to simulate networks 

by utilizing experimental data from literature. 

Prediction functions were created to determine the 

correlations between the properties of recycled fiber 

and the mechanical properties of concrete. These 

correlations were then evaluated for their accuracy. 

 

2. Material and Method 

 

End-of-life waste vehicle tires go through sorting 

stages in various recycling facilities. Thanks to 

shredding machines, the tires, which are divided into 

rubber, steel fiber, and other wastes, can be used as 

raw materials in different fields of activity. Rubber 

tires are first cut into pieces of 5 cm in size for ease of 

transportation and storage. In the following stages, 

they are classified into different sizes: coarsely 

shredded, crumbled, granulated, and powdered [51]. 

After the tire pieces are brought to various sizes and 

passed through sieves, they are used in sections such 

as walking trails, playground floors, and sports fields. 

In this study, the use of steel fibers obtained 

from waste vehicle tires by various recycling methods 

in concrete was examined. The geometric properties 

of the recycled steel fibers vary depending on the type 

of waste tire used and the steel fiber's separation 

process. Upon review of various studies, it is evident 

that the use of recycled steel fibers varies in 

percentage, length, and diameter. The studies also 

revealed the effect of these parameters on concrete's 

mechanical properties. In this study, artificial neural 

network functions with excellent correlation 

coefficients were used to predict concrete's 

mechanical properties corresponding to recycled steel 

fiber's properties. Many studies in the literature were 

reviewed, and data sets from various studies [52]-[62] 

were used to be simulated in artificial neural 

networks. The compressive and flexural strength 

values corresponding to the length, diameter, and 

percentage of recycled steel fiber were obtained 

through artificial neural networks. 

In experimental studies, fibers extracted from 

waste vehicle tires are used in concrete mixtures to 

examine their impact on concrete performance 

through various laboratory tests. The aim of using this 

waste as recycled steel fiber is to determine the effect 

of its use on concrete performance. After processing 

the data from the laboratory tests into a computer, 

prediction values were calculated using an 

appropriate model created with ANN in this study. 

Figure 1 provides a representative diagram of the 

entire process. Waste steel fibers can be extracted 

from tires using various methods, resulting in diverse 

geometric properties. To evaluate their effectiveness, 

concrete samples are produced in a laboratory using 

varying proportions of waste steel fibers with 

different length and diameter ratios. Subsequently, 

the samples are subjected to relevant tests. The ANN's 

desired data stock is achieved by meeting 

compressive and bending strength values, the two 

most crucial concrete-use criteria. It is essential to 

consider how the input parameters affect the output 

data. The criterion of whether the laboratory results 

obtained are only within certain limits may be 

insufficient. Processing the laboratory data to create 

an appropriate model in artificial neural networks is 

necessary. This model will allow for a detailed and 

comprehensive statistical evaluation of strength 

values. After the program's essential categorization 
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process, these processed data become suitable for 

model creation. The precision of the model is crucial 

for obtaining results that closely align with actual 

values. For this reason, the correlation coefficient of 

the resulting model is aimed to be close to 1. Thus, 

depending on the model created by artificial neural 

networks, prediction values reflecting the 

performance criteria of concrete are reached.

 

 
Figure 1. Flowchart for extraction of recycled steel fiber and modeling by ANN. 

 

Some studies have been conducted on the 

usability of steel fibers obtained from waste tires in 

concrete production. Within the scope of these 

studies, along with the changing geometric properties 

of the recycled steel fiber, there has been a change in 

the rate of recycled steel fiber incorporation into 

concrete. While the amount of use was determined by 

mass in some studies, most studies calculated the 

incorporation rates by volume. The selection criterion 

for this study was the literature research conducted 

using recycled steel fiber by volume. Studies in the 

literature have shown that varying the length, 

diameter, and percentage of recycled steel fibers 

affects the performance of concrete. The 2D graph 

containing all the experimental data used in 

generating the function with artificial neural networks 

is given in Figure 2. Three different representations of 

the compressive and flexural strength values obtained 

are presented depending on each input parameter. 

Figure 2 (a) shows the compressive and flexural 

strength values corresponding to different recycled 

steel fiber lengths. In the literature studies evaluated 

within the scope of this search, the lengths of recycled 

steel fibers used in concrete ranged from 12 mm to 60 

mm. 

Figure 2 (b) displays the varying diameter 

ratios of the recycled steel fibers used in these studies 

and the compressive and flexural strength values 

obtained accordingly. The diameters of the steel 

fibers incorporated into the concrete varied between 

0.22 mm and 1 mm. When the mix designs of the 

studies were examined, it was seen that different 

percentages of recycled steel fibers were used by 

volume. These steel fiber addition percentages and 

the corresponding compressive and flexural strength 

values are presented in Figure 2 (c). The recycled steel 

fiber percentages varied between 0.11% and 3.16%. 
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Figure 2. Compressive and flexural strength values in the 

literature studies depending on a) the length of recycled 

steel fiber (mm), b) the diameter of steel fiber (mm), and 

c) the percentage of steel fiber used (%). 

 

The literature data graph to be used in the 

artificial neural network model is shown in Figure 3, 

represented in four dimensions. While recycled steel 

fiber length, diameter, and utilization rate constitute 

the input parameters, the output parameter obtained 

from the laboratory tests was the compressive 

strength. Compressive strength values vary 

depending on the geometric properties of the recycled 

steel fiber, and the amount of addition is shown in 

different colors. The compressive strength values 

increase as the color changes from blue to yellow. 

Thanks to this 4-dimensional graph, the effect of all 

the properties of the recycled steel fiber on the 

compressive strength values can be seen when 

examined together. 

 

 
Figure 3. Compressive strength values depending on the 

recycled steel fiber properties in the literature studies. 

 

The 4-dimensional graph showing the 

relationship between the recycled steel fiber 

properties and the flexural strength values of concrete 

is given in Figure 4. Functions with artificial neural 

networks were generated using the input parameters, 

including the properties of the recycled steel fiber, 

and the output parameter, including flexural strength. 

The flexural strength values vary depending on the 

recycled steel fiber's length, diameter, and usage rate, 

shown in different colors. The flexural strength values 

increase as the color changes from blue to yellow. 

Thanks to this 4-dimensional graph, the effect of all 

recycled steel fiber properties on the flexural strength 

values can be seen when examined together. 

 

Figure 4. Flexural strength values depending on the 

recycled steel fiber properties in the literature studies. 
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3. Results and Discussion 

 

Neural networks are a method of artificial intelligence 

inspired by the human brain. They can be used for 

many functions, such as solving complex problems, 

building models, grouping, and making predictions. 

Neural networks use a structure in which nerve cells 

called neurons are connected. These connections are 

expressed as weights and boundaries. The data is 

passed through the network, and each neuron 

produces inputs, processes, and results. Artificial 

neural networks progress through a learning process. 

Initially, weights and bounds are chosen randomly. 

Then, the significance increases as they are trained on 

the data. It is stated in various studies in the literature 

that working with a sufficient number of data points 

is one of the most critical factors for training a 

network [63]-[64]. 

In this study, prediction functions were 

created using artificial neural networks between 

recycled steel fiber properties, ratios, and 

compressive and flexural strength values. Network 

training was performed using the Matlab program 

[65]. Table 1 presents this study's options when using 

artificial neural networks. 

Figure 5 shows the network diagram 

representing the model created with artificial neural 

networks. This network model consists of 3 layers: 

input, hidden, and output. The number of neurons in 

the hidden layer depends on the number of values and 

data used to create the model. In this study, as seen in 

Figure 5, this number is 10. The number of neurons in 

the hidden layer varies depending on the model's 

suitability created with artificial neural networks. 

Table 1. Options used in ANN 

Method Levenberg-Marquardt 

Neuron Number 10 

Number of Hidden 

Layers 
1 

Data Distribution Random 

Training, Testing, and 

Validation Data 

Distribution 

70%, 15%, 15% 

Performance Checker 

Function 

Mean Square Error 

(MSE) 

 

In other words, it is designed to allow the 

creation of the output closest to the target values for 

the networks to be created. The input parameters that 

formed the input layer in the artificial neural network 

model were steel fiber length (mm), steel fiber 

diameter (mm), and steel fiber ratio (%). These input 

parameters are connected to the hidden layer with 

network connections established at different weights. 

After the learning and training stages in the artificial 

neural network model, the data of the output layer are 

predicted. In this study, concrete's compressive 

strength and flexural strength values constitute the 

output parameters.

  

Figure 5. ANN working mechanism showing the output parameters obtained depending on the input parameters 

included in the study.

As shown in Table 1, the Levenberg-

Marquardt method was preferred to generate the 

prediction function with artificial neural networks by 

this data set. A single hidden layer and ten neurons 

were used. Training, testing, and validation data 

distribution is random at 70%, 15%, and 15%. Mean 

Square Error (MSE) was considered to check and 

improve the performance. Fiber length, diameter, and 

ratio were independent variables, while compressive 

and flexural strength were chosen as separate 
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dependent variables. For this reason, two different 

analyses were performed, and two other functions 

were obtained for compressive and flexural strength. 

Figure 6 shows the correlation coefficient values of 

the function for compressive strength. The closeness 

of this correlation coefficient (R) to 1 gives 

information about the model's accuracy. Figure 1 

shows how the data used in creating a function relates 

to prediction values for training, testing, validation, 

and all data. The graph also displays how closely the 

function aligns with the ideal curve. The obtained 

correlation coefficients were within the range of 0.76 

to 0.95. The highest correlation coefficient was 

obtained in the test phase, while the lowest was 

obtained in the validation phase. However, the 

correlation coefficient obtained in validation is high 

enough to show that the model is usable. The high 

correlation coefficients indicate that the function is a 

good indicator of the data model and has a high 

prediction success.

 

Figure 6. Correlation coefficient values of the function created for compressive strength (R).

Determining the relationship between the 

strength values obtained based on the model created 

with ANN and the actual values is essential. High 

determination (R2) values representing this 

relationship indicate the suitability of the model 

function. Yıldizel et al. [24] obtained the coefficient 

of determination between actual and predicted values 

as 0.98 for compressive strength and 0.97 for flexural 

strength using artificial neural networks in their study 

on foam concrete samples containing waste car tires. 

Table 2 details the relationship between the 

predicted compressive strength values and the target 

output values depending on different input parameters 

with artificial neural networks. Trial learning test 

stages were carried out to create the most appropriate 

model with artificial neural networks. For each of 

these stages, different data were used in various 

numbers. Finally, a connection covering all data was 

revealed due to the networks created and the 

information obtained. A relationship equation is given 

for each of these stages in the process of reaching the 

target values. These equations show the connection 

between actual values and predicted values. The 

expression y represents the compressive strength 

value predicted by ANN, while x represents the 

compressive strength values obtained from laboratory 

tests. Table 2 also shows the correlation and 

determination results, representing the closeness of 

the data obtained by the model to the laboratory 

results. The closeness of these numbers to 1 allows us 

to have information about the model's suitability. The 

coefficients of determination obtained for training, 

validation, and testing are 0.86, 0.57, and 0.9, 

respectively. The correlation coefficient of the model 

equation for all data was 0.91. 

A model was also created to predict flexural 

strength values with artificial neural networks. The 

correlation coefficients (R) of the function reflecting 

this model are presented in Figure 7. Correlation 
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coefficients for estimating flexural strength values 

were determined for training, validation, testing, and 

all data, similar to the function created for 

compressive strength.  

Table 2. Equations and relationship coefficients of the 

ANN model for output values representing compressive 

strength. 

 
Output-target 

correlation 
R R2 

Training y:0.85x+6.4 0.93 0.86 

Validation y:0.6x+17 0.76 0.57 

Test y:0.9x+7.1 0.95 0.90 

All y:0.82x+8.4 0.91 0.83 

 

The correlation coefficients of the function 

created for flexural strength were higher than those 

obtained with compressive strength. When the 

relationships created for all stages were examined, the 

highest correlation coefficient was 0.99, and the 

lowest value was 0.98. It was seen that it had high 

correlation coefficients. The relationships of the 

prediction results obtained for flexural strength with 

the target values were also obtained around the ideal 

curve. These high correlation coefficients showed the 

accuracy of the function reflecting the model. Gupta 

et al. [66] investigated the mechanical properties of 

concrete samples containing waste tyres exposed to 

high temperatures and obtained the correlation 

coefficient as 0.98 using artificial neural networks. 

 
Figure 7. Correlation coefficient values of the function created for flexural strength (R).

Table 3 details the relationship between the 

predicted flexural strength values and the target 

output values depending on different input parameters 

with artificial neural networks. Trial learning test 

stages were carried out to create the most appropriate 

model with artificial neural networks. Various data 

were used in multiple numbers for each of these 

stages. Finally, a connection covering all data was 

revealed due to the networks created and the 

information obtained. A relationship equation is given 

for each of these stages in the process of reaching the 

target values. These equations show the connection 

between actual values and predicted values. The 

expression y represents the flexural strength value 

predicted by ANN, while the x represents the values 

obtained from laboratory tests. Table 3 also shows the 

correlation and determination results, representing the 

closeness of the data obtained by the model to the 

laboratory results. The closeness of these numbers to 

1 allows us to have information about the model's 

suitability. The coefficients of determination obtained 

for training, validation, and testing are 0.97, 0.97, and 

0.96, respectively. The correlation coefficient of the 

model equation for all data was 0.98. 

The coefficient of determination (R2) for 

compressive strength was 0.83, while for flexural 

strength it was 0.96. The coefficient of determination 

of the function for flexural strength is higher than the 

value obtained for compressive strength, and the 

coefficients of determination representing the data 
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relationships for both compressive and flexural 

strength are at acceptable levels as they are very close 

to 1. 

 
Table 3. Equations and relationship coefficients of the 

ANN model for output values representing flexural 

strength. 

 
Output-target 

correlation 
R R2 

Training y:0.97x+0.16 0.98 0.97 

Validation y:1x+0.099 0.99 0.97 

Test y:1.1x+1 0.98 0.96 

All y:0.99x+0.021 0.98 0.96 

 

MSE explains the error relationship between 

the prediction values obtained with artificial neural 

networks and the actual values. In artificial neural 

networks, different numbers of iterations are 

performed for the model to predict the data. Thanks 

to the software used, it can be determined in which 

iteration the lowest MSE value is reached. Figure 8 

shows the Mean Square Error values depending on 

iterations for compressive and flexural strengths. 

Figure 8 (a) shows that the best performance for 

compressive strength is obtained at the 10th iteration. 

It is seen that the prediction function selects the 

optimum point where the error is minimized among 

16 iterations. 

Figure 8 (b) shows that the flexural strength 

prediction function underwent 19 iterations, with the 

optimum value obtained at the 13th iteration. 

 

Figure 8. Mean Square Error values depending on iterations for a) compressive strength, b) flexural strength.

Figure 9 (a) illustrates the error conditions for 

Training, Testing, and Validation for compressive 

strength separately, thus presenting the error 

histogram for the whole dataset. Error values are 

obtained by numerically subtracting the output values 

from the target values representing the experimental 

results. Thanks to the program, the difference 

between the predicted and actual laboratory values 

was determined for different numbers of data. It can 

be seen from the figure that the error rates are low. 

Figure 9 (b) shows the error histogram for 

flexural strength values. The error histogram includes 

the error rates for Training, Testing, and Validation 

separately. In addition, the value showing the lowest 

error rate is indicated as zero error. While the zero 

value for compressive strength values was 0.07, this 

result was obtained as 0.028 for flexural strength. 

Figure 9. Error Histogram for a) compressive strength, b) flexural strength.
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Figure 10 (a) presents the parameters that 

generate the network to predict the compressive 

strength results. To avoid erroneous predictions, all 

values governing the network's control values, 

convergence, and error functions are shown. 

When creating a prediction model, the 

function that yields the closest results to the available 

data is generated. The parameters of the network 

structure used to create the function for flexural 

strength are presented in Figure 10(b). Since the 

minimum error rate is targeted during the prediction, 

the network's control values and all values governing 

the convergence and error functions are also created.

 

Figure 10. a) Parameters used in mesh generation for a) compressive strength, b) flexural strength.

 

Figure 11 shows the results obtained with 

ANN for compressive strength among the output 

parameters. Compressive strength values are given 

depending on the input parameters. The figure 

presents the compressive strength results predicted by 

ANN, considering the fiber properties, alongside the 

compressive strength values obtained from laboratory 

tests in the literature. Thanks to this 5-dimensional 

graphic design that allows all input and output 

parameters to be presented together, it was possible to 

evaluate and analyze the data. The figure shows two 

scales for the actual and predicted values of 

compressive strength results. The color change 

represents the ANN's values, while the round markers' 

size indicates the accurate laboratory data. The 

compressive strength values predicted by ANN varied 

between 30.27 MPa-61.63 MPa and increased from 

blue to red. The actual compressive strength values 

obtained from laboratory tests varied between 27.44 

MPa-61.69 MPa and increased from a small to a large 

diameter marker. 

 

Figure 11. Values of laboratory and ANN results for 

compressive strength depending on recycled steel fiber 

properties. 

 

Figure 12 shows Actual flexural strength 

values and the data obtained from the model created 

through ANN using inputs determined as steel fiber 

length, steel fiber diameter, and steel fiber usage 

percentage. Thanks to this 5-dimensional graphic 

design that allows all input and output parameters to 

be presented together, it was possible to evaluate and 

analyze the data. The color changes on two different 

scales represent the flexural strength values obtained 

by ANN. On the other hand, the actual laboratory data 

are represented by changes in the size of the round 

markers used in the representation. The flexural 

strength values predicted by ANN varied between 2.9 
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MPa-10.09 MPa and increased from blue to red. The 

actual flexural strength values obtained from 

laboratory tests varied between 2.54 MPa-9.86 MPa 

and increased from a small to a large diameter marker. 

 
Figure 12. Values of laboratory and ANN results for 

flexural strength obtained depending on recycled steel 

fiber properties. 

 

In Figure 13, both the actual compressive and 

flexural strength values obtained as a result of 

laboratory tests and the predicted compressive and 

flexural strength values obtained by the function 

generated by ANN are presented together. The 

change in strength values depending on the properties 

of the recycled steel fibers is shown. Compressive 

strength values are indicated with a + sign, while 

flexural strength values are marked with an asterisk. 

It is also seen in the graph that the strength values 

obtained by ANN and the laboratory results are 

compatible with each other. 

 

 
Figure 13. Laboratory and ANN strength values 

depending on recycled steel fiber properties. 

4. Conclusion and Suggestions 

 

In studies where steel fiber obtained from waste tires 

is used in concrete production, the geometric 

properties and amount of fiber vary. Depending on the 

length, diameter, and addition rate of the steel fiber 

used, there is expected to be a connection between the 

engineering properties being investigated. For this 

reason, establishing a good correlation between them 

will contribute to determining the performance results 

of applications with different properties. In this study, 

experimental data on the produced concrete were 

obtained from the literature to obtain a good 

correlation between the properties and usage rate of 

recycled steel fiber and the compressive and flexural 

strength of the produced concrete. The compressive 

strength and flexural strength values, two critical 

parameters reflecting the mechanical properties of the 

produced concretes, were successfully predicted by 

artificial neural networks depending on the length, 

diameter, and percentage of steel fiber used. 

Graphical analysis of the results obtained by artificial 

neural networks and the results of the experimental 

data obtained from the literature were analyzed 

graphically. Correlation coefficients between 

laboratory results and prediction values were 

determined. From the graphs obtained, it is seen that 

the data predictions made with artificial neural 

networks within the scope of this study are well 

approximated to the experimental data. Excellent 

correlation coefficients and low error rates were 

obtained for the compressive and flexural strengths of 

concretes produced depending on the properties of 

recycled steel fiber. The evaluations of the results of 

the study are given below. 

 Literature research was reviewed, and a -

dimensional graph showing the effect of geometrical 

properties and usage rate of recycled steel fiber on the 

compressive and flexural strength values of the 

concretes produced was created.  

 Levenberg-Marquardt method was preferred to 

generate the prediction function with artificial neural 

networks. A single hidden layer and ten neurons were 

used. Training, testing, and validation data 

distribution is random at 70%, 15%, and 15%. 

 Equations showing the relationship between the 

compressive strength predicted by ANN and the 

actual values are given. The highest correlation 

coefficient is 0.91. The closeness of this number to 1 

indicates the accuracy of the generated function. 

 The correlation coefficient of the equation showing 

the relationship between the target flexural strength 

values obtained by ANN and the laboratory results is 

relatively high, and it was received at 0.98. 
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 The compressive strength values obtained from 

laboratory tests varied between 27.44 MPa and 61.69 

MPa, while the compressive strength values predicted 

by ANN varied between 30.27 MPa and 61.63 MPa. 

 While the target flexural strength values varied 

between 2.54 MPa and 9.86 MPa, the values obtained 

with the ANN model varied between 2.89 MPa and 

10.09 MPa. 

 Depending on the input parameters of length, 

diameter, and percentage of use, which reflect the 

properties of recycled steel fiber, a 5-dimensional 

graph was created in which the compressive and 

flexural strength values predicted by artificial neural 

networks and the actual values were presented 

together. Thus, it was possible to compare the output 

data with the laboratory results practically.  

 Based on the findings, it is concluded that the 

recycled steel tire-reinforced concrete parameters can 

be well represented by artificial neural networks, and 

the presented model can be used as an excellent 

alternative to laboratory studies for further research. 

 Considering the importance of using recycled 

waste materials in concrete production, waste tyre 

was used in this study. Thanks to artificial neural 

networks, time, energy, and cost losses that occur as 

a result of laboratory experiments can be minimized. 

In the future, it is aimed to make the effect of using 

waste tires more known by using various modeling 

and optimization methods different from this study. 

 

Statement of Research and Publication Ethics 

 

The study is complied with research and publication 

ethics. 
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Abstract 

Nuclear energy-based seawater desalination is an environmentally friendly 

freshwater production approach. This study introduces a novel thermodynamic 

model integrating a pressurized water reactor’s (PWR) secondary cycle with a multi-

stage flash (MSF) desalination facility to enhance freshwater production. The 

impacts of the design and operating conditions on thermal efficiency, utilization 

factor, gain output ratio, exergy efficiency, coefficient of ecological performance for 

cogeneration and exergy destruction factor are investigated. Results reveal that a 

higher live steam temperature and a reheater mass flow rate ratio is preferable for a 

better nuclear desalination performance. A larger freshwater production capacity is 

preferable for a better utilization factor, however increasing the capacity tends to 

decrease thermal efficiency, coefficient of ecological performance for cogeneration 

and exergy destruction factor. The selection of steam extraction location is important 

for very large scale plants, and the outlet of moisture separator is determined to be 

the best option. Parametric analysis shows that plant’s performance can be 

significantly improved by adjusting the design conditions. Thermal and exergy 

efficiencies of an optimized plant configuration are 3.01% and 4.70% higher, 

respectively as compared to a base plant. It is also found that steam generator and 

MSF unit cause 3.2% and 82% of the total irreversibility rate of PWR’s secondary 

cycle and MSF facility, respectively, and have the highest irreversibility rates for 

these sections of the plant. 
 

 
1. Introduction 

 

With the impact of industrialization, agricultural 

production and rapid population growth, the demand 

for freshwater is constantly increasing. Water 

pollution and arid climatic conditions reduce the per 

capita water supply worldwide and cause water 

scarcity. The water crisis has a significant negative 

impact on the development of countries owing to its 

influence on economic activities and the people’s 

quality of life [1]. Approximately 97.5% of the water 

available on the Earth's surface is sea and ocean 

water, while 2.5% is freshwater including glaciers, 

groundwater, streams and lakes, and only less than 

1% of freshwater is easily accessible and usable [2]. 

 

*Corresponding author: tayfun.tanbay@btu.edu.tr            Received:12.06.2024, Accepted: 10.12.2024 

In a United Nations report [3], it is stated that the 

world’s water stress level is about 18% in 2018. 

According to the report, approximately 10% of the 

global population reside in areas with water 

shortages, and it is pointed out that the requirement 

for water will increase in the coming years due to the 

impact of population density. 

Seawater desalination, which is an option to 

meet freshwater demand, is the process of separating 

purified water from seawater having high salt 

concentration by consuming energy. The required 

energy for desalination processes can be provided 

from fossil-based, renewable or nuclear energy. 

Compared to alternative energy sources nuclear 

power plants (NPPs) have the largest capacity factor 
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[4, 5]. The high availability of nuclear energy used in 

desalination applications can eliminate the energy 

storage requirement problems of renewables. In 

addition, nuclear power is advantageous to fossil-

fueled plants since it can completely eliminate CO2 

emissions. Fossil fuel-driven MSF and multi-effect 

distillation (MED) desalination plants emit 

approximately 22.5 kg CO2 and 17.5 kg CO2 per 1 m3 

of freshwater produced, respectively [6]. It is possible 

to significantly reduce CO2 emissions by utilizing 

clean energy sources such as nuclear for the 

desalination of seawater [7]. 

In a nuclear reactor driven desalination plant, 

the fission energy of the reactor is converted into 

thermal energy, and part of this energy is used for the 

desalination of seawater. MSF, MED and thermal 

vapor compression (TVC) are used as distillation 

processes while reverse osmosis (RO) is utilized as a 

membrane process in nuclear desalination facilities. 

RO, MSF and MED processes account for 70%, 18% 

and 7% of the global installed desalination capacity, 

respectively [8]. MSF, MED and RO desalination 

processes consume total energy in the range of 18.3 −
28.5 kWh/m3, 14.2 − 21.6 kWh/m3 and 4 −
6 kWh/m3, respectively [9]. Although the energy use 

of MSF is high, it can be operated with high capacity 

and its maintenance is easier [10], and also MSF has 

a high water quality in the range 2 − 10 ppm [9]. 

Seawater desalination and the integration of 

these processes to nuclear energy have been the topic 

of many technical and/or economic studies. Four 

different coupling alternatives of cogeneration 

systems were analyzed with Desalination 

Thermodynamic Optimization Program (DE-TOP) 

software developed by the International Atomic 

Energy Agency (IAEA) [11]. IAEA also developed 

the Desalination Economic Evaluation Program 

(DEEP) for the economic evaluation of desalination 

plants driven by nuclear, fossil and renewable sources 

[12]. An economic analysis of the MSF process 

coupled to nuclear and fossil fueled cogeneration 

plants was performed by Faibish and Ettouney [13]. 

The impacts of production capacity and top brine 

temperature (TBT) on the cost were investigated, and 

it was found that the nuclear-based MSF produced 

freshwater with a cost that is lower than fossil fuel-

based distillation. In another study, the costs of water 

desalinated by MSF, MED and RO to meet the 

potable water requirement in two different site 

conditions in Libya were determined and compared 

with fossil-based desalination [14]. 

The integration of International Reactor 

Innovative and Secure plant to MSF and RO for 

nuclear desalination was considered by [15]. 

Economic analysis revealed that the plant cost of the 

nuclear MSF desalination plant was minimized at a 

TBT of 82 − 83℃. Adak and Tewari [16] 

investigated the coupling of an MSF facility to a 

pressurized heavy water reactor (PHWR), and found 

that a water production rate of 4500 m3 day⁄  with a 

gain output ratio (GOR) of 9 can be obtained at the 

expense of a 3.3 MW decrease in the net power output 

of the NPP. A technical and safety study on the 

thermal coupling aspects for isolation purposes of this 

plant was presented by [17]. Safety features were 

evaluated to prevent any radioactivity entering the 

product water in the integrated plant that employed 

two isolation heat exchangers. Tian et al. [18] 

compared the electricity and freshwater costs of 

nuclear and fossil fuel powered MSF desalination 

plants. The parameters considered in the assessment 

were the discount rate, fossil fuel price, power plant 

investment and desalination plant size. The analysis 

showed that the nuclear option was economically 

advantageous to fossil fuel based desalination. 

The exergy analysis of a MSF desalination 

plant was performed by Kahraman and Cengel [19], 

which showed that the MSF unit cause the largest 

irreversibility and its exergetic performance could be 

improved by utilizing more flashing stages. The 

thermal coupling of MSF and MED facilities to a 

system-integrated modular advanced reactor 

(SMART) was studied in [20]. Three coupling 

techniques were compared, and it was found that the 

heat pipe loop was the optimum plant integration 

method. Thermoeconomic multiobjective 

optimization of a PWR coupled to an MSF plant was 

carried out to minimize the product water and 

electricity costs [21, 22]. Thermoflex simulator was 

used for thermodynamic modelling, and the 

optimization was carried out with a genetic algorithm. 

Alonso et al. [23] presented a comparative economic 

analysis by coupling MSF, MED, RO, MSF-RO and 

MED-RO with two different PWRs. The electricity 

and freshwater costs of cogeneration applications 

were determined for three different discount rates. 

MED was found to be less expensive than MSF and 

the coupling of RO to MSF and MED would improve 

the competitiveness of these thermal desalination 

technologies. 

Yan et al. [24] examined the integration of a 

high-temperature gas cooled reactor (HTGR) to an 

MSF plant. The analysis revealed that an 

incrementally loaded MSF system would increase the 

freshwater production by 45% and use of reactor 

thermal power by 16% compared to the conventional 

MSF desalination. The techno-economic evaluation 

of cogeneration options for a small modular reactor 

(SMR) coupled to MSF, MED and RO were carried 

out by [25]. Three different coupling strategies of the 
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MSF and MED with the reactor were considered, and 

the relationship between electricity and freshwater 

outputs was investigated. The results indicated that 

RO causes the least cost and the SMR provided 

flexible operation for all desalination processes. 

Exergetic and thermo-economic analyses of SMART 

reactor-based MSF and MED-TVC desalination are 

performed by Priego et al. [26]. The effect of steam 

extraction nodes from the secondary cycle of the 

reactor on the cost of fresh water is assessed for three 

gain output ratios and four discount rates. Techno-

economic analysis of two SMRs, namely SMART 

and CAREM (Central Argentina de Elementos 

Modulares), was carried out by Khan et al. [27] for 

nuclear desalination with MSF, MED and RO. In 

another techno-economic analysis, the Karachi NPP 

was considered for nuclear desalination with MSF, 

MED, RO, MSF-RO and MED-RO approaches [28]. 

The results indicated that MED was economically 

advantageous. 

Polat and Dinçer [29] compared MSF, MED, 

RO, MSF-RO and MED-RO based nuclear 

desalination methods. Akkuyu NPP, which is a 

Water-Water Energy Reactor (WWER) under 

construction, is considered as the heat and/or 

electricity source for desalination and DEEP is used 

to determine the freshwater production costs. The 

integration of an experimental gas cooled reactor to 

MSF for nuclear desalination was studied by Dewita 

et al. [30]. The impact of steam extraction nodes on 

freshwater production capacity was analyzed by 

considering two options. Sadeghi et al. [31] 

investigated the integration of the Bushehr NPP with 

hybrid MSF-RO and MED-RO desalination processes 

for three coupling options and performed the techno-

economic analysis of the plant. The total cost of 

freshwater was determined, and it was found that 

extracting steam from the condenser outlet was the 

best alternative. Finally, in a recent work [32], an 

exergoeconomic analysis of a PWR coupled to MSF 

and RO for nuclear desalination was carried out. 

Aspen HYSYS software was used for the modelling 

of the PWR’s secondary cycle. 

The abovementioned studies do not present a 

thermodynamic model that involves both the nuclear 

reactor’s energy conversion system and MSF facility 

of a nuclear desalination plant. Therefore, in order to 

fill this research gap, this paper introduces a novel 

thermodynamic model integrating a PWR’s 

secondary cycle with an MSF desalination facility to 

produce electricity and freshwater, and presents a 

comprehensive thermodynamic analysis of the 

cogeneration system. The novelties of this study are: 

• A detailed thermodynamic model considering the 

components of both the PWR’s secondary cycle and 

MSF facility is built for a comprehensive energy and 

exergy analysis of the plant. 

• The impacts of the design and operating conditions 

of i) reactor thermal power, ii) live steam temperature, 

iii) reheater mass flow rate ratio, iv) reheater 

temperature, v) process steam extraction node, vi) 

freshwater production capacity, vii) TBT, viii) MSF 

unit throttling mass flow rate ratio ix) seawater 

temperature, and x) seawater salinity on the objective 

functions of i) thermal efficiency, ii) utilization factor, 

iii) gain output ratio, iv) exergy efficiency, v) 

coefficient of ecological performance, and vi) exergy 

destruction factor are investigated. 

 

2. System Description 

 

The detailed schematic representation of the PWR 

driven MSF desalination plant is illustrated in Figure 

1. Nuclear facility is composed of two cycles. Fission 

energy of the nuclear reactor is transferred to liquid 

water circulating in the primary loop, which is 

coupled to the secondary loop through a steam 

generator (SG). Steam is obtained at the outlet of the 

cold side of the SG (state 4) by heat transfer from the 

primary loop. The majority of the steam enters the 

high-pressure turbine (HPT) to produce electrical 

power output, while the rest is directed to reheater 

(RH) for reheating the steam to low-pressure turbine 

(LPT) inlet conditions. The moisture separator (MS) 

transfers the liquid water to a feedwater heater (FWH) 

to improve the service life of the plant. Steam leaving 

the RH enters the LPT to produce additional power 

and the expanded steam then enters the condenser (C). 

Secondary cycle contains seven FWHs to increase the 

thermal efficiency of the plant and the pumps (P) are 

utilized to increase the pressure of water to SG inlet 

condition. FWHs also provide flexibility in operation 

of the plant by enabling the transfer of process steam 

to the MSF facility at different conditions. Green lines 

represent the possible steam extraction locations for 

desalination. Steam is extracted from only one of the 

states of 52, 53, …, 63 and returns the cycle through 

C. 

The secondary cycle of the PWR is coupled 

to the MSF facility through a heat exchanger (HX). In 

addition to transferring the energy of the process 

steam to the MSF facility, the HX acts as an isolation 

loop that prevents the contamination of both nuclear 

and MSF cycles. The desalination facility includes an 

MSF unit consisting of heat recovery and heat 

rejection sections with multiple horizontal in-line 

evaporators, a brine heater, a throttling valve, pumps 

and a vacuum system. Each evaporator has a flashing 

chamber where seawater evaporates and a 

condensation section where the pure water is distilled. 
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Seawater entering the facility at state 0 is first directed 

to the condensation section of the evaporators to 

condense the pure water vapor and then exits through 

the heat rejection section of MSF unit at state 69.  Part 

of the seawater is discharged back to the sea, while 

the remainder (state 70) is throttled and utilized as 

make-up feedwater in the MSF unit. The portion of 

the feedwater leaving the heat rejection section at 

state 74 is heated by recirculation to the evaporators 

in the heat recovery section. The feedwater then 

enters the brine heater (BH), and it is heated to the 

TBT with the process heat of the steam that is 

extracted from the PWR’s secondary loop through the 

isolation HX. The heated feedwater enters the flash 

chamber of the first evaporator at state 77, and it is 

vaporized due to pressure drop. The pure water vapor 

passes through the demister, which prevents the 

passage of the salt, and then it condenses by 

transferring heat to the seawater in the condensation 

section and is collected on the distillation tray. This 

operation is repeated in each stage of the MSF unit 

and the product water leaves the desalination facility 

at state 72. The high-salinity brine water leaves the 

MSF unit at state 73, and it is directed back to the sea. 

 
Figure 1. Illustration of the PWR driven MSF desalination plant (adapted from [11, 19]). 

 

The plant design presented in Figure 1 has 

several advantages over alternative configurations. 

First of all, the nuclear-driven cogeneration system 

completely eliminates the CO2 that would be emitted 

from a fossil fuel-based cogeneration plant, and hence 

it offers an environmental benefit. The design is also 
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advantageous to renewable-based plants since nuclear 

energy is superior to renewables in terms of capacity 

factor. The use of PWR instead of alternative reactor 

technologies such as PHWR, SMART and HTGR is 

another advantage of the configuration presented in 

Figure 1, since PWRs are the most widely utilized 

reactors in the nuclear industry. Therefore, the PWR 

technology is more accessible for nuclear desalination 

as compared to alternative reactors. As for the choice 

of MSF process for desalination, it is advantageous to 

alternative desalination approaches with its large 

production capacity and high water quality. 

Freshwater with a high level of purity is a valuable 

commodity since it can be utilized as an input for a 

hydrogen production facility employing electrolysis 

as the production method. 

 

3. Modeling of the System 

 

In this section, first the main assumptions employed 

in the modeling of the plant are given. Then, the 

energy-exergy analyses of the nuclear desalination 

plant are presented. Following the definition of saline 

water properties, finally, the objective functions are 

introduced. 

  

3.1. Assumptions 

 

The main assumptions for the modeling of the nuclear 

desalination plant are as follows: 

• All processes are steady-flow and hence the 

parametric analyses are time-independent. 

• The change in kinetic and potential energies is 

neglected. 

• All plant components are adiabatic except the 

MSF unit. 

• MSF unit is nonadiabatic [19, 33]. Exergy balance 

equations presented in Ref [19] for the MSF unit, and 

in Ref [33] for the heat recovery and rejection sections 

indicate that the MSF unit is adiabatic. However, 

calculations based on the thermodynamic data 

presented in Table 1 of Ref [19] and in Tables 4 and 

5 of Ref [33] show that the component is 

nonadiabatic. 

• There is no frictional pressure loss in the cycle. 

• Isentropic efficiencies are used to factor in the 

irrevesibilities of turbines, pump and generator. 

• Water leaves the SG and MS at state 11 as a 

saturated vapor, while it leaves the MS as a saturated 

liquid at state 34. 

• Liquid water enters nuclear facility through the 

condenser for cooling at state 21 and the MSF facility 

at state 0 at ambient temperature. 

• A temperature difference of 5℃ is present in both 

sides of C and the inlet and outlet of the cold side of 

C (i.e., 𝑇24 = 𝑇23 + 5℃ and 𝑇23 = 𝑇22 + 5℃) [11]. 

• Steam extraction from PWR’s secondary loop is 

made through only one of the locations 52, …, 63. 

• Desalination capacity is a function of the TBT, 𝑇77 

[34]. The amount of product water, i.e., �̇�72, depends 

on the TBT as 

 

�̇�72 = �̇�74[1 − (1 − 𝑦)(𝑇𝐵𝑇−𝑇73) ∆𝑇𝑠𝑡⁄ ] (1) 

 

where �̇�74 is the recycle brine mass flow rate, 𝑦 is the 

ratio of sensible heat to latent heat of salt-water 

mixture in the MSF unit, ∆𝑇𝑠𝑡 is the temperature 

decrease of the brine per MSF unit stage and 𝑇73 is 

the brine temperature. 

• The feed seawater mass flow rate to the MSF unit, 

i.e., �̇�71, is related to the product water mass flow rate 

as [34] 

 

�̇�71 = �̇�72

𝑆𝑎𝑙73

𝑆𝑎𝑙73 − 𝑆𝑎𝑙71
 (2) 

 

where 𝑆𝑎𝑙71 and 𝑆𝑎𝑙73 are the salinities of the 

seawater and brine, respectively. The brine salinity is 

limited by environmental regulations. 

• The temperature of the seawater increases by 8℃ 

and its pressure decreases by 30% in the heat 

rejection section of the MSF unit (i.e., 𝑇69 = 𝑇0 + 8℃ 

and 𝑃69 = 0.7𝑃68) [19]. Also, there exists a 

temperature difference of 5℃ on the cold side of the 

BH (i.e., 𝑇77 = 𝑇76 + 5℃). 

 

3.2. Energy and Exergy Analysis 

 

The energy analysis of the plant is carried out by 

applying the conservation of mass and energy 

equations to plant components 

 

∑ �̇�

𝑖𝑛

= ∑ �̇�

𝑜𝑢𝑡

 (3) 

�̇�𝑖𝑛 + �̇�𝑖𝑛 + ∑ �̇�ℎ

𝑖𝑛

= �̇�𝑜𝑢𝑡 + �̇�𝑜𝑢𝑡 + ∑ �̇�ℎ

𝑜𝑢𝑡

 (4) 

 

where �̇� is the mass flow rate, �̇� and �̇� are the rates 

of heat and work transfer, respectively, and ℎ 

represents the enthalpy. Eqs. (3) and (4) yield the heat 

transfer rate from the primary cycle of nuclear plant 

to the secondary cycle through SG (�̇�𝑆𝐺), the heat 
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transfer rate from C, the power production rates of 

HPT and LPT (�̇�𝐻𝑃𝑇 and �̇�𝐿𝑃𝑇), the power 

consumption rates of Ps (�̇�𝑃), heat transfer rate from 

the nuclear plant to MSF plant through HX (�̇�𝑝) and 

heat loss rate of the MSF unit (�̇�𝑀𝑆𝐹). The energy 

balance equations are presented in Table 1. 
 

Table 1. Energy balance equations for the components of the nuclear desalination plant. 

Component Energy balance equations 

 Nuclear plant 

SG �̇�𝑆𝐺 = �̇�4(ℎ4 − ℎ42) 

HPT �̇�𝐻𝑃𝑇 = �̇�5ℎ5 − (�̇�7ℎ7 + �̇�8ℎ8 + �̇�9ℎ9) 

MS �̇�10ℎ10 = �̇�11ℎ11 + �̇�34ℎ34 

RH �̇�6(ℎ6 − ℎ35) = �̇�12(ℎ14 − ℎ12) 

LPT �̇�𝐿𝑃𝑇 = �̇�14ℎ14 − (�̇�15ℎ15 + �̇�16ℎ16 + �̇�17ℎ17 + �̇�18ℎ18 + �̇�19ℎ19) 

C �̇�22ℎ22 + �̇�51ℎ51 + �̇�65ℎ65 = �̇�23ℎ23 + �̇�24ℎ24 

Ps �̇�𝑃,𝑗 = �̇�𝑖𝑛,𝑗(ℎ𝑜𝑢𝑡,𝑗 − ℎ𝑖𝑛,𝑗),      𝑗 = 1, … ,9 

FWHs  �̇�𝑜𝑢𝑡,𝑗ℎ𝑜𝑢𝑡,𝑗 = ∑ �̇�ℎ

𝑖𝑛,𝑗

,      𝑗 = 1, … ,7 

IHX �̇�𝑝 = �̇�𝑖(ℎ𝑖 − ℎ64) = �̇�66(ℎ66 − ℎ67),   𝑖 = 52,53, … , or 63 

Flow mixing �̇�34ℎ34 + �̇�35ℎ35 = �̇�36ℎ36 

TV1 ℎ65 = ℎ64 

 Desalination plant 

SWP �̇�𝑆𝑊𝑃 = �̇�68(ℎ68 − ℎ0) 

TV2 ℎ71 = ℎ70 

MSF unit �̇�𝑀𝑆𝐹 = (�̇�68ℎ68 + �̇�71ℎ71 + �̇�75ℎ75 + �̇�77ℎ77) − (�̇�69ℎ69 + �̇�72ℎ72 + �̇�73ℎ73 + �̇�74ℎ74 + �̇�76ℎ76) 

BH �̇�76(ℎ77 − ℎ76) = �̇�66(ℎ66 − ℎ67) 

PWP �̇�𝑃𝑊𝑃 = �̇�72(ℎ78 − ℎ72) 

BP �̇�𝐵𝑃 = �̇�73(ℎ79 − ℎ73) 

RP �̇�𝑅𝑃 = �̇�74(ℎ75 − ℎ74) 

 

The irreversibility rates of plant components 

are determined by applying the exergy balance 

equation 

 

(1 −
𝑇0

𝑇𝑏

) �̇�𝑖𝑛 + �̇�𝑖𝑛 + ∑ �̇�𝑖

𝑖𝑛

− (1 −
𝑇0

𝑇𝑏

) �̇�𝑜𝑢𝑡 

−�̇�𝑜𝑢𝑡 − ∑ �̇�𝑖

𝑜𝑢𝑡

− �̇�𝑑𝑒𝑠𝑡 = 0                               

(5) 

 

where �̇�𝑑𝑒𝑠𝑡 is the exergy destruction rate, �̇�𝑖 is the 

exergy flow rate, while 𝑇0 and 𝑇𝑏 are the dead state 

and average boundary temperature, respectively. Eq. 

(5) can be used to determine the exergy destruction 

rates of nuclear desalination plant components, and 

the equations are presented in Table 2, where 𝑇𝑆𝐺 and 

𝑇𝑀𝑆𝐹 are the average boundary temperatures of SG 

and MSF unit, respectively. Exergy flow rate is 

defined as 

 

�̇�𝑖 = �̇�[ℎ𝑖 − ℎ0 − 𝑇0(𝑠𝑖 − 𝑠0)] (6) 

 

where ℎ0 and 𝑠0 are the enthalpy and entropy at 𝑇0. 
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Table 2. Exergy balance equations for the components of the nuclear desalination plant. 

Component Exergy balance equations 

 Nuclear plant 

SG �̇�𝑑𝑒𝑠𝑡,𝑆𝐺 = �̇�42 − �̇�4 + (1 −
𝑇0

𝑇𝑆𝐺

) �̇�𝑆𝐺 

HPT �̇�𝑑𝑒𝑠𝑡,𝐻𝑃𝑇 = �̇�5 − �̇�7 − �̇�8 − �̇�9 − �̇�𝐻𝑃𝑇 

MS �̇�𝑑𝑒𝑠𝑡,𝑀𝑆 = �̇�10 − �̇�11 − �̇�34 

RH �̇�𝑑𝑒𝑠𝑡,𝑅𝐻 = �̇�6 + �̇�12 − �̇�13 − �̇�35 

LPT �̇�𝑑𝑒𝑠𝑡,𝐿𝑃𝑇 = �̇�14 − �̇�15 − �̇�16 − �̇�17 − �̇�18 − �̇�19 − �̇�𝐿𝑃𝑇 

C �̇�𝑑𝑒𝑠𝑡,𝐶 = �̇�22 + �̇�51 + �̇�65 − �̇�23 − �̇�24 

Ps �̇�𝑑𝑒𝑠𝑡,𝑃,𝑗 = �̇�𝑖𝑛,𝑗 − �̇�𝑜𝑢𝑡,𝑗 + �̇�𝑃,𝑗 ,      𝑗 = 1, … ,9 

FWHs �̇�𝑑𝑒𝑠𝑡,𝐹𝑊𝐻,𝑗 = ∑ �̇�𝑖

𝑖𝑛,𝑗

− �̇�𝑜𝑢𝑡,𝑗 ,      𝑗 = 1, … ,7 

IHX �̇�𝑑𝑒𝑠𝑡,𝐼𝐻𝑋 = �̇�𝑖 + �̇�67 − �̇�64 − �̇�66,   𝑖 = 52,53, … , or 63 

Flow mixing �̇�𝑑𝑒𝑠𝑡,𝑚𝑖𝑥 = �̇�34 + �̇�35 − �̇�36 

TV1 �̇�𝑑𝑒𝑠𝑡,𝑇𝑉1 = �̇�64 − �̇�65 

 Desalination plant 

SWP �̇�𝑑𝑒𝑠𝑡,𝑆𝑊𝑃 = �̇�0 − �̇�68 + �̇�𝑆𝑊𝑃 

TV2 �̇�𝑑𝑒𝑠𝑡,𝑇𝑉2 = �̇�70 − �̇�71 

MSF unit �̇�𝑑𝑒𝑠𝑡,𝑀𝑆𝐹 = �̇�68 + �̇�71 + �̇�75 + �̇�77 − �̇�69 − �̇�72 − �̇�73 − �̇�74 − �̇�76 − (1 −
𝑇0

𝑇𝑀𝑆𝐹

) �̇�𝑀𝑆𝐹 

BH �̇�𝑑𝑒𝑠𝑡,𝐵𝐻 = �̇�66 + �̇�76 − �̇�67 − �̇�77 

PWP �̇�𝑑𝑒𝑠𝑡,𝑃𝑊𝑃 = �̇�72 − �̇�78 + �̇�𝑃𝑊𝑃 

BP �̇�𝑑𝑒𝑠𝑡,𝐵𝑃 = �̇�73 − �̇�79 + �̇�𝐵𝑃 

RP �̇�𝑑𝑒𝑠𝑡,𝑅𝑃 = �̇�74 − �̇�75 + �̇�𝑅𝑃 

SW-Cooling �̇�𝑑𝑒𝑠𝑡,𝑆𝑊−𝐶𝑜𝑜𝑙𝑖𝑛𝑔 = �̇�69 − �̇�82 

B-Cooling �̇�𝑑𝑒𝑠𝑡,𝐵−𝐶𝑜𝑜𝑙𝑖𝑛𝑔 = �̇�73 − �̇�80 

PW-Cooling �̇�𝑑𝑒𝑠𝑡,𝐵−𝐶𝑜𝑜𝑙𝑖𝑛𝑔 = �̇�78 − �̇�81 

 

3.3. Saline Water Properties 

 

Desalination process alters the salinity of the 

feedwater and produces three streams as product, 

brine and discharge waters with different salinities. 

Therefore, the thermodynamic properties of the 

working fluid of the desalination plant have to be 

determined by considering it as a water-salt mixture. 

Enthalpy and entropy of such a mixture are 

determined by [19]. 

 

ℎ𝑖 = 𝑚𝑓𝑠,𝑖ℎ𝑠,𝑖 + 𝑚𝑓𝑤,𝑖ℎ𝑤,𝑖,   (7) 

𝑠𝑖 = 𝑚𝑓𝑠,𝑖𝑠𝑠,𝑖 + 𝑚𝑓𝑤,𝑖𝑠𝑤,𝑖                      

− (
𝑅𝑢

𝑀𝑠𝑤,𝑖
) (𝑥𝑠,𝑖 ln 𝑥𝑠,𝑖  + 𝑥𝑤,𝑖 ln 𝑥𝑤,𝑖) 

(8) 

where 𝑖 = 68,69, … ,82, 𝑚𝑓 is the mass fraction, 𝑥 is 

the mole fraction, 𝑅𝑢 is the universal gas constant and 

𝑀 is the molar mass, while the subscripts 𝑠𝑤, 𝑠 and 

𝑤 denote seawater, salt and water, respectively. The 

mass fraction of salt is expressed in terms of the 

salinity (𝑆𝑎𝑙) of seawater having the unit ppm, and the 

mass fraction of water is: 

 

𝑚𝑓𝑠,𝑖 = 𝑆𝑎𝑙𝑖(𝑝𝑝𝑚) × 10−6 (9) 

𝑚𝑓𝑤,𝑖 = 𝑥𝑤,𝑖

𝑀𝑤

𝑀𝑠𝑤,𝑖
 (10) 

 

The molar fractions of salt and water and the 

molar mass of saline water are determined by 
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𝑥𝑠,𝑖 =
𝑀𝑤

𝑀𝑠 (
1

𝑚𝑓𝑠,𝑖
− 1) + 𝑀𝑤

 
(11) 

𝑥𝑤,𝑖 = 1 − 𝑥𝑠,𝑖 (12) 

𝑀𝑠𝑤,𝑖 = 𝑥𝑠,𝑖𝑀𝑠 + 𝑥𝑤,𝑖𝑀𝑤 (13) 

 

Salt is an incompressible substance and its 

enthalpy and entropy are independent of pressure. On 

the other hand, these thermodynamic properties are 

functions of temperature and the temperature 

dependence of salt’s enthalpy and entropy can be 

expressed as 

 

ℎ𝑠,𝑖 = ℎ𝑠,𝑟𝑒𝑓 + 𝑐𝑝,𝑠(𝑇𝑖 − 𝑇𝑟𝑒𝑓) (14) 

𝑠𝑠,𝑖 = 𝑠𝑠,𝑟𝑒𝑓 + 𝑐𝑝,𝑠𝑙𝑛 (
𝑇𝑖

𝑇𝑟𝑒𝑓
) (15) 

 

where 𝑐𝑝,𝑠 is the specific heat of salt, 𝑇𝑟𝑒𝑓 is a 

reference temperature and ℎ𝑠,𝑟𝑒𝑓 and 𝑠𝑠,𝑟𝑒𝑓 are the 

corresponding enthalpy and the entropy values of salt. 

For 𝑇𝑟𝑒𝑓 = 35℃, ℎ𝑠,𝑟𝑒𝑓 = 29.288 𝑘𝐽 𝑘𝑔⁄ , 𝑠𝑠,𝑟𝑒𝑓 =

0.1009 𝑘𝐽 𝑘𝑔𝐾⁄ , while 𝑐𝑝,𝑠 = 0.8368 𝑘𝐽 𝑘𝑔𝐾⁄ . 

 

3.4. Objective Functions 

 

The energetic performance of the nuclear desalination 

plant is investigated through three objective 

functions, namely thermal efficiency, utilization 

factor and gain output ratio defined as 

 

𝜂𝑡ℎ =
�̇�𝑛𝑒𝑡

�̇�𝑆𝐺

 (16) 

𝜖𝑢 =
�̇�𝑛𝑒𝑡 + �̇�𝑝

�̇�𝑆𝐺

 (17) 

𝐺𝑂𝑅 =
�̇�𝑑𝑖𝑠𝑡𝑖𝑙𝑙𝑒𝑑

�̇�𝑠𝑡𝑒𝑎𝑚
=

�̇�72

�̇�66
 (18) 

 

respectively. �̇�𝑆𝐺 and �̇�𝑝 are given in Table 1 and 

�̇�𝑛𝑒𝑡 is the net electrical power output of the plant: 

 

�̇�𝑛𝑒𝑡 = 𝜂𝐺𝐸𝑁(�̇�𝐻𝑃𝑇 + �̇�𝐿𝑃𝑇)                               

− (∑ �̇�𝑃,𝑗

9

𝑗=1

+ �̇�𝑆𝑊𝑃 + �̇�𝑃𝑊𝑃 + �̇�𝐵𝑃 + �̇�𝑅𝑃) 
(19) 

 

In Eq. (19), �̇�72 and �̇�66 represent the mass flow 

rates of the product water and steam for BH, 

respectively. 

The exergetic performance of the plant is 

investigated through exergy efficiency, ecological 

coefficient of performance for cogeneration and 

exergy destruction factor 

 

𝜂𝑒𝑥 =
�̇�𝑛𝑒𝑡 + �̇�𝑝

�̇�𝑆𝐺

 (20) 

𝐸𝐶𝑂𝑃𝑐𝑜𝑔 =
�̇�𝑛𝑒𝑡 + �̇�𝑝

�̇�𝑑𝑒𝑠𝑡,𝑡𝑜𝑡

 (21) 

𝑓𝑒𝑑 =
�̇�𝑑𝑒𝑠𝑡,𝑡𝑜𝑡

�̇�𝑆𝐺

 (22) 

 

where �̇�𝑑𝑒𝑠𝑡,𝑡𝑜𝑡 is the total exergy destruction rate of 

the plant, while �̇�𝑝 is the exergy of process heat and 

�̇�𝑆𝐺  is the exergy of heat transferred through the SG: 

 

�̇�𝑝 = �̇�𝑖 − �̇�64,      𝑖 = 52,53, … , or 63 (23) 

�̇�𝑆𝐺 = (1 −
𝑇0

𝑇𝑆𝐺
) �̇�𝑆𝐺 (24) 

 

It should be noted that although 𝜂𝑒𝑥, 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 and 𝑓𝑒𝑑 

are exergetic performance indicators, these functions 

focus on different characteristics of the plant. Also, 

the objective functions have been normalized as 

follows in order to more clearly show the influence of 

the variables on the performance of the plant: 

 

𝑓̅ =
𝑓

𝑓𝑚𝑎𝑥
 (25) 

 

where 𝑓 ≡ 𝜂𝑡ℎ , 𝜖𝑢, 𝐺𝑂𝑅, 𝜂𝑒𝑥 , 𝐸𝐶𝑂𝑃𝑐𝑜𝑔, 𝑓𝑒𝑑. 

 

4. Results and Discussion 

 

In this section, the comprehensive energy and exergy 

analysis of the PWR driven MSF desalination plant is 

presented. Thermal efficiency, utilization factor, gain 

output ratio, exergy efficiency, ecological coefficient 

of performance for cogeneration and exergy 

destruction factor are considered as objective 

functions to investigate the impacts of reactor thermal 

power (�̇�𝑆𝐺), live steam temperature (𝑇4), RH mass 

flow rate ratio (𝛼𝑅𝐻) and temperature (𝑇14), process 

steam extraction node (𝑖𝑒𝑥𝑡), freshwater production 

capacity (�̇�72), top brine temperature (𝑇77),  MSF 

unit throttling mass flow rate ratio (𝛼𝑇𝑉2), seawater 

temperature (𝑇0) and salinity (𝑆𝑎𝑙0) on the energetic 

and exergetic performance of the plant. An in-house 

code is developed with MATHEMATICA 11 to carry 

out the calculations, and JANAF data [35] is used for 

the thermophysical properties of water. 
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Tables 3 and 4 present the values of the 

design parameters and dead state properties of 

seawater when they are not considered as a variable 

in analyses, and the isentropic efficiencies of the 

components for PWR’s secondary cycle and MSF 

facility, respectively. The mass flow rate ratio 

presented in Table 3 is defined as 𝛼𝑖 = �̇�𝑖 �̇�4⁄  with 

𝛼𝑅𝐻 = �̇�6 �̇�4⁄ , while the mass flow rate ratio of TV2 

is 𝛼𝑇𝑉2 = �̇�70 �̇�82⁄ . 

 

 

 

Table 3. Main design parameters of the PWR secondary cycle. 

Parameter Value Parameter Value 

�̇�𝑆𝐺  3300 𝑀𝑊 𝑃7 2600 𝑘𝑃𝑎 

𝑇𝑆𝐺  346.85℃ 𝑃8 1600 𝑘𝑃𝑎 

𝑇4 277℃ 𝑃14 1120 𝑘𝑃𝑎 

𝑇14 255℃ 𝑃15 880 𝑘𝑃𝑎 

𝛼𝑅𝐻 0.06 𝑃16 450 𝑘𝑃𝑎 

𝑖𝑒𝑥𝑡 52 𝑃17 200 𝑘𝑃𝑎 

𝛼7 0.055 𝑃18 90 𝑘𝑃𝑎 

𝛼8 0.05 𝑃19 30 𝑘𝑃𝑎 

𝛼15 0.04 𝑃22 200 𝑘𝑃𝑎 

𝛼16 0.034 𝜂𝐻𝑃𝑇 0.85 

𝛼17 0.034 𝜂𝐿𝑃𝑇 0.83 

𝛼18 0.034 𝜂𝑃 0.85 

𝛼19 0.026 𝜂𝐺𝐸𝑁 0.98 

 

Table 4. Main design parameters of the MSF facility. 

Parameter Value Parameter Value 

�̇�74 3600 𝑘𝑔 𝑠⁄  𝑃68 168 𝑘𝑃𝑎 

∆𝑇𝑠𝑡 3℃ 𝑃71 10 𝑘𝑃𝑎 

𝑇𝐵𝑇 89.85℃ 𝑃75 635 𝑘𝑃𝑎 

𝑇72 26℃ 𝑃78 578 𝑘𝑃𝑎 

𝑦 0.005 𝑃79 292 𝑘𝑃𝑎 

𝛼𝑇𝑉2 0.9 𝑆𝑎𝑙0 38000 𝑝𝑝𝑚 

𝑇0 20℃ 𝑆𝑎𝑙75 65000 𝑝𝑝𝑚 

𝑃0 101.325 𝑘𝑃𝑎 𝑆𝑎𝑙78 0.01 𝑝𝑝𝑚 

𝜂𝑃 0.85 𝑆𝑎𝑙79 70000 𝑝𝑝𝑚 

 

Figure 2 shows the effect of reactor thermal 

power and live steam temperature on the objective 

functions related to the energetic and exergetic 

performance of the plant. Increasing �̇�𝑆𝐺 causes to 

improve 𝜂𝑡ℎ, 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 and 𝑓𝑒𝑑, and it has a negative 

impact on 𝜖𝑢 while the variation in 𝜂𝑒𝑥 is negligible. 

�̇�𝑆𝐺 has the largest effect on 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 and 𝑓𝑒𝑑. An 

increase of 0.2 𝐺𝑊 changes these functions by 0.4%. 

A higher live steam temperature tends to increase the 

performance of the nuclear desalination plant. 

Performance indicators are more sensitive to the 

variation in 𝑇4 as compared to the variation in �̇�𝑆𝐺. 

For instance, 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 is enhanced by 13% when 𝑇4 

is increased by 18 ℃. 

 
(a) 

Figure 2. Impact of (a) Q ̇_SG and (b) T_4 on the 

objective functions 
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(b) 

Figure 2 (Continued). Impact of (a) �̇�𝑆𝐺 and (b) 𝑇4 on 

the objective functions. 

 

The impact of RH mass flow rate ratio and 

temperature on the energetic and exergetic 

characteristics of the nuclear desalination plant is 

illustrated in Figure 3. Higher values of 𝛼𝑅𝐻 

positively affect the performance of the plant. 

𝐸𝐶𝑂𝑃𝑐𝑜𝑔 improves by 14.85% as 𝛼𝑅𝐻 is increased 

from 0.05 to 0.07. Although the exergy destruction 

rate of RH increases, FWH1 and FWH2 experience 

large drops in �̇�𝑑𝑒𝑠𝑡 when a higher 𝛼𝑅𝐻 is chosen, 

which enhances the plant’s performance. The RH 

temperature, 𝑇14, has a relatively less important effect 

on the objective functions as compared to 𝛼𝑅𝐻. Slight 

decrements are observed in 𝜂𝑡ℎ, 𝜖𝑢 and 𝜂𝑒𝑥, and 

𝐸𝐶𝑂𝑃𝑐𝑜𝑔 decreases by 3.4% with a 10℃ rise in 𝑇14. 

 

 
(a) 

 
(b) 

Figure 3. Variation of performance indicators with (a) 

𝛼𝑅𝐻 and (b) 𝑇14. 

The effect of desalination capacity on the 

objective functions of the plant is presented in Figure 

4. Increasing �̇�72 is favorable in terms of 𝜖𝑢, 

however, it has a negative impact on 𝑛𝑡ℎ, 𝐸𝐶𝑂𝑃𝑐𝑜𝑔  

and 𝑓𝑒𝑑. The decrease in thermal efficiency with 

increasing desalination capacity is a consequence of 

the drop in electricity output of the cogeneration 

plant, and such a trend is also shown in [25]. Although 

an economic analysis is not performed in this study, it 

should also be noted that increasing the desalination 

capacity is found to have a positive impact on water 

cost [28]. 

 

 

Figure 4. Effect of desalination capacity on the objective 

functions. 

 

Desalination capacity also affects the plant’s 

performance through the choice of steam extraction 

node. Tables 5 and 6 demonstrate the variation of the 

energetic and exergetic performance indicators with 

steam extraction node for five different desalination 

capacities, respectively. The desalination capacities 

given in Tables 5 and 6 correspond to �̇�74 values of 

60, 600, 2400, 3600 and 6000 𝑘𝑔/𝑠. The 

desalination capacity of �̇�72 = 5.9 𝑘𝑔/𝑠 corresponds 

to a small scale plant, 59 𝑘𝑔/𝑠 is considered as a large 

scale plant, and the remaining three capacities are 

classified as very large scale desalination plants [36]. 

Results show that the MS outlet (i.e., 𝑖𝑒𝑥𝑡 = 56) is the 

best choice for steam extraction since it gives the 

optimum values for all objective functions. The 

selection of extraction node is especially important 

for very large capacity plants. For instance, based on 

𝑖𝑒𝑥𝑡, 𝜂𝑡ℎ varies in the range 0.282 − 0.327 when the 

desalination capacity is �̇�72 = 590 𝑘𝑔 𝑠⁄ . It should 

be noted that the choice of steam extraction node 

might be influenced by economic factors. The 

exergoeconomic analysis made for SMART driven 

MSF desalination plant shows that choosing HPT 

inlet as the steam extraction node results with the least 

water cost [26]. 
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Table 5. Impact of steam extraction node on energetic objective functions of the nuclear desalination plant for five 

desalination capacities. 

 𝜂𝑡ℎ 

�̇�72 

𝑖𝑒𝑥𝑡 5.9 𝑘𝑔 𝑠⁄  59 𝑘𝑔 𝑠⁄  236 𝑘𝑔 𝑠⁄  353 𝑘𝑔 𝑠⁄  590 𝑘𝑔 𝑠⁄  

52 0.338030 0.335995 0.329211 0.324688 0.315643 

53 0.337697 0.332659 0.315867 0.304673 0.282284 

54 0.337725 0.332943 0.317002 0.306375 0.285121 

55 0.338129 0.336980 0.333149 0.330596 0.325489 

56 0.338146 0.337159 0.333865 0.331670 0.327279 

57 0.338105 0.336741 0.332197 0.329167 0.323108 

58 0.337715 0.332848 0.316624 0.305807 0.284175 

59 0.337795 0.333639 0.319788 0.310554 0.292086 

60 0.337817 0.333861 0.320675 0.311884 0.294302 

 𝜖𝑢 

52 0.338392 0.339616 0.343694 0.346413 0.351851 

53 0.338059 0.33628 0.33035 0.326398 0.318492 

54 0.338087 0.336564 0.331485 0.328100 0.321329 

55 0.338491 0.340600 0.347633 0.352321 0.361697 

56 0.338509 0.340779 0.348349 0.353395 0.363487 

57 0.338467 0.340362 0.346680 0.350892 0.359316 

58 0.338078 0.336469 0.331107 0.327532 0.320383 

59 0.338157 0.337260 0.334271 0.332279 0.328294 

60 0.338179 0.337482 0.335158 0.333609 0.330510 

 

Figure 5 illustrates the variation of the 

energetic and exergetic characteristics of the nuclear 

desalination plant with TBT and the MSF unit 

throttling mass flow rate ratio. Increasing TBT by 

35℃ causes a slight decrement in 𝜂𝑡ℎ and 𝜂𝑒𝑥 and a 

more noticeable change of 0.4% in 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 and 𝑓𝑒𝑑. 

However, a higher value of TBT is advantageous in 

terms of GOR, since this objective function has 

improved significantly by 34% with a 35℃ 

increment in TBT. The TBT-GOR relationship 

presented in Figure 5a is also observed in [15]. The 

trends shown in Figure 5b reveal that 𝛼𝑇𝑉2 has a 

negligible effect on plant’s performance. The BH 

temperature difference (∆𝑇𝐵𝐻) also affects the GOR 

of the plant as shown in Figure 6. When  ∆𝑇𝐵𝐻 rises 

from 4 to 8, GOR of the facility decreases slightly, 

and the rate of decrement becomes faster as TBT 

increases. 

 
(a) 

 
(b) 

Figure 5. Effect of (a) TBT and (b) TV2 mass flow ratio 

on the objective functions. 
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Table 6. Impact of steam extraction node on exergetic objective functions of the nuclear desalination plant for five 

desalination capacities. 

 𝜂𝑒𝑥 

�̇�72 

𝑖𝑒𝑥𝑡  
5.9 𝑘𝑔 𝑠⁄  59 𝑘𝑔 𝑠⁄  236 𝑘𝑔 𝑠⁄  353 𝑘𝑔 𝑠⁄  590 𝑘𝑔 𝑠⁄  

52 0.641658 0.641856 0.642516 0.642955 0.643834 

53 0.640937 0.634639 0.613648 0.599655 0.571667 

54 0.640951 0.634781 0.614216 0.600505 0.573085 

55 0.641691 0.642178 0.643803 0.644886 0.647052 

56 0.641718 0.642454 0.644906 0.646541 0.649810 

57 0.641685 0.642123 0.643584 0.644558 0.646506 

58 0.640917 0.634441 0.612857 0.598467 0.569687 

59 0.640994 0.635210 0.615931 0.603078 0.577373 

60 0.640992 0.635194 0.615868 0.602983 0.577214 

 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 

52 1.84323 1.82479 1.76596 1.72887 1.65932 

53 1.83784 1.77265 1.57779 1.46422 1.26825 

54 1.83816 1.77569 1.58796 1.47785 1.28662 

55 1.84430 1.83536 1.80627 1.78746 1.75117 

56 1.84456 1.83792 1.81623 1.80214 1.77481 

57 1.84405 1.83286 1.79663 1.77335 1.72875 

58 1.83797 1.77386 1.58154 1.46898 1.27391 

59 1.83898 1.78342 1.61426 1.51346 1.33552 

60 1.83919 1.78547 1.62118 1.52278 1.34816 

 𝑓𝑒𝑑 

52 0.348117 0.351743 0.363833 0.371892 0.388011 

53 0.348744 0.358018 0.388930 0.409538 0.450754 

54 0.348691 0.357484 0.386795 0.406336 0.445418 

55 0.347932 0.349892 0.356427 0.360783 0.369496 

56 0.347898 0.349555 0.355080 0.358763 0.366130 

57 0.347976 0.350340 0.358218 0.363470 0.373974 

58 0.348709 0.357662 0.387507 0.407404 0.447197 

59 0.348560 0.356174 0.381556 0.398477 0.432319 

60 0.348518 0.355757 0.379889 0.395976 0.428151 

 

 
Figure 6. Effect of ∆𝑇𝐵𝐻  on GOR of the nuclear 

desalination plant. 

 

The variation of nuclear desalination plant 

performance with the seawater temperature and 

salinity is shown in Figure 7. The temperature and 

salinity ranges are chosen based on the data of the 

Mediterranean Sea [37]. The rise in 𝑇0 from 15 ℃ to 

27 ℃ has a positive effect on plant’s exergetic 

performance, and the most significant change is 

observed for 𝐸𝐶𝑂𝑃𝑐𝑜𝑔. On the other hand, an increase 

in 𝑇0 decreases 𝜂𝑡ℎ and 𝜖𝑢 of the plant relatively by 

0.89% and 0.84%, respectively, and such energetic 

performance degradation is typical for power plants 

[38]. As for the impact of the seawater salinity, 

𝐸𝐶𝑂𝑃𝑐𝑜𝑔 and 𝑓𝑒𝑑 are found to be the most sensitive 

objective functions. An increase of 5000 ppm in 𝑆𝑎𝑙 
leads to a relative decrement of 0.13%. 
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(a) 

 
(b) 

Figure 7. Impact of seawater (a) temperature and (b) 

salinity on the objective functions. 

 

Based on the results presented in Figures 2-6 

together with Tables 5 and 6, an optimum nuclear 

desalination plant configuration is built to investigate 

the influence of design decisions on the performance 

of the nuclear desalination plant by setting �̇�𝑆𝐺 =
3.4 𝐺𝑊, 𝑇4 = 289℃, 𝛼𝑅𝐻 = 0.07, 𝑇14 = 253℃, 

𝑖𝑒𝑥𝑡 = 56 and 𝑇𝐵𝑇 = 82.85℃ to produce freshwater 

with a capacity of �̇�72 = 353 𝑘𝑔 𝑠⁄  from the 

seawater having a temperature of 𝑇0 = 20℃ and a 

salinity of 38000𝑝𝑝𝑚. Thermodynamic properties of 

all states are presented in Table 7 and 8 for PWR’s 

secondary cycle and desalination facility, 

respectively. The negative exergy flow rates seen in 

Table 8 are due to the higher salinity levels of the 

corresponding states, and such negative values were 

also reported in [19]. 

The energetic and exergetic performance 

indicators of the optimum nuclear desalination plant 

configuration are presented in Table 9. The 

performance of a base scenario, for which the results 

are obtained with the parameters given in Table 3, are 

also provided in Table 9. Comparison of the results 

reveal the importance of the parametric energy-

exergy analysis of the nuclear desalination plant. All 

performance indicators except 𝐺𝑂𝑅 have improved 

significantly with the alteration of the decision 

variables. 𝜂𝑡ℎ, 𝜖𝑢, 𝜂𝑒𝑥 and 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 increases by 

3.01%, 3.15%, 4.70% and 0.46, respectively, and 

𝑓𝑒𝑑 decreases by 5.7% as a result of the alteration of 

design parameters. The variations correspond to 

relative improvements of 9.27%, 8.52%, 7.31%, 

26.63% and 15.27% in 𝜂𝑡ℎ, 𝜖𝑢, 𝜂𝑒𝑥, 𝐸𝐶𝑂𝑃𝑐𝑜𝑔 and  

𝑓𝑒𝑑, respectively These improvements are significant. 

The findings can also be interpreted from an 

economic perspective. For instance, the price of 

electricity is 0.1235 $ 𝑘𝑊ℎ⁄  for the Akkuyu nuclear 

power plant that is under construction in Mersin, 

Turkey for which a single reactor unit has a nominal 

power output of 1200𝑀𝑊. A 3.01% increase in 

thermal efficiency can be considered as a 36𝑀𝑊 

improvement in the power output. Nuclear power 

plants have an average capacity factor of 90%. 

Therefore, the 3.01% increase in thermal efficiency 

would cause a 35.05 million $ yearly improvement in 

the revenue of the plant. 

 

Table 7. Thermodynamic properties of all states for the secondary cycle of the PWR. 

State 𝑇(℃) 𝑃(𝑀𝑃𝑎) �̇�(𝑘𝑔 𝑠⁄ ) ℎ(𝑘𝐽 𝑘𝑔⁄ ) 𝑠(𝑘𝐽 𝑘𝑔 ∙ 𝐾⁄ ) �̇�(𝑀𝑊) 

4 289.00 7.334 1899.62 2768.17 5.7910 2039.31 
5 289.00 7.334 1766.64 2768.17 5.7910 1896.58 

6 289.00 7.334 132.97 2768.17 5.7910 142.75 

7 226.05 2.600 104.48 2606.30 5.8482 93.50 

8 201.37 1.600 94.98 2535.45 5.8775 77.45 

9 184.86 1.120 1567.18 2485.54 5.8999 1189.47 

10 184.86 1.120 1567.18 2485.54 5.8999 1189.47 

11 184.86 1.120 1335.00 2781.36 6.5457 1155.41 

12 184.86 1.120 1299.15 2781.36 6.5457 1124.38 

13 253.00 1.120 1299.15 2945.36 6.8804 1209.98 

14 253.00 1.120 1299.15 2945.36 6.8804 1209.98 

15 228.52 0.880 75.98 2899.96 6.8991 66.90 

16 147.90 0.450 64.59 2706.82 6.7692 46.85 
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Table 7 (Continued). Thermodynamic properties of all states for the secondary cycle of the PWR. 

State 𝑇(℃) 𝑃(𝑀𝑃𝑎) �̇�(𝑘𝑔 𝑠⁄ ) ℎ(𝑘𝐽 𝑘𝑔⁄ ) 𝑠(𝑘𝐽 𝑘𝑔 ∙ 𝐾⁄ ) �̇�(𝑀𝑊) 

17 120.21 0.200 64.59 2666.43 7.0257 39.39 
18 96.73 0.090 64.59 2559.37 7.0942 31.18 

19 69.09 0.030 49.39 2427.14 7.1905 15.91 

20 30.03 0.004 980.01 2226.51 7.3661 68.74 

21 20.00 0.101 99559.60 83.91 0.2965 0.00 

22 20.03 0.200 99559.60 84.03 0.2968 0.60 

23 25.03 0.101 99559.60 104.95 0.3676 17.97 

24 30.03 0.004 1015.87 125.86 0.4372 0.70 

25 30.03 0.030 1015.87 125.89 0.4373 0.70 

26 55.55 0.030 1065.26 232.58 0.7751 8.91 

27 55.57 0.090 1065.26 232.65 0.7753 8.92 

28 87.29 0.090 1129.85 365.66 1.1614 31.84 

29 87.32 0.200 1129.85 365.79 1.1618 31.86 

30 116.79 0.200 1194.44 490.20 1.4932 66.24 

31 116.87 0.450 1194.44 490.51 1.4940 66.33 

32 143.50 0.450 1259.03 604.20 1.7754 109.20 

33 143.63 0.880 1259.03 604.75 1.7767 109.41 

34 184.86 0.880 232.18 784.58 2.1862 34.06 

35 266.20 7.334 132.97 1165.85 2.9405 40.80 

36 215.64 0.880 365.15 923.42 2.4983 70.86 

37 182.87 0.880 1700.16 775.77 2.1670 243.98 

38 183.09 1.600 1700.16 776.73 2.1691 244.57 

39 203.88 1.600 1795.14 869.78 2.3670 321.11 

40 204.18 2.600 1795.14 871.15 2.3699 322.07 

41 226.05 2.600 1899.62 966.59 2.5736 408.68 

42 227.48 7.334 1899.62 978.33 2.5868 423.63 

43 289.00 7.334 1899.62 2768.17 5.7910 2039.31 

44 226.05 2.600 104.48 2606.30 5.8482 93.50 

45 201.37 1.600 94.98 2535.45 5.8775 77.45 

46 228.52 0.880 75.98 2899.96 6.8991 66.90 

47 147.90 0.450 64.59 2706.82 6.7692 46.85 

48 120.21 0.200 64.59 2666.43 7.0257 39.39 

49 96.73 0.090 64.59 2559.37 7.0942 31.18 

50 69.09 0.030 49.39 2427.14 7.1905 15.91 

51 30.03 0.004 980.01 2226.51 7.3661 68.74 

52 289.00 7.334 0.00 2768.17 5.7910 0.00 

53 226.05 2.600 0.00 2606.30 5.8482 0.00 

54 201.37 1.600 0.00 2535.45 5.8775 0.00 

55 184.86 1.120 0.00 2485.54 5.8999 0.00 

56 184.86 1.120 35.85 2781.36 6.5457 31.03 

57 253.00 1.120 0.00 2945.36 6.8804 0.00 

58 228.52 0.880 0.00 2899.96 6.8991 0.00 

59 147.90 0.450 0.00 2706.82 6.7692 0.00 

60 120.21 0.200 0.00 2666.43 7.0257 0.00 

61 96.73 0.090 0.00 2559.37 7.0942 0.00 

62 69.09 0.030 0.00 2427.14 7.1905 0.00 

63 30.03 0.004 0.00 2226.51 7.3661 0.00 

64 184.86 1.120 35.85 784.58 2.1862 5.26 

65 30.02 0.004 35.85 784.58 2.6010 0.81 

66 88.85 0.067 31.33 2657.73 1.1796 472.53 

67 88.85 0.067 31.33 372.20 0.3811 37.80 
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Table 8. Thermodynamic properties of all states for the MSF facility. 

State 𝑇(℃) 𝑃(𝑀𝑃𝑎) 𝑆𝑎𝑙(𝑝𝑝𝑚) �̇�(𝑘𝑔 𝑠⁄ ) ℎ(𝑘𝐽 𝑘𝑔⁄ ) 𝑠(𝑘𝐽 𝑘𝑔 ∙ 𝐾⁄ ) �̇�(𝑀𝑊) 

68 20.00 0.168 38000 1455.88 81.99 0.3183 0.09 

69 28.00 0.118 38000 1455.88 114.38 0.4275 0.66 

70 28.00 0.118 38000 689.63 114.38 0.4275 0.31 

71 28.00 0.010 38000 689.63 114.38 0.4275 0.30 

72 26.00 0.010 0.01 315.26 109.02 0.3812 2.72 

73 28.00 0.010 70000 374.37 111.68 0.4366 -1.85 

74 28.00 0.010 65000 3600.00 112.09 0.4354 -15.00 

75 28.00 0.635 65000 3600.00 112.62 0.4352 -12.89 

76 77.85 0.635 65000 3600.00 310.29 1.0426 57.74 

77 82.85 0.635 65000 3600.00 330.18 1.0988 69.96 

78 26.00 0.578 0.01 315.26 109.54 0.3811 2.90 

79 28.00 0.292 70000 374.37 111.92 0.4366 -1.75 

80 20.00 0.101 70000 374.37 80.18 0.3303 -1.97 

81 20.00 0.101 0.01 315.26 84.01 0.2965 2.67 

82 20.00 0.101 38000 766.25 81.93 0.3183 0.00 

 

Table 9. Comparison of an optimum configuration with a base configuration for the nuclear desalination plant. 

Performance indicator Base scenario Optimum scenario 

𝜂𝑡ℎ 0.3247 0.3548 

𝜖𝑢 0.3464 0.3759 

𝐺𝑂𝑅 11.1781 10.0639 

𝜂𝑒𝑥 0.6429 0.6899 

𝐸𝐶𝑂𝑃𝑐𝑜𝑔 1.7289 2.1893 

𝑓𝑒𝑑 0.3719 0.3151 

 

The irreversibility rates of plant components 

are presented in Figs. 8 and 9 for PWR’s secondary 

cycle and MSF facility, respectively. Secondary cycle 

of the PWR has a total irreversibility rate of 

551.75𝑀𝑊 and SG has the largest contribution of 

32%. The total exergy destruction rate of the MSF 

facility, 13.10 𝑀𝑊 is low as compared to the 

secondary cycle and the MSF unit is responsible for 

the majority of the losses. Results of [19] also show 

that MSF unit is the largest source of irreversibility in 

the desalination facility. 

 

5. Conclusion 

 

Access to freshwater is a challenging issue for regions 

with arid climate. Desalination is an essential 

technology for countries having water scarcity 

problems and nuclear energy is a promising source 

that can provide both thermal and electrical energy for 

desalination facilities with a negligible environmental 

impact. This study focuses on a comprehensive 

energy and exergy analysis of a nuclear desalination 

plant. A pressurized water reactor is used as the 

energy source to produce electricity and to supply 

process heat to a multi-stage flash desalination facility 

for seawater desalination. The effects of several 

design and operating parameters on the energetic and 

exergetic characteristics of the plant are studied in 

detail. The results of the analysis can be summarized 

as follows: 

• Higher reactor thermal power has a positive 

impact on thermal efficiency, coefficient of 

ecological performance and exergy destruction factor 

of the plant, while it tends to decrease utilization 

factor. 

• The overall plant performance improves as the live 

steam temperature and the reheater mass flow rate 

ratio increase, while a lower reheater temperature is 

preferable for better cogeneration performance. 

• Increasing the freshwater production capacity 

improves the utilization factor of the nuclear 

desalination plant, on the other hand, it has a negative 

impact on thermal efficiency, coefficient of 

ecological performance and exergy destruction factor. 

• The outlet of the moisture separator is the best 

candidate for steam extraction, and the selection of 
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extraction node is crucial for very large scale 

desalination plants. 

• Gain output ratio of the plant enhances remarkably 

with increasing top brine temperature. Decreasing the 

brine heater temperature difference also has a positive 

impact on the gain output ratio, and the throttling 

valve mass flow rate ratio has a negligible effect on 

plant’s performance. 

• A higher seawater temperature tends to decrease 

the energetic performance of the nuclear desalination 

plant, however, it positively affects the exergetic 

objective functions. A higher seawater salinity causes 

a slight decrement in the exergetic performance. 

• The overall plant performance can be significantly 

improved by carefully selecting the design 

parameters. 

• Steam generator and multi-stage flash unit cause 

the largest exergy destruction rates in the secondary 

cycle of the reactor and multi-stage flash facility, 

respectively. 

The findings of this study provide useful 

technical information for both the designers of PWR 

based nuclear desalination systems and policy 

makers, especially in countries suffering from water 

scarcity. With that being said, the detailed analysis 

presented in this paper can be further improved by 

considering economic factors and carrying out a 

multiobjective optimization that takes into account 

energetic, exergetic and economic objective 

functions. Research into performing this optimization 

is already in progress. 

 

 

 

Figure 8. Exergy destruction rates of PWR’s secondary cycle components. 
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Figure 9. Exergy destruction rates of MSF facility components. 
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Abstract 

In pattern recognition, the automatic identification of image-based input patterns by 

machine is an important problem. The need to convert images taken with tools such 

as cameras into formats usable by computers is increasing day by day. The output 

and efficiency of manual data entry processes are low and error rates are high. 

Outsourcing these processes to companies dealing with professional information 

entry is not preferred due to reasons such as security and lack of continuous service 

quality. For these and similar reasons, a system that enables automatic recognition of 

optical characters is aimed. With the help of this system, it is aimed to provide the 

opportunity to serve more people in a shorter time. In accordance with the stated 

objectives, a unique dataset has been created by performing identification card 

segmentation. This dataset was combined with the standard OCR dataset and 

classification was performed with ANN and proposed CNN methods on the extended 

dataset. The proposed CNN method, inspired by the Inception V3 model, is a deep 

learning model consisting of 15 layers. The ANN model uses features obtained from 

different wavelet types to increase discrimination. Competitive results were obtained 

from both ANN and proposed CNN models. In the proposed CNN model, in the 

extended version of the dataset, 99.49%, 98.87%, 99.48% and 99.50% values for F1 

score, recall, precision, and accuracy metrics were obtained in the same order for 

training. Similarly, for validation, 99.13%, 98.43%, 99.21% and 99.27% values were 

obtained in the same order. 
 

 
1. Introduction 

 

Optical Character Recognition (OCR) poses a serious 

challenge in the field of computer vision as it plays an 

important role in the process of converting 

unstructured raw data into meaningful data. In order 

to overcome the challenges in OCR and to support 

ANN and CNN based artificial intelligence 

applications, algorithms that include text detection 

and text recognition steps in the OCR process are 

needed [1]. Text detection involves the identification 

and extraction of regions with meaningful data 

obtained using segmentation techniques. Text 

recognition involves the classification of the values in 

the extracted text regions with high performance 

criteria. In recent years, unlike machine learning 

 

*Corresponding author: halitcetiner@isparta.edu.tr              Received: 13.06.2024, Accepted: 21.10.2024 

based OCR approaches, deep learning based OCR 

approaches have made significant progress. These 

models are reported to offer high OCR performance 

even for images with complex backgrounds [1]. 

 In OCR problems, there are a wide variety of 

scenarios for the detection of the text region and the 

recognition of meaningful characters in that region. 

Images, videos, scene images are among the materials 

used for OCR process. OCR is used in many 

application scenarios such as scene recognition, 

license plate recognition, machine translation, 

number recognition [1]. In the OCR process, it is 

aimed to provide automatic detection and recognition 

of text regions from video images consisting of an 

image or images. 
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 Today, electronic government systems (EGS) 

have been spread too much. One of the most 

important reasons for the widespread offers great 

advantages. The biggest advantage of the EGS is 

provided with easily access to information about that 

person with identity. In addition to the person can 

obtain the information from institutions and 

organizations such as information services, integrated 

electronic services, payment transactions, short cuts 

to institutions and organizations, date information and 

announcements, message from the institutions to the 

citizens. This paper proposes a digit recognition 

system that can be integrated into systems such as 

EGS in the future. In this sense, both machine 

learning and deep learning based methods are tested 

for digit recognition and classification. 

 While the institutions employees logging to 

the EGS with identification card (IC), they are not 

entering as accurate and fast as systems of all the 

numbers on identity because of reasons such as eye 

strain, distractions. The ICRS to facilitate the use of 

EGS are realized. The ICRS is an optical character 

recognition system. Character recognition has found 

a wide range of applications in different fields such as 

recognition of card numbers belonging to various 

banks, directing of vehicles by reading road signs, 

advertising, banner, reading of market boards, 

automatic reading of bank checks, license plate 

recognition, reading of postal codes in the last 

century. More sophisticated methods are needed in 

order to meet the increasing request in this is a 

different application area. There are many different 

works related to the mentioned OCR based 

applications. Authors in the [2] presented number 

recognition system. The system uses pre-processing 

methods which are based on processes such 

thresholding, noise extraction. Then, each image of 

all images resized a standard size by the system. 

Finally, end points of numbers in thinned image are 

obtained by using chain code. Thus, they developed 

number recognition system. Authors in the [3] 

presented number recognition system. They use 

likelihood values between graphs which are created 

feature vectors. Then, they use KNN algorithm so as 

to classification of oriya numbers. Authors in the [4] 

presented license plate recognition system. The 

system consists of detection, respectively shredding 

according to character, recognition. Author in the [5] 

presented plate recognition system which uses 

thresholding, morphological operations, template 

matching. Authors in the [6] presented number 

recognition system which consists of segmentation 

and recognition. The system is a mobile application 

based on android operating system. Authors in the [7] 

presented plate recognition system which consists of 

thresholding, localization of plate with genetic 

algorithm. Authors in the [8] presented printed text 

recognition system which uses training with Hidden 

Markov model by using multiple fonts. 

 Authors in the [9] presented active learning 

methodology based on KNN. The methodology is 

used in the recognition of different script numbers. 

Author in the [10] presented character recognition 

system which consists of forms filled by writers, 

convert forms into images, creating of train and test 

sets, pre-processing with Otsu thresholding, 

segmentation with connected component analysis, 

feature extraction with framing feature, classification 

with KNN and SVM classifiers. The society began to 

development with information. It is difficult to 

control the information with increasing level of 

information. The circulation rate of the information is 

much increased according as development of 

computer and communications technology. This rapid 

growth makes necessary to make an efficient use of 

public and private institutions. The effective usage 

which can only be solved to make use of computer 

and internet technology. Computer and 

communications technology play key role in the data 

collection, storage, interpretation and the process of 

reaching the users. Advances in information 

technology has become facilitated access to 

information. The use of this information technology 

in public administration is suitable accordance with 

EGS for all private and public institutions. Thus, it 

will become faster and quality of public and private 

services. A character recognition system has been 

developed in Turkey due to the convenience of EGS 

in many different areas such as mobile electronic 

system integration, traffic information system, mobile 

information, earthquake emergency response 

network, lone pension operation, national judicial 

network. It is aimed to facilitate access to the system 

at a later point in the process, including facilitating the 

work. In Turkey, the verification process takes a lot 

of time as the employees of the organisation log in to 

the EGS with IC. In addition to this, institutional 

employees find the existence of individuals from EGS 

databases by manually logging in. During these 

processes, negative situations or delays may occur as 

a result of incorrect entries. For these reasons, ICRS 

has been developed. 

 As in the EGS system in Turkey, there are 

also applications in the world that automate the OCR 

process. In the United Kingdom, medical reports 

created by doctors are stored in the national health 

service database. Important information of these 

documents is identified and added to the patient's 

database. In this and similar ways, it is seen that 

studies have been carried out in the literature to 
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automate the manual process by reducing the 

cognitive load [11]. The OCR helps to digitize printed 

materials such as valuable information, forms, etc. 

that are present in printed documents.  

 In line with the stated aims and objectives, the 

main contributions of this article to the literature are 

listed below. 

• In this paper, a new segmentation 

algorithm is developed that automatically 

detects the digits in TC IC cards and 

separates the digits from each other.  

• A new digit dataset, which is not defined in 

the literature, was created using the newly 

proposed segmentation algorithm.  

• The new dataset was merged with the 

publicly available standard OCR dataset to 

extend the dataset. 

• A new deep learning-based approach is 

presented for the OCR process, which 

consists of two main components: text 

recognition and text detection.  

• Wavelet-based features were extracted on 

the extended dataset (Dataset-IV) and 

ANN classification was performed. In the 

Dataset-IV, the highest values achieved 

with ANN were obtained using Rbio 3.1 

and Bior 2.2 wavelet types. These values 

were found to be 100% and 99.8% 

accuracy for training and testing, 

respectively. As can be seen from this 

result, the performance of the Rbio 3.1 

wavelet type has also improved as a result 

of the Dataset-IV. 

• At the same time, the proposed CNN 

method was used to classify the characters 

on the Dataset-IV. In the proposed CNN 

model, 99.24 %, 98.96 %, 99.77%, 

99.77%, and 99.24% values were obtained 

for F1 score, recall, precision, and accuracy 

metrics in training for the Dataset-I, 

respectively. For validation, 99.12%, 

98.50%, 99.43%, and 99.02% values were 

obtained in the same order. In the Dataset-

IV, 99.49%, 98.87%, 99.48%, and 99.50% 

values were obtained in the same order for 

training. Similarly, for validation, values of 

99.13%, 98.43%, 99.21%, and 99.27% 

were obtained in the same order. 

 The following sections of the paper are 

organized as follows. Section 2 provides a detailed 

summary of machine learning and deep learning 

based OCR approaches in the literature. Section 3 

provides information about the datasets used in the 

paper and the algorithms that process these datasets. 

Section 4 presents the performance results obtained 

from the ANN and proposed CNN methods used in 

the article. In the last section, the article is concluded. 

  

2. Related Works 

 
There are researches on the number recognition 

application areas for many languages such as Arabic, 

Chinese, French, German, British, Indian, Italian, 

Persian [12]–[19]. Unfortunately, for number 

recognition of TR's identity card numbers was not 

found in any work in the literature. A study was 

carried out to improve the performance of the EGS 

system in similar structures and to overcome this 

deficiency in the literature. 

 Extracting text from images requires 

overcoming many challenges. The most prominent 

among these difficulties are background, font size, 

size of images, quality and format differences. In 

order to overcome these difficulties and to obtain 

accurate and meaningful texts, modern solutions are 

needed. Addressing these challenging problems in the 

right way is critical in terms of increasing the 

efficiency of OCR systems. When the OCR studies 

carried out to overcome these difficulties are 

analysed, it is seen that two different approaches, 

machine learning based approaches and deep learning 

based approaches, dominate the studies. 

 Inspired by the power of deep learning in 

different problems, it is thought that deep learning-

based approaches can be used in OCR systems [20]–

[23]. As a result of the research conducted in this 

context, deep learning-based approaches that tackle 

OCR problems in the literature are presented below. 

Niranjan and Kumar developed a hybrid method 

using BiLSTM and CNN architectures to improve 

text recognition performance [24]. They use a 

synthetic dataset called MJSynth in their study. Yang 

et al. introduce a deep learning based PSENet 

architecture for extracting meaningful textual 

information from natural scene images [25]. Kirthiga 

et al. carried out a study on automatic recognition of 

Tamil scripts using deep learning based character 

recognition algorithms. They applied various 

preprocessing techniques to remove noise in Tamil 

scripts and to improve images. The authors reported 

that obtaining strong features is important in character 

recognition and compared the segmentation of 

characters, recognition rates and accuracy [26]. Batra 

et al. discuss the benefits of the OCR approach in the 

healthcare system, especially OCR applications that 

enable the digitisation of medical laboratory records 

[27]. Tesseract, EasyOCR and DocTR, three widely 

used OCR applications and pre-processing techniques 

such as image thresholding, filtering and sharpening 
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are examined in detail. Among these, DocTR is 

reported to be supported by Tensorflow 2 and Pytorch 

artificial intelligence libraries [27]. Low et al. 

evaluate the performance of pre-trained deep learning 

models for text detection and recognition on different 

datasets, especially for the detection and recognition 

of seven segment digits. According to different text 

detection algorithms, PaddleOCR's DBNet method 

gives a good result in text detection, while the 

PARSeq algorithm gives a good result in the 

recognition of seven segment digits [28]. Singh et al. 

developed an OCR model with CNN and BiLSTM 

based architectures using language models trained on 

the JFLEG dataset [29]. Gujjeti et al. develop a deep 

learning algorithm for detecting and classifying text 

in scene images [30]. In the developed approach, 

CNN architecture is used to extract features from each 

of the segmented scene images to be recognized. In 

the recognition and classification of characters, 

classification is performed with the SVM algorithm, 

one of the popular machine learning methods. CNN-

based algorithms are reported to provide good results 

in extracting features of characters in scene text 

images. CNN architectures are very useful for 

recognizing characters in scene images due to their 

high robustness to changes in direction, scale, and 

noise [30]. Chandio et al. developed a CNN-based 

method for extracting features and combining multi-

level features to recognize Urdu characters [31]. 

 Machine learning based approaches that 

tackle OCR problems in the literature are presented 

below. Authors in the [32] presented a number 

recognition system by using principal component 

analysis and linear discriminate analysis to determine 

the distinct between person and machines. Thus, 

security communication connection between person 

and machines is provided by the classification and 

evaluation of electroencephalogram signals. Authors 

in the [33] convert ANN based on desktop character 

recognition application to mobile application with 

piecewise linear methodology. They have increased 

up to 60% the rate of speed of without any change in 

the rate of recognition. They have expressed to down 

half of the size of code in this made the system. 

Authors in the [34] presented text recognition system. 

The system uses images obtained from phone camera. 

Firstly, they detected regions as English texts by using 

DCT statistical values. Secondly, candidate text 

regions are merged by using morphological 

operations. Thirdly, thresholding is applied to 

increase the separation between foreground and 

background of text regions. Fourthly, they carried out 

text recognition by using Tesseract character engine. 

In this point, English characters obtained from fourth 

process are translated to Spanish characters. They 

search all characters of the character engine by using 

binary search algorithm in the translation process. 

Authors in the [35] presented number recognition 

system by using a classifier based on Euclidean and 

Mahalanobis distance. The system consists of 

thresholding, features obtained from statistical values, 

two classifiers. Authors in the [36] presented 

thresholding technique which is identified of broken 

Gujarati characters. Authors in the [37] presented 

character recognition system. The system consists of 

feature extraction with chain, distance and gradient 

based features, classification with linear discriminant, 

quadratic discriminant and KNN classifiers. Authors 

in the [38] presented number recognition system 

which uses six different moment features. They use 

multilayer perception classifier in the classification of 

the numbers. Authors in the [39] presented number 

recognition system which consists of pre-processing 

with DCT, matrices transform of values obtained 

from pre-processing, classification with SVM of these 

matrices. 

 OCR models based on deep learning are said 

to give better performance results than traditional 

methods [1]. When the studies in this field are 

analysed in the literature, it is seen that OCR is 

generally performed using ready-made datasets and 

deep learning models with pre-trained weights. In 

order to overcome this deficiency, a new OCR dataset 

was prepared. At the same time, a detailed 

comparison of the ANN method, which is a machine 

learning based method, and the deep learning based 

proposed CNN method was carried out. 

 
3. Material and Method 

 

3.1. Material 

 
In this section of the study, the number dataset used in 

the study prepared by Çetiner in 2012 was used first 

[40]. In the study, this dataset is named as Dataset-I. 

There are 1160 images in Dataset-I, half of which are 

images of female and half of which are images of male 

TC IC cards. The images obtained within the scope of 

this study were obtained by preparing a special 

hardware setup. This setup is presented in detail in 

Sections 3.1.1 and 3.1.2. 

 

3.1.1. Identification Card Recognition System 

(ICRS) 

 

In this paper, ICRS is introduced. ICRS has been 

tested on TR IC images. TR IC is a card with a blue 

or pink background colour. The drawn patterns in the 

background make it difficult to recognise the numbers 

in the foreground. The TR IC usually deforms 
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because the level of light in environment affects the 

quality of the image taken from the camera. In 

addition to, it may be deformed due to many reasons 

such as identity plated, cold stamp. Figure 1 shows 

algorithm of the ICRS. All steps of this study are 

given in the Figure 1. The ICRS consists of hardware 

design, pre-processing, feature extraction, 

classification, recognition respectively. 

 

 

Figure 1. Identification card flow diagram [40] 
 

 

3.1.2. Hardware Design 

 

The hardware system is designed to prevent light 

changes. Otherwise, the images not taken under 

certain standards changes occur in many parameters 

such as quality, resolution, light level, lighting 

conditions. This condition makes difficult to 

localization of TR IN. The ICRS has been 

standardized to overcome all these difficulties by 

making closed cabinet. Figure 2 shows the designed 

model of cabinet. This cabinet consists of a camera, a 

camera lens, an illumination circuit, a computer that 

is connected via the USB port, an adjust power 

supply. An adjustable adapter is used as a power 

source. This adapter was used to provide power of the 

illumination circuit with LEDs (Light Emitting 

Diode).  

 

Figure 2. Test System Design [40] 

 

 The images obtained from Matrix Vision 

CCD BlueFox camera is send to computer via the 

USB port connection by placed within the cabin. 

There is place of IC on the other side and camera on 

one side of the cabin. Some statistical analysis is 

extracted to determine the best light values of the 
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image obtained from the camera. Table 1 shows that 

voltage, brightness, contrast and recognition test 

results of images obtained from designed test system 

in the night environment. Illumination of camera 

within the closed cabin is provided with white LEDs 

placed on the side wall of the cabin. 

 
Table 1. The experimental results in different voltages [40] 

Voltage 

(Volt) 

Brightness 

Value 

Contrast 

Value 

Recognition 

1.5 0.00 0 Unsuccessfully 

3 0.00 0.06 Unsuccessfully 

4.5 0.00 0.06 Unsuccessfully 

6 2.49 2.41 Unsuccessfully 

7.5 88.34 45.01 Successfully 

 
 With the hardware and algorithm presented in 

Sections 3.1.1 and 3.1.2, 116 images of each class 

were obtained using the numeric images obtained 

from TR ICs. These images were created separately 

for each of the digits between 0 and 9. Some of the 

sample images of the dataset used in the study are 

presented in Figure 3. 

 

 

Figure 3. Images obtained with the prepared hardware 

[40] 

 

 In order to increase the number of images in 

the created dataset, images from the Standard OCR 

dataset were also included in the study [41]. In the 

study, the standard OCR dataset is named Dataset-II. 

Some of these images are also presented in detail in 

Figure 4. 

 

 

Figure 4. Some of the images in the standard OCR 

dataset 

 
 In this way, a total of 2320 images were 

obtained by combined Dataset-I [40] to and the 

Dataset-II [41]. The dataset formed by the combined 

of these two datasets is named Dataset-III. When the 

studies on the subject in the literature are examined, it 

is seen that data augmentation is generally performed 

when the amount of data is low [42]. For this reason, 

the number of images was increased to 6960 by 

applying rotation, mirroring and inversion operations, 

which are the basic data augmentation operations. 

The new dataset obtained as a result of the data 

augmentation processes mentioned in the study is 

named Dataset-IV. The datasets used in the study are 

presented in detail in Table 2. 

 
Table 2. Presented display of datasets 

Datasets Description Number of images used 

Dataset-I ([40]) 
The number dataset used in the study prepared by Çetiner in 2012 

was used first [40]. 
1160 

Dataset-II ([41]) Standard OCR dataset 1160 

Dataset-III ([40] 

+[41]) 

In order to increase the number of images in the created dataset, 

images from the Standard OCR dataset were also included in the 

study 

2320 

Dataset-IV ([40] 

+[41] with data 

augmented) 

Extended dataset with data augmentation technique 6960 

 
3.2. Methods 

 
In this study, classification performance results were 

obtained by using ANN and proposed CNN model on 

the generated dataset. For this purpose, firstly, basic 

preprocessing was performed on the images. In the 

second step, characters were detected by using 

horizontal and vertical histograms on the image. In 

the third step, features were obtained from the 

characters for the machine learning algorithms to be 

used in the study. At this stage, the features with the 

highest discrimination were used in the ANN 
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algorithm. In the last step, which is the fourth step, the 

classification process was performed. At this stage, 

ANN and proposed CNN model were applied. The 

steps performed in the study are presented in detail in 

this section. 

 

3.2.1. Preprocessing 

 

Localization process of TR IN in TR IC is difficult 

due to the fact that TR IC has two different number 

regions. For this reason, the ICRS determines location 

of TR IN early. The dynamic thresholding of image is 

important to in real-time systems. The brightness and 

contrast adjustments were used for the transaction. 

The TR IC images have wear at different rates, 

various degrees of degradation. These cards printed 

by the machine may have different font, width and 

height values. The ICRS have determined that the 

density changes are caused by these changes. A 

separate threshold value for each image is determined 

due to these changes. To address this problem, the 

ICRS tried to set the appropriate brightness and 

contrast. After the experiment, binary images were 

obtained on the desired usefulness by using the 

average and standard deviation of gray level image.  

 The weighted average of the image gray 

values is an indicator of the image brightness. The 

weighted standard deviation of the image gray values 

is an indicator of the image contrast. Eq. 1 calculates 

brightness value of image. 

 

𝐼𝐵𝑖
𝑁 = ∑ 𝜇𝑖

𝑁

𝑖=0

− 𝐼, 1,2, . … 𝑁 (1) 

 

 𝐼𝐵𝑖
𝑁 is insufficient brightness value of image 

with 𝑖 index. 𝑖 is the index number of the image. 𝑁 is 

the maximum index number image of the image 

database obtained from the ICRS with real time. 

𝐼denotes the RGB image. 𝜇 denotes the mean of 

image. Eq. 2 shows that increasing the insufficient 

brightness value of the image pixel can be removed 

from a fixed c value to adjust the brightness of the 

image. 

 

𝐼𝑛𝑑𝑖
𝑁 = 𝐼𝐵𝑖

𝑁 < 50{𝑓𝑖𝑚𝑐(𝐼𝑔𝑟𝑎𝑦)

∗ (𝑐 − 𝐼𝐵𝑖
𝑁)} 

(2) 

 

 Where 𝑓𝑖𝑚𝑐 is a function that calculates the 

complement of the 𝐼𝑔𝑟𝑎𝑦 which is grayscale image. 

Eq. 3 shows that increasing the insufficient brightness 

value of the image pixel can be multiplied from a 

fixed c value to adjust the brightness of the image. 

𝐼𝑛𝑑𝑖
𝑁 = 𝐼𝐵𝑖

𝑁 >= 50|𝑡ℎ𝑒𝑛 

(3) 𝑇ℎ𝑖
𝑁 = 𝑓𝑖𝑚𝑎 (𝜇(𝐼𝑔𝑟𝑎𝑦)) + 𝜎(𝐼𝑔𝑟𝑎𝑦) ∗ (0.3/𝑐)

𝐼𝑔𝑟𝑎𝑦 < 𝑇ℎ𝑖
𝑁𝑖𝑠 … 𝑎𝑝𝑝𝑙𝑖𝑒𝑑

 

 

 Where 𝑓𝑖𝑚𝑎 is a function that adjust image 

intensity values of the 𝐼𝑔𝑟𝑎𝑦 by adjusting at minimum 

value 0.1 and maximum value 0.9. 𝜎 denotes the 

standard deviation of image. 𝑇ℎ𝑖
𝑁 is thresholding 

value of image with 𝑖 index. The obtained 

thresholding method converts the two different RGB 

regions to binary format according to Eqs. 1, 2 and 3. 

The two different number regions convert to binary 

format with a simple thresholding. 

 

3.2.2. The Detection of TR IN and feature 

extraction 

 
In the detection stage, there are some difficulties due 

to the differences as font and size in TR IC. In 

addition to, there is more than one candidate region. 

The detection of TR IN is carried out in third steps. In 

the first step, pixel values in the vertical axis of the 

binary image were collected. In the second step, 

intersection points with the axis of greater places than 

total pixel value 0 have been appointed 1 according to 

the sum of the pixel values. In the third step, 

segmented regions are obtained with logic applied in 

the second step according to vertical projection in the 

vertical axis. 

 The ICRS is carried out connected 

component of each segmented region. Then, the 

number of characters detected with 8 connected 

objects in each region are kept. Then, horizontal 

projection of each segmented region is obtained to 

ensure the accuracy of the detected region and total 

pixel values of the region are calculated. The ICRS is 

calculated parameters such as the average distance 

between the characters, distance between characters, 

the number of characters for each candidate TR IN 

region. At this stage, wavelet transform is used for 

feature extraction. 

 Wavelet transforms use two functions that 

can extract local and global features of patterns by 

performing localised analysis. One of these two 

functions is the wavelet function determined by the 

high pass filter. The other is the scaling function, 

which is the low-pass filter that produces the wavelet 

approximations [43]. In image processing, discrete 

wavelet transform (DWT) is generally employed. In 

DWT, the mother wavelet 𝜓(𝑡) is scaled and 

translated at different decomposition level, and then 

the child wavelet 𝜓𝑚,𝑛(𝑡)is convolved with the 

image. The child wavelet is given as;  
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𝜓𝑚,𝑛(𝑡) =
1

√𝑚
𝜓 (

𝑡 − 𝑛

𝑚
) , 𝑚 > 0, 𝑛

∈ ℜ 

(4) 

 

 In Eqs. 4, 5, and 6, 𝑚 and 𝑛 are scaling and 

shifting parameters in the time domain, respectively. 

In generally wavelet and scaling function transform 

are determined with multiples of two ([44]): 

 

{
𝜑𝑚,𝑛(𝑡) = 2

−𝑚
2⁄ 𝜑(2−𝑚𝑡 − 𝑛)

𝜓𝑚,𝑛(𝑡) = 2
−𝑚

2⁄ 𝜓(2−𝑚𝑡 − 𝑛)
} (5) 

 

 For the 𝑆𝑡 time series which are containing 

the samples of 𝑁 has an 𝑖 discrete time step, the 

discrete wavelet transform defined as in Eq. 6: 

 

𝑊𝑚,𝑛 = ∫ 𝑓(𝑡)
∞

−∞

𝜓𝑚,𝑛(𝑡)𝑑𝑡 (6) 

 

 These coefficients measure the variations of 

the field 𝑓(𝑡) about the point 𝑛 with the scale given 

by 𝑚 and in Eq. 6. Also, 𝑊𝑚,𝑛 has a time value that is 

the wavelet coefficients. Discrete wavelet transform 

separates the two main components of signals. These 

processes are done using filters. The first of these 

main components is low-frequency components, thus 

low-pass filter outputs. Other high-frequency 

components, thus high-pass filter outputs. 

 Approaches (𝐴) are low-frequency 

components of the main components and Details (𝐷) 

are high-frequency components of the main 

components in composed of discrete wavelet 

transformation. 𝑆(𝑡) signal is done parsing process by 

subjecting to discrete wavelet transform process. It is 

separated to equal the number of sub-frequency 

component, is called 𝐴and high-frequency 

component, is called 𝐷. The detail and approximation 

coefficients of the S(t) signal shown in Figure 6 are 

high-frequency low-scale components and low-

frequency high-scale values, respectively. In Figure 6 

observed that decomposition of a 𝑆(𝑡) signal in third 

level. 

 

 

Figure 5. Filtering process in wavelet transformation [40], [43] 

 

 After leaving the sub-bands with the standard 

wavelet transform in Figure 5, approach component 

of signal is divided into sub-bands with same 

procedure again and this procedure continues until it 

reaches the desired resolution. As can be seen in 

Figure 5, the signal 𝑆(𝑡) subjected to discrete wavelet 

transformation. This signal does not any loss, only its 

components separated multiplied by main wavelet. In 

this here, 𝐴3 approach component is basic 

component. Approaches are low frequency 

components with high weight. Details are high 

frequency components with low weight. As can be 

seen the purpose of wavelet transformation, signal are 

decomposed approach and detail components. The 

resulting approach is decomposed approach and detail 

components in second level again; this process can be 

repeated until the desired result is obtained. Signal 

can be separated in its components at desired 

resolution level by process of separating the 

components is sequential repeated [43]. Sequentially 

repeating the process is shown in Figure 5. Firstly, 

original 𝑆(𝑡) signal passes through high-pass 𝑔(𝑡) 

filter and a low-pass ℎ(𝑡)filter. This is a separation 

process with level and mathematically expressed as in 

Eq. 7 and Eq. 8: 

 



H. Çetiner, B. Cetişli / BEU Fen Bilimleri Dergisi 13 (4), 1067-1082, 2024 

1075 

𝐷(𝑘) = ∑ 𝑆(𝑡)

𝑡

𝑔(2𝑘 − 𝑡) (7) 

 

𝐴(𝑘) = ∑ 𝑆(𝑡)

𝑡

ℎ(2𝑘 − 𝑡) (8) 

 

 Following of sub-sampling with two in Eq. 7 

and Eq. 8, respectively high-pass and low-pass filter 

outputs. The k is the level of the filter. In this way, 

feature vector is obtained by TR IN images are passed 

through filters. After these operations, the two-

dimensional discrete wavelet transform function, the 

approximation and other detail information of an 

image with a 3rd level filtering of Daubechies ‘db2’ 

type are shown in Figure 6. 
 

 

Figure 6. Third level approximation and detail features representation [40] 

 

 As shown in Figure 6, the wavelet-based 

feature with the most distinctive features is obtained 

from the 3rd level approximation coefficients. 

Although these features can be obtained 

automatically by convolution in CNN based 

algorithms, it is important to give highly 

discriminative features as input in classical machine 

learning based algorithms such as ANN.  

 

3.2.3. TR IN Classification with ANN 

 

Since the creation of human are living together with 

nature, and they have developed solutions for the 

problems faced by inspired from nature. These 

methods have made much progress the rapid 

development of numerical calculations is made using 

the computer. When some of the methods are 

developed, they are done by the example of living 

organism. ANN in this way is a method developed 

taking into account the structure of human biological 

neuron. In this study, the model ANN input is selected 

as 3480. This part is used for training purposes of 

3480 feature vector. Network training is carried out 

by using in model ANN training of model input and 

output files are obtained. 

 

 

Figure 7. Training block diagram of the ANN model [40] 

  

Each character is defined as a row matrix with 

3480 inputs and 10 outputs for ANN training. The 

block diagram realized in this context is shown in 
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Figure 7. Thus, a model ANN that successfully 

recognizes a character given to the input has been 

obtained. 

 

3.2.4. TR IN Classification with Proposed CNN 

 

Unlike the ANN method used in Section 3.2.3, the 

methods commonly used in the current literature were 

investigated and as a result of this research, it was 

determined that there is a tendency towards 

Convolutional neural networks. For this reason, 

CNN-based methods were focused in this study. In 

this study, a new CNN model consisting of 15 layers 

is proposed. In the convolution layers of the proposed 

model, the ReLU activation function presented in Eq. 

9 is used. The x value presented in Eq. 9 represents 

the input value. 

 

𝑓(𝑥), = 𝑚𝑎𝑥(0, 𝑥) (9) 

 

 Thus, the values obtained were kept within 

certain limits. In the study, unlike the literature, 3 new 

modules connected consecutively were developed. In 

this proposed module, inspired by the Inception 

module, the 1x1 convolution process was first 

applied. In the second step, 3x3, 5x5, 7x7, Mixed 

Pooling (2x2), Max Pooling (2x2) and Soft Pooling 

(2x2) operations were applied to the data obtained in 

parallel. 
 

 

Figure 8. General structure of the proposed CNN model for OCR 
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 The 3x3 convolution process was applied 

again to the data obtained from the pooling processes. 

As shown in Figure 8, new features were obtained by 

applying Concat process to the data obtained as a 

result of the mentioned processes. The data obtained 

with these methods were sent to the same module 

again in the next step and these processes were 

repeated 3 times in a row. Among the features 

obtained, there are very strong features as well as 

weak features. For this reason, Dropout layer was 

added to the proposed model. In the next step, 

convolution process was applied to the features 

obtained from the dropout layer. Max Pooling process 

was applied to the values obtained after these steps. 

Residual operation, which is the cornerstone of 

ResNet architecture, was applied to the values 

obtained after the pooling process. At this stage, 

dropout layer was applied due to too many features 

being obtained again and then Flatten operation was 

performed. 

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑧𝑗) =
𝑒𝑧𝑗

∑ 𝑒𝑧𝑘𝐾
𝑘=1

, 𝑓𝑜𝑟 𝑗 = 1, … , 𝐾 (10) 

 

 In the last stages, fully connected layer and 

classification layer are added as in classical 

convolutional operations. In the classification layer, 

the SoftMax function presented in Eq. 10 is used. The 

expression K in Eq. 10 expresses the number of 

classes. The 𝑧𝑗 value obtained as a result of these 

operations is the value that shows which class the data 

belongs to. The largest value obtained at which K 

value means that the data belongs to that class. 

 

4. Results and Discussion 

 

A study is conducted to analyse the success rates in 

the classification of number features obtained with 

WT of ANN algorithm. This study is carried out in 

MATLAB 7.14 version. Experimental results have 

been obtained in Windows 10 operating system which 

is Intel Core i5 CPU (2.7 GHz) processor with 4GB 

RAM. 

 A classifier is trained to identify differences 

or types of samples among separated samples in 

classification. Task of the classifier demonstrates 

whether or not represented a specific object or area of 

interest in image. To achieve this, prior classifier is 

sufficient knowledge about the image. WT is used to 

feature extraction from images. WT is a feature 

extraction algorithm. 648 features are obtained with 

WT. 

 The numbers obtained from different TR IC 

are given training results using different types of 

wavelets and the different training algorithms of ANN 

in the previous my study. These results show that in 

Table 3 and Table 4. In addition to, even if oblique 

TR IN, the ICRS carries out successfully localization 

and detection of TR IN. The neural network training 

algorithms such as Scaled Conjugate Gradient 

classification (SCG), Flexible Back Propagation 

(FBG), Conjugate Gradient with Powell-Beale 

(CGPB), Fletcher-Reeves Conjugate Gradient 

(FRCG), Conjugate Gradient with Polak-Rbiere 

(PRCG) are used in classification. These training 

algorithms are used features which are extracted with 

different wavelet types of TR IC images. Results are 

obtained from using these training algorithms which 

are given in Table 3 and Table 4. In separation of high 

and low frequency components of the signal, 

Daubechies (1, 2) which is a type of mother wavelet, 

Symlet (3), Biortogonal (2.2, 3.1, 3.9), Reverse 

Biorthogonal (3.1), Meyer wavelet are wavelet types. 

These types are examined with each training 

algorithm and training/test times are given in Table 3. 
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Table 3. ANN training times of features obtained by the wavelet transform in different types and grades of the figures  

Method Datasets 

Training Times (second) of Dataset 

Db1 Db2 
Bior 

2.2 
Bior 3.1 

Bior 

3.9 
Sym3 dmey 

Rbio 

3.1 

SCG 

Dataset-I 65 68 70 65 80 70 76 67 

Dataset-II 66 69 71 66 81 71 77 68 

Dataset-III 131 137 141 131 161 141 153 135 

Dataset-IV 390 480 420 456 402 390 480 420 

FBG 

Dataset-I 100 102 106 99 108 113 105 109 

Dataset-II 101 101 107 98 109 112 106 108 

Dataset-III 201 203 213 197 217 225 211 217 

Dataset-IV 594 648 678 630 654 594 648 678 

CGPB 

Dataset-I 39 41 38 43 56 40 60 40 

Dataset-II 38 42 37 44 55 41 59 41 

Dataset-III 77 83 75 87 111 81 119 81 

Dataset-IV 258 336 240 360 240 258 336 240 

FRCG 

Dataset-I 98 103 80 103 120 103 125 117 

Dataset-II 98 103 80 103 120 103 125 117 

Dataset-III 196 206 160 206 240 206 250 234 

Dataset-IV 618 720 618 750 702 618 720 618 

PRCG 

Dataset-I 99 98 76 98 110 110 120 100 

Dataset-II 100 98 75 99 110 109 121 100 

Dataset-III 199 196 151 197 220 219 241 200 

Dataset-IV 588 660 660 720 600 588 660 660 

Average 

Dataset-I 80.2 82.4 74 81.6 94.8 87.2 97.2 86.6 

Dataset-II 80.6 82.6 74 82 95 87.2 97.6 86.8 

Dataset-III 160.8 165 148 163.6 189.8 174.4 194.8 173.4 

Dataset-IV 489.6 568.8 523.2 583.2 519.6 489.6 568.8 523.2 

 

Table 4. ANN training performance results of features obtained by the wavelet transform in different types and grades of 

the figures 

Wavelet 

Type 

Dataset-I Dataset-II Dataset-III Dataset-IV 

TrRR(%) TsRR(%) TrRR(%) TsRR(%) TrRR(%) TsRR(%) TrRR(%) TsRR(%) 

Db 1 100 97.7 94.3 92.2 96.4 93.4 100 99.2 

Db 2 99.5 98.3 93.1 91.8 95.3 92.9 99.8 99.4 

Bior 2.2 100 99.4 93.7 93.4 95.3 96.2 100 99.8 

Bior 3.1 99.4 95.4 92.9 90.4 94.8 92.6 99.8 98.7 

Bior 3.9 98.6 96.2 91.4 91.4 93.7 93.5 99.7 99.3 

Sym 3 98.9 97.1 91.2 90.4 94.4 93.3 99.8 99.5 

Dmey 99.3 94.8 92.8 89.5 95.7 93.4 99.8 98.4 

Rbio 3.1 99.7 98.2 93.2 92.4 96.4 95.3 100 99.8 

 While TrRR in Table 4 represents the training 

recognition rate, TsRR represents the Test 

Recognition Rate. The most preferable type of 

wavelets is determined according to the best training 

and testing rates in Table 3 and Table 4. This type is 

wavelet type which is called Bior 2.2.  
 

Table 5. Proposed CNN performance results for different datasets 

Datasets  F1 score Recall Precision Accuracy 

Dataset-I Training 0.9936 0.9896 0.9977 0.9924 

Dataset-I Validation 0.9896 0.9850 0.9943 0.9902 

Dataset-II Training 0.9511 0.9467 0.9556 0.9532 

Dataset-II Validation 0.9515 0.9435 0.9598 0.9586 

Dataset-III Training 0.9609 0.9552 0.9667 0.9688 

Dataset-III Validation 0.9607 0.9523 0.9694 0.9694 

Dataset-IV Training 0.9917 0.9887 0.9948 0.9950 

Dataset-IV Validation 0.9881 0.9843 0.9921 0.9927 
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 In this study, CGPB training algorithm type 

is preferred to classify of features extracted with Bior 

2.2 wavelet type, because it is completed the 

classification at the earliest time. Then, FDR is used 

in order to improvement these results obtained. 

Finally, selected features are classified using 

proposed CNN and ANN classification algorithms in 

real-time. The results of this classification are 

evaluated and compared. 

 When the data presented in Table 4 and Table 

5 are evaluated together, it is observed that both 

models give good performance results. In accordance 

with these performance results, it is seen that both 

models are at a level that can in competition with the 

studies in the literature. 

 

5. Conclusion and Suggestions 

 

In the presented work, TR IN is recognised in real 

time by developing ICRS. The ICRS project based on 

real-time machine vision system to accelerate works 

of the institutions employees. The localization, 

detection and segmentation steps of the TR IN have 

an important role in the successful conclusion. CGPB 

training algorithm type is preferred to classify of 

features extracted with Bior 2.2 wavelet type, because 

it is completed the classification at the earliest time. 

In addition to, training recognition rate and test 

recognition rate with Bior 2.2. wavelet type achieves 

classification rate with 100% and 99.4% respectively 

for the Dataset-I. 

 In the Dataset-IV, the highest values achieved 

with ANN were obtained using Rbio 3.1 and Bior 2.2 

wavelet types. These values were found to be 100% 

and 99.8% accuracy for training and testing, 

respectively. As can be seen from this result, the 

performance of the Rbio 3.1 wavelet type has also 

improved as a result of the expansion of the dataset. 

Similarly, performance improvement was also 

observed in other wavelet types. In the proposed CNN 

model, 99.24 %, 98.96 %, 99.77%, 99.77%, and 

99.24% values were obtained for F1 score, recall, 

precision, and accuracy metrics in training for the 

Dataset-I, respectively. For validation, 99.12%, 

98.50%, 99.43%, and 99.02% values were obtained in 

the same order. In the Dataset-IV, 99.49%, 98.87%, 

99.48%, and 99.50% values were obtained in the 

same order for training. Similarly, for validation, 

values of 99.13%, 98.43%, 99.21%, and 99.27% were 

obtained in the same order. 

 An important limitation of the study is that 

max pooling, soft pooling, mixed pooling functions 

are used simultaneously. In the literature research, it 

is seen that there are different pooling functions. The 

contribution of the study to the literature is that soft 

pooling, mixed pooling and max pooling functions 

are used simultaneously. In future studies, different 

pooling functions will be tested and their effects on 

performance will be examined in detail. 

 As can be understood from these values, the 

performance of the proposed model in optical 

character recognition is promising. It is anticipated 

that the proposed model can also be applied in 

advanced embedded systems in future studies. 
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Abstract 

Metaheuristic algorithms have been extensively applied in a variety of complex 

engineering design optimization problems (EDOPs) due to their capability of 

yielding near-optimal solutions without excessive computational times. The aim of 

this study is to investigate the performance comparison among seven novel 

metaheuristic optimization algorithms: Artificial Hummingbird Algorithm (AHA), 

Artificial Protozoa Optimizer (APO), African Vultures Optimization Algorithm 

(AVOA), Electric Eel Foraging Optimization (EEFO), Mountain Gazelle Optimizer 

(MGO), Pied Kingfisher Optimizer (PKO), and Quadratic Interpolation Optimization 

(QIO). This comparison is performed with twelve engineering design optimization 

problems evaluating the best, worst, mean, and standard deviation of their results. 

We also use non-parametric statistical tests such as the Friedman rank test and 

Wilcoxon signed rank test to finally compare the performance of algorithms. The 

results show the merits and demerits of each algorithm, which give us clues on their 

suitability for different engineering design problems. According to Friedman rank 

test, EEFO surpasses the other algorithms in these EDOPs. In addition, it performs 

statistically better than AVOA and QIO according to Wilcoxon signed rank test. 
 

 
1. Introduction 

 

Optimization is a process carried out to find the values 

of the variables that maximize or minimize the value 

of a function within problem-specific restrictions. In 

optimization problems, the variables are called 

decision variables, this function is called the objective 

function, and the restrictions are referred to as 

constraints. Once the problem is defined, an 

optimization method is selected based on the 

problem's characteristics to solve it. 

 Many researchers have utilized the 

metaheuristic algorithms for solving optimization 

problems. As metaheuristic algorithms are stochastic 

by nature, they cannot guarantee the achievement of 

the optimal solution. Although the structures of 

metaheuristic algorithms do not guarantee finding the 

 

*Corresponding author: emre.senol@cbu.edu.tr             Received: 12.07.2024, Accepted: 20.09.2024 

global optimum, they are used to find the global 

optimum value or a close value in a timely manner. 

New metaheuristic algorithms are continually 

introduced into the literature by researchers. These 

metaheuristic algorithms, which are quite numerous, 

show different performances in different optimization 

problems. Problem sets have been created in the 

literature to compare the performances of the 

algorithms. One of problem sets is engineering design 

optimization problems (EDOPs). Most EDOPs are 

highly complex, with many variables, constraints, and 

objectives. These problems are so expensive from the 

computational point of view that they are not easy to 

solve in any classical way. 

 There are several studies showing the 

effectiveness of metaheuristics in this field. For 

instance, the hierarchical surrogate-assisted memetic 
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algorithm (HSAMA) has been proven effective in 

reducing computational costs and efficient on 

Competitions on Evolutionary Computation (CEC) 

benchmark problems as well as a series of real-world 

engineering design tasks by Zhou [1]. The Artificial 

Bee Colony (ABC) algorithm improved handling 

large-scale and constrained optimization problems, 

which was successful in the solution of CEC 

benchmark functions and EDOPs [2]. Besides, rank-

iMDDE, as an enhanced constrained differential 

evolution method, has demonstrated competitive 

results in enhancing solution quality and convergence 

rates [3]. Additionally, the IEEE CEC'2013 

benchmark suite is constructed with characteristics 

representative of real-world problems, and hence, it 

aids in benchmarking most evolutionary techniques 

[4]. Cooperative co-evolution frameworks have 

effectively dealt with complex design problems that 

exist in concurrent engineering by decomposing them 

into smaller subproblems [5]. Furthermore, a Novel 

Differential Evolution Algorithm (NDE) using 

triangular mutation rules has also outperformed the 

list of CEC benchmark functions and EDOPs [6]. The 

improved Butterfly Optimization Algorithm (BOA) 

with the use of the cross-entropy method enhances 

global search abilities to become capable of 

successfully solving classical EDOPs and the CEC 

benchmark functions [7]. The Search and Rescue 

optimization algorithm (SAR) has been successfully 

applied to solve constrained EDOPs and CEC [8]. 

Besides, Atomic Orbital Search (AOS) algorithm has 

also proved effective on constrained EDOPs, 

including those benchmarked by CEC 2020, using 

principles from quantum mechanics [9]. Lastly, the 

convergence rates and performance of the 

Accelerated Arithmetic Optimization Algorithm by 

Cuckoo Search (AOACS) algorithm are better when 

tested using both CEC 2019 functions and EDOPs 

[10]. These are all studies collectively demonstrating 

the fact that metaheuristic algorithms offer robust and 

practical solutions to a large set of benchmarks as well 

as real-world problems, like CEC competitions. 

 The aim of this study is to compare the 

performance of recent metaheuristic optimization 

algorithms on selected twelve EDOPs. For this 

purpose, seven metaheuristic optimization algorithms 

developed in the literature in recent years namely 

Artificial Hummingbird Algorithm (AHA), Artificial 

Protozoa Optimizer (APO), African Vultures 

Optimization Algorithm (AVOA), Electric eel 

foraging optimization (EEFO), Mountain Gazelle 

Optimizer (MGO), Pied Kingfisher Optimizer (PKO) 

and Quadratic Interpolation Optimization (QIO), are 

used in this study. Despite these algorithms are 

utilized to solve some EDOPs, it is aimed to compare 

these algorithms’ performance under the same 

conditions (the same number of function evaluations 

(FEs) and the same population size) in this study. 

These algorithms’ performance is compared through 

the best, the worst, standard deviation and mean 

values. Also, non-parametric statistical tests 

(Friedman rank test and Wilcoxon signed rank test) 

are organized to compare the performance further. 

 

2. Material and Method 

 

2.1. Optimization Algorithms 

 

Seven metaheuristic optimization algorithms were used 

in the study. Brief information about algorithms is 

given in this section. Detailed information about the 

algorithms and the source codes can be reached from 

the references and code columns given in Table 1. 

 
 

Table 1. Information about optimization algorithms 

Algorithm Inspiration Reference Code 

Artificial Hummingbird Algorithm (AHA) 
Flight skills and foraging strategies of 

hummingbirds 
[11] [12] 

Artificial Protozoa Optimizer (APO) 
Foraging, dormancy, and reproductive 

behaviors of protozoa 
[13] [14] 

African Vultures Optimization Algorithm 

(AVOA) 

Foraging and navigation behavior of African 

vultures 
[15] [16] 

Electric Eel Foraging Optimization (EEFO) 
Intelligent group foraging behavior of electric 

eels 
[17] [18] 

Mountain Gazelle Optimizer (MGO) 
Social life and hierarchy of wild mountain 

gazelles 
[19] [20] 

Pied Kingfisher Optimizer (PKO) 
Hunting behavior and symbiotic relationships 

of pied kingfishers 
[21] [22] 

Quadratic Interpolation Optimization (QIO) 
Derived from generalized quadratic 

interpolation method 
[23] [24] 
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2.2. Engineering Optimization Problems 

 

Twelve EDOPs were used in this study. Detailed 

information about the EDOPs is given in this section. 

 The first of the EDOPs is the Cantilever 

Beam, which focuses on the objective of minimizing 

the weight of a cantilever beam with a square cross-

section. It is shown in Figure 1 that one end of the 

beam is fixed rigidly, and at the other end, a vertical 

force is applied. The beam has five hollow square 

blocks with uniform thickness, whereas the heights 

(or widths) of these blocks are taken as the decision 

variables, each having a fixed thickness of 2/3. A 

general mathematical formulation of the problem may 

be stated analytically as follows [25]: 

Minimize: 

 
𝑓(𝑋) = 0.0624(𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5)  (1) 

 

Subject to: 

𝑔(𝑋) =
61

𝑥1
3 +

37

𝑥2
3 +

19

𝑥3
3 +

7

𝑥4
3 +

1

𝑥5
3 − 1 ≤ 0  (2) 

 

Variable Range: 

 

0.01 ≤ 𝑥𝑖 ≤ 100, 𝑖 = 1, … ,5  (3) 

 

 
Figure 1. Schematic representation of cantilever beam 

design problem 
 

 Another fascinating problem in EDOPs is the 

I-beam design problem. It is a crucial benchmark 

problem; the formulation to be solved is finding the 

minimum vertical deflection of a beam as shown in 

Figure 2 considered loads, with constraints on the 

cross-sectional area and stress. The design variables 

are the flange width b (𝑥1), section height h (𝑥2), web 

thickness tw (𝑥3), and flange thickness tf (𝑥4). The 

maximum deflection y of the beam is given by y = 

PL³ / 48EI, where L= 5200 cm is the length of the 

beam and E = 523.104 kN/cm² is the modulus of 

elasticity. This problem is stated as [26]: 

Minimize: 

 

𝑓(𝑋) =
5000

𝑥3(𝑥2−2𝑥4)3

12
+(𝑥1𝑥4

3/6)+2𝑏𝑥4(𝑥2−𝑥4/2)2
  (4) 

 

Subject to: 

𝑔1(𝑋) = 2𝑥1𝑥3 + 𝑥3(𝑥2 − 2𝑥4) ≤ 300  (5) 

𝑔2(𝑋) =
18𝑥2×104

𝑥3(𝑥2−2𝑥4)3+2𝑥1𝑥3(4𝑥4
2+3𝑥2(𝑥2−2𝑥4))

+

15𝑥1×103

(𝑥2−2𝑥4)𝑥3
2+2𝑥3𝑥1

3 ≤ 56  

(6) 

 

Variable Range: 

 

10 ≤ 𝑥1 ≤ 50  (7) 

10 ≤ 𝑥2 ≤ 80  (8) 

0.9 ≤ 𝑥3 ≤ 5  (9) 

0.9 ≤ 𝑥4 ≤ 5  (10) 

 

 The third EDOPs aims to minimize the 

volume of a statically loaded three-bar truss design 

with stress (σ) constraints on its members as shown in 

Figure 3. The optimization is done to determine the 

cross-sectional areas A1 (𝑥1) and A2 (𝑥2). The 

constants in the formulas are l=100 cm, = 2 𝑘𝑁/
𝑐𝑚2, 𝜎 = 2 𝑘𝑁/𝑐𝑚3. Mathematically, the 

formulation for this problem can be represented as 

[27]: 

Minimize: 

 

𝑓(𝑋) = (2√2𝑥1 + 𝑥2) × 𝑙  (11) 

 

 Subject to: 

 

𝑔1(𝑋) =
√2𝑥1+𝑥2

√2𝑥1
2+2𝑥1𝑥2

𝑃 − 𝜎 ≤ 0  (12) 

𝑔2(𝑋) =
𝑥2

√2𝑥1
2+2𝑥1𝑥2

𝑃 − 𝜎 ≤ 0  (13) 

𝑔3(𝑋) =
1

𝑥1+√2𝑥2
𝑃 − 𝜎 ≤ 0  (14) 

 

 Variable Range: 

 

0 ≤ 𝑥1, 𝑥2 ≤ 1  (15) 

 



M. E. Şenol, T. Çetin, M. E. Turan / BEU Fen Bilimleri Dergisi 13 (4), 1083-1098, 2024 

1086 

 
Figure 2. Schematic representation of I shaped beam design problem 

 

 
Figure 3. Schematic representation of three-bar truss 

design problem 
 

 Tubular column design problem aims to 

design a uniform column in the tubular section 

subjected to a compressive load with minimum cost. 

The two design variables considered for this problem 

are the mean diameter of the column, d (𝑥1), and the 

thickness of the tube, t (𝑥2). The cross-sectional 

geometry and the critical dimensions of the column 

are shown in Figure 4. The material used to fabricate 

the column has a yield stress of σy = 500 kgf/cm² and 

a modulus of elasticity of E = 0.85×10⁶ kgf/cm². The 

optimization model for this problem is formulated as 

follows [28]: 

Minimize: 

 

𝑓(𝑋) = 9.82𝑥1𝑥2 + 2𝑥1  (16) 

 

 Subject to: 

 

𝑔1(𝑋) =
2500

𝜋𝑥1𝑥2
− 𝜎𝑦 ≤ 0  (17) 

𝑔2(𝑋) =
2500

𝜋𝑥1𝑥2
−

𝜋2𝐸(𝑥1
2+𝑥2

2)

8(250)2 ≤ 0  (18) 

𝑔3(𝑋) = 2 − 𝑥1 ≤ 0  (19) 

𝑔4(𝑋) = 𝑥1 − 14 ≤ 0  (20) 

𝑔5(𝑋) = −𝑥2 + 0.2 ≤ 0  (21) 

𝑔6(𝑋) = 𝑥2 − 0.8 ≤ 0  (22) 

 

 Variable Range: 

 

2 ≤ 𝑥1 ≤ 14  (23) 

0.2 ≤ 𝑥2 ≤ 0.8  (24) 

 

The constraints 𝑔1 and 𝑔2 ensure that the 

column-induced stress is less than the buckling and 

yield stresses, respectively. Furthermore, other 

constraints namely, 𝑔3, 𝑔4, 𝑔5, and 𝑔6, confine the 

design variables to their allowable ranges. 

 

Figure 4. Schematic representation of tubular column 

design problem 
 

 The Welded Beam design problem is one of 

the EDOPs introduced by Coello [29]. A vertical 

force loads the beam, as shown in Figure 5. The task 

is to find the best possible design for the welded beam 
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concerning minimizing manufacturing cost under 

seven constraints regarding stress, deflection, 

welding, and geometry. The design variables are h 

(𝑥1), l (𝑥2), t (𝑥3), and b (𝑥4). The constants are 𝑃 =
6000 𝑙𝑏, 𝐿 = 14 𝑖𝑛 𝑙𝑏, 𝛿𝑚𝑎𝑥 = 0.25 𝑖𝑛, 𝐸 = 30 ×
106 𝑝𝑠𝑖, 𝐺 = 12 × 106 𝑝, 𝜏𝑚𝑎𝑥 = 13,600 𝑝𝑠𝑖, 
𝜎𝑚𝑎𝑥 = 30,000 𝑝𝑠𝑖. This objective function can 

mathematically be given as [29]: 

Minimize: 

 

𝑓(𝑋) = 1.10471𝑥1
2𝑥2 +

0.04811𝑥3𝑥4(14.0 + 𝑥2)  
(25) 

 

 Subject to: 

 

𝑔1(𝑋) = 𝜏(𝑋) − 𝜏𝑚𝑎𝑥 ≤ 0  (26) 

𝑔2(𝑋) = 𝜎(𝑋) − 𝜎𝑚𝑎𝑥 ≤ 0  (27) 

𝑔3(𝑋) = 𝛿(𝑋) − 𝛿𝑚𝑎𝑥 ≤ 0  (28) 

𝑔4(𝑋) = 𝑥1 − 𝑥4 ≤ 0  (29) 

𝑔5(𝑋) = 𝑃 − 𝑃𝑐(𝑋) ≤ 0  (30) 

𝑔6(𝑋) = 0.125 − 𝑥1 ≤ 0  (31) 

𝑔7(𝑋) = 0.10471𝑥1
2 +

0.04811𝑥3𝑥4(14.0 + 𝑥2) − 5.0 ≤ 0  
(32) 

𝜏(𝑋) = √(𝜏′)2 + 2𝜏′𝜏′′ 𝑥2

2𝑅
+ (𝜏′′)2  (33) 

𝜏′ =
𝑃

√2𝑥1𝑥2
  (34) 

𝜏′′ =
𝑀𝑅

𝐽
  (35) 

𝑀 = 𝑃 (𝐿 +
𝑥2

2
)  (36) 

𝑅 = √𝑥2
2

4
+ (

𝑥1+𝑥3

2
)

2
  (37) 

𝐽 = 2 {√2𝑥1𝑥2 [
𝑥2

2

12
+ (

𝑥1+𝑥3

2
)

2
]}  (38) 

𝜎(𝑋) =
6𝑃𝐿

𝑥4𝑥3
2  (39) 

𝛿(𝑋) =
4𝑃𝐿3

𝐸𝑥3
3𝑥4

  (40) 

𝑃𝑐(𝑋) =
4.013𝐸√𝑥3

2𝑥4
6/36

𝐿2 (1 −
𝑥3

2𝐿
√

𝐸

4𝐺
)  (41) 

 

 Variable Range: 

 

0.1 ≤ 𝑥1 ≤ 2  (42) 

0.1 ≤ 𝑥2 ≤ 10  (43) 

0.1 ≤ 𝑥3 ≤ 10  (44) 

0.1 ≤ 𝑥4 ≤ 2  (45) 

 

Amir and Hasegawa [30] formulated an 

EDOP for designing a reinforced concrete beam, 

presented in Figure 6. The beam is simply supported 

with a span equal to 30 feet and subjected to a live 

loading of 2000 lbs and a dead loading of 1000 lbs, 

which includes the weight of the beam. The strength 

of the concrete is σc = 5 ksi and the strength of the 

reinforcing steel is equal to σy = 50 ksi. The cost for 

concrete is $0.02/in²/ft, while the price for steel is 

$1.0/in²/ft. The subject of EDOP is determined to 

satisfy the structural requirements of the ACI building 

code 318-77, in which the area of reinforcement As 

(𝑥1), the width of the beam b (𝑥2), and the depth of 

the beam h (𝑥3) are the design variables such that the 

total cost of the structure can be minimized. 

Minimize: 

 

𝑓(𝑋) = 2.9𝑥1 + 0.6𝑥2𝑥3  (46) 

 

 

 

 
Figure 5. Schematic representation of welded beam design problem 
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Figure 6. Schematic representation of reinforced concrete beam design problem 

 
Subject to: 

 

𝑔1(𝑋) =
𝑥2

𝑥3
− 4 ≤ 0  (47) 

𝑔2(𝑋) = 180 + 7.375
𝑥1

2

𝑥3
− 𝑥1𝑥2 ≤ 0  (48) 

 

Variable Range: 

 

𝑥1 ∈
{6,6.16,6.32,6.6,7,7.11,7.2,7.8,7.9,8,8.4}  

(49) 

𝑥2 ∈ {28,29,30, … ,40}  (50) 

5 ≤ 𝑥3 ≤ 105  (51) 

 

The corrugated bulkhead EDOP shown in 

Figure 7, concerns the minimization of a bulkhead 

weight in a chemical tanker with a corrugated 

bulkhead, where its design variables are the width 

(𝑥1), depth (𝑥2), length (𝑥3), and plate thickness (𝑥4) 

of the bulkhead. The mathematical model for this 

optimization problem is described as follows [31]: 

Minimize: 

 

𝑓(𝑋) =
5.885𝑥4(𝑥1+𝑥3)

𝑥1+√|𝑥3
2−𝑥2

2|

  
(52) 

 

 Subject to: 

 

𝑔1(𝑋) = −𝑥4𝑥2 (0.4𝑥1 +
𝑥3

6
) +

8.94 (𝑥1 + √|𝑥3
2 − 𝑥2

2|) ≤ 0   
(53) 

𝑔2(𝑋) = −𝑥4𝑥2
2 (0.2𝑥1 +

𝑥3

12
) +

2.2 (8.94 (𝑥1 + √|𝑥3
2 − 𝑥2

2|))
4/3

≤ 0  
(54) 

𝑔3(𝑋) = −𝑥4 + 0.0156𝑥1 + 0.15 ≤ 0  (55) 

𝑔4(𝑋) = −𝑥4 + 0.0156𝑥3 + 0.15 ≤ 0  (56) 

𝑔5(𝑋) = −𝑥4 + 1.05 ≤ 0   (57) 

𝑔6(𝑋) = −𝑥3 + 𝑥2 ≤ 0  (58) 

 

 Variable Range: 

 

0 ≤ 𝑥1, 𝑥2, 𝑥3 ≤ 100   (59) 

0 ≤ 𝑥4 ≤ 5  (60) 

 

 

Figure 7. Schematic representation of corrugated 

bulkhead design problem 

 

The tension/compression spring design 

problem introduced in [32] is aimed at weight 

minimization of a tension/compression spring, as 

shown in Figure 8. The design problem consists of 

constraints on minimum deflection, shear stress, 

surge frequency, outside diameter limits, and design 

variables, which are the wire diameter d (𝑥1), the 

mean coil diameter D (𝑥2), and the number of active 

coils N (𝑥3). The mathematical formulation is written 

as follows: 

Minimize: 

 

𝑓(𝑋) = (𝑥3 + 2)𝑥2𝑥1
2  (61) 

 

 Subject to: 

 

𝑔1(𝑋) = 1 −
𝑥2

3𝑥3

71785𝑥1
4 ≤ 0    (62) 

𝑔2(𝑋) =
4𝑥2

2−𝑥1𝑥2

12566(𝑥2𝑥1
3−𝑥1

4)
+

1

5108𝑥1
2 ≤ 0  (63) 

𝑔3(𝑋) = 1 −
140.45𝑥1

71785𝑥1
4 ≤ 0  (64) 

𝑔4(𝑋) =
𝑥1+𝑥2

1.5
− 1 ≤ 0  (65) 
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Figure 8. Schematic representation of spring design problem 

 

Variable Range: 

 

0.05 ≤ 𝑥1 ≤ 2    (66) 

0.25 ≤ 𝑥2 ≤ 1.3  (67) 

2 ≤ 𝑥3 ≤ 15   (68) 

 

The optimization of the design of a 

cylindrical pressure vessel contained between two 

hemispherical heads is concerning minimum total 

cost that is comprising material, forming, and welding 

costs plotted in Figure 9. The problem consists of four 

design variables the thickness of the shell Ts (𝑥1), the 

thickness of the head Th (𝑥2), the inner radius R (𝑥3), 

and the length of the cylindrical section of the vessel, 

excluding the head L (𝑥4). Additionally, 𝑥1 and 𝑥2 are 

integer multiples of 0.0625 inches, and other variables 

are continuous. The resulting optimization problem 

can be cast as follows [33]: 

 

Minimize: 

 

𝑓(𝑋) = 0.6224𝑥1𝑥3𝑥4 + 1.7781𝑥2𝑥3
2 +

3.1661𝑥1
2𝑥4 + 19.84𝑥1

2𝑥3  
(69) 

 

 Subject to: 

 

𝑔1(𝑋) = −𝑥1 + 0.0193𝑥3 ≤ 0    (70) 

𝑔2(𝑋) = −𝑥2 + 0.00954𝑥3 ≤ 0  (71) 

𝑔3(𝑋) = −𝜋𝑥3
2𝑥4 +

4

3
𝜋𝑥3

3 + 1,296,000 ≤

0  
(72) 

𝑔4(𝑋) = 𝑥4 − 240 ≤ 0  (73) 

 

 Variable Range: 

 

𝑥1, 𝑥2 ∈ {1 × 0.0625,2 × 0.0625,3 ×
0.0625, … ,99 × 0.0625}    

(74) 

0≤ 𝑥3, 𝑥4 ≤ 200  (75) 

 

In mechanical systems, the speed reducer is a 

crucial component of the gearbox and is utilized in 

various applications [33]. This optimization problem 

which is illustrated in Figure 10 aims to minimize the 

weight of the speed reducer, subject to eleven 

constraints. The problem involves seven design 

variables: face width b (𝑥1), module of teeth m (𝑥2), 

number of teeth in the pinion z (𝑥3) length of the first 

shaft between bearings l1 (𝑥4), length of the second 

shaft between bearings l2 (𝑥5), diameter of the first 

shaft d1 (𝑥6), and diameter of the second shaft d2 (𝑥7). 

The mathematical formulation of this problem is as 

follows: 

Minimize: 

 

𝑓(𝑋) = 0.7854𝑥1𝑥2
2(3.3333𝑥3

2 +
14.9334𝑥3 − 43.0934) − 1.508𝑥1(𝑥6

2 +
𝑥7

2) + 7.4777(𝑥6
3 + 𝑥7

3) + 0.7854(𝑥4𝑥6
2 +

𝑥5𝑥7
2)  

(76) 

 

 
Figure 9. Schematic representation of pressure vessel design problem 
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Subject to: 

 

𝑔1(𝑋) =
27

𝑥1𝑥2
2𝑥3

− 1 ≤ 0    (77) 

𝑔2(𝑋) =
397.5

𝑥1𝑥2
2𝑥3

2 − 1 ≤ 0  (78) 

𝑔3(𝑋) =
1.93𝑥4

3

𝑥2𝑥6
4𝑥3

− 1 ≤ 0  (79) 

𝑔4(𝑋) =
1.93𝑥5

2

𝑥2𝑥7
4𝑥3

− 1 ≤ 0  (80) 

𝑔5(𝑋) =
√(745𝑥4/𝑥2𝑥3)2+16.9×106

110𝑥6
3 − 1 ≤ 0  (81) 

𝑔6(𝑋) =
√(745𝑥5/𝑥2𝑥3)2+157.5×106

85𝑥7
3 − 1 ≤ 0  (82) 

𝑔7(𝑋) =
𝑥2𝑥3

40
− 1 ≤ 0  (83) 

𝑔8(𝑋) =
5𝑥2

𝑥1
− 1 ≤ 0  (84) 

𝑔9(𝑋) =
𝑥1

12𝑥2
− 1 ≤ 0  (85) 

𝑔10(𝑋) =
1.5𝑥6+1.9

𝑥4
− 1 ≤ 0  (86) 

𝑔11(𝑋) =
1.1𝑥7+1.9

𝑥5
− 1 ≤ 0  (87) 

 

 Variable Range: 

 

2.6 ≤ 𝑥1 ≤ 3.6    (88) 

0.7 ≤ 𝑥2 ≤ 0.8  (89) 

17 ≤ 𝑥3 ≤ 28    (90) 

7.3 ≤ 𝑥4 , 𝑥5 ≤ 8.3  (91) 

2.9 ≤ 𝑥6 ≤ 3.9    (92) 

5 ≤ 𝑥7 ≤ 5.5  (93) 

 

 
Figure 10. Schematic representation of speed reducer 

design problem 

The gear train design problem, introduced by 

Sandgren [34], is an unconstrained discrete EDOP in 

mechanical engineering. The objective of this 

problem is to minimize the gear ratio, defined as the 

ratio of the angular velocity of the output shaft to the 

angular velocity of the input shaft. The design 

variables are the number of teeth of gears nA (𝑥1), nB 

(𝑥2), nC (𝑥3), and nD (𝑥4). Figure 11 illustrates the 

model of this problem. The mathematical formulation 

is as follows: 

Minimize: 

 

𝑓(𝑋) = (
1

6.931
−

𝑥3𝑥2

𝑥1𝑥4
)

2
  (94) 

 

  

 Variable Range: 

 

12 ≤ 𝑥1, 𝑥2, 𝑥3, 𝑥4 ≤ 60  (95) 

 

 

Figure 11. Schematic representation of gear train design 

problem 
 

In the European Enhanced Vehicle-Safety 

Committee testing procedure, this EDOP relates to 

subjecting a car to a side impact to minimize the 

door's weight. The problem considers eleven decision 

variables which are the thicknesses of the B-pillar 

inner (𝑥1), B-pillar reinforcement (𝑥2), floor side 

inner (𝑥3), cross members (𝑥4), door beam (𝑥5), door 

beltline reinforcement (𝑥6), roof rail (𝑥7), materials of 

the B-pillar inner (𝑥8), floor side inner (𝑥9), barrier 

height (𝑥10), and hitting position (𝑥11). In this EDOP, 

the formulation that Youn et al. [35] proposed is used 

as follows: 

 

 

 

Minimize: 

 

𝑓(𝑋) = 1.98 + 4.90𝑥1 + 6.67𝑥2 + 6.98𝑥3 + 4.01𝑥4 + 1.78𝑥5 + 2.73𝑥7  (96) 

 

 Subject to: 

 

𝑔1(𝑋) = 1.16 − 0.3717𝑥2𝑥4 − 0.00931𝑥2𝑥10 − 0.484𝑥3𝑥9 + 0.01343𝑥6𝑥10 − 1 ≤ 0    (97) 
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𝑔2(𝑋) = 46.36 − 9.9𝑥2 − 12.9𝑥1𝑥8 − 0.1107𝑥3𝑥10 − 32 ≤ 0  (98) 

𝑔3(𝑋) = 33.86 + 2.95𝑥3 + 0.1792𝑥10 − 5.057𝑥1𝑥2 − 11.0𝑥2𝑥8 − 0.0215𝑥5𝑥10 − 9.98𝑥7𝑥8 +
22.0𝑥8𝑥9 − 32 ≤ 0  

(99) 

𝑔4(𝑋) = 28.98 + 3.818𝑥3 − 4.2𝑥1𝑥2 − 0.0207𝑥5𝑥10 + 6.63𝑥6𝑥9 − 7.7𝑥7𝑥8 + 0.32𝑥9𝑥10 − 32 ≤ 0  (100) 

𝑔5(𝑋) = 0.261 − 0.0159𝑥1𝑥2 − 0.188𝑥1𝑥8 − 0.019𝑥2𝑥7 + 0.0144𝑥3𝑥5 + 0.0008757𝑥5𝑥10 +
0.08045𝑥6𝑥9 + 0.00139𝑥8𝑥11 + 0.00001575𝑥10𝑥11 − 0.32 ≤ 0  

(101) 

𝑔6(𝑋) = 0.214 + 0.00817𝑥5 − 0.131𝑥1𝑥8 − 0.0704𝑥1𝑥9 + 0.03099𝑥2𝑥6 + 0.018𝑥2𝑥7 +
0.0208𝑥3𝑥8 + 0.121𝑥3𝑥9 − 0.00364𝑥5𝑥6 + 0.0007715𝑥5𝑥10 − 0.0005354𝑥6𝑥10 +
0.00121𝑥8𝑥11 + 0.00184𝑥9𝑥10 − 0.02𝑥2

2 − 0.32 ≤ 0  
(102) 

𝑔7(𝑋) = 0.74 − 0.61𝑥2 − 0.163𝑥3𝑥8 + 0.001232𝑥3𝑥10 − 0.166𝑥7𝑥9 + 0.227𝑥2
2 − 0.32 ≤ 0  (103) 

 

 

2.3. Constraint Handling Mechanism 

 

A parameter free constraint handling approach known 

as the Inverse-Tangent-Constraint-Handling (ITCH) 

method is used to address EDOPs in this study. The 

ITCH technique which is initially developed by Kim 

et al. [36] assesses each solution vector using 

Equation (104): 

 

𝑓(�⃗�) =

{ 
𝑔(�⃗�) = 𝑔𝑚𝑎𝑥(�⃗�)             𝑖𝑓 𝑔𝑚𝑎𝑥(�⃗�) > 0

𝑓(�⃗�) = 𝑎𝑡𝑎𝑛[𝑓(�⃗�)] − 𝜋/2  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          
  
(104) 

 

 Here 𝑔𝑚𝑎𝑥(�⃗�) is defined as max 𝑔𝑖(�⃗�) are the 

constraint functions. The inverse tangent function is 

represented by 𝑎𝑡𝑎𝑛[. ]. It is important to note that 

𝑔(�⃗�) < 0 for any �⃗�, which ensures 𝑓(�⃗�) < 𝑔(�⃗�). 

 

3. Results and Discussion 

 

Seven recent metaheuristic algorithms performance is 

evaluated through twelve EDOPs in this study. The 

algorithms are implemented in MATLAB 2024a, and 

all experiments are performed on a PC with 2.3 GHz 

CPU and 16 GB RAM running under a Windows 11 

operating system. To make a fair comparison, the 

number of function evaluation is determined as 50000 

for all algorithms. The parameters for all compared 

algorithms from the literature are summarized below 

in Table 2. 
 

Table 2. Algorithm parameters 

Algorithm Parameter settings 

AHA Migration coefficient M 

APO Number of neighbor pairs np=1, pfmax 

=0.1, maximum proportion fraction 

AVOA L1=0.8, L2=0.2, w=2.5, P1=0.6, P2=0.4, 

P3=0.6 

EEFO Parameter Free 

MGO  Parameter Free 

PKO Beating factor (BF) =0.8, PEmax=0.5, 

PEmin=0 

QIO Exploration weight (W1), Exploitation 

weight (W2) 

 

 The best, the worst, mean and standard 

deviation of the results are reported for each problem 

in the Table 3-Table 14 respectively. Also, two non-

parametric statistical tests (Friedman rank test and 

Wilcoxon signed rank test) are organized to evaluate 

algorithms performance further in Table 15. 

The results of the cantilever beam problem 

are given in Table 3. It is determined that the 

performance of AHA, APO, EEFO, PKO, and QIO 

algorithms is indifferent since there is a negligible 

difference between the best values. There exist some 

variations between the worst values, especially with 

AVOA and MGO present a little bit higher value. The 

mean values are very close with AHA and APO in the 

lowest means. The standard deviations are low, 

showing that they are very precise and have a very 

little variability in their performance for this problem. 

 

 
Table 3. Computational results of cantilever beam problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 1.339912 1.339912 1.339924 1.339912 1.339921 1.339912 1.339912 

Worst 1.339913 1.339913 1.340140 1.339932 1.34027 1.339936 1.339924 

Mean 1.339912 1.339912 1.339966 1.339917 1.340016 1.339923 1.339914 

Std. Dev 3.06E-07 3.01E-07 4.7E-05 5.58E-06 8.07E-05 6.95E-06 2.38E-06 
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 The best, worst, and mean values for the 

results of the I-shaped beam problem given in Table 

4, are amazingly identical for all algorithms and value 

of 0.013074. This shows that every one of the 

algorithms performs under the best and the uniform 

conditions in this problem. The extremely low 

standard deviations confirm the high precision and 

reliability of these algorithms when applied to the I-

Shaped Beam Problem. 

 
 

Table 4. Computational results of I-shaped beam problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 0.013074 0.013074 0.013074 0.013074 0.013074 0.013074 0.013074 

Worst 0.013074 0.013074 0.013074 0.013074 0.013074 0.013074 0.013074 

Mean 0.013074 0.013074 0.013074 0.013074 0.013074 0.013074 0.013074 

Std. Dev 1.47E-11 3.68E-13 1.68E-09 2.75E-09 8.06E-09 2.73E-17 3.44E-08 

 

 In the three bar truss problem given in Table 

5, there are slight differences in the best and mean 

values among the algorithms; in fact, they are all very 

close to each other. The best and means of AHA, 

APO, and EEFO are almost the same, which reflects 

their best performance and consistency. Only the 

worst values are slightly more in AVOA and MGO, 

denoting variability. The AHA, APO, EEFO, and 

QIO standard deviations are very low, meaning very 

great precision; the AVOA and MGO standards are 

relatively a bit higher. 

 
 

Table 5. Computational results of three bar truss problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 263.8826 263.8826 263.8827 263.8826 263.8827 263.8826 263.8827 

Worst 263.8826 263.8826 263.8995 263.8826 264.0332 263.8828 263.8827 

Mean 263.8826 263.8826 263.8858 263.8826 263.8963 263.8827 263.8827 

Std. Dev 5.84E-12 5.41E-12 0.004709 5.09E-12 0.028167 3.18E-05 1.49E-05 

 

 

 The results of the tubular column design 

problem given in Table 6, indicate that all algorithms 

are behaving in quite the same manner, having the 

best and mean values around 26.53132. The worst 

values show minimal differences, with QIO showing 

a slightly higher worst value. The very low standard 

deviations for all algorithms suggest that the 

performance of these algorithms is exact and 

consistent for this design problem. 

 
 

Table 6. Computational results of tubular column design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 26.53132 26.53132 26.53132 26.53132 26.53132 26.53132 26.53133 

Worst 26.53132 26.53132 26.53133 26.53132 26.53132 26.53132 26.53135 

Mean 26.53132 26.53132 26.53132 26.53132 26.53132 26.53132 26.53134 

Std. Dev 6.58E-14 6.09E-14 6.7E-07 5.95E-14 9.91E-12 4.78E-14 7.18E-06 

 

 

 For the welded beam design problem given in 

Table 7, the best values are quite the same amongst 

the algorithms, although the AVOA attains a slightly 

higher best value. The worst values present a more 

significant variation because both are higher for the 

AVOA and MGO. The mean values are very close, 

with the lowest means being for the AHA, APO, and 

EEFO. The standard deviations are low for the AHA, 

APO, and EEFO, which show high precision, but the 

AVOA and MGO show more variability in their 

results. 
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Table 7. Computational results of welded beam design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 1.724717 1.724717 1.724895 1.724717 1.724728 1.724717 1.72472 

Worst 1.724717 1.724717 1.799024 1.724717 2.050502 1.724724 1.72474 

Mean 1.724717 1.724717 1.744075 1.724717 1.746229 1.724718 1.724725 

Std. Dev 1.19E-12 1.79E-09 0.021077 4.3E-11 0.059604 1.7E-06 4.18E-06 

 

 The results of the concrete beam design 

problem given in Table 8, show that the best and mean 

values are all clustered around 359.2037. The means 

only differ at the second decimal for some of the 

algorithms. The AVOA and MGO have worse values 

than the rest, which means that their results are more 

inconsistent. The AHA, APO, EEFO, PKO, and QIO 

have very low standard deviations, which tell about 

very high levels of precision. At the same time, the 

AVOA and MGO are much more variable in their 

results. 

 

Table 8. Computational results of concrete beam design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 359.2037 359.2037 359.2037 359.2037 359.2037 359.2037 359.2037 

Worst 359.2037 362.2494 362.6302 359.2037 362.2494 359.2037 359.2038 

Mean 359.2037 359.3052 360.5108 359.2037 359.3052 359.2037 359.2037 

Std. Dev 1.26E-12 0.556069 1.632746 1.14E-12 0.556069 1.01E-12 2.05E-05 

 

 

 For the problem of corrugated bulkhead 

design given in Table 9, all the algorithms have the 

best and mean value that is very close and has 

negligible variations. The worst values are near to 

each other with slight differences, with the AVOA 

and QIO being slightly higher. Standard deviations 

are extremely low in the AHA, APO, EEFO, and 

PKO, which means high precision and reliability, 

whereas the AVOA and QIO have higher variability 

in their results. 
 

Table 9. Computational results of corrugated bulkhead design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 6.842374 6.842374 6.842375 6.842374 6.842374 6.842374 6.842382 

Worst 6.842374 6.842374 6.848544 6.842374 6.842374 6.842374 6.842457 

Mean 6.842374 6.842374 6.843027 6.842374 6.842374 6.842374 6.842412 

Std. Dev 4.24E-15 1.34E-12 0.001603 5.5E-15 2.84E-11 5.78E-12 1.8E-05 

 

 

 In the spring design problem given Table 10, 

the best and mean values of all algorithms are close to 

0.012662, with a slight difference in means for the 

AVOA and MGO. The worst values are very 

different, indicating higher values for the AVOA and 

MGO. Standard deviations are low for the AHA, 

APO, EEFO, PKO, and QIO, which presents them as 

high precisions compared to the other methods; the 

AVOA and MGO have high variability in their 

performance. 
 

Table 10. Computational results of spring design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 0.012662 0.012662 0.012662 0.012662 0.012662 0.012662 0.012662 

Worst 0.012662 0.012669 0.014593 0.012663 0.016077 0.012715 0.012663 

Mean 0.012662 0.012662 0.013009 0.012662 0.013075 0.012677 0.012662 

Std. Dev 1.17E-07 1.79E-06 0.000466 3.4E-07 0.000849 1.95E-05 3.07E-07 
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 The results of the pressure vessel design 

problem given in Table 11, indicates that the best 

values slightly differ among algorithms, while a slight 

difference is seen; the worst values differ significantly 

with higher values on the AVOA. The mean varies for 

all; the AHA and EEFO present the lowest values for 

it. For the standard deviation, the AHA and EEFO 

have the lowest values, meaning more precision than 

the other algorithms. The other algorithms have 

shown more variability in their results. 
 

Table 11. Computational results of pressure vessel design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 6059.083 6059.083 6059.083 6059.083 6059.084 6059.083 6059.09 

Worst 6820.026 7332.543 7544.493 6370.352 7333.142 6820.027 6820.08 

Mean 6202.341 6389.97 6366.711 6083.951 6600.921 6085.477 6107.482 

Std. Dev 256.6121 378.3935 434.1332 78.56102 501.2787 138.8485 148.8167 

 

 In the speed reducer design problem given in 

Table 12, the best and mean values are found to be 

around 2996.274 for most algorithms, with a little 

difference in the means for the AVOA. Its high worst 

values reveal a poorer behavior of the AVOA, 

showing less consistency. The minor standard 

deviations of the AHA, APO, EEFO, PKO, and QIO 

reveal good precision and reliability. On the other 

hand, the AVOA is much more variable in its 

performance. 
 

Table 12. Computational results of speed reducer design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 2996.274 2996.274 2996.275 2996.274 2996.274 2996.274 2996.668 

Worst 2996.274 2996.274 3014.038 2996.274 2996.274 2996.274 2997.32 

Mean 2996.274 2996.274 2998.756 2996.274 2996.274 2996.274 2996.954 

Std. Dev 5.18E-08 3.06E-10 3.726336 3.44E-08 3.66E-10 2.04E-10 0.163654 

 

 The mean and best values present 

approximately 2.7E-12 for most of the algorithms in 

the Gear Train Problem given in Table 13, the means 

are not being wildly divergent for the AVOA. The 

worst values are considerably higher for the AHA and 

AVOA, which means that these two methods have a 

lower level of consistency. The corresponding 

standard deviations are low for the AHA, APO, 

EEFO, PKO, and QIO, proving that they have high 

precision and reliability in their performance. 
 

Table 13. Computational results of gear train problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 2.7E-12 2.7E-12 2.7E-12 2.7E-12 2.7E-12 2.7E-12 2.7E-12 

Worst 2.36E-09 9.94E-11 2.36E-09 1.18E-09 9.92E-10 9.92E-10 9.92E-10 

Mean 3.22E-10 1.2E-11 8.15E-10 1.68E-10 1.35E-10 3.62E-10 6.4E-11 

Std. Dev 6E-10 1.9E-11 8.16E-10 3.78E-10 2.92E-10 4.33E-10 1.86E-10 
 

 The results for the car side impact design 

problem given in Table 14, show the best and mean 

values to be around 22.841, with very slight variations 

for most of the algorithms. The worst values show 

colossal difference, with higher values in the AVOA. 

The low values for standard deviations are revealed 

for the AHA, APO, EEFO, PKO, and QIO, rendering 

them of the high precision and reliability. In contrast, 

for the AVOA, the standard deviations are not 

relatively so low. 
 

Table 14. Computational results of car side impact design problem 

Performance 

Metric 

AHA APO AVOA EEFO  MGO PKO QIO 

Best 22.84151 22.84138 22.8432 22.84148 22.84144 22.84139 22.84163 

Worst 23.47903 22.84143 24.0513 23.33362 23.30264 22.8463 23.26352 

Mean 23.04541 22.84138 23.16012 22.90698 23.00187 22.8424 22.89669 

Std. Dev 0.18936 8.74E-06 0.29405 0.124723 0.156148 0.001181 0.122991 
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 The statistical comparison given in Table 15, 

based on the Friedman test ranks the EEFO first, 

thereby showing its overall the best performance with 

problems of different types. The Wilcoxon signed-

rank test indicates the p-values showing statistical 

differences between the EEFO and other algorithms. 

The EEFO statistically performs better than the 

AVOA and QIO as p <0.1. 

 
Table 15. Statistical test results 

Friedman test average 

rankings 

Wilcoxon signed-

rank test between 

EEFO and the other 

algorithms 

Algorithms 
Sum of 

Ranks 

EEFO 

vs. 
p-value 

AHA 2.91667 (2) AHA 0.70020 

APO 3.00000 (3) APO 0.85010 

AVOA 6.16667 (7) AVOA 0.00146 

EEFO 2.66667 (1) MGO 0.01221 

MGO 5.41667 (6) PKO 0.27832 

PKO 3.33333 (4) QIO 0.06396 

QIO 4.50000 (5)   

 

4. Conclusion 

 

In this study, it is presented that a comparative 

analysis of the performance assessment of seven latest 

metaheuristic algorithms over twelve EDOPs. The 

results prove that all algorithms can find close to 

optimal solutions, but the algorithms significantly 

vary in terms of consistency and accuracy. The 

Friedmans test showed that the Electric Eel Foraging 

Optimization (EEFO) algorithm outperforms all other 

tested optimization algorithms overall. Furthermore, 

the Wilcoxon signed-rank test confirms EEFO is 

significantly better than AVOA and QIO. Although 

performances vary with the type of problem, this 

study has concluded that these metaheuristic 

algorithms have good potential to deal with a wide 

range of complex engineering optimization problems. 

Future work will further develop the ability of these 

algorithms to adapt and solve a larger class of 

optimization problems and investigate hybrid 

approaches, which attempt to leverage multiple 

strengths from various algorithms. 
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Abstract 

In this study, Laurel nobilis oil was obtained from Laurel nobilis fruits. Qualitative 

analysis of Laurel fixed oil was performed by GC-MS. Additionally, saponification 

value (SV), acid value (AV), free fatty acid value (% FFA) and peroxide value (PV) 

values of bay Laurel oil were determined as 140.0 mg KOH/g, 26.5 mg KOH/g, 13.25 

mg KOH/g, and 10.28 meq O2/kg, respectively. Activated carbon was obtained as a 

result of carbonization of the Laurel fruit seeds, which were waste as a result of oil 

extraction, at 500 oC. Activated carbon was characterized by FT-IR, BET, SEM and 

TGA. Soap is made of different fatty acid salts, either sodium or potassium. The 

obtained Laurel fruit oil and activated carbon were used in the preparation of solid 

soaps with peeling effect by the cold process method. pH, foam test, total alkaline 

test, and total fatty matter determination (TFM) of the prepared soaps were 

determined. Thus, the synthesis of activated carbon with peeling effect, which has 

good cleaning and foaming properties, was carried out. 
 

1. Introduction 

 

Natural cosmetics with bioactive 

phytochemical substances have a significant 

pharmacological impact and aesthetic value 

while posing less of a risk to the environment 

and users. In addition to other negative effects, 

many artificial and synthetic ingredients in skin 

and hair cosmetics typically cause dry skin, 

irritation, and damaged skin. The primary 

byproduct of the chemical interaction between 

lye solution (sodium hydroxide) and 

triglyceride, or fixed oil from seeds, is soap. The 

method is known as saponification (Scheme 1) 

[1]. Soaps are chemical mixtures of Na+ or K+ 

ions with fatty acids. The components of fats 

and oils utilized in the production of soap are 

called fatty acids. They are divided into two 

groups: saturated and unsaturated. However, the 

most prevalent unsaturated fatty acids are oleic 

and linoleic acids, while the most prevalent 

saturated fatty acids are palmitic and stearic 

acids [2]. The types of oils used, the degree of 

saponification, the age of the soaps, and the 
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strength and purity of the alkali all affect the 

chemical properties of soaps. Total fatty acids 

(TFM), pH, free alkali, and foam stability are 

examples of these physico-chemical properties 

[3].  

Laurel nobilis L. (Lauraceae), also 

referred to as sweet bay, bay laurel, roman 

laurel, or real laurel, is an evergreen tree that 

may grow up to 10 meters in height. In 

Mediterranean countries including Turkey, 

Algeria, Morocco, Portugal, Spain, and Italy, 

bay laurel is farmed economically for its 

aromatic leaves and oils [4]. In addition to its 

special aroma, it is utilized globally as a 

medicine. Certain elements of this plant, like its 

organic acids and essential oils, have 

demonstrated potent antibacterial properties [5]. 

The industrially significant plant L. nobilis is 

utilized in medications, food products, and 

cosmetics. The food sector uses a lot of dried 

leaves and essential oils to season meat items, 

soups, and fish [6]. Of the fixed oil in bay laurel 

trees (Figure 1), 24–30% is found in their fruits 

(Figure 1). Typically, fixed oil made from the 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1517262
https://doi.org/10.17798/bitlisfen.1517262
https://orcid.org/0000-0002-3728-1825
https://orcid.org/0009-0005-7889-634X
https://orcid.org/0009-0003-1249-7640
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fruit's kernel has a high lauryl acid content. 

About 70% of the entire fruit is made up of the 

fruit's kernel. [4]. The fruits' volatile and fixed 

oils are mostly utilized in the production of 

soap. Laurel nobilis L. essential oil is widely 

produced and used at home in Hatay (a province 

of Turkey). Laurel nobilis L. Trees (Figure 1) 

can be found growing wild in Antakya, Defne, 

Yayladagi, and Samandagi (districts of Hatay). 

There are differences in the climate and 

geography of these three towns. 

Natural soaps are becoming more and 

more popular as consumers start to explore 

alternatives to commercial soaps with all of 

their ingredients. Therefore, the tendency 

towards activated carbon soaps has increased. 

The phrase "activated carbon" refers to a group 

of highly porous carbonaceous compounds. 

Because of their large surface area, activated 

carbons are powerful adsorbents. Due to their 

lower cost and renewable nature, agricultural 

wastes are regarded as a very important 

feedstock for the synthesis of activated carbon 

[7]. 

Because of its high surface area and 

pores, activated charcoal has gained popularity 

as an ingredient in cosmetic products. It can pull 

bacteria and pollutants from the skin by 

absorbing substances through these pores. This 

makes it possible for it to absorb chemicals and 

pollutants off the skin's surface, allowing it to 

be rinsed or peeled off to remove any clogged 

pores and detoxify the skin. Activated charcoal, 

which has the function of adsorbing oil, dark 

spots and pollutants that stick to our skin, is 

used as an additive in cosmetic products. It is 

utilized in a variety of beauty products, 

including face masks, cleansers, and even 

soaps, because of its adsorbing qualities [8]. 

In our country, bay leaves are generally used as 

spices in food. In the literature, bay leaves and 

activated carbon produced from these leaves 

have been used in adsorption studies. Bay oil 

obtained from bay fruits is generally used in 

soap making. As a result of Laurel oil 

production, tons of Laurel fruit seeds are in 

waste condition and do not contribute to our 

country's economy. On the contrary, they cause 

environmental pollution. Activated carbon is an 

expensive product. In this study, it was aimed to 

obtain oil from Laurel fruits and to produce 

activated carbon from waste seeds. The 

obtained activated carbon was used as an 

additive in the production of Laurel soap. Thus, 

it was aimed at produce a high value cosmetic 

product from a waste material. No study was 

found in the literature on obtaining such a 

product from bay laurel fruits for cosmetic 

purposes. It is thought that this study will 

contribute to the literature in this respect. 

 
2. Material and Method 

 

2.1. Materials 

 

Laurel nobilis fruits were supplied from the 

Defne district of Hatay (in November 2023). 

Sodium hydroxide (NaOH), potassium 

hydroxide (KOH), sulfuric acid (H2SO4, %98), 

phenolphthalein (C20H14O4, 3,3-bis(4-

hydroxyphenyl)-1(3H)-isobenzofuranone) and 

hydrochloric acid (HCl, %37.5) were supplied 

from Merck. 

 

2.2. Obtaining Laurel nobilis oil from 

Laurel nobilis fruits  

 

Laurel nobilis fruit oil was obtained according 

to the literature [9]. Hot water flotation is a 

traditional method for extracting Laurel oil in 

Hatay. First of all, bay fruits were washed with 

pure water to remove dust. 200 g of L. nobilis 

fruit was taken into a 500 mL beaker. Distilled 

water was added to cover it. The mixtures were 

boiled at 80-90°C for 5 hours. After cooling, the 

upper oil layer was separated and extracted with 

hexane. Approximately 100 mL of oil was 

obtained from approximately half a kilo of bay 

fruit. L. nobilis oil was weighed and stored at 

4°C for use. The Laurel oil obtained was 

characterized by GC-MS (Figure 4). 
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Figure 1. Laurel nobilis tree and Laurel nobilis fruit. 

 
2.3. Determination of physicochemical 

parameters of Laurel oil 

 

2.3.1.Saponification value of oil (SV) 

 

2 g of the oil sample was added to a vial containing 

30 mL of ethanolic KOH/NaOH and then refluxed 

for 30 minutes to ensure complete dissolution of 

the sample. After the sample cooled, 1 mL 

phenolphthalein was added and titrated with 0.5 M 

HCl until it gave a pink color [1], [2]. 

 

𝑆𝑉 =
56.1∗𝑀(𝑉2−𝑉1)

𝑊
=

𝑚𝑔𝐾𝑂𝐻

𝑔
𝑜𝑟 

𝑚𝑔𝑁𝑎𝑂𝐻

𝑔
      (1) 

 

where W=weight of sample(g);V1= Volume of 

hydrochloric acid used in test; V2= Volume of 

hydrochloric acid used in the blank; M=Molarity of 

hydrochloric acid; Molecular weight of KOH 

(g/mole) = 56.1 

 

2.3.2. Acid value (A.V.) 

 

1 g of oil was taken into a conical flask containing 

25 mL of methanol, and 3 drops of phenolphthalein 

indicator were added. The mixture was heated in a 

water bath for 5 minutes and titrated with 0.1 M 

KOH until a pink color appeared. The acid value 

was calculated using the following equation [1]. 

 

𝐴𝑉 =
𝑉𝐾𝑂𝐻∗𝑀∗56.1(

𝑔

𝑚𝑜𝑙
)

𝑊
= 𝑚𝑔

𝐾𝑂𝐻

𝑔
                     (2) 

 

M:molarity of KOH, W: weıght of sample (g) 

 

2.3.3.Determination of Free Fatty Acids (FFA)  

The FFA value of the oil was calculated according 

to the literature [10]. 

 

𝐹𝑟𝑒𝑒 𝐹𝑎𝑡𝑡𝑦 𝐴𝑐𝑖𝑑𝑠 (𝐹𝐹𝐴) = 𝐴𝑐𝑖𝑑 𝑉𝑎𝑙𝑢𝑒 (𝐴𝑉)/2     (3) 

 

FFA of Laurel nobilis oil: 13.25 mg KOH/g   

 

2.3.4. Peroxide value (PV) 

The PV value of the oil was calculated according 

to the literature [1]. 

 

2.4. Synthesis of activated carbon from Laurel 

nobilis fruit seeds 

 

L. nobilis fruits were used as a starting material in 

experimental studies to produce activated carbon. 

After obtaining bay oil from bay fruits by 

hydroflotation, bay fruit seeds were separated from 

the pulp, washed with distilled water and dried in 

an oven at 105 oC for 48 hours. After the drying 

process, bay fruit seeds were ground in a grinder 

and stored in a desiccator to be used. The 

carbonization process is carried out by placing the 

7 cm diameter and 100 cm long stainless steel tube 

reactor in the furnace (Protherm PTF 12/20/400) 

and passing nitrogen (N2) gas at a flow rate of 150 

mL/min for 1 hour at 500 oC at a speed of 15 
oC/min. Heating was provided. After the 

carbonized sample was cooled to room conditions 

under a nitrogen atmosphere, HCl (0.1 M) was 

refluxed for 1 hour to purify the sample from 

impurities and reduce the ash content. Then, the 

sample was filtered and washed with hot distilled 

water until it did not react with chloride. A 

Chloride test (1%) was performed with AgNO3 

[11]. Experimental stages of obtaining Laurel oil 

and activated carbon from Laurel fruits are shown 

in Figure 2. The resulting activated carbon was 

coded as AC (Figure 2). 
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Figure 2. Obtaining bay oil and activated carbon from bay fruits 

 
2.5.Characterization 

 

The fatty acid composition of the Laurel nobilis 

was analyzed using a Rtx-5MS (30 m x 0.25 mm 

inner diameter x 0.25 μm film thickness) column 

on a Shimadzu GC-MS/QP2010. Carrier gas is 

helium (2.32 mL/min.), split 1. Ion source 

temperature was applied as 300 oC for qualitative 

analyses. It was diluted with methanol for 

qualitative analysis of the oil. The Brunauer-

Emmett-Teller (BET) surface analyzer (a TriStar 

3000 surface analyzer.) was used to measure the 

surface area and pore size distribution of the AC at 

a temperature of -196 °C and N2 gas. Conversely, 

using an FTIR spectrometer (Model 2000, Perkin-

Elmer, USA), Fourier transform infrared (FTIR) 

spectra were acquired throughout the range of 

4000-400 cm−1. TG measurement of activated 

carbon was performed between 20 and 1000 °C 

(200 mL min-1, in N2 atmosphere 10 °C min-1, 

Perkin Elmer Diamond Thermal Analysis). 

 

2.6. Preparation of Soap 

 

One of the most significant components of fats, 

fatty acids (FAs) and free fatty acids (FFAs) are 

non-volatile aliphatic monocarboxylic molecules 

that can also be used as a soap base. One of the 

most often used for personal hygiene is soap. It is 

created when FA triglycerides undergo the 

saponification reaction (hydrolysis) with a strong 

base (often potassium or sodium hydroxides), 

resulting in the production of glycerol and soap 

(potassium or sodium salts of FAs). Although the 

primary ingredient in soap is salts of FAs, it also 

contains glycerol, FFAs, and unsaponifiable 

matter, which includes sterols, higher aliphatic 

alcohols, pigments, hydrocarbons, and other 

substances. Free-form FFAs also have a significant 

impact on the quality of soap. FFA-enriched soap 

has higher fattening and moisturizing qualities, as 

well as improved foaming. These attributes serve 

as markers of high-quality soap [12]. 

Using a cold procedure, the extracted oil 

was saponified. Soaps were prepared using the 

soap formulations in Table 1. The saponification 

value of olive oil and coconut oil was determined 

according to previous studies [13]. The main 

ingredient of the formula consists of the following 

components as a percentage by mass: 200 g of olive 

oil, 200 g of coconut oil, 200 g of laurel oil and 

37% of the total oil amount consists of distilled 

water. Activated carbon (1-10%) can be used as an 

additive [14]. In our study, 10% of the total amount 

of oil was used. In active carbon soap studies, a 

teaspoon of active carbon was generally used. If the 

amount of oil used is not too much, using more than 

a teaspoon of activated carbon will result in gray 

foam [15]. Figure 3 shows the preparation of the 

soap.  After following conventional technique, a 

thick, semi-solid mass of soap was obtained and 

allowed to cool and set for six weeks. The 

saponified product's pH, foaming capacity, 

hardness, cleaning efficacy, and total alkalinity 

were characterized. 
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Table 1. Formulation of soap 

 Saponification Value 

(SAP)( gr NaOH/gr) 

activated carbon free soap with activated carbon 

soap 

Amount of oil(g) Amount of oil(g) 

L.nobilisoil 0.140 200 g 200 g 

Olive oil 0.135 200 gr 200 gr 

Coconut oil 0.183 200 gr 200 gr 

Amount of water  %37  (a according to the total 

amount of fat ) 

%37  (a according to the 

total amount of fat ) 

Activated carbon  - 6 gr 

Colorant Not used 

Soap fragrance Since Laurel oil is scented, no essence was used. 

 

2.7. Determination of physiochemical 

parameters of soaps 

 

2.7.1. Determination of pH of soaps 

 

pH values of soaps were determined using a pH 

meter according to the literature. 1 g of soap with 

and without activated carbon was weighed 

separately. The soaps were dissolved in 10 mL of 

distilled water. Make up to 100 mL with distilled 

water to obtain a 1% homogeneous soap solution. 

 

2.7.2. Foaming ability tests 

 

Each of the soaps, 0.2 g, was placed in a 100 mL 

conical flask, and 10 mL of pure water was added. 

The mixture was shaken vigorously for 2 minutes 

to form foam. After shaking the mixture, it was left 

for 10 minutes. Foam height was measured. 

 

2.7.3.Total Alkaline 

 

100 mL of ethanol and 5 mL of 1 N H2SO4 solution 

were added to 10 g of soap. The mixture was heated 

until the soap sample was completely dissolved and 

then titrated with 1 N NaOH using 

phenolphthalein. Total alkali was obtained by the 

following formula: 

 

%𝑇𝑜𝑡𝑎𝑙 𝑎𝑙𝑘𝑎𝑙𝑖 = (
𝑉𝑎𝑐𝑖𝑑−𝑉𝑏𝑎𝑠𝑒

𝑚
) 𝑥3.1                (4) 

 

m: mass of soap 

 

2.7.4. Total Fatty Matter Determination (TFM) 

 

10 g of the finished soap was weighed, 150 mL of 

distilled water was added, and it was heated 

slightly in a water bath. The soap was dissolved in 

20 mL of 15% H2SO4 by heating until a clear 

solution was obtained. The fatty acids on the 

surface of the resulting solution were solidified by 

adding 7 g of beeswax and reheated. The apparatus 

was allowed to cool to form a solid cake-like mold. 

The oily patch on the surface was removed and 

allowed to dry for several days and weighed to 

obtain the total oily matter using the following 

formula (5): 

 

% 𝑇𝐹𝑀 = (
𝐴−𝑋

𝑤
) 𝑥100                                       (5) 

 

A: mass of wax+oil       

X: mass of wax             

W: mass of soap 

 

 

 

Scheme 1. Saponification Reaction 
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Figure 3. Preparation of soap 

 
3. Results and Discussion 

 

Saponification value (SV) can be expressed as a 

measurement of the alkali-reactive groups in fats 

and oil or as the milligrams of KOH/NaOH 

required to saponify one gram of oil. Additionally, 

the SV shows the oil's average molecular weight. 

In other words, SV describes the molecular weights 

of the fatty acids in oil, which are inversely related 

to the fatty acids' average molecular weights or 

chain lengths. It has been stated that this is one of 

the key factors in the industrial methods used to 

make soap. According to studies, oils with high 

SVs are good raw materials for the soap industry, 

but oils with low SVs are not acceptable for use in 

the soap industry. The saponification value of 

Laurel nobilis oil was calculated as 0.1925 g 

KOH/g (192.5 mg KOH/g) or 0.140 g NaOH/g 

(140.0 mg NaOH/g). 

These values are above the specification 

range of (175 mg KOH/g-187 mg KOH/g) 

recommended for oils by ASTM (the American 

Society for Testing and Materials). Vermaak et al., 

state that high SV indicates the predominance of 

low molecular weight fatty acids [16]. Even if the 

SV obtained is greater than the ASTM standard 

values, the values from this study are lower than 

those from the most common oils, such as palm oil 

(200 mg KOH/g), and coconut oil (257 mg KOH/g) 

reported by Nchimbi [2]. 

The acid value (AV) of Laurel nobilis oil 

was calculated as 0.0264 g KOH/g or 26.5 mg 

KOH/g. For oils and fats, AV is a standard 

parameter used in specification and quality control. 

It also serves as a physicochemical property 

indicator for oil, indicating its age, quality, 

edibility, and suitability for usage in various 

sectors. There could be a greater quantity of FFA 

in the oil, which would explain the increased AVs 

seen. These raise the possibility of oxidative 

deterioration, which lowers the material's 

suitability for industrial uses. Therefore, in order to 

be suitable for industrial uses such as soap 

production, the resulting oil must be refined to 

lower acidity to the prescribed requirements [2]. 

The acidity of an oil indicates how much lipase 

action has broken down the glycerides. Heat and 

light typically speed up the breakdown process. 

Amino acids, free fatty acids, and acid phosphates 

are the acids that are often produced. Compared to 

other forms of acids, free fatty acids are generated 

more quickly. The oils' low acid levels also suggest 

that they might be kept in storage for a long period 

without degrading [17]. 

FFA of Laurel nobilis oil: 0.01325 g 

KOH/g (13.25 mg KOH/g). Fatty acids, or FFAs, 

are created in any stage of the process by hydrolytic 

reactions from the triglycerides of oils. One of the 

most often used metrics to evaluate the quality of 

oil during production, storage, and marketing is its 

FFA content. It is also used to categorize the oils. 
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It has been stated that a high percentage of FFAs in 

oils indicates low quality; this could be the 

consequence of impurity contamination, which 

could cause the ester linkage to hydrolyze, raising 

the percentage of FFAs. On the other hand, low 

FFA levels indicate high quality and prevent the oil 

from going rancid or smelling bad, which makes it 

more suitable for usage in the soap manufacturing 

sector [2]. 

The peroxide value (PV) of Laurel nobilis 

oil was calculated as 10.28 meq O2/kg. The 

peroxide value (PV) is one of the most commonly 

assessed quality metrics during the processing, 

storage, and marketing of oil. It is typically is an 

important indicator of the degree of oxidation of 

fatty acids [18], [19]. The conventional method for 

determining PV is based on the reaction between 

potassium iodide and hydroperoxides found in oils, 

which causes iodide oxidation to produce iodine 

[20]. The highest level of peroxide value (PV) 

permitted for edible oils and cold press oils in 

accordance with Iranian national standards can be 

divided into four ranges: 0 < PV ≤ 1, 1 < PV ≤ 2,  2 

< PV ≤ 5, and 5 < PV ≤ 10 meq/kg for edible oils 

at the time of production, free at the port of 

shipment, and consumable limit, in that order. 

Additionally, the maximum PV levels for refined 

and cold press oils are PV < 10 and PV ≤ 15 

meq/Kg, respectively, according to the Codex 

standards [21]. 

The indicator of oil's oxidative rancidity is 

the peroxide value. When an enzyme or specific 

chemical substances are present, unsaturated fatty 

acids' double bonds might become more 

oxidatively rancid. The release of short chain 

carboxylic acids is what gives rancidity its 

characteristic flavor and odor. A greater rate of 

rancidity is correlated with elevated peroxide 

levels. The oils' low peroxide values suggest that, 

at room temperature, oxidative rancidity will not 

affect them as much [17]. Antioxidants added to 

oils may result in low peroxide levels. Antioxidants 

can be added so as to prevent rancidity and increase 

shelf-life. 

The chromatogram of GC-MS analysis and 

shows fatty acid compositions of Laurel nobilis oil 

were given in Figure 4. 26 components of the total 

oil content, were identified by GC-MS analysis of 

the hydrodistilled fixed oil of the fruits. 1.8-cineole 

was identified as the main component. According 

to the literature, it has been determined that the 

main component of Laurel oil obtained from 

Turkey is 1.8-cineole [22]. 

Soap was characterized according to the 

literature [1]. The pH values of soaps with and 

without activated carbon were determined as 8.75 

and 8.85, respectively. pH is an important 

parameter that indicates whether the soap is 

alkaline or acidic, and soap that is too alkaline can 

irritate the skin [23]. Literature has shown that 

soaps will not harm skin or fabric when the 

standard pH value of soap is between 7 and 10 [22]. 

Additionally, the natural acidic state of the skin can 

be neutralized by high alkaline soap [25].  

The foam test was performed according to 

the literature [1]. While it was 5.3 cm for soap with 

activated carbon, it was measured as 4.8 cm for 

soap without activated carbon. 

Total alkaline value was calculated 

according to the literature [26]. The % total alkali 

values were defined as 0.31 and 0.25 for activated 

carbon and without activated carbon respectively. 

Total alkaline content is one of the parameters that 

determine the corrosiveness of any soap [27]. 

According to the Bureau of Indian Standards (BIS), 

the alkaline content of quality soaps should be less 

than 5%, while according to ISO, quality soaps 

should contain only less than 2% alkali [27, 28]. 

Total Fatty Matter Determination (TFM) 

was determined according to the literature [3]. The 

%TFM values were defined as 73.23 and 72.52 for 

activated carbon and without activated carbon 

respectively. A lower TFM value is generally 

associated with hardness and lower quality. In 

some European countries, soaps with a minimum 

of 75% TFM are considered Grade 1. If the TFM 

value is 65%, this is considered a Grade 2. Soap 

with a higher TFM gives more suds, lasts longer, 

and most importantly, cleans your skin better and 

more gently. Grade 3 quality soap must have at 

least 60% TFM [28]. 
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Figure 4. GC-MS chromatogram of Laurel nobilis oil and fatty acid compositions of Laurel nobilis oil. 
 

 

The FT-IR method, the primary uses of 

which are illustrated in Figure 5, was utilized to 

characterize the surface functional groups. The C = 

C stretching of aromatic rings is responsible for the 

bands with centers of 2320 and 2103 cm−1, 

respectively [29] . The bands within the range of 

1800–1500 cm−1 correspond to the C=O stretching 

vibrations of the lignin's keto-carbonyl groups and 

the C=C of its aromatic rings (1660 and 1545 

cm−1). Alcohol, carboxyl, and phenol all have C–

Ostretching vibrations, which are responsible for 

the bands between 1300 and 1000 cm−1. The 

existence of aromatic benzene rings is indicated by 

the bands about 950, 747, and 613 cm−1. These 

bands are attributed to the aromatic C–H out-of-

plane bending [30], [31]. The absorption peak is at 

700-400 cm-1 for the C-C stretching vibration. [32]. 
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Figure 5. FT-IR spectrum of AC 

The nitrogen adsorption-desorption 

isotherm of the activated carbon was measured in 

order to determine their physical characteristics, 

including specific surface area and total pore 

volume. The BET surface area was determined 

using the Brunauer-Emmett-Teller (BET) 

equation. The specific BET surface area and 

average pore diameter of the obtained activated 

carbon were determined as 783.58 m2/g and 3.58 

nm. Also, the total pore volume is 0.70 cm3 g-1. 

According to IUPAC, pores are divided into 3; 

micropore (<2 nm), mesopore (2-50 nm), and 

macropore (>50 nm) [30]. Table 2, which displays 

the BET surface areas of the AC activated at 500 
oC, demonstrates the large surface area of the 

activated charcoal. The majority of the activated 

carbon generated in this work has mesoporous 

pores. The activated carbon adsorption and 

desorption isotherm generated at 500 oC was 

displayed in Figure 6.  

The TGA curve of the resulting AC is 

given in Figure 7. Initial decomposition 

temperature (Ton) 276 oC. While the temperature 

at which 5% mass loss occurred was 481 oC, the 

remaining mass loss at 1000 oC was determined as 

70.92. 

The SEM image of AC was given in Figure 

8. When you look at the images, you can see a non-

flat, heterogeneous structure consisting of different 

shapes. 

 
Figure 6. Adsorption–desorption isotherm of N2 at 77 

K of the activated carbon at 500oC. 

 

 
Figure 7. TGA analysis of AC 

 

 

Table 2. BET results of activated carbon 

 SBET 

(m2/g) 

micro volume (V 

micro) (cm3 g-1) 

meso volume 

(V meso) (cm3 g-1) 

total volume (Vt) 

(cm3 g-1) 

Average 

pore diameter (nm) 

AC 783.58 0.039 0.661 0.70 3.58 
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Figure 8. SEM images of AC 

 

4. Conclusion and suggestions 

 

L. nobilis oil was obtained from Laurel fruits 

brought from Hatay's Defne district in November 

2023 by the hydroflotation method. Activated 

carbon was obtained from Laurel fruit seeds, which 

were waste as a result of oil extraction. The 

obtained activated carbon was characterized by 

FTIR, TGA and BET. Solid soap was obtained by 

the cold process method using oil obtained from 

bay fruits and activated carbon. Physicochemical 

parameters of the soap were determined. Activated 

carbon soaps with peeling effect and good foaming 

and cleaning properties were obtained. 
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Abstract 

In face recognition, the distance criterion significantly influences the recognition 

rate. Misclassified test signals can be accurately reassigned to the correct class 

using various distance measures and the nearest neighbor algorithm. This study 

uniquely explores the recognition performance of DCVA, Fisherface subspace 

classifiers, and Convolutional Neural Network (CNN) in face recognition, an 

aspect not thoroughly explored in the literature. Accordingly, this study introduces 

a Discriminative Common Vector-based (DCVA) algorithm utilizing various 

distance measures for face recognition for the first time. Additionally, the 

Fisherface-based algorithm uses different distance measures and nearest 

neighbors. Experiments were conducted on three different face databases. The 

images were downsampled to simulate both sufficient and insufficient data 

conditions. Experimental results indicate that the Correlation distance measure 

generally outperforms the Euclidean distance for the DCVA and Fisherface-KNN 

algorithms under both data conditions. The Fisherface-KNN algorithm surpasses 

the classical Fisherface in performance for various distance measures and nearest 

neighbor numbers and yields better recognition rates than the DCVA algorithm in 

sufficient data conditions. Moreover, while DCVA and Fisherface-KNN achieved 

superior results for two smaller face databases, CNN demonstrated better 

performance for larger databases. 
 
 

1. Introduction 

 

The application of speech, face, and object 

recognition systems is rapidly expanding across 

various fields. The primary objectives of these 

systems are to perform the recognition process with 

minimal delay while ensuring robustness, user 

security, scalability, and high recognition rates. It is 

crucial for these systems to provide accurate results 

under various environmental conditions and noise 

levels to maintain robustness. Additionally, they need 

to be scalable, meaning they should handle increasing 

data volumes or a larger number of users without 

significant performance degradation. Moreover, 

facial recognition systems must securely store 

personal data. A crucial condition for achieving high 

recognition rates is the appropriate classifier 

 

*Corresponding author: skeser@ahievran.edu.tr              Received: 18.07.2024, Accepted: 01.10.2024 

selection. Numerous classifiers such as CNN, ANN, 

KNN, SVM, Fisherface, and CVA are utilized for 

face recognition [1-7]. Among these, CVA is 

prominent as a subspace classifier with a high 

recognition rate and low computational complexity. It 

has been applied in various fields, including voice 

recognition, face recognition, image denoising, 

speaker recognition, and feature selection [8-13]. The 

number of samples and sample sizes in the training set 

classes are critical for CVA. If the size of a sample in 

the training set exceeds the total number of samples 

in all classes, an insufficient data case occurs; 

otherwise, a sufficient data case occurs. In the 

sufficient data case, the difference and indifference 

subspaces are intermixed and therefore the 

recognition rates may decrease. DCVA, a classifier 

mainly used in face recognition applications, is based 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1518498
https://doi.org/10.17798/bitlisfen.1518498
https://orcid.org/0000-0001-8435-0507
mailto:skeser@ahievran.edu.tr


S. Keser / BEU Fen Bilimleri Dergisi 13 (4), 1111-1121, 2024 

1112 

on the effective subspace classifier CVA [7]. The 

principal characteristic of DCVA is its ability to find 

a vector representing common properties for each 

class during training, termed the common vector. 

During the testing phase, the feature vectors of the test 

signal are acquired by projecting the test signal into 

the indifference subspace. Subsequently, the test 

signal is assigned to the class with the smallest 

Euclidean distance between the common vectors from 

the training phase and the feature vectors of the test 

signal. Fisherface is another effective subspace 

method employed in face recognition [9]. In the 

Fisherface method, training signals are initially 

projected using optimal basis vectors that maximize 

class separation during training. Then, the test vector 

is projected using these basis vectors, and this 

projected test vector is assigned to the class with the 

smallest Euclidean distance between the projected 

test vector and the projected training vectors across all 

classes [9]. A primary disadvantage of the DCVA and 

Fisherface methods is their reliance solely on 

Euclidean distance criteria. Conversely, a test signal 

misclassified according to Euclidean distance can be 

correctly classified using different distance measures 

or varying the number of nearest neighbors. Thus, 

more advantageous distance measures than Euclidean 

can be identified in the recognition process by 

employing different distance measures. Similarly, the 

literature includes studies comparing recognition 

performances based on different distance measures 

[14-19,42]. In [42], it was demonstrated that cosine 

and correlation distance outperformed the Euclidean 

distance of the original SIFT for the ORL face 

database. This paper also shows that the correlation 

distance measure provides better results than the 

Euclidean distance. The primary reason for this 

superior performance is the correlation distance's 

robustness to variations in lighting conditions, face 

positions, and facial expressions, contributing to 

improved accuracy in face recognition algorithms. 

This study proposes the DCVA algorithm, 

which utilizes different distance measures, and the 

Fisherface-KNN algorithm, which classifies based on 

various numbers of nearest neighbors and distance 

measures. Each image in the face database is 

downsampled to evaluate scenarios with both 

sufficient and insufficient data. The focus of the study 

is an in-depth performance comparison of DCVA, 

Fisherface-KNN, and CNN, using three different face 

databases. An examination of the average recognition 

results obtained by the proposed DCVA and 

Fisherface-KNN algorithms reveals that the 

correlation distance generally outperforms the 

Euclidean distance. Additionally, the Fisherface-

KNN algorithm typically delivers better results than 

the classical Fisherface across various distance 

measures and numbers of nearest neighbors. In cases 

with sufficient data, Fisherface-KNN achieves higher 

recognition rates than DCVA. 

A deep learning method, previously used as 

an expressive classifier in literature, was also 

employed through CNN [31-34]. The author in [37] 

introduced a face recognition method based on 

principal component analysis (PCA). However, PCA 

has limitations when handling variations in lighting 

conditions and facial expressions, which results in 

lower recognition rates. Another widely used 

approach is the application of support vector 

machines (SVMs) for face recognition [38]. SVMs 

effectively capture complex patterns in face images, 

though their computation time increases significantly 

with large datasets. Recent advances in deep learning, 

especially with CNNs, have achieved considerable 

success in face recognition. In [39], the well-known 

pre-trained AlexNet architecture was proposed. 

Following AlexNet, many CNN-based approaches for 

face recognition, such as FaceNet [40] and VGGFace 

[41], were developed. 

Thus, the recognition performances of face 

databases of three different sizes were examined 

using DCVA, Fisherface-KNN, and CNN. The rest of 

the paper is structured as follows: Section 2 

introduces the classifiers DCVA, Fisherface-KNN, 

and CNN, as well as the cases of sufficient and 

insufficient data. In Section 3, the face databases are 

presented, and the experimental results are discussed. 

Finally, Section 4 provides the conclusions. 
 

2. Proposed methods 
 

2.1. Proposed Subspace Methods 
 

This study conducted tests using different distance 

measures for DCVA and Fisherface-KNN. For 

DCVA, the nearest neighbor algorithm cannot be 

applied because it identifies a common vector for each 

class. In contrast, an algorithm using KNN decision 

criteria is proposed for Fisherface. The proposed 

Fisherface algorithm is based on the KNN structure 

and incorporates different distance measures, such as 

Cityblock, Correlation, Euclidean, and Spearman. 

The KNN algorithm predicts the class of a test vector 

based on the number of nearest neighbors, where the 

value of K, representing the number of nearest 

neighbors, directly influences the classification 

outcome and must be determined experimentally [14]. 

Table 1 presents the computational 

complexity of the classifiers along with a description 

of their parameters. As shown in Table 1, DCVA has 

low, Fisherface+KNN medium, and CNN high 

memory and computational complexity values. 
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Table 1. Comparison of computational complexity and resource usage of the DCVA, Fisherface+KNN, and CNN. 

Classifier 
Computational 

Complexity 

Resource Usage 

(Memory and 

CPU) 

Explanation 

DCVA O(T · K · n2) Low 

T: Number of classes 

K: Number of samples per class 

n: Data dimension 

 

Fisherface+KNN O(n3) + O(K · n) Medium 

n3: Complexity of PCA and LDA 

operations 

K: Number of nearest neighbors 

 

CNN O(l · m · f2 · c) High 

l: Number of layers 

m: Number of filters 

f: Filter size 

c: Input channels (e.g., 3 for RGB images) 

 

2.1.1. The Proposed DCVA Algorithm 

 

DCVA is superior to other subspace classifiers, 

especially in terms of low computational complexity. 

This advantage comes from using a discriminative 

common vector belonging to a class. [7]. If there are 

T different classes in the training set, where each class 

contains K samples, there will be a total of M=KT 

samples. If we denote the sample of the rth signal with 

class i as  𝒙𝒓
𝒊  in n-dimensional space, the within-class 

scatter matrix 𝑺𝒘 is found as follows: 

 

𝑺𝒘 = ∑ ∑ ((𝐱𝒓
𝒊 − 𝝁𝒊)(𝒙𝒓

𝒊 − 𝝁𝒊)
𝑇

)

𝐾

𝑟=1

𝑇

𝑖=1

 (1) 

where 𝝁𝒊 denotes the mean vector of the ith class. The 

projection matrix is found by the eigenvectors 

corresponding to Sw's smallest eigenvalues, spanning 

the indifference subspace [7]. 

 

P = VVT (2) 

The common vectors of the classes are 

obtained as follows: 

𝒙𝒄𝒐𝒎
𝒊 = 𝑷𝒙𝒓

𝒊 ,  r=1, 2, …, K, i=1, 2,.., T (3) 

The 𝐒𝒄𝒐𝒎 is found using the following 

equation: 

𝑺𝒄𝒐𝒎 = ∑(𝒙𝒄𝒐𝒎
𝒊 − 𝝁𝒄𝒐𝒎)

𝑻

𝒊=𝟏

(𝒙𝒄𝒐𝒎
𝒊

− 𝝁𝒄𝒐𝒎)
𝑻

, 𝒊 = 𝟏, … , 𝑻 

(4) 

The eigenvectors associated with the 

nonzero eigenvalues of the Scom matrix provide 

the projection vectors for the DCVA: 

𝑱(𝐖𝒐𝒑𝒕) = 𝒂𝒓𝒈𝒎𝒂𝒙|𝐖𝑻𝐒𝒄𝒐𝒎𝐖|. (5) 

The feature vectors can be written as follows: 

𝜴𝒊 = [< 𝒙𝒓
𝒊 , 𝒘𝟏 > ⋯ < 𝒙𝒓

𝒊 , 𝒘𝑪−𝟏 >] (6) 

where 𝜴𝒊 are the discriminative common vectors. 

Then, the feature vectors of test images are found by: 

𝜴𝒕𝒆𝒔𝒕 = 𝑾𝒐𝒑𝒕
𝑻 𝒙𝒕𝒆𝒔𝒕 (7) 

where 𝑾𝒐𝒑𝒕
𝑻 = [𝒘𝟏, 𝒘𝟐, … , 𝒘𝑻−𝟏]𝑻 and 𝜴test ∈

ℝ(𝑻−𝟏)×𝟏. The operations described above were 

performed for the insufficient data case (𝑴 <
𝒏). In the case of sufficient data (𝑴 > 𝒏), the 

common vector of the ith class is obtained from 

the projection of the mean feature vector (𝝁𝒊) of 

that class onto the indifference subspace: 

𝒙𝒄𝒐𝒎
𝒊 = 𝐏𝝁𝒊 (8) 

In case of sufficient data, the smallest k 

eigenvalues are selected to correspond to a certain z 

percentage of the sum of the eigenvalues [23],  

𝒛 =
∑ 𝝀𝒊

𝒌
𝒊=𝟏

∑ 𝝀𝒊
𝒏
𝒊=𝟏

 (9) 

where n represents the total number of eigenvalues 

and k indicates the count of the smallest selected 

eigenvalues. The DCVA algorithm's block diagram is 

illustrated in Figure 1. The abbreviation DCV stands 

for Discriminative Common Vectors. 
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Figure 1. Block diagram of the proposed DCVA algorithm. 

 

 

2.1.2. The Proposed Fisherface -KNN Algorithm 

 

Fisherface is one of the important algorithms based on 

Linear Discriminant Analysis for face recognition due 

to its effort to maximize the discrimination between 

classes in the training process [9, 20]. The 𝑺𝑾 is found 

using Eq. 1 mentioned above, and the between-class 

scatter matrix 𝑺𝑩 is calculated by: 

𝑺𝑩 = ∑ 𝑵(𝝁𝒊 − 𝝁)(𝝁𝒊 − 𝝁)𝑻

𝑻

𝒊=𝟏

 (10) 

where 𝑵 represents the number of samples in a class, 

𝝁𝒊 is the mean of the ith class, and 𝝁 is the mean of 

all classes. The optimal basis vectors (Uopt ) are 

determined as follows [9]: 

Uopt=
𝒂𝒓𝒈𝒎𝒂𝒙

𝑼

|𝑼𝑻𝑺𝑩𝑼|

|𝑼𝑻𝑺𝑾𝑼|
 ,   (11) 

In the Fisherface method, the above equations 

are valid for the sufficient data case (𝑴 > 𝒏). In the 

face recognition problem, in the case of insufficient 

data ( 𝑴 < 𝒏 ), the within-class scatter matrix 𝑺𝑾 is 

usually singular. To overcome this problem, the 

Fisherface method projects the feature space 

dimension onto a lower-dimensional space using 

Principal Component Analysis (PCA). Using 𝑼𝒐𝒑𝒕, 

feature vectors are found for each class as follows: 

 

𝜴𝒊 = 𝑼𝒐𝒑𝒕
𝑻  𝑿𝒊,   𝒊 = 𝟏, 𝟐, … , 𝑻 (12) 

 

where 𝜴𝒊 ∈ ℝ(𝑻−𝟏)×𝑲 and 𝑲 is the number of samples 

in the ith class. For classification, the test signal is first 

projected using 𝑼opt , and then 𝜴test (𝜴test ∈ 

ℝ(𝑻−𝟏)×𝟏) is found by: 

 

𝜴𝒕𝒆𝒔𝒕 = 𝐔𝐨𝐩𝐭
𝑻  𝒙𝒕𝒆𝒔𝒕 (13) 

 

The block diagram of the Fisherface-KNN 

algorithm is given in Figure 2 below. The 𝑺𝑾 and 𝑺𝑩 

scatter matrices are first found for the face images in 

the training set. The training process is performed 

using the KNN algorithm for the feature vectors (𝜴𝒊). 

Then, the test signal (𝜴test ) is found and assigned to 

the most appropriate class using the KNN algorithm. 

 

 

 

𝑺𝑾 

Projection matrix (P) 

𝑺𝒄𝒐𝒎 

Common vectors 

(𝒙𝒄𝒐𝒎
𝟏 , 𝒙𝒄𝒐𝒎

𝟐 , … , 𝒙𝒄𝒐𝒎
𝑻 ) 

𝑿𝟏, 𝑿𝟐, . . 𝑿𝑻 

𝑾𝒐𝒑𝒕
𝑻 =(a𝐫𝐠𝐦𝐚𝐱|𝑾𝑻𝑺𝒄𝒐𝒎𝑾|) 

           DCV 
𝜴𝒊, {𝜴

𝟏
, 𝜴𝟐, . . 𝜴𝑻} 

(𝜴𝑖ϵ𝑹(𝑪−𝟏)×1) 

  

Selected class i 

𝒙𝒕𝒆𝒔𝒕 

𝜴𝒕𝒆𝒔𝒕=𝑾𝒐𝒑𝒕
𝑻 𝒙𝒕𝒆𝒔𝒕 

Select distance 

measure 
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Figure 2. Block diagram of the proposed Fisherface-KNN algorithm. 

 

2.1.3. Proposed CNN Model 
 

In deep learning, a Convolutional Neural Network 

(CNN) is a class of artificial neural network, most 

commonly used for applications such as image and 

video recognition [26, 27], image classification, 

image segmentation [28, 29], and brain-computer 

interfaces [30]. The CNN model in Figure 3 was used 

in the study. 

 
Figure 3. The proposed CNN method. 

 

The layers of the proposed CNN model are listed in 

Table 2. 

Table 2. The layers of the proposed CNN model 

Layer level Layers 

1 Image Input (NxMx1 images)    

2 Convolution (3x3 convolutions, 8 filters) 

3 Batch Normalization    

4 ReLU 

5 Max Pooling (2x2 max pooling) 

6 Convolution (3x3 convolutions,16 filters) 

7 Batch Normalization    

8 ReLU 

9 Max Pooling (2x2 max pooling) 

10 Convolution (3x3 convolutions,32 filters) 

11 Batch Normalization    

12 ReLU 

13 Fully Connected  

14 Softmax       

15 Classification Output    

The proposed CNN architecture includes 

three convolutional layers, two max-pooling layers, 

and three regularization layers. The training was 

conducted over 12 epochs with eight iterations, using 

a learning rate of 0.01. The network training 

employed the stochastic gradient descent with 

momentum (SGDM) optimizer. 

 

2.2. The Cases of Sufficient and Insufficient Data  
 

For DCVA and Fisherface, the difference and 

indifference spaces can be completely separated in the 

insufficient data case, while these spaces cannot be 

distinguished in the sufficient data case. To 

investigate the effect of the sufficient data case for 

DCVA and Fisherface-KNN, the sizes of the images 

were reduced using the downsampling method. The 

image is downsampled using the mathematical 

expressions below, resulting in sub-images. 

𝑰𝒔 = 𝑰(𝒌𝒊, 𝒌𝒋)             i=1, 2 and j=1,2, (14) 

where 𝑰 represents test images, 𝐤𝟏 (𝒌𝟏 =
𝟏, 𝟑, 𝟓, … , 𝑵 − 𝟏) and 𝒌𝟐 (𝒌𝟐 = 𝟐, 𝟒, 𝟔, … , 𝑵) 

represent the pixel indices of the rows and columns of 

images and 𝑰𝒔 represents the sub-images. Four sub-

images are found as follows for the pth level, 

𝑰𝒑𝟏 = 𝑰(𝒌𝒊, 𝒌𝒋) ,          i=1 and  j=1,  

𝑰𝒑𝟐 = 𝑰(𝒌𝒊, 𝒌𝒋) ,          i=1 and  j=2,  

𝑰𝒑𝟑 = 𝑰(𝒌𝒊, 𝒌𝒋) ,          i=2 and  j=1,  

𝑰𝒑𝟒 = 𝑰(𝒌𝒊, 𝒌𝒋) ,          i=2 and  j=2,  

𝑿𝟏, 𝑿𝟐, . . 𝑿𝑻 

𝑼𝒐𝒑𝒕
𝑻

=(𝒂𝒓𝒈𝒎𝒂𝒙
𝑼

ቚ𝑼𝑻𝑺𝑩𝑼ቚ

ቚ𝑼𝑻𝑺𝑾𝑼ቚ
) 

𝒙𝒕𝒆𝒔𝒕 

 

𝜴𝒊 = 𝑼𝑻𝑿𝒊, {𝜴
𝟏

, 𝜴𝟐, . . 𝜴𝑻} 

(𝜴𝒊𝝐𝑹(𝑻−𝟏)×𝒎
) 

KNN algorithm 

(Training) 

Selected class i 

KNN algorithm 

(Test) 

𝑺𝑾 & 𝑺𝑩 

𝜴𝒕𝒆𝒔𝒕=𝑼𝒐𝒑𝒕
𝑻 𝒙𝒕𝒆𝒔𝒕 
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The average of sub-images is found, and an 

N/(2p) ×N/(2p)-dimensional matrix is obtained for the 

pth level. Figure 4 below shows how the 

downsampling process is done, and DS indicates the 

downsampling process.

 

Figure 4. The downsampling process of an image for p level. 

 

3. Experimental Studies 

The experiments were conducted on a desktop PC 

with a 3 GHz (i5-7400) processor and 8 GB RAM 

under Windows 10. The ORL, YALE, and Cropped 

YALE (C-YALE) face databases were used in the 

studies. The ORL face database includes 400 images 

of size 112 × 92, with face records of 40 individuals 

taken at ten different poses. Each face image was 

manually reduced to 64 × 64 size. The YALE face 

database contains face images of 15 individuals, with  

ten different images per person. The C-YALE 

database consists of 2280 images for 38 individuals, 

aligned, cropped, and resized to 168 × 192. In this 

database, 40 images were used for training and 20 for 

testing, with 3-fold cross-validation. In the test phase, 

test signals were classified using different distances 

such as Correlation, Cityblock, Euclidean, and 

Spearman. The recognition process was performed 

according to the numbers of nearest neighbors (K=1, 

K=3, K=5). In the experimental studies, 10-fold 

cross-validation was used to evaluate the performance 

of the proposed algorithms for the ORL and YALE 

face databases. Some image sizes obtained for 

different p-values are shown in Figure 5 below.

 

Figure 5. Some images of the C-YALE database for p=0, p=1, p=2 and p=3. 

 

All experimental results are given in the 

tables below. The symbol * indicates the sufficient 

data case, and the letter “p” shows the downsampling 

levels. CB, COR, EUC, and SP represent Cityblock, 

Correlation, Euclidean, and Spearman distances, 

respectively. As shown in Table 3, the best results for 

the proposed DCVA algorithm were generally 

obtained using the Correlation distance for sufficient 

and insufficient data cases across the three databases. 
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Table 3. Mean accuracy rates of the proposed DCVA algorithm for the ORL and YALE 

Mean accuracy rates (%) 

Measures p=0 p=1 p=2 p=3 p=4* 

 

YALE 

CB 97.67 97.34 97.34 98 92 

COR 99.34 99.34 99.34 99.34 92 

EUC 98.34 98.34 98.34 98 93.34 

SP 96.34 96 96 96 86 

  p=0 p=1 p=2* p=3*  

 

ORL 

CB 99.25 99.25 97.5 88.75  

COR 100 100 98.25 90.25  

EUC 99.75 99.75 97.5 90.5  

SP 97.25 95.75 95.5 68.25  

  p=0 p=1 p=2* p=3*  

C-YALE 

CB 91.11 90.87 89.61 87.42  

COR 91.81 91.42 90.25 88.22  

EUC 91.62 91.38 90.13 87.91  

SP 89.21 88.82 87.53 86.21  

Recognition rates for DCVA decreased 

significantly for face databases in the case of 

sufficient data. The average recognition rates of the 

Fisherface-KNN algorithm were found according to 

the number of nearest neighbors (K=1, K=3, K=5) 

and different distance measures. For insufficient data, 

the Correlation distance gave the best results for K=1, 

K=3, and K=5. In the case of sufficient data, 

Euclidean and correlation distance measures gave 

similar results for the YALE database. However, the 

best results were obtained using the Correlation 

distance for the C-YALE database. Regarding 

sufficient data, Euclidean and correlation distances 

gave similar results for the YALE database in Table 

4. However, the best results were obtained using the 

correlation distance for the C-YALE database, as 

shown in Table 5. 

Table 4. Mean accuracy rates of the proposed Fisherface-KNN (K=1, K=3, K=5) algorithm for the YALE database 

 Mean accuracy rates (%)  

Measures p=0 p=1 p=2 p=3 p=4* 

 

K=1 

CB 97.33 97.33 98.00 98.67 98.00 

COR 99.34 99.34 98.67 98.67 98.34 

EUC 99.00 98.67 98.67 98.67 98.34 

SP 96.00 96.00 97.34 92.67 92.67 

 

K=3 

CB 98.67 98.67 98.00 98.67 98.34 

COR 99.67 99.67 99.34 99.34 98.67 

EUC 99.34 99.34 98.67 99.34 98.67 

SP 98.67 98.67 98.00 93.34 94.67 

 

K=5 

CB 98.34 99.67 99.34 98.67 98.67 

COR 99.67 99.34 98.67 98.00 99.34 

EUC 98.67 97.67 98.67 99.34 99.34 

SP 98.34 98.00 98.67 98.67 94.67 
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Table 5. Mean accuracy rates of the proposed Fisherface-

KNN algorithm for the C-YALE database 

 
Mean accuracy rates (%) 

Measures p=0 p=1 p=2 p=3* 

 

K=1 

CB 89.32 88.82 88.02 86.97 

COR 90.21 89.84 89.24 88.96 

EUC 90.06 89.76 88.72 88.62 

SP 86.89 86.65 86.13 85.95 

 

K=3 

CB 90.08 89.62 88.81 87.77 

COR 90.96 90.53 90.18 90.01 

EUC 90.87 90.26 89.75 89.07 

SP 87.52 87.21 87.02 86.73 

 

K=5 

CB 89.93 89.52 88.74 87.58 

COR 90.68 90.23 89.93 89.65 

EUC 90.66 90.12 89.21 88.95 

SP 87.50 87.20 86.92 86.65 

 

Table 6 provides the average recognition 

rates of the Fisherface-KNN algorithm for the ORL 

database. The Correlation distance generally gave the 

best results for insufficient data. while Euclidean 

performed better in the sufficient data case. 
 

Table 6. Mean accuracy rates of the proposed Fisherface-

KNN (K=1, K=3, K=5) algorithm for the ORL 
 Mean accuracy rates (%)  

Measures p=0 p=1 p=2* p=3* 

 

K=1 

CB 98.50 98.50 99.25 98.50 

COR 99.00 99.25 99.25 98.75 

EUC 99.00 99.00 99.25 98.75 

SP 96.25 97.75 98.25 93.25 

 

K=3 

CB 99.00 98.50 98.50 98.50 

COR 99.00 99.25 99.00 99.00 

EUC 99.25 99.00 99.25 99.25 

SP 97.50 98.75 95.75 92.00 

 

K=5 

CB 98.25 98.00 98.00 98.00 

COR 98.50 99.00 98.50 98.25 

EUC 98.75 98.50 98.50 98.75 

SP 96.75 98.50 92.50 90.25 

Table 7 presents the average recognition rates 

for the CNN model under both sufficient and 

insufficient data cases for the three face databases. 

 
Table 7. Mean accuracy rates of the CNN for the three 

databases 

Databases Mean accuracy rates (%) 

 p=0 p=1 p=2 p=3 p=4* 

YALE 93.34 92 88.67 88.67 87.34 

 p=0  p=1  p=2* p=3*   

ORL  95.25 92.5 86.25 85 - 

 p=0  p=1  p=2 p=3*   

C-YALE 93.97 93.48 92.89 91.62 - 

 

Table 8 compares the highest recognition 

rates of the DCVA, Fisherface-KNN, and CNN 

algorithms. The best results were generally achieved 

using the Correlation distance for subspace 

algorithms. The DCVA algorithm yielded higher 

average recognition rates than Fisherface-KNN for 

the ORL database, but Fisherface-KNN outperformed 

DCVA for the YALE database. Additionally, for 

ORL and YALE databases, the average recognition 

rates of CNN were lower than those of DCVA and 

Fisherface-KNN. However, CNN achieved higher 

recognition rates for the C-YALE database than 

DCVA and Fisherface-KNN. The reason for CNN's 

lower recognition rates on small databases is that 

CNN requires a large amount of data to learn the 

features of faces, and when working with a small 

dataset, there is not enough variety of examples to 

learn these features. Due to insufficient data, the 

model cannot fully learn the necessary features to 

distinguish between different faces, leading to low 

recognition rates. 

 

 

 

 

Table 8. The highest accuracy rates of the DCVA and Fisherface-KNN algorithms 

Mean accuracy rates (%)  

DCVA Fisherface-KNN CNN 

ORL YALE C-YALE ORL YALE C-YALE ORL YALE C-YALE 

100 99.34 91.81 99.25 99.67 90.96 95.25 93.34 93.97 

(COR) (COR) (COR) (COR&EUC) (COR) (COR)    
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4. Conclusion 
 

This study developed DCVA and Fisherface-based 

algorithms and explored the effects of different 

distance measures and the number of nearest 

neighbors on recognition rates. Additionally, a 

Convolutional Neural Network (CNN) was 

employed. The performances of the two subspace 

classifiers and CNN were examined under both 

sufficient and insufficient data cases. For the 

subspace classifiers, the Correlation distance 

generally provided higher recognition rates compared 

to Euclidean distance. In the sufficient data case, 

Fisherface-KNN outperformed DCVA, suggesting 

that Fisherface-KNN delivers better results when 

difference and indifference subspaces cannot be 

easily distinguished. 

The findings show that the choice of distance 

measures in subspace algorithms and the number of 

nearest neighbors in Fisherface-KNN can lead to 

better results than Euclidean distance. For the ORL 

and YALE databases, CNN produced lower average 

recognition rates compared to DCVA and Fisherface-

KNN. However, for the C-YALE database, CNN 

achieved higher recognition rates, highlighting that 

subspace methods are more effective for smaller 

databases, while CNN excels with larger datasets. The 

lower recognition rates of CNN for small databases 

are attributed to insufficient data, which prevents the 

model from fully learning the distinguishing features 

between different faces. 

The Correlation distance, which measures the 

direction and correlation between two vectors, is 

particularly robust to changes in lighting and 

brightness in face images. While brightness variations 

negatively affect other distance measures, such as 

Euclidean distance, Correlation distance remains 

stable against these variations. Consequently, the 

experiments demonstrated higher accuracy rates 

when using Correlation distance. 

This study focuses on three classifiers and 

small databases. However, future research will aim to 

include more classifiers and larger databases, as well 

as investigate recognition performance using hybrid 

classifiers. 

 

Statement of Research and Publication Ethics 
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Abstract 

The objective of this study is to examine the levels of 21st-century skills among 

personnel employed at the Ministry of Youth and Sports, with particular 

consideration of the influence of socio-demographic variables. A total of 369 

personnel, comprising 148 women and 221 men, participated in the research on a 

voluntary basis. During the data collection process, the researchers utilised a Personal 

Information Form and the Multidimensional 21st Century Skills Scale, which was 

developed by Çevik and Şentürk (2019). The scale developed by Çevik and Şentürk 

(2019) comprises five dimensions with a total of 41 items and is structured as a 5-

point Likert-type scale. The data were analysed using the statistical software package 

SPSS 23.0. As the scale scores exhibited a normal distribution, an independent 

samples t-test was employed to compare the means of two groups, while a one-way 

analysis of variance (ANOVA) was used for comparing the means of more than two 

groups. Upon conclusion of the research, a statistically significant correlation was 

identified between the scores of the participants with regard to the sub-dimensions 

of information and technology literacy, critical thinking and problem-solving, 

entrepreneurship and innovation skills, social responsibility and leadership skills, and 

career awareness. Upon analysis according to demographic variables, a significant 

difference was observed in the 21st-century skills of the personnel participating in 

the research with regard to the variables of professional status and length of service 

in the institution (p < 0.05). Furthermore, no significant differences were identified 

in the 21st-century skills of the participants according to gender, marital status, 

duration of use of information technology tools, age group, education level, or 

income status (p > 0.05). 

 

 
1. Introduction 

 

Societies are in constant change, and the pace of this 

change has increased especially in the 21st century. 

The information produced in every field is replaced in 

a short time, and the skills, once practical, are 

inadequate to solve current problems. Unlike past 

times, this applies not only to fields such as 

engineering and medicine but to all areas of life, not 

only to countries in a certain geography but all over 

the world, not only to individuals living in cities but 

also to those living in rural areas, including people of 

all ages. In the constantly changing and developing 

world, the expected skills also change depending on 
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people’s changing needs. It can be seen that the 

concept of skill has been defined in various ways in 

the relevant literature. For example, its definition 

according to the Turkish Higher Education 

Qualifications Framework is “the ability to apply 

knowledge, solve problems, and complete tasks” [1]. 

According to this definition, it can be said that 

individuals tend to learn in different ways depending 

on their environment and conditions because, in a 

changing and developing world, an inevitable reality 

for individuals is adaptation. At this point, it can be 

said that a learner generally carries out the act of 

learning by obtaining information in line with his/her 

needs [2]. Although these needs vary depending on 
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individuals’ living conditions, the necessities of today 

have made certain skills necessary for all individuals 

who want to adapt to this age.  

 To deal with the challenges of this rapidly 

changing, increasingly complex, and unpredictable 

world, people need to rethink the way they think and 

organize information. This is because many jobs that 

took individuals much longer to do in previous 

centuries can be done in a very short time today, 

thanks to changing living conditions and technology 

integration. For this reason, being good at basic skills, 

such as reading, writing, and doing mathematics alone 

cannot meet employees’ needs, especially in the 

business world. Even in low-paying jobs, individuals 

are expected to have the ability to produce solutions 

to the problems they encounter [3]. At this point, as 

we were entering the 21st century, the Jacques Delors 

Report released in 1996 shaped the discussions on 

how children and young people could be better 

prepared for the new century and ultimately led to 

establishing a consensus [4]. Reaching similar results, 

Keskin (2012) emphasized that when children 

reached the stage of starting out in life, they would see 

that many tasks were done on computers and 

understand that they needed to think productively, 

and that their environment would expect them to 

make a difference in whatever their field was [4], [5].  
Skill, defined as the ability to accomplish a 

task and complete a process appropriately, depending 

on the individual’s predisposition and education, the 

ability to perform a task, mastery, or talent [1], also 

means the abilities that are designed to be acquired, 

developed, and transferred to life in students during 

the learning process [3]. In today's world, the skills 

that individuals need to actively and effectively 

participate in the information society are called 21st-

century skills [6]. Many organizations, including 

international ones, such as the United Nations (UN), 

the Organization for Economic Development and 

Cooperation (OECD), the European Union (EU), as 

well as ministries responsible for education, many 

public or private institutions, non-governmental 

organizations, and large technology companies, 

participated in studies for creating a framework about 

the 21st-century skills that individuals should acquire 

in the new age [4]. These efforts show that society 

cares about the future of children, helps them achieve 

their personal goals, and provides what is necessary 

to empower them as autonomous citizens with the 

self-confidence to create their future. To sum up, 

while the environment, society, technology, and 

economic structure are constantly changing in the 

world, it is necessary to make regulations and changes 

to raise individuals according to 21st-century skills to 

keep up with this change [7].  

The 21st-century skills initiative started in 

2002 with P21 and EnGauge. P21, which was first 

founded under the name “Partnership for 21st-Century 

Skills" by the US Department of Education in 2002 

and later became "Partnership for 21st-Century 

Learning," is a national organization in which many 

states are actively involved [8]. Many educational 

institutions, including the "National Councils of 

Mathematics, Science and English Teachers, the 

National Social Sciences Council, and the Geography 

Education Council," worked together in this 

organization to develop the skills that will prepare 

students for the 21st century. In addition to non-

governmental organizations, technology companies 

from the business world, such as AOL Time Warner 

Foundation, Apple, Dell, Microsoft, and Cisco 

Systems Company, also played a role in shaping P21. 

Aiming to serve as a catalyst to place 21st-century 

skills at the center of US education by building 

collaborative partnerships among education, 

business, community, and government leaders, the 

P21 organization was founded on the belief that there 

was a deep gap between the knowledge and skills 

most students learned at school and the knowledge 

and skills needed in typical 21st-century communities 

and workplaces. The primary goal of P21, which 

focused on advocating for the inclusion of 21st-

century skills in education, was to transform K-12 

education in America and initiate a dialogue about the 

importance of these skills for all students [9], [10].  

When we look at the studies in this field, it 

can be seen that the concept was named “21st-century 

skills” in North America and “21st-century 

competencies” in Europe [11], [12]. Starting from the 

premise of learning to collaborate with others and 

connecting with technology and with an emphasis on 

basic skills in a knowledge-based economy, more 

than 250 researchers from 60 institutions came 

together within the scope of the ATC21S project and 

classified 21st-century skills under four main 

headings [13]. 

• Ways of thinking: creativity, critical thinking, 

problem-solving, decision-making and learning, 

• Ways of working: communication and 

collaboration, 

• Tools of working: information and 

communication technology (ICT) and information 

literacy, 

• Life skills: Citizenship, life and career, and 

personal and social responsibility 

In another classification, 21st-century skills 

were classified as basic, change, and humanitarian 

knowledge. The content of these titles is as follows 

[11], [14]: 
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• Basic knowledge: high academic standards, 

mathematical and scientific competencies, core 

subjects (mathematics, language, science, social 

studies, etc.), quantitative literacy, discipline of 

mind, sophisticated knowledge in traditional 

knowledge, and core/framework education 

programs, 

• Change knowledge: original thought, creativity, 

innovation, creative and critical thinking, creative 

mind, films, games, and design 

• Humanitarian knowledge: ethical reasoning, 

empathy, ethical thinking and reflective thinking, 

managing emotions, emotional intelligence, and 

high ethical standards 

 Identification and acquisition of 21st-century 

skills and framework studies are given importance in 

Turkey. A Turkish Qualifications Framework was 

prepared to impart key competencies designed by the 

EU within the scope of the "2023 Vision", and in 

accordance with this, 21st-century skills were 

included in the curriculum in 2018 [7], [15]. Based on 

this context, it is necessary to examine the 

frameworks that include 21st-century skills in the 

world and Turkey and to determine the importance 

attached to these skills by taking into account the 

similarities and differences between these 

frameworks. According to EnGauge (2003), an 

organization leading the way in ensuring that future 

generations acquire the necessary skills for the 21st 

century, technology changes the way the world 

works. As technology evolves, the skills of those who 

use it must also evolve [10], [16]. To remain 

competitive tomorrow, today's students need to 

develop techniques to easily adapt to changes. This 

organization examined the 21st-century learning 

skills in four groups: "digital age literacy, creative 

thinking skills, effective communication, and high 

efficiency" [17], [18]. Accordingly, in terms of the 

characteristics one possesses, it is thought that 21st-

century skills are must-have features also in the 

context of sports. 

As a solution to the health problems faced by 

modern people, sports create a dynamic environment 

away from the stress of daily living. With the lifestyle 

it provides, it helps preventive medicine and supports 

people's social and mental development [19]. Since 

individual skills in sports are behaviors that are 

learned later rather than spontaneously, individuals 

need cognitive factors that provide opportunities for 

self-learning. While the acquisition of these skills 

requires cognitive alertness due to the coordination 

between muscles and the brain, their acquisition by 

individuals is not considered only within the scope of 

that skill. It also requires learning certain techniques, 

methods, and rules [20]. In addition to critical 

thinking and problem-solving skills, which are some 

of the 21st-century skills, sportive activities, and 

sports management also gain meaning with 

phenomena, such as cognitive flexibility, effective 

communication, information literacy, technology 

literacy, financial literacy, global competencies, 

reflective thinking, and lateral thinking, which have 

begun to be discussed and researched today [9], [10]. 

Therefore, it can be said that 21st-century skills are 

also required for sports management [21]. 

As a result of the literature review, it was seen 

that there was no study on personnel working in sports 

organizations regarding 21st-century skills. In this 

context, it is thought that integration into this age and 

acquisition of the skills required by the age by 

coaches, the indispensable actors of sports, and the 

personnel of the Ministry of Youth and Sports, the 

leading institution of sports in our country, will 

contribute greatly to the development of sports in the 

country. This study aimed to determine the level of 

21st-century skills that the Ministry of Youth and 

Sports personnel and coaches have. It is thought that 

the study will contribute to the relevant literature in 

terms of allowing the participants to see their 

shortcomings and improve them. 

The problem statement was determined as 

follows according to the purpose of the research: 

1. Is there a statistical difference between the 21st-

century skills and demographic variables of the 

Ministry of Youth and Sports personnel and coaches? 

The sub-problems according to the research problem 

statement were identified as follows: 

1. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches according to their status 

in their institution? 

2. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches in terms of gender? 

3. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches in terms of their marital 

status? 

4. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches in terms of daily use of 

information technology tools? 

5. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches in terms of their total 

work experience? 

6. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches in terms of their age 

groups? 



C. Sayın Temur, F. Hanoğlu / BEU Fen Bilimleri Dergisi 13 (4), 1122-1138, 2024 

1125 

7. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches in terms of their 

education level? 

8. Is there a significant difference between the 21st-

century skill scores of Ministry of Youth and Sports 

personnel and coaches in terms of the department they 

graduated from? 

9. Is there a significant difference between the 21st-

century skill scores of the Ministry of Youth and 

Sports personnel and coaches in terms of their income 

levels? 

 

2. Material and Method 

 

This study was conducted to evaluate the 21st century 

skills of individuals working in the Ministry of Youth 

and Sports in terms of their status (coach-staff-

manager) and some other variables. For this purpose, 

the data collected using the Multidimensional 21st-

Century Skills Scale developed by Çevik and Şentürk 

(2019) and quantitative methods were analyzed [22].  

 

2.1. Study Design  
 

The survey model, one of the quantitative research 

methods, was employed. Survey research aims to 

describe the opinions of a large number of individuals 

[23]. According to the data collected from individuals 

who voluntarily participated in our survey within the 

scope of the research, the 21st-century skills were 

examined in terms of some variables.  

 

2.2. Study Group 

 

The study group comprises 369 personnel employed 

at the central organization of the Ministry of Youth 

and Sports, including 148 women and 221 men. A 

convenience sampling technique was employed to 

ensure that the sample accurately represents the 

overall population. The primary rationale for 

selecting this technique was to include all accessible 

individuals, including managers and employees, in 

the sample. In this context, the population of the study 

comprises 1,450 personnel working at the Ministry of 

Youth and Sports in Ankara. This group was 

determined using convenience sampling, one of the 

non-random sampling methods. Convenience 

sampling is a method that provides convenience in 

terms of time and cost and allows the researcher to 

recruit samples from the immediate surroundings that 

he or she knows and can easily reach [23]. 

Demographic data of the participants who 

constituted the study group of the research is given in 

Table 1. 

 

Table 1. Distribution of participants’ demographic characteristics  

Demographic characteristics Group Frequency (F) Percentage (%) 

Gender Female 148 40.1 

Male 221 59.9 

Age 18-27 74 20.1 

28-37 153 41.5 

38-47 108 29.3 

≥48  34 9.2 

Marital status Single 135 36.6 

Married 234 63.4 

Status Coach 34 9.2 

Staff 218 59.1 

Manager 117 31.7 

Seniority (years) 0-5 150 40.7 

6-10 85 23.0 

11-15 56 15.2 

16-20 39 10.6 

≥21 39 10.6 

Education High school 26 7.0 

Associate degree 94 25.5 

Undergraduate degree 207 56.1 

Graduate degree 42 11.4 

Total 
 

369 100 

 

2.3. Data Collection Tools 

 

In this section, details about the "Personal 

Information Form" and the "Multidimensional 21st-

Century Skills Scale" developed by Çevik and 

Şentürk (2019), which were determined as 

quantitative data collection tools, were presented. 
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 Personal Information Form: This form 

consists of eight questions about demographic 

variables (gender, age, marital status, status, seniority, 

education level, income level, and the duration of 

using information technology tools during working 

hours due to work). 

Multidimensional 21st-Century Skills Scale: 

This scale, developed by Çevik and Şentürk (2019), 

consists of five dimensions and a total of 41 items 

[23]. The author’s permission to use the scale was 

obtained. Items on the scale are evaluated on a five-

point Likert-type structure with options ranging from 

"1: completely agree" to "5: completely disagree." 

The dimensions of the scale are "information and 

technology literacy skills, critical-thinking and 

problem-solving skills, entrepreneurship and 

innovation skills, social responsibility and leadership 

skills, and career consciousness." The alpha 

coefficient was found as 0.86 for the total of the 

original scale, 0.84 for the first dimension, 0.79 for 

the second sub-dimension, 0.76 for the third sub-

dimension, 0.73 for the fourth sub-dimension, and 

0.75 for the fifth sub-dimension. The alpha 

coefficients found in this study for the 

Multidimensional 21st-Century Skills Scale are 

shown in Table 2. 
 

Table 2. Reliability coefficients of the total scale and its sub-dimensions 

Sub-dimensions Count of items Cronbach’s alfa 

Information and technology literacy skills 15 0.90 

Critical-thinking and problem-solving skills 6 0.73 

Entrepreneurship and innovation skills 10 0.86 

Social responsibility and leadership skills 

Career consciousness 

4 

6 

0.60 

0.81 

Total 41 0.92 

As seen in Table 2, Cronbach's alpha values 

were high in all sub-dimensions of the scale. In 

addition, in the general reliability analysis of the 

scale, Cronbach's alpha value was calculated as 0.92. 

Considering that measurements with a reliability 

coefficient of .70 and above are reliable, it can be said 

that the calculated reliability coefficients were 

adequate except for Dimension 4. Test length is a 

factor that increases reliability, and reliability 

increases as the number of items on a test increases 

[24]. The low Cronbach's alpha value of the social 

responsibility and leadership skill subscale may be 

due to its small number of items.   
 

2.4. Data Collection Process 
 

In this research, which was a master's thesis study at 

Ankara Yıldırım Beyazıt University Faculty of Sports 

Sciences, the survey technique, which is the most 

frequently employed data collection technique, was 

utilized. The approval of the Ankara Yıldırım Beyazıt 

University Ethics Committee was obtained (date and 

decision number: 16.04.2021/26 and code: 2021-

174). The survey was conducted between May 2021 

and August 2021 after the necessary legal permissions 

had been obtained. Data were collected by sending the 

link of the questionnaire created on Google Forms to 

the participants working under the Ministry of Youth 

and Sports (coach-staff-manager), who constituted 

the study group of the research. 
 

2.5 Data Analysis 

 

Data obtained via the "Multidimensional 21st-Century 

Skills Scale", which was developed using a 

quantitative research design, were analyzed. The IBM 

SPSS Statistics Version 23 software package was 

utilized to analyze the data according to the research 

problems. First, the data were examined and invalid 

answers, missing values, and outliers were identified 

and the data were cleaned. Then, considering the 

determined sub-problems, scores on the total scale 

and each dimension were examined to find out 

whether they differed according to gender, branch, 

age, school type, seniority, education level, and 

working hours in the institution. The adequacy of the 

sample size and normal distribution of scores are 

necessary assumptions for parametric methods; 

therefore, they were tested. Considering the total and 

sub-dimension scores, whether the scores of the 

variables falling into each determined category 

showed a normal distribution was tested using the 

skewness and kurtosis coefficients. When examined 

together in each subcategory, data were found to be 

normally distributed, and therefore parametric 

methods were employed to compare the mean scores 

according to the variables considered. Before 

performing analysis according to parametric methods, 

the homogeneity of variances was checked with the 

Levene test. According to the Levene test result, the 

assumption of homogeneity of variances was 

provided. The independent samples t-test was utilized 

to compare the mean values of two groups [25]. 

Therefore, whether the items differed between the 

lower and upper groups was examined using the 

independent samples t-test. For the independent 

samples t-test, Cohen's d is determined by calculating 

the mean difference between two groups for effect 

size. One-way analysis of variance (ANOVA) and the 
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Scheffe test, one of the multiple comparison tests that 

show whether there is a difference between groups, 

were used to compare the means of more than two 

groups. The reason for using the Scheffe test is that 

the variances are homogeneous.  
 

3. Results and Discussion 
 

This section presents and discusses the findings of the 

research in relation to the research objectives and the 

relevant literature, supported by tables for a clearer 

representation of data. The results are analyzed in 

terms of the socio-demographic variables and 21st-

century skills dimensions examined in the study. The 

implications of these findings are explored, with 

particular attention paid to their potential contribution 

to both theory and practice. In order to provide a 

broader understanding of the patterns observed, 

comparisons are made with previous studies. The 

significance of the results is evaluated within the 

context of existing knowledge in the field. 

3.1. Descriptive Findings about the Scale 
 

Descriptive statistics about the "Multidimensional 

21st-Century Skills Scale" and its sub-dimensions 

used in the research are given in Table 3. As seen in 

Table 3, the sample of the research included 369 

subjects. The mean score of the participants on the 

total Multidimensional 21st-Century Skills Scale was 

170.95. According to the evaluation of the scale 

scores, the participants had "high level" 21st-century 

skills. The mean scores for the sub-dimensions were 

as follows: information and technology literacy skills, 

65.62; critical thinking and problem-solving skills, 

24.59; entrepreneurship and innovation skills, 38.59; 

social responsibility and leadership skills, 15.94; and 

career consciousness, 26.22. The kurtosis and 

skewness values were in the range of -1.5 and +1.5, 

which showed normality [26]. In addition, the data 

distribution was normal according to the graphic 

analysis. 

 

Table 3. Descriptive statistics regarding the scale and sub-dimensions (N=369) 

Variables Min. Max. Mean. SD Skewness Kurtosis 

Multidimensional 

21st-Century 

Skills Scale 

Information and technology 

literacy skills 
47 75 65.62 5.92 -.113 -.610 

Critical thinking and 

problem-solving skills 
12 30 24.59 3.48 -.638 .828 

Entrepreneurship and 

innovation skills 
21 50 38.59 5.51 -.167 .321 

Social responsibility and 

leadership skills 
9 20 15.94 2.24 -.321 -.033 

Career consciousness 18 30 26.22 2.99 -.352 -.644 

Total score 124 205 170.95 15.15 -.074 -.049 
 

3.2. Findings about the First Sub-Problem 
 

The mean scores of the participants on the total and 

sub-dimensions of the Multidimensional 21st-

Century Skills Scale were compared according to 

their gender. For this purpose, the independent 

samples t-test was employed to test whether the total 

and subscale scores differed statistically significantly. 

The results are given in Table 4.  
As seen in Table 4, there was no statistically 

significant difference between the mean 21st-Century 

Skills Scale sub-dimension and total scores according 

to gender (p>.05). 

 

Table 4. Independent samples t-test results for the total and sub-dimension scores of the Multidimensional 21st-Century 

Skills Scale according to the gender variable 

Variable Gender N 
 

SD DF t p 

Information and technology 

literacy skills 

Female 148 65.74 5.71 
367 0.322 0.748 

Male 221 65.53 6.06 

Critical thinking and problem-

solving skills 

Female 148 24.87 2.97 
367 1.357 0.176 

Male 221 24.39 3.77 

Entrepreneurship and 

innovation skills 

Female 148 38.50 5.02 
367 -0.243 0.808 

Male 221 38.64 5.83 

Social responsibility and 

leadership skills 

Female 148 16.06 2.06 
367 0.843 0.400 

Male 221 15.86 2.36 

Career consciousness 
Female 148 26.48 2.70 

367 1.359 0.175 
Male 221 26.05 3.15 

Total score 
Female 148 171.65 13.17 

367 0.726 0.449 
Male 221 170.48 16.35 
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3.3. Findings about the Second Sub-Problem  

 

Participants’ mean scores on the total and sub-

dimensions of the Multidimensional 21st-Century 

Skills Scale were compared according to the age 

variable. For this purpose, analysis of variance 

(ANOVA), one of the parametric methods, was 

performed to determine whether there was a 

difference between the groups. The results are 

presented in Table 5.  

As seen in Table 5, the age variable did not 

yield a statistically significant difference between 

participants’ mean scores on the total and sub-

dimensions of the Multidimensional 21st-Century 

Skills Scale (p>.05). Accordingly, it can be said that 

the results of the 21st -century skills were not 

effective in age groups. 
 

Table 5. The ANOVA results for the total and sub-dimension scores of the Multidimensional 21st-Century Skills Scale 

according to the age variable 

Variable Age range N 
 

SD DF t p 

Information and technology 

literacy skills 

18-27 74 65.76 5.94 

(3, 365) 0.508 0.677 
28-37 153 65.18 6.22 

38-47 108 66.02 5.81 

≥48 34 66.00 4.74 

Critical thinking and 

problem-solving skills 

18-27 74 23.92 3.10 

(3, 365) 1.288 0.278 
28-37 153 24.62 3.80 

38-47 108 24.89 3.40 

≥48 34 24.91 2.85 

Entrepreneurship and 

innovation skills 

18-27 74 39.20 5.05 

(3, 365) 0.546 0.651 
28-37 153 38.63 5.89 

38-47 108 38.27 5.57 

≥48 34 38.03 5.57 

Social responsibility and 

leadership skills 

18-27 74 15.72 2.06 

(3, 365) 1.035 0.377 
28-37 153 15.84 2.35 

38-47 108 16.07 2.28 

≥48 34 16.44 2.00 

Career consciousness 

18-27 74 26.68 2.65 

(3, 365) 0.760 0.517 
28-37 153 26.17 3.09 

38-47 108 26.06 2.99 

≥48 34 26.00 3.17 

Total score 

18-27 74 171.27 12.87 

(3, 365) 0.096 0.962 
28-37 153 170.44 16.41 

38-47 108 171.31 15.31 

≥48 34 171.38 13.76 

3.4. Findings about the Third Sub-Problem 
 

The mean scores on the total and sub-dimensions of 

the Multidimensional 21st-Century Skills Scale were 

compared according to participants’ marital status. 

For this purpose, the independent samples t-test was 

employed to test whether the subscale and total scores 

differed statistically significantly. Table 6 shows the 

results of the analysis. According to the results in 

Table 6, there was no statistically significant 

difference between the mean total and sub-dimension 

scores of the 21st-Century Skills Scale according to 

marital status (p>.05). In other words, all subscale and 

total scores of single and married individuals were 

similar. 

 

Table 6. Independent samples t-test results for the total and sub-dimension scores of the Multidimensional 21st-Century 

Skills Scale according to the marital status variable 

Variable Marital status N  SD DF t p 

Information and technology literacy 

skills 

Single 135 65.94 6.19 367 0.803 0.423 

Married 234 65.43 5.76 

Critical thinking and problem-

solving skills 

Single 135 24.33 3.42 367 -1.089 0.277 

Married 234 24.74 3.51 

Entrepreneurship and innovation 

skills 

Single 135 38.61 5.86 367 0.078 0.938 

Married 234 38.57 5.31 

Social responsibility and leadership 

skills 

Single 135 15.83 2.22 367 -0.720 0.472 

Married 234 16.00 2.26 

Career consciousness Single 135 26.27 2.98 367 0.253 0.800 

Married 234 26.19 2.99 

Total score Single 135 170.99 15.67 367 0.035 0.972 

Married 234 170.93 14.87 
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3.5. Findings about the Fourth Sub-Problem 

 

Comparisons were made using the analysis of 

variance (ANOVA), one of the parametric methods, 

to find out whether the scores on the total and sub-

dimensions of the Multidimensional 21st-Century 

Skills Scale differed according to participants’ status 

variable. The results are shown in Table 7.  

As seen in Table 7, the total and all sub-

dimension scores of the "Multidimensional 21st-

Century Skills Scale" showed a statistically 

significant difference according to participants’ status 

(p <0.05). Pairwise comparisons were made using the 

Scheffe test, one of the post-hoc tests, to determine 

between which status levels a significant difference 

existed. As a result of pairwise comparisons made 

between the scores of the information and technology 

literacy skills, critical thinking and problem-solving 

skills, and social responsibility and leadership skills 

sub-dimensions, it was determined that the significant 

difference was between staff and managers. When the 

mean scores on these sub-dimensions were examined, 

it was observed that managers’ scores were higher 

than the scores of staff. As a result of the pairwise 

comparisons made between the total scores, it was 

seen that the significant difference was between 

coaches and staff and between staff and managers. 

When mean total scores were examined, it was 

determined that the scores of coaches and managers 

were higher than those of staff. Finally, the result of 

the pairwise comparisons made between participants’ 

mean scores on the career consciousness and 

entrepreneurship and innovation skills sub-

dimensions, it was seen that the significant difference 

was between coaches and staff. The scores of the 

coaches were higher than those of staff.  
 

Table 7. The ANOVA results for the total and sub-dimension scores of the Multidimensional 21st-Century Skills Scale 

according to the status variable 

Variable Status N 
 

SD DF F P 
Significant 

difference 

Information and 

technology literacy skills 

Coach 34 67.35 5.84 

(2,366) 6.987 0.001* 2-3 Staff 218 64.68 5.94 

Manager 117 66.85 5.58 

Critical thinking and 

problem-solving skills 

Coach 34 23.88 4.35 

(2, 366) 4.241 0.015* 2-3 Staff 218 24.29 3.55 

Manager 117 25.33 2.92 

Entrepreneurship and 

innovation skills 

Coach 34 41.50 4.47 

(2, 366) 8.406 0.000* 1-2 Staff 218 37.77 5.53 

Manager 117 39.26 5.40 

Social responsibility and 

leadership skills 

Coach 34 16.41 2.16 

(2, 366) 8.406 0.000* 2-3 Staff 218 15.55 2.19 

Manager 117 16.53 2.23 

Career consciousness 

Coach 34 27.44 2.35 

(2, 366) 3.399 0.034* 1-2 Staff 218 26.02 3.02 

Manager 117 26.25 3.01 

Total score 

Coach 34 176.59 13.33 

(2, 366) 8.747 0.000* 1-2/2-3 Staff 218 168.31 14.91 

Manager 117 174.22 15.11 

 

3.6. Findings about the Fifth Sub-Problem  

 

The mean scores on the total and sub-dimensions of 

the Multidimensional 21st-Century Skills Scale were 

compared according to participants’ total work 

experience. For this purpose, analysis of variance 

(ANOVA), one of the parametric methods, was 

performed to determine whether there was a 

difference between the groups. Table 8 shows the 

results of the analysis.  

When Table 8 was examined, it was seen that 

there was no statistically significant difference 

between the total and information and technology 

literacy skills, social responsibility and leadership 

skills, and career consciousness sub-dimension scores 

of the 21st-century skills scale according to the length 

of service in the institution variable (p>.05). The 

mean critical thinking and problem-solving skills sub-

dimension showed a statistically significant 

difference according to this variable (p<.05). As a 

result of the pairwise comparisons, it was seen that the 

significant difference was between those with 0-5 and 

those with 11-15 years of service. When the mean 

scores were examined, it was determined that the 

scores of those with 0-5 years of service on the critical 

thinking and problem-solving skills sub-dimension 

were higher than the scores of those with 11-15 years 

of service. According to Cohen effect size, a moderate 

effect was found (d=0,52).  
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Table 8. ANOVA results about participants' total and sub-dimension scores on the Multidimensional 21st-Century Skills 

Scale according to their total work experience in their institution 

Variabable Year N 
 

SD DF F p 
Significant 

difference 

Information and 

technology 

literacy skills 

0-5  150 64.87 5.99 (4,364) 1.500 0.202 - 

6-10  85 66.53 6.02 

11-15  56 66.30 6.08 

16-20  39 64.95 6.52 

≥21 39 66.15 4.08 

Critical thinking 

and problem-

solving skills 

0-5  150 24.06 3.34 (4,364) 2.588 0.037* 1-3 

6-10  85 24.73 3.95 

11-15  56 25.73 3.10 

16-20  39 24.33 3.72 

≥21 39 24.90 2.83 

Entrepreneurship 

and innovation 

skills 

0-5  150 38.57 5.13 (4,364) 2.070 0.084 - 

6-10  85 39.92 5.59 

11-15  56 37.96 5.91 

16-20  39 37.69 5.85 

≥21 39 37.51 5.74 

Social 

responsibility and 

leadership skills 

0-5  150 15.73 2.20 (4,364) 0.700 0.592 - 

6-10  85 16.12 2.37 

11-15  56 15.89 2.33 

16-20  39 16.10 2.09 

≥21 39 16.26 2.20 

Career 

consciousness 

0-5  150 26.25 2.96 (4,364) 0.370 0.830 - 

6-10  85 26.47 2.91 

11-15  56 26.21 2.86 

16-20  39 25.85 2.97 

≥21 39 25.97 3.48 

Total score 0-5  150 169.49 14.34 (4,364) 1.346 0.252 - 

6-10  85 173.76 16.52 

11-15  56 172.11 15.95 

16-20  39 168.92 14.98 

≥21 39 170.79 13.67 

3.7. Findings about the Sixth Sub-Problem 
 

Participants’ mean total and sub-dimension scores on 

the Multidimensional 21st-Century Skills Scale were 

compared according to their education levels. For this 

purpose, analysis of variance (ANOVA), one of the 

parametric methods, was conducted to determine 

whether there was a difference between the groups. 

The results are shown in Table 9.  

Table 9 showed that there was no statistically 

significant difference between participants’ mean 

sub-dimension and total scores on the 21st-Century 

Skills Scale according to their education levels 

(p>.05). Accordingly, it can be said that the results of 

21st-century skills did not affect education levels.  
 

Table 9. ANOVA results about participants' total and sub-dimension scores on the Multidimensional 21st-Century Skills 

Scale according to their education levels 

Variable Education level N 
 

SD DF F p 

Information and 

technology literacy skills 

High school 26 66.23 6.85 

(3, 365) 0.186 0.906 
Associate degree 94 65.33 5.88 

Undergraduate degree 207 65.70 5.87 

Postgraduate degree 42 65.48 5.76 

Critical thinking and 

problem-solving skills 

High school 26 24.50 4.22 

(3, 365) 1.149 0.329 
Associate degree 94 24.23 3.49 

Undergraduate degree 207 24.58 3.50 

Postgraduate degree 42 25.43 2.78 

Entrepreneurship and 

innovation skills 

High school 26 40.23 6.20 

(3, 365) 1.064 0.364 
Associate degree 94 38.16 5.61 

Undergraduate degree 207 38.66 5.33 

Postgraduate degree 42 38.14 5.70 

Social responsibility and 

leadership skills 

High school 26 16.38 2.16 

(3, 365) 1.101 0.348 
Associate degree 94 16.16 2.08 

Undergraduate degree 207 15.76 2.37 

Postgraduate degree 42 16.05 2.00 
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Table 9. (Continuous) ANOVA results about participants' total and sub-dimension scores on the 

Multidimensional 21st-Century Skills Scale according to their education levels 

Career consciousness 

High school 26 27.12 2.89 

(3, 365) 1.374 0.250 
Associate degree 94 26.14 2.86 

Undergraduate degree 207 26.05 3.07 

Postgraduate degree 42 26.69 2.83 

Total score 

High school 26 174.46 16.84 

(3, 365) 0.635 0.593 
Associate degree 94 170.02 14.80 

Undergraduate degree 207 170.76 15.38 

Postgraduate degree 42 171.79 13.79 

3.8. Findings about the Seventh Sub-Problem 

 

The mean total and sub-dimension scores on the 

Multidimensional 21st-Century Skills Scale were 

compared according to participants’ income levels. 

To do this, analysis of variance (ANOVA), one of the 

parametric methods, was performed to determine 

whether there was a difference between the groups. 

Table 10 presents the results.  

The examination of Table 10 showed that no 

statistically significant difference existed between 

participants’ mean sub-dimension and total scores on 

the Multidimensional 21st-Century Skills Scale 

according to their income levels (p>.05).  
 

Table 10. ANOVA results about participants' total and sub-dimension scores on the Multidimensional 21st-Century 

Skills Scale according to their income levels  

Variable Income level N 
 

SD   DF F p 

Information and technology 

literacy skills 

₺ 0-3000 53 65.62 6.29 (3, 365) 0.029 0.993 

₺3001-5000 92 65.73 5.15 

₺5001-700  89 65.66 6.06 

≥₺7001  135 65.50 6.22 

Critical thinking and 

problem-solving skills 

₺ 0-3000 53 23.89 3.47 (3, 365) 1.173 0.320 

₺3001-5000 92 24.73 3.56 

₺5001-700  89 24.40 3.47 

≥₺7001  135 24.88 3.42 

Entrepreneurship and 

innovation skills 

₺ 0-3000 53 38.87 5.23 (3, 365) 1.627 0.183 

₺3001-5000 92 39.52 4.76 

₺5001-700  89 38.47 5.64 

≥₺7001  135 37.91 5.95 

Social responsibility and 

leadership skills 

₺ 0-3000 53 15.83 2.20 (3, 365) 0.640 0.590 

₺3001-5000 92 15.78 1.97 

₺5001-700  89 16.21 2.38 

≥₺7001  135 15.91 2.35 

Career consciousness ₺ 0-3000 53 26.94 2.79 (3, 365) 3.313 0.070 

₺3001-5000 92 25.82 2.89 

₺5001-700  89 26.76 3.06 

≥₺7001  135 25.86 2.99 

Total scores ₺ 0-3000 53 171.15 14.02 (3, 365) 0.249 0.862 

₺3001-5000 92 171.58 12.73 

₺5001-700  89 171.52 16.28 

≥₺7001  135 170.07 16.38 

4. Discussion 

 

When the findings about participants’ 21st-century 

skills were examined in general, it was determined 

that their scores on the sub-dimensions of information 

and technology literacy skills, critical thinking and 

problem-solving skills, entrepreneurship and 

innovation skills, social responsibility and leadership 

skills, and career consciousness were high. In 

addition, participants' mean scores on the total scale 

were also at a high level. According to these results, 

it can be said that the personnel participating in the 

study thought that they had most of the 21st-century 

skills. It can be thought that the main reason behind 

participants’ high scores on the 21st-century skills 

sub-dimensions was that there were significant 

relationships between these skills and that the results 

of sub-dimensions positively affected each other. The 

findings of the study supported this view. Similarly, 

some studies in the literature indicated that there was 

a significant relationship between 21st-century skills 

(entrepreneurship, creativity, innovation, problem-

solving, and leadership) and that a high level of any 

skill in this context also affected other skill areas [27]. 
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A study conducted among public sector employees 

aimed to identify findings related to 21st century 

skills. A total of 261 adults participated in the study, 

including 110 males and 151 females. At the end of 

the research, it was found that there were significant 

relationships between the participants' self-efficacy 

levels, their awareness of entrepreneurship and their 

problem-solving skills [28]. In a study conducted by 

Yeni (2015), it was reported that 21st century skills 

are among the fundamental factors that influence the 

leadership style of managers [29]. In a study 

conducted by Elekoğlu and Demirdağ (2020), it was 

reported that school administrators had high levels of 

21st-century skills, and furthermore, there were 

significant relationships between the sub dimensions 

of 21st-century skills (leadership, communication 

skills) [30].  

In recent years, analogous studies conducted 

particularly on adult individuals have revealed that 

their levels of possession of 21st-century skills are 

notably high. In one study, the objective was to 

examine the demographic factors influencing 

entrepreneurial intentions among adults. The study 

involved 433 adult participants. The results indicated 

that the participants exhibited high levels of 

entrepreneurial intentions, demonstrated a 

comprehensive understanding of entrepreneurship, 

and expressed a strong desire to establish their own 

businesses [31]. Another study focusing on adults 

aimed to examine the factors influencing 

entrepreneurial personality traits, with 76 adult 

participants. The findings demonstrated that the 

participants exhibited pronounced entrepreneurial 

tendencies and that engagement in entrepreneurship-

related activities was a significant contributor to the 

development of entrepreneurial awareness [32]. 

A comparable study conducted on school 

administrators similarly revealed that the majority of 

participants demonstrated possession of 21st-century 

skills. The study demonstrated that the administrators 

exhibited notably elevated levels of proficiency in 

managing change and in implementing and evaluating 

change. The same study reported significant 

correlations between the learning and innovation 

skills of school administrators and their literacy skills 

[33]. A further study, conducted with public 

employees in managerial positions, revealed that the 

administrators demonstrated high levels of 21st-

century skills, including learning and innovation 

skills (communication, collaboration, critical thinking 

and problem-solving, creativity and innovation), 

literacy skills (technological literacy, media literacy, 

information literacy), and life and career skills (social 

and cultural skills, flexibility and adaptability, 

leadership and responsibility, productivity and 

accountability, self-management and initiative) [34].  

When the findings of this study are evaluated 

in conjunction with the results of analogous studies in 

the existing literature, it is typically observed that 

individuals in the workforce demonstrate elevated 

levels of 21st-century skills. Several underlying 

factors may explain these results. In particular, it can 

be posited that the pervasive utilization of internet 

tools in the personal development process and the 

ease with which individuals can access desired 

information at any time have contributed to these 

outcomes.  

The results indicated that the findings 

pertaining to 21st-century skills exhibited some 

discrepancies based on the professional statuses of the 

personnel who participated in the study. The results 

revealed significant differences in favour of coaches 

in the sub-dimension of information and technology 

literacy, in favour of managers in the sub-dimension 

of critical thinking and problem-solving, in favour of 

coaches in the sub-dimension of entrepreneurship and 

innovation, in favour of managers in the sub-

dimension of social responsibility and leadership 

skills, and in favour of coaches in the sub-dimension 

of career awareness. Moreover, it was established that 

coaches and managers exhibited the highest scores in 

the overall scale sub-dimensions when compared to 

other personnel.  

A review of the literature reveals a paucity of 

studies that address the factors influencing 21st-

century skills among Ministry of Youth and Sports 

employees. Furthermore, no studies have been 

conducted that specifically examine the 21st-century 

skills of coaches, personnel, or managers. The higher 

prevalence of 21st-century skills among coaches and 

managers in this study may be attributed primarily to 

the higher education levels of individuals in these 

professions, as well as their frequent encounters with 

various problems in their professional lives.  

A review of the literature revealed no 

significant differences in the sub-dimensions of 

information and technology literacy, critical thinking 

and problem-solving, entrepreneurship and 

innovation, social responsibility and leadership skills, 

and career awareness when the findings related to the 

21st-century skills of personnel were examined 

according to gender. Moreover, no significant 

differences were observed in the overall scale scores 

according to gender. Given that gender is a factor that 

influences individuals' social characteristics and 

personal skills, numerous studies in the literature have 

examined 21st-century skills in relation to the gender 

variable [35], [36]. 
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It is evident that some studies in the existing 

literature demonstrate similarities with the findings of 

this research project. The objective of the study, 

which was conducted on students in the sports 

departments of universities, was to examine the 

leadership characteristics and entrepreneurial 

tendencies of the students in question, with a view to 

establishing the influence of certain demographic 

factors. A total of 700 students enrolled in sports 

departments participated in the study on a voluntary 

basis. Upon evaluation of the findings related to 

gender, it was determined that there was no 

significant difference in leadership characteristics 

according to the gender variable. However, 

entrepreneurial tendencies did exhibit a significant 

difference based on gender [37]. Another study in this 

field sought to examine the findings related to the 

entrepreneurial awareness of adult individuals 

studying in sports and recreation departments based 

on certain demographic factors. The views of 268 

individuals were gathered within the scope of the 

research. The study concluded that there was no 

difference in entrepreneurial awareness between 

participants based on gender [38].  

A synthesis of the findings from the extant 

literature with the results of the present study reveals 

that there are no significant differences between male 

and female employees in terms of their levels of 21st-

century skills [28], [34], [31], [39], [40], [41]. One of 

the primary reasons for this may be that male and 

female employees have similar levels of education, 

encounter similar challenges in their professional 

lives, and exhibit comparable levels of professional 

self-efficacy. Conversely, studies that have identified 

differences in 21st-century skills according to gender 

may attribute these differences to the fact that such 

research has been conducted on individuals from 

different professions, each with distinct professional 

qualifications.  

A comparison of the findings regarding 

participants' 21st-century skills in relation to the 

length of service variable indicated that there was no 

statistically significant difference between the mean 

scores on the information and technology literacy, 

entrepreneurship and innovation skills, social 

responsibility and leadership skills, and career 

consciousness sub-dimensions. No significant 

differences were observed in total scale scores 

according to the frequency of daily IT tool usage. 

Conversely, the mean scores for the critical thinking 

and problem-solving sub-dimensions demonstrated a 

statistically significant correlation with the length of 

service in the institution. It was thus established that 

personnel with 0-5 years of professional seniority 

exhibited the most pronounced critical thinking and 

problem-solving abilities. It may be postulated that 

the principal reason for this phenomenon was that 

personnel in this category demonstrated a proclivity 

for idealism and motivation, given that they were in 

the nascent stages of their professional careers.  

A review of the literature on this subject 

reveals a discrepancy in findings regarding the 

variable of professional seniority. In a study 

conducted on public personnel, it was reported that 

the findings related to the sub-dimensions of 21st-

century skills (entrepreneurship and problem-solving) 

did not differ according to the professional seniority 

of the public personnel [28]. In a separate study 

conducted on public personnel, it was determined that 

perceptions pertaining to all sub-dimensions of 21st-

century skills exhibited variation according to 

professional seniority. In the aforementioned study, it 

was observed that the perceptions of personnel with a 

professional experience of between one and ten years 

were higher in the scale's sub-dimensions (creativity 

and innovation, critical thinking and problem-solving, 

communication and collaboration, information 

literacy, media and technology literacy) when 

compared to those with a higher level of professional 

seniority [42]. 

The examination of the effect of age variable 

on 21st-century skills showed that the scores on 

information and technology literacy, critical thinking 

and problem-solving, entrepreneurship and 

innovation skills, social responsibility and leadership 

skills, and career consciousness sub-dimensions did 

not show a significant difference. The total scale score 

did not differ significantly across age groups, either. 

It can be thought that the reason for this result was 

that although the participants were in different age 

groups, their professional qualifications were similar. 

In analogous studies conducted on disparate sample 

groups in the literature, analogous results to those of 

this study were obtained. In the study conducted by 

Kara (2018) on students enrolled in the sports 

departments of universities, it was determined that the 

entrepreneurial intentions and leadership 

characteristics of the students exhibited significant 

differences according to socio-demographic 

variables. Conversely, it was established that the 

leadership characteristics and entrepreneurial 

intentions of the participants did not differ 

significantly according to the age factor [37].  

Upon examination of the findings pertaining 

to 21st-century skills in accordance with the variable 

of education level, it was observed that the mean total 

score and the scores for information and technology 

literacy, critical thinking and problem-solving, 

entrepreneurship and innovation skills, social 

responsibility and leadership skills, and career 
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consciousness did not exhibit a statistically 

significant difference according to this variable. It can 

be postulated that this outcome may be attributed to 

the fact that the majority of the participants had 

comparable education levels. In some studies, 

conducted on individuals in different occupational 

groups and age groups in the literature, it was reported 

that the findings related to the sub-dimensions of 

21st-century skills did not differ according to the 

education level variable [43]. In a further study 

conducted on this subject, the aim was to compare the 

entrepreneurship awareness of associate degree and 

undergraduate students according to their educational 

status. The findings indicated that there was no 

significant difference according to the education level 

variable [44]. 

The investigation into the influence of 

income level on 21st-century skills indicated that 

there were no statistically significant differences in 

the total scores and scores for the sub-dimensions of 

information and technology literacy, critical thinking 

and problem-solving, entrepreneurship and 

innovation skills, social responsibility and leadership 

skills, and career consciousness. A review of the 

literature reveals that income level is a significant 

predictor of certain skills, including those related to 

entrepreneurship. This is particularly relevant given 

the role of financing in economic terms in the 

development of entrepreneurial activities. In a study 

conducted on adult individuals, the objective was to 

examine the demographic factors affecting the 

entrepreneurial intention, which is among the 21st-

century skills. At the conclusion of the study, it was 

determined that family income level was an important 

determinant of the entrepreneurial intentions of the 

participants [45], [46], [47], [48]. This situation does 

not support the findings of our study, which may be 

attributed to the relatively narrow salary differential 

between employees of the Ministry of Youth and 

Sports. 

 

5. Conclusion and Suggestions  

 

In conclusion, it was found that the personnel 

participating in this study had a high level of 21st-

century skills and that these skills differed according 

to some socio-demographic variables. In light of the 

findings obtained in this study and similar research 

findings in the literature on this subject, the following 

suggestions can be made for research and practice: 

• Although the investigation of the 21st-century skills 

of the Ministry of Youth and Sports employees is 

important, it is also critical for the employees to 

demonstrate these skills in their professional lives. 

Determining the level of employees' exhibition of 

21st-century skills is possible through the 

investigation of the opinions of other personnel in 

business life. In this context, to determine the level of 

21st-century skill use by employees, especially by 

those in high-rank positions, in their professional 

lives, studies can be conducted to examine the level 

of managers' possession of 21st-century skills 

according to the opinions of employees. 

• The findings of this study and similar study results 

in the literature showed that some demographic 

variables were effective in having 21st-century skills. 

However, these demographic variables cover more 

than those discussed in this study. In this context, 

studies can be conducted to examine the 21st-century 

skills of the Ministry of Sports employees according 

to different demographic factors (marital status, place 

of employment, department graduated, etc.). 

• It is expected that having 21st-century skills will 

positively affect the parameters of business life. It is 

noteworthy that studies on the effects of 21st-century 

skills on professional life are generally limited in the 

field of sports. Therefore, studies including 

employees from the sports sector and addressing the 

relationship between 21st-century skills and factors in 

professional life (work motivation, job satisfaction, 

organizational commitment, organizational cynicism, 

organizational communication, job performance, and 

leadership styles) can be conducted. 

• Professional characteristics of personnel may differ 

depending on their status and the units where they 

work. At this point, status and profession variables are 

expected to be decisive on 21st-century skills. In this 

context, studies can be conducted to address 21st-

century skills according to the professional status of 

employees and the units they work in. 

• It is not possible to generalize the findings of this 

research to the entire business life due to the number 

of samples. In this context, similar studies with large 

sample groups involving individuals from different 

professions can be conducted. 

• Considering that the level of employees' possession 

of 21st-century skills will positively affect their work, 

family, and social lives, in-service training courses 

can be organized for the personnel of the Ministry of 

Youth and Sports to develop these skills. 

• Employees' 21st-century skills are generally shaped 

by their professional experience, social environment, 

and education. In addition, it is known that these skills 

can be acquired at every age. In this context, 

employees can be given training to develop 21st-

century skills. By comparing the differences between 

these skills at the beginning and end of the training, 

the effectiveness of the training provided can be 

determined. 
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Abstract 

Lepidoptera is the most suitable insect order to comprehend the connections between 

nutrition and mouthparts. The proboscis, which is typically tightly coiled between 

the labial palps, is a flexible organ used by most adult butterflies for extracting flower 

nectar and other liquids. We examined the proboscis structure and sensilla of 

Maniola jurtina Linn. by scanning electron microscope (SEM) in order to contribute 

to the relationship between food selection and proboscis structure in Satyrinae 

Sensilla chaetica (s. trichodea) of various lengths is the most common species along 

the proboscis. Sensilla styloconica is of pluricarinate type. It is densely located only 

in the distal region and is in rows. It has a long quill with 6 ribs (flat protrusions) and 

a relatively short nail. In the study, sensilla lengths were compared with the sensilla 

lengths of some other lepidopteran species. 
 

 
1. Introduction 

 

Lepidopteran proboscis is one of the most remarkable 

body parts among insect groups in terms of nutrition. 

The diversity and structure of lepidopteran proboscis 

are intricately linked to their feeding behaviors and 

their capacity to ingest fluids [1-5]. While many 

species are known to be anthophilous, some also 

exhibit a varied diet, including mud puddles, sugary 

substances, sweat, tears, and wound exudates from 

mammals [6-13].  The proboscis, a flexible tube 

specialized for liquid food intake, typically adopts a 

coiled ring shape at rest. However, during feeding, it 

unfurls, revealing distinct regions. The proximal 

region is closest to the head, while the bend region 

emerges at approximately one-third of the proboscis's 

length [14]. The distal region, which is relatively 

lengthy, features a flexible apex containing several 

slits responsible for food intake [15, 16]. In this 

region, approximately 10–20% features dorsal 

legulae modifications characterized by wider 

interlegular spaces and reduced galeal surface area. 

These adaptations aid in fluid passage into the 

alimentary canal, contributing to an overall 

hydrophilic profile [3-4]. The proboscis consists of a 
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pair of c-shaped galeae. Each galea is equipped with 

cuticular processes and several types of sensilla that 

are essential for nutritional activities [1, 17]. These 

sensilla vary depending on feeding habits [5, 18-20]. 

The form and function of the lepidopteran proboscis 

have been studied in various taxa encompassing 

numerous families [10, 15, 21-24].  

There are six sensilla types in butterflies [1, 

25]. Three of the most commonly seen sensilla types 

are: s. chaetica (=trichodea), s. basiconica and s. 

styloconica. Sensilla chaetica is located on the entire 

galea surface. Acting as a mechanoreceptor, this 

sensilla provides information about the width and 

depth of the tubular flower during flower scanning 

[26]. Sensilla basiconica are composed of a sensory 

cone, either domed or pointed, and a shallow, flexible 

socket [1, 27]. Present across various insect groups 

and distributed throughout the body, they serve as 

essential structures for chemosensory functions [28]. 

Sensilla basiconica exist in two forms: external and 

inner sensilla basiconica. Inner sensilla basiconica are 

notably fewer in number compared to those on the 

outer surface and are typically confined to the distal 

part of the proboscis [29]. The most characteristic 

sensilla type in lepidopterans is sensilla stylochonica. 
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They are outstanding chemo-mechanic receptors 

limited to the apex region [27]. It is the sensilla type 

in which the most differentiation is observed [25]. 

The potential systematic importance of these senses 

in butterflies have been acknowledged by some 

researchers (example Borner, [30]) yet this issue has 

not been evaluated enough in systematic aspects. In 

their examination of the proboscis, Paulus and Krenn 

[16] documented 19 European satyrid species, a 

number of which are also present in Turkey. In a study 

about proboscises of butterflies conducted in North 

America, proboscis of 17 Satryinae species was 

examined [26]. In Turkey, there are only 3 

publications regarding Lepidoptera proboscis [24, 31-

32].  

Given their biology, diversity, and 

distribution, Satyrinae constitutes a prominent group 

within butterfly communities [33-40].  The extensive 

diversity of Satyrinae, both in terms of species 

richness and morphology, has resulted in considerable 

uncertainty and taxonomic challenges in their 

classification. Comparative morphological studies on 

sensilla located in different places in insects may 

contribute to classification. 

This research involves a detailed SEM 

examination of the proboscis morphology and sensilla 

types, and mouthparts in specimens of Maniola 

jurtina from Turkey. Sensilla have been compared 

with other lepidopter species and discussed later. The 

results contribute to the proboscis morphology of 

Satyrinae. This will be beneficial for studies that are 

intended to be conducted later related to the 

nutritional behaviors of adult lepidopters. 
 

2. Material and Method 
 

In this study, the proboscis of two male specimens of 

M. jurtina were examined. The specimens taken from 

Prof. Dr. Çalışkan's collection are kept in Gazi 

University Zoology Museum. The ultrastructure of 

the sensilla of the proboscis in adults of M. jurtina is 

elucidated using SEM imaging. For the terminology 

used here in proboscis and sensilla morphology, see 

Bänzigerl [9, 41], Büttiker et al. [8], Speidel et al. 

[23], Altner and Altner [27], Faucheux [42, 43], 

Hallberg [44] remove. For the scanning electron 

microscope imaging (SEM), mouthparts and 

proboscises of Maniola jurtina individuals have been 

cleaned with a brush and dried by air before being 

positioned with a double-sided tape on SEM tabs. 

They were later coated with a layer of gold using a 

Polaron SC 502 Sputter Coater and examined with a 

10 kV Jeol JSM 6060 LV SEM. While stretching the 

butterflies, the proboscis of the softened samples were 

lengthened and fixed with the help of a needle. 

Sensilla lengths were measured with references taken 

from the beginning and end points of sensilla in SEM 

images. The example examined in the study is from 

the second author's master's thesis. 
 

3. Results  
 

The components of the mouthparts of Maniola jurtina 

are shown in Figure 1. The head of the individual 

shown in Figure 1a is damaged. The proboscis is four 

spirals (Fig. 1a). Galeae are hinged by dorsal and 

ventral legulae. Long bristle-shaped scales project 

from the pilifer and contact the nearby dorsal galeal 

surface. The maxillary palpus is fist-shaped next to 

the proboscis base (Fig. 1b). The proboscis is roughly 

threefold compared to the labialy palpus.  The galeal 

surface has a rough texture, lacks spines, and has a 

spiny web-like structure near the dorsal ligulae. There 

are three types of sensilla in Maniola jurtina: Sensilla 

basiconica, sensilla styloconica, and sensilla chaetica 

(Figs. 2, 3, 4). Sensilla chaetica can be observed in 

various lengths and scattered on lateral and ventral 

sides in the proximal and distal regions of the galea 

(Figs. 2a, 2b, 3a). Sensilla basiconica can be observed 

in irregular rows on the external surface of the 

proboscis (Figs. 2a, 2b, 3a). Sensilla styloconica are 

in distal region of the proboscis. There has a long 

stylus with 6 ribs (Smooth Ridges) and a relatively 

short peg. Tips of the ribs bear six (Shoulder Spines) 

sharp spines. Length of the shoulder spines are shorter 

than the peg (Fig. 3b). Sensilla basiconica consist of 

a conical sensory structure with a flat surface 

surrounded by a shallow socket. Inner sensilla 

basiconica form a single row on the food canal (Fig. 

4a). They consist of a long stylus and a short sensory 

nail placed in a slightly dome-shaped socket (Fig. 4b).  

The sensilla were not seen in the maxillary palps in 

the samples examined. However, pits on the palps 

attract attention. These pits are likely to be sensilla 

pits. The sensilla on the pits may have been severed 

because the head of the specimens was damaged. 
 

4. Discussion 
 

Most Satyrinae species are diurnal adults with limited 

dispersal capabilities, typically flying close to the 

ground, particularly in shaded forest areas 

(understory) [45-48]. Host plants of Satyrinae are 

mostly monocots. They are also used with certain 

eudicot families such as Fabaceae and 

Menispermaceae, and some species have been 

recorded feeding on Lycopodiophyta 

(Selaginellaceae), Bryophyta (Neckeraceae) and 

gymnosperms (Cycadaceae) [49-52]. Adults of most 

species are polyphagous and feed on the nectar of 

different species. 
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Figure 1a-b. Head and mouthparts of Maniola jurtina in oblique frontal view, a. proboscis (pr) in recoiled resting 

position ı: complex eye (e), pilifer (pf), maxillar palpus (mp), labial palpus (lp), b. Basal proboscis each proboscis (pr), 

dorsal legulae (dl), pollen (pl) 

 

  

Figure 2a-b. Galea surface in M. jurtina, and the distribution of sensilla positioned on the galea surface, a. sensilla 

chaetica (sc), sensilla basiconica (sb), sensilla styloconica (st), b. Enlarged image of s. chaetica (sc), s. basiconica (sb) 

 

  

Figure 3a-b. Distal region of proboscis of M. jurtina, a. sensilla chaetica (sc), sensilla basiconica (sb), sensilla 

styloconica (st), b. Enlarged image of sensilla styloconica 
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Figure 4a, b. Food canal of the proboscis of M. jurtina, a. intrasensilla basiconica (sb), b. Enlarged image of sensilla 

basiconica. 
 

Krenn et al., [53] examined the sucking 

proboscis of six satyrid butterfly species, including 

Maniola jurtina, in their study of the proboscis 

structure of nymphalids. Their study revealed 

variations in the sensilla equipment, particularly in 

the length of sensilla chaetica and the shape and 

quantity of sensilla styloconica. Notably lengthy 

sensilla trichodea were observed extending beyond 

the midproboscis in numerous Heliconiini (as detailed 

in Krenn & Penz, [54]), certain Limenitidinae, some 

Brassolinae, all Morphinae, and Haetera piera 

(Satyrinae). In Morphinae and Haetera piera, stout 

sensilla trichodea were predominantly situated on the 

ventral sides of the galeae, spanning from the base of 

the proboscis to just short of the tip-region. In the 

samples we examined, needle-shaped extensions on 

the ventral sides of the galea are noteworthy. Sensilla 

caetica are remarkably long, varying in size from 11.7 

to 25.1 μm. S. chaetica length of Aporia crataegi 

ranges from 2.77 to 22.5 μm [31], ~4 μm in Tirumala 

limniace and in Iphiclides podalirius, ~6 μm [55] in 

Vanessa cardui, 8–48 μm [56]. The size of chaetica 

varies even in the same individual. 

The sensilla basiconica, consisting of a broad 

dome-shaped base and a short sensory cone, serves as 

a chemoreceptive [16, 25, 26, 28, 56]. Sensilla 

basiconica in the alimentary canal are sensitive to 

mechanical stimuli and likely function to control fluid 

selection within the digestive tract [29]. Fluid uptake 

is probably faster in individuals with short inner 

sensilla length. Sensilla basiconica of M. jurtina is 6 

μm long. Sensilla basiconica of A. crataegi is 3 μm 

long [31], 1.6 μm in Homoeosoma electellum (Hulst, 

1887), 4 μm in Monopis crocicapitella (Clemens, 

1859) and 10 μm in Tineola bisselliella (Hummel, 

1823) [25]. According to the data, sensilla basiconica 

length is not related to body height [29]. The fact that 

the length of the inner sensilla basiconica in M. jurtina 

is twice as long as that of A. crataegi supports this. 

Sensilla styloconica can provide the insect with 

important information such as the location of nectar 

and the length of the pollen tube [55, 54]. Sensilla 

styloconica increases the hydrophilicity and 

capillarity of the drinking area and helps fluid uptake 

from porous surfaces [3, 57]. Petr and Stewart [26] 

divided and named s. styloconica into groups 

according to their morphological structures. 

According to this study, sensilla styloconica of 

satyrids are divided into two groups: pluricarinate and 

pluridentate. Cylindriform/pluricarinate and 

cylindriform/pluridentate sensilla are unique 

identifiers for some groups of Satyrinae. 

Cylindrical/pluricarinate styli are specific to 

Coenonympha, Cercyonis, Neominois, and Oeneis; 

Cylindrical/pluricarinate styli are found only in 

Erebia, Gyrocheilus and Oeneis. The M. jurtina we 

examined also are the s.styloconica cylindriform/ 

pluricarinate type. The protrusions on the body of the 

cylindrical pencil are flat. They extend beyond the 

shoulders to the apical spines. Six apical shoulder 

spines form a symmetrical, rounded crown around the 

sensory nail. 

Sensilla styloconica were observed to be 

longer and more abundant in non-flower-visiting 

nymphalids compared to flower-visiting species. 

Among species that visit flowers, there exists greater 

diversity in the shapes of sensilla styloconica. In 

Satyrinae, they feature longitudinally ribbed ends 

with apical spines, whereas in certain Nymphalinae 

members, they are either smooth and partially 

cylindrical (e.g., Ithomiinae) or smooth and flattened 

(e.g., Heliconiinae) [1]. The morphology of the 

sensilla styloconica in the examined sp. jurtina shows 

the characteristics of the satyrid group. The stylus has 

a cylindrical structure, unlike the either smooth and 

partially cylindrical sensilla styloconica seen in some 

members of the Nymphalinae group. The ribs on the 

body of the scion are smooth and have apical spines, 

6 in number. These apical spines are arranged 

symmetrically to form a rounded crown around the 

sensory cone. The senslla styloconica of M. jurtina, 

studied by Krenn et al. [1], similarly has longitudinal 

projections ending in apical spines.  
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5. Conclusion and Suggestions 

 

The results obtained show that Satyrinae are closer to 

Nymphalinae than Limenitiidae with their sensilla 

styloconica morphology. The usability of differences 

in the morphology of sensilla styloconica in the 

classification of higher categories in Satyrinae should 

be investigated.  
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Abstract 

Detecting faults in electrical machine systems is crucial for developing maintenance 

strategies. Modern technology enables personalized maintenance planning for 

system components by continuously or periodically monitoring systems with 

sensors. The first step in condition-based maintenance planning is predicting faults 

from sensor data. Monitoring vibration signals is one of the most preferred 

approaches for fault diagnosis in electrical machine systems. We have used a dataset 

containing vibration data recorded to detect intentionally created faults in an 

electrical machine system. The paper spots three popular methods to convert the time 

domain data into the frequency domain: power spectral density signal, spectrogram 

images, and scalogram images. Furthermore, we have analyzed the performance of 

the popular machine learning and deep learning methods with frequency-domain 

inputs. We have reported the results with accepted performance metrics such as 

accuracy, precision, recall, and F1 score. Our findings indicate that spectrogram 

images with the InceptionV3 model achieve maximum accuracy of over 98% 

accuracy among. The findings also highlight the necessity of carefully selecting 

model parameters based on the data type. 
 

 

1. Introduction 

 

Electric machine systems are among the most crucial 

components of the industry and hold a pivotal 

position in manufacturing facilities [1]. Faults or 

unplanned downtime in electric machine systems can 

lead to extensive financial consequences and damage 

to the reputation of facilities [2]. Consequently, 

developing maintenance strategies for electric 

machine systems becomes beneficial and imperative. 

While academic studies categorize maintenance 

strategies in various ways, many researchers 

unanimously agree on dividing maintenance activities 

into three fundamental groups: corrective, preventive, 

and predictive maintenance [3-5]. 

Corrective maintenance, which emphasizes 

post-failure recovery, and preventive maintenance, 

which aims to prevent potential failures before they 

 

*Corresponding author: yacar@selcuk.edu.tr             Received: 23.07.2024, Accepted: 04.10.2024 

occur, represent traditional approaches. Since 

corrective maintenance requires intervention after a 

failure, it is preferred in areas where unplanned 

downtime is not critical and is tolerable. On the other 

hand, preventive maintenance, in facilities where 

continuity is crucial, deems postponing the failure to 

a more suitable time by taking overly precautious 

measures sufficient. This approach involves creating 

a periodic maintenance and repair plan considering 

the average lifespan of electric machine system 

components. However, inherent unpredictability 

remains a challenge for electric machine systems. 

Determining a precise timeframe for potential failure 

is difficult due to the numerous factors influencing the 

expected lifespan of system components [6]. This 

uncertainty often leads facilities to adopt cautious 

measures and rely on maintenance programs based on 

generalized service life. Selçuk [4] has elucidated that 
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such overly precautionary measures, especially 

concerning personnel and spare parts inventories, 

often lead to economic inefficiencies. 

In recent years, supported by technological 

advancements and the proliferation of sensor 

technology, predictive maintenance offers 

personalized maintenance programs for electric 

machine systems [7]. In this approach, sensors 

continuously monitor the health of the motor and 

promptly flag any abnormalities. Beyond mere 

detection, the aim is to evaluate the progression and 

criticality of abnormalities and then make informed 

decisions regarding appropriate maintenance or repair 

interventions. 

Two primary techniques dominate predictive 

maintenance in electric machine systems: current-

based and vibration-based methods. The former 

approach, as detailed by Niu et al. [8], relies on the 

analysis of the motor's current signal. On the other 

hand, the vibration-based approach utilizes 

strategically positioned sensors to identify types of 

faults that create a vibration signature [9]. While time-

domain analyses have occasionally been employed in 

both techniques, many modern studies [10] support 

frequency spectrum analysis. Tools such as Fast 

Fourier Transform (FFT), Short-Time Fourier 

Transform (STFT), Wavelet Transform (WT), and 

Power Spectral Density (PSD) commonly feature 

prominently in these analyses. 

Features derived from these analytical tools 

are then interpreted. Historically, expert judgments 

formed the basis of such interpretations. However, the 

emergence of complex computational techniques like 

fuzzy logic, artificial neural networks, machine 

learning, and deep learning has ushered in a new era 

of analysis [11]. Garcia et al. [12], outlining the main 

stages of the standard predictive maintenance process, 

have enumerated various stages ranging from 

continuous monitoring of motor health to the strategic 

preparation of maintenance and repair plans based on 

multiple determinants. The first step in predictive 

maintenance is the disaggregation of faults using 

current or vibration signatures. Predicting how each 

disaggregated fault will deteriorate over time 

constitutes the next step. Proposing specific 

maintenance and repair plans for the predicted types 

of faults represents the final step of the approach. This 

study sheds light on the classification stage of 

predictive maintenance, a critical intersection in a 

comprehensive process. Inspired by recent 

advancements, the applicability of machine learning 

and deep learning methodologies to detect 

mechanical abnormalities via vibration signatures of 

electric machines is discussed. To provide a holistic 

perspective, results from machine learning and deep 

learning models are presented using 1-D power 

spectral density and 2-D spectrogram and scalogram 

images. 

 

2. Material and Method 

 

The most encountered electrical faults are winding 

and rotor bar faults, while bearing faults, 

misalignment, and imbalance are the most prevalent 

mechanical issues. This article focuses on classifying 

the mechanical faults in electric machine systems 

using vibration signals. 

 

2.1. Dataset 

 

The Machine Fault Dataset, MaFaulDA [13], was 

utilized in the article. The experimental setup 

comprises a circular metal disk combined with a DC 

motor. By placing various weights onto the disc, the 

imbalance failure is simulated. The overall system 

contains two bearings: one placed between the motor 

and the disk and the other positioned at the end of the 

system after the disk. Throughout the remainder of the 

article, the locations of the bearings will be referred 

to as Location 1 and Location 2, respectively. The 

dataset includes radial, tangential, and axial vibration 

signals recorded from these locations. After analyzing 

the data, we decided to use only the vibration signals 

on the radial axis. The data for each experiment has a 

length of 250,000, with an observation period of 5 

seconds and a sampling frequency of 50 kHz. The 

dataset contains six distinct classes of data, consisting 

of five fault conditions and one healthy condition. 

Descriptions of the dataset are tabulated in Table 1. 

 

2.2. PSD 

 

PSD is a powerful tool for analyzing the frequency 

spectrum of signals. It serves as a mathematical 

measure of the power distribution across frequencies 

and finds widespread use in various applications such 

as communication [14, 15], power systems [16], 

optics [17], and more. Since anomalies in electric 

motors manifest differently in the frequency 

spectrum, PSD is also beneficial for fault 

classification studies. 

There are various PSD estimation methods, 

broadly classified as parametric and non-parametric. 

Parametric estimation techniques require modeling 

the system with a limited number of parameters using 

autoregressive, moving average, and autoregressive 

moving average models. The accuracy of estimation 

is directly proportional to the accuracy of the model 

created. 
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Table 1. The data amount for each class and dataset explanation.  

Class 
Number 

of Data 
Explanation 

Normal 49 
The data set has been created by 49 distinct experiments with different rotational 

speeds varying between 737 rotations per minute (rpm) and 3686 rpm. 

Imbalance 333 
The imbalance cases are created by placing various weights from 6g to 35g on 

the disc. For 44 different rpm values, 333 experiments have been conducted. 

Horizontal 

misalignment 
197 

Misalignments are created by horizontally shifting the motor shaft from 0.5mm 

to 2 mm over 197 experiments. 

Vertical 

misalignment 
301 

Misalignments are created by vertically shifting the motor shaft 0.51 mm to 1.9 

mm over 301 experiments. 

Overhang 513 
Deliberately damaged bearings (outer and inner track faults, rolling element 

faults) have been placed at Location 1 in the experiments. 

Underhang 558 
Deliberately damaged bearings (outer and inner track faults, rolling element 

faults) have been placed at Location 2 in the experiments. 

Total 1951  

Moreover, as the data size increases, the 

complexity of the method also increases. On the other 

hand, non-parametric approaches like the 

periodogram are more flexible and do not require a 

model or prior information about the system. Hence, 

they are suitable for fault detection applications in 

electric machine systems with nonlinear 

characteristics and difficult-to-model behavior. 

This study focuses on the non-parametric 

PSD estimation technique known as the Welch 

approach. The estimated PSD of the recorded 

vibration signals is utilized as input for deep learning 

methods. 

Within the Welch approach, the signal is 

divided into 𝐾 segments, each of length 𝑀, with the 

inclusion of a designated overlap ratio. Following this 

division, these segments undergo multiplication by a 

window function represented as 𝑤(𝑛). Utilizing a 

window jump size of 𝑅, the calculated weighted 

segments, designated as 𝑥𝑚(𝑛), are determined as 

outlined in (1). 

 

𝑥𝑚(𝑛) ≅ 𝑤(𝑛)𝑥(𝑛 + 𝑚𝑅) 

 𝑛 = 0,1,2, … , 𝑀 − 1, 𝑚 = 0,1,2, … , 𝐾 − 1 
(1) 

 

Subsequent to this, the periodogram is 

derived through the computation of the square of the 

absolute value of the 𝑁-length Fourier transform 

applied to the divided segments. The periodograms 

for each segment are calculated as in (2). 

 

𝑃𝑥𝑚,𝑀(𝑤𝑘) ≅
1

𝑀
|∑ 𝑥𝑚(𝑛)𝑒

−𝑗2𝜋𝑛𝑘
𝑁

𝑁−1

𝑛=0

|

2

 (2) 

 

 

Finally, the periodograms of all subsegments 

are averaged to obtain the overall PSD to decrease the 

variance. The overall PSD, �̂�𝑥
𝑊(𝑤𝑘), is evaluated as 

given in (3). 

 

�̂�𝑥
𝑊(𝑤𝑘) ≅ 𝑃𝑥𝑚,𝑀(𝑤𝑘) = ∑ 𝑃𝑥𝑚,𝑀(𝑤𝑘)

𝐾−1

𝑚=0

 (3) 

 

Figure 1(a) and Figure 1 (b) depict sample 

PSD estimates obtained from vibration signals taken 

respectively from Location 1 and Location 2 for each 

class provided in Table 1. Figure 1(a) illustrates that 

different peak points occur at distinct frequencies for 

each class, reinforcing the idea that the PSD of 

vibration signals obtained from this point is beneficial 

to distinguish between different types of faults. 

However, as shown in Figure 1(b), the sensor at 

Location 2 exhibits a level of DC noise that 

complicates the direct use of the data. 

 

2.3. Spectrogram 

 

A spectrogram is a powerful tool that visually 

represents the dynamic frequency changes over time, 

commonly used in analyzing sound and vibration 

signals. Vibration is a crucial precursor to faults and 

failures in electrical machines, with frequency spectra 

in vibration signals providing vital information about 

the nature and severity of faults. Hence, representing 

both time and frequency makes spectrograms a 

logical choice in fault diagnosis for electrical machine 

systems. 
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(a) (b) 

Figure 1. (a) The PSD estimation of the vibration signal on Location 1 and (b) Location 2 for each class 

The Fourier Transform is a fundamental 

approach to discerning a signal's frequency content, 

deriving the frequency spectrum of a continuous 

signal using (4). 

 

𝑋(𝜔) = ∫ 𝑥(𝑡)𝑒−𝑗𝜔𝑡𝑑𝑡
∞

−∞

 (4) 

 

where 𝑥(𝑡) is the time-dependent continuous signal, 

and 𝑋(𝜔) is the counterpart of 𝑥(𝑡) in the frequency 

domain. While Fourier Transform provides insights 

into the signal's frequencies, it lacks details about the 

occurrence time of each frequency component. When 

the frequency content by time is required to be 

analyzed, the STFT is one of the most preferred 

methods. Segmenting the signal into smaller time 

windows and applying the Fourier Transform after 

multiplying the signal by a window function, a 

frequency spectrum emerges. The signal then 

undergoes multiplication by the time-shifted version 

of the window function, yielding another frequency 

spectrum. This process spans the defined time 

duration of the signal. When the resulting frequency 

spectra, all of equal length, are arrayed as rows in a 

matrix, a comprehensive depiction of time-dependent 

frequency changes materializes. The STFT is as 

expressed in (5) 

𝑆𝑇𝐹𝑇(𝜔, 𝜏) = ∫ 𝑥(𝑡)𝑊(𝑡 − 𝜏)𝑒−𝑗𝜔𝑡𝑑𝑡
∞

−∞

 (5) 

where 𝜏 is the time delay to slide the window function 

𝑊(𝑡). For the discrete input signals, discrete-time FT 

is replaced by the FT and the rest of the procedures 

remain the same. Figure 2 visualizes the STFT 

processes [18]. 

The processes visualized in Figure 2 can be 

summarized as follows. 

 

 

Figure 2. Visualization of STFT: segmentation, 

windowing, and DFT [18] 

• The input signal is segmented, and each segment 

is multiplied by a proper window function of 

length. 

• The window function slides over the input signal 

by 𝐿 with 𝑅 = 𝑀 − 𝐿 samples overlap of 

consecutive segments. 

• The frequency content of each segment is 

extracted by DFT and placed in the rows of a 

matrix. Thus, a 2D representation of the frequency 

by time change is obtained. 

 

2.4. Scalogram 

 

Much like a spectrogram, a scalogram visually 

illustrates how a signal's frequency changes over 

time. Unlike spectrograms, which rely on the Fourier 

Transform, scalograms based on the WT introduce a 

visually engaging exploration of time and frequency 

relationships. 

 In contrast to spectrograms, which offer a 

fixed time resolution through STFT, scalograms 

present a flexible narrative by balancing time and 

frequency resolutions. Unlike Fourier's sinusoidal 

signals, WT employs a mother function with distinct 

features. The signal to be analyzed is expressed 
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through this mother function, known for its 

irregularity, zero average, limited duration, and 

general asymmetry. Scalogram is obtained as a 2D 

representation of the input signal with the shifted and 

scaled variations of the mother function. While one of 

the dimensions is time, scale is the other one. Scale 

represents the mother function's different 

compressions or dilations, inversely related to 

frequency. While frequency increases, scale 

decreases, bringing about sharper time resolution. 

Conversely, a drop in frequency results in an increase 

in scale, widening the time window. 

 This tradeoff provides a zoom for detailed 

observation, enabling precise time resolution during 

sudden frequency changes and a high-frequency 

resolution within the domain of low-frequency 

elements. For a time-dependent continuous signal 

𝑥(𝑡), Continuous Wavelet Transform (CWT) is 

expressed as in (6) 

 

𝐶𝑊𝑇(𝜏, 𝑠) =
1

√|𝑠|
∫ 𝑥(𝑡)𝜓∗ (

𝑡 − 𝜏

𝑠
) 𝑑𝑡

𝑡

 (6) 

 

where 𝑠 is the scale referring to the compressions or 

dilations, 𝜏 is the time shift, 𝜓(𝑡) is a properly 

selected mother function. A mother function is 

required to be continuous, has null moments, and 

quickly decreases to zero with time (or band-limited). 

The admissibility condition to check any square-

integrable candidate function is given in (7) 

 

∫
|𝛹(𝜔)|2

|𝜔|
𝑑𝜔 < ∞ (7) 

 

where 𝛹(𝜔) is the FT of the 𝜓(𝑡). When using CWT 

to create a scalogram, the procedures are similar to the 

ones to create spectrograms. The input signal is 

multiplied with 𝜓∗(𝜏, 𝑠) for different values of 𝜏 and 

𝑠. While the time axis of the 2D scalogram is created 

by varying τ values, the scale axis corresponds to the 

different values of 𝑠. As previously mentioned, 

increasing the scale increases the time resolution and 

decreases the frequency resolution. The difference 

between CWT and STFT in terms of time and 

frequency resolution is visualized in Figure 3. 

 
2.5. Classifiers 

 

This study focuses on popular machine learning and 

deep learning methods as classifiers. While Decision 

Tree (DT), k-Nearest Neighbors (KNN), Support 

Vector Machine (SVM), and Linear Discriminant 

(LD) are preferred among the machine methods, 

Xception, InceptionV3, and MobileNet deep learning 

models have been meticulously chosen among Keras 

models, considering both dimension and performance 

metrics. Various fine-tuning strategies have been 

experimented upon the selected models to achieve the 

highest success. 

 
(a) (b) 

Figure 3 Decomposition of the time-frequency plane for 

(a) STFT and (b) CWT 

 

3. Results and Discussion 

 

The conducted study leverages vibration signals from 

an electrical machine system to classify mechanical 

faults within the system. 1-D power spectral density 

signals and 2-D scalogram and spectrogram images 

are created from the vibration signals. Machine 

learning techniques accept the power spectral density 

signals, while deep learning models use the scalogram 

and spectrogram images as inputs. Each machine 

learning algorithm was meticulously selected based 

on its proven effectiveness in handling similar 

datasets, ensuring a comprehensive evaluation of their 

performance in classifying mechanical faults. The 

deep learning models were chosen for their advanced 

capabilities in processing image data, leveraging 

transfer learning to enhance model accuracy and 

efficiency. The performances of the classifiers are 

evaluated with the well-accepted performance metrics 

explained in Table 2. The results reported in this study 

are obtained from the testing phase, utilizing a 5-fold 

cross-validation approach. This method involves 

dividing the dataset into five subsets, with each subset 

serving as a test set in turn, while the others are used 

for training. The performance metrics presented are 

the averages of the five folds. 

 In Table 2, True Positive (TP) refers to the 

number of examples correctly predicted as positive by 

the model, while True Negative (TN) is the number of 

examples correctly predicted as negative. False 

Positive (FP) represents the number of examples 

incorrectly predicted as positive but are negative, and 

False Negative (FN) is the number of examples 

incorrectly predicted as negative but are positive. 
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Table 2. The performance metrics 

Metric Description Mathematical Expression 

Accuracy (%) 
The ratio of correctly classified instances to the total 

number of instances. 

𝑇𝑃

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Precision (%) 
The ratio of true positive predictions to the total 

predicted positives. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall (%) 
The ratio of true positive predictions to the actual 

positives. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 Score (%) The harmonic mean of precision and recall. 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 The performance of machine learning 

approaches is comparatively presented in Table 3. 
Table 3 provides a comparative overview of the 

performance of various classification methods 

applied to the dataset using accepted performance 

metrics. Moreover, the parameters yielding the best 

results are also provided. The learning parameters for 

the machine learning models were optimized using a 

random search strategy. For the Decision Tree 

classifier, the maximum number of splits was 

randomly selected from values between 4 and 100, 

with the optimal value chosen based on the highest 

accuracy. Various split rules, including the Gini’s 

diversity index, twoing rule, and maximum deviance 

reduction, were evaluated. For the SVM classifier, 

linear, quadratic, and cubic kernels were tested, along 

with both one-vs-one and one-vs-all approaches for 

multiclass classification. Box constraint levels were 

randomly sampled from a range of 1 to 10. In the case 

of the KNN classifier, distance metrics such as 

Euclidean, cosine, Chebyshev, and Hamming were 

explored, and the number of neighbors was 

determined through random search from a range of 1 

to 100. For Discriminant Analysis, both linear and 

quadratic kernels were considered, with covariance 

structures evaluated as full and diagonal. Among the 

examined methods, the KNN algorithm exhibited the 

highest performance with 96.56% accuracy, followed 

by SVM (95.85%) and DT (94.3%), while the LD 

method showed the lowest performance at 75.71%. 

These results highlight the non-linear nature of fault 

classes in the dataset and the effectiveness of 

algorithms like KNN in capturing complex patterns. 

The combination of PSD signal processing and KNN 

proves to be a robust method for fault detection in 

electrical machines. These findings underscore the 

importance of selecting an appropriate classification 

method tailored to the dataset for optimal 

performance. For a more detailed analysis of the 

classification performance of the methods, further 

information can be obtained through the analysis of 

confusion matrices provided in Figure 4 (a)-(d). 

Table 3. Performance of Machine Learning approaches with PSD signals 

Method Parameters Acc. (%) Prec. (%) Rec. (%) F1 Score (%) 

DT 
max. # of splits: 100 

split criterion: Gini diversity index 
94.3 92.31 90.81 91.55 

SVM 

kernel function: linear box 

constraint level: 1 

multiclass meth.: one vs one 

95.85 94.18 95.98 95.08 

KNN 

# of neighbors: 1 

distance metric: Euclidean 

distance weight: equal 

96.56 96.75 96.72 96.74 

LD 
preset: Linear discriminant 

covariance structure: full 
75.71 68.22 67.45 67.83 
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(a)  (b)  

  

(c) (d) 

Figure 4. Confusion matrices for (a) DT, (b) SVM, (c) KNN, and (d) LD 

 

 Figure 4 shows that the KNN model 

demonstrates the most balanced and superior 

performance, particularly excelling in classifying 

'normal', 'imbalance', and 'horizontal misalignment' 

categories, though it shows some confusion between 

'overhang' and 'underhang' classes. SVM exhibits 

comparable performance to KNN but with slightly 

more errors in the 'vertical misalignment' class. While 

the DT model performs well overall, it struggles more 

with distinguishing between 'imbalance' and 

'horizontal misalignment'. The LD model 

underperforms compared to the others, particularly in 

differentiating 'overhang' and 'underhang' classes, 

suggesting these fault types are not linearly separable. 

These results indicate that non-linear models, 

especially KNN and SVM, are more effective for fault 

detection. 

As the second part of the study, deep learning 

models with the inputs of scalograms and 

spectrograms are analyzed using a transfer learning 

approach across three different models. The 

performances of Xception, InceptionV3, and 

MobileNet deep learning models are comparatively 

evaluated through heatmaps. The study presents how 

the performance of the methods changes with the fine-

tuning and learning rate parameters. The learning rate 

has been optimized using a random search within the 

range of 5e-6 to 0.0002, and the fine-tuning steps have 

been selected from values between 10 and 200. The 

performance of each model for varying fine-tuning 

and learning rate parameters can be observed for the 

scalogram images in Figure 5 through the heatmaps 

provided. 

Figure 5 illustrates the performance of three 

deep learning models (InceptionV3, Xception, and 

MobileNet) using scalogram inputs, represented as 

heatmaps across various fine-tuning steps and 

learning rates. The MobileNet architecture 

demonstrates superior performance, achieving a peak 

accuracy of 96.94% with 50 fine-tuning steps and a 

learning rate of 0.00002. InceptionV3 also exhibits 

robust performance, reaching 94.73% accuracy, while 

Xception shows comparatively lower performance.  
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(a)  (b)  

 
(c)  

Figure 5. Heatmaps for the models (a) InceptionV3, (b) Xception, and (c) MobileNet with the scalogram images  

 These results suggest that the MobileNet 

architecture is particularly adept at extracting relevant 

features from scalogram representations of vibration 

signals for fault classification. Figure 6 displays the 

heat maps to indicate the effects of fine-tune-at and 

learning-rate parameters for the spectrogram images. 

  
(a) (b) 

 
(c) 

Figure 6. Heatmaps for the models (a) InceptionV3, (b) Xception, and (c) MobileNet with the spectrogram images 
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 Figure 6 presents heatmaps depicting the 

performance of InceptionV3, Xception, and 

MobileNet models using spectrogram inputs across 

various fine-tuning steps and learning rates. Notably, 

the InceptionV3 model achieves the highest accuracy 

of 98.30% with 150 fine-tuning steps and a learning 

rate of 0.0001. Xception's performance significantly 

improves with spectrogram inputs compared to 

scalograms, while MobileNet maintains consistent 

performance. The superior results obtained with 

spectrogram inputs, particularly for InceptionV3, 

indicate that this time-frequency representation may 

capture fault-related features more effectively for the 

given dataset. The distinct optimal hyperparameter 

combinations for each model emphasize the necessity 

of model-specific tuning. These findings highlight the 

potential of deep learning approaches, especially 

InceptionV3 with spectrogram inputs, for highly 

accurate fault detection in electrical machinery. 

 Furthermore, our study underscores the 

necessity of selecting the most suitable model for 

different data representations, such as spectrograms 

and scalograms. For example, the InceptionV3 model 

outperforms MobileNet when processing 

spectrogram data, emphasizing the importance of 

evaluating the data type and model architecture 

features together. 

 Moreover, it's evident that the choice of 

learning rate significantly impacts the effectiveness of 

fine-tuning strategies. Carefully selecting the optimal 

learning rate tailored to each model and data type can 

substantially enhance accuracy rates. Table 4 

summarizes the fine-tune-at and learning rate values 

where deep learning models achieve maximum 

accuracy. 

 In conducting a general assessment of our 

findings, we have compared the performance of 

traditional machine learning methods using PSD 

inputs with deep learning methods using spectrogram 

and scalogram inputs. While machine learning 

approaches have demonstrated strong performance, 

with KNN achieving the highest accuracy of 96.56% 

among PSD-based methods, deep learning models, 

particularly when using spectrogram inputs, have 

shown even higher accuracy. The InceptionV3 model 

with spectrogram inputs outperformed all other 

methods, achieving an impressive 98.30% accuracy. 

This suggests that hierarchical feature learning in 

deep neural networks is particularly effective for 

capturing complex patterns in vibration data for fault 

detection. 

 However, it's worth noting that the 

performance gap between the best machine learning 

model (KNN with PSD) and the best deep learning 

model (InceptionV3 with spectrograms) is relatively 

small (1.74%). This indicates that well-tuned 

traditional machine learning methods can still be 

competitive for fault detection tasks, especially when 

interpretability or computational resources are a 

concern. The choice between these approaches may 

depend on factors such as dataset size, need for 

interpretability, and available computational 

resources. Table 5 summarizes the best-performing 

models from each approach, highlighting their 

respective strengths in fault detection for electrical 

machinery. 

Table 4. Performance of Transfer Learning models for scalogram and spectrogram images 

Model Scalogram images Spectrogram images 

 Acc. (%) fine-tuning step learning rate Acc. (%) fine-tuning step learning rate 

InceptionV3 94.73 200 0.0001 98.30 150 0.0001 

Xception 86.90 10 0.00005 93.71 30 0.0001 

MobileNet 96.94 50 0.00002 96.60 30 0.00005 

Table 5. Comparison of best-performing models for each approach 

Approach Model Input Acc. (%) Prec.(%) Rec. (%) F1 score (%) 

ML KNN PSD 96.56 96.75 96.72 96.74 

ML SVM PSD 95.85 94.18 95.98 95.08 

DL InceptionV3 Spectrogram 98.30 98.10 98.44 98.56 

DL MobileNet Scalogram 96.94 97.08 97.32 97.52 

 

 



Y. E. Acar, M. E. Kılıç / BEU Fen Bilimleri Dergisi 13 (4), 1147-1157, 2024 

1156 

4. Conclusion and Suggestions 

 

This study explores the performance of machine 

learning and deep learning models to classify the 

vibration data collected from electrical machines for 

fault detection. We first examine traditional machine 

learning methods like DT, KNN, SVM, and LD 

alongside three different deep learning models using 

transfer learning. The findings shed light on the 

effects of various data types and model architectures 

on classification performance. 

Among the machine learning methods, which 

are fed by the 1-D PSD signal, the KNN model 

achieved the highest accuracy rate of 96.56%. On the 

other hand, the InceptionV3 deep learning model 

surpassed the highest accuracy with spectrogram 

images. The results highlight the importance of fine-

tuning strategies, particularly emphasizing the 

significance of learning rate and fine-tune-at 

parameters. The InceptionV3 model has surpassed the 

others with an accuracy of 98.30% by selecting the 

fine-tune-at and learning rate parameters as 150 and 

0.0001. The outcomes of the study can guide data 

analysis and fault diagnosis processes in industrial 

systems. 
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Abstract 

Classification is separating data into predefined categories by obtaining descriptive 

features. In the classification process, machine and deep learning algorithms assume 

that the class samples are evenly distributed. In particular, the dataset size used in 

deep learning is significant for classification success. However, obtaining balanced 

data distribution in real-life problems is very difficult. This negatively affects class-

based accuracy. Various methods are used in the literature to overcome the 

unbalanced data problem. This study investigated the effects of GAN, SMOTE, and 

VAE methods on ECG data. For this purpose, the heartbeat signals in the MIT-BIH 

dataset were used. To test the performance of the methods, a performance 

comparison was made using real and synthetic data, and finally, the model trained 

with synthetic data was tested with real data. According to the results, 96.5% 

accuracy was obtained with the real data. The highest classification accuracy of 

100.0% was obtained in VAE when using only synthetic data. In training with 

synthetic data and test results with real data, the highest classification success was 

86.4% with SMOTE. When synthetic and real data sets are used together, the highest 

success rate is 98.6% with VAE. In addition, the accuracy of all classes is evenly 

distributed after data augmentation. 
 

 
1. Introduction 

 

An electrocardiogram (ECG) is the recording and 

graphing of electrical activities in the heart to study 

the heart's working. It is a physiological signal that 

contains important pathological information for 

detecting heart diseases. Therefore, the amount of 

ECG data is often very large. Manually reviewing this 

data by experts is both time-consuming and 

subjective. Computer-aided diagnosis methods are 

used to overcome this problem [1]. Traditional 

computer-aided diagnosis methods consist of two 

stages: feature extraction (discrete wavelet transform, 

time-domain features, frequency-domain features, 

etc.) and classification [2]. Recently, feature 

extraction has not been used as a separate process 

with deep learning models. Deep learning models 

perform the feature extraction process within the 

 

*Corresponding author: turgut.ozseven@gop.edu.tr              Received: 28.07.2024, Accepted: 25.09.2024 

model. Convolutional neural network (CNN), one of 

the deep learning models, has shown high 

performance in many studies, such as biosignal 

classification, image recognition, and arrhythmia 

classification [2].   

Traditional and deep learning-based 

computer-aided diagnosis systems assume a balanced 

distribution of class samples. In particular, the dataset 

size used in deep learning is extremely important for 

classification success. However, obtaining balanced 

data distribution in real-life problems is very difficult. 

This negatively affects class-based accuracy. 

Unbalanced data increases classification accuracy for 

classes with more samples [3]. Because some 

arrhythmias in ECG data are rare, unbalanced data is 

much more prominent [1]. 

Undersampling and oversampling methods 

are used to overcome the unbalanced data problem. In 
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the undersampling method, data is discarded from the 

class with more examples, and the number of 

examples is equalized to the class with a smaller 

number of examples. Oversampling, on the other 

hand, is to balance the number of samples for the class 

with a large number of samples by reusing the 

samples in the class with a low number of samples [4]. 

The most basic method used for oversampling in 

image-based studies is to change the dimensional and 

morphological structure of the image. However, both 

methods corrupt the original structure of the data. 

Undersampling leads to data waste. In oversampling, 

it causes an overfitting problem because the same data 

is reused. To overcome these problems, deep 

learning-based synthetic data production methods are 

mostly used. The most widely used method is the 

Generative Adversarial Network (GAN). Also, a few 

studies used the Synthetic Minority Oversampling 

Technique (SMOTE) for oversampling [5] - [9]. 

Another deep learning-based method, Variational 

Autoencoders (VAE), has been used in limited studies 

[10].  

GAN contains two neural networks, a 

generator and a discriminator. The generator 

generates the candidate image, and the discriminator 

evaluates whether the image produced is real or fake. 

Both networks are competitively trained in parallel. 

The discriminator compares the real image with the 

image produced by the generator. The comparison 

result is sent to the generator, which will update itself 

according to the result. This cycle will continue until 

the generator produces images that are more like the 

image held by the discriminator. This process can be 

followed with several iterations, and the loss curve 

[3]. Studies on synthetic data generation and data 

balancing in recent years mostly use GAN [11] - [15]. 

Studies show that the data produced with GAN can be 

used for training purposes [11-13]. Tran et al. (2024) 

produced synthetic data with GAN by converting 

ECG signals into a two-dimensional format. High 

success was achieved with the proposed method, and 

a new benchmark was set for ECG synthesis [14]. In 

the study using Bi-LSTM and CBAM based GAN for 

data augmentation, 99.46% classification success was 

achieved on the MIT-BIH-AR dataset [15]. Hyland et 

al. (2017) used recurrent conditional GANs 

(RCGAN) for the synthetic generation of time series 

data and concluded that they could be used with a 

small drop in performance when tested with real data 

[16]. In the study to overcome the data imbalance 

problem in the MIT-BIH database, the GAN method 

increased the classification accuracy by about 9% [3]. 

Synthetic data generation is not only used with the 

physiological structure of the signal. Wulan et al. 

(2020) used GAN with signal structure, spectrogram, 

and wavelet transform [17]. In another study, a 

SynSigGAN model was proposed for producing 

ECG, EEG, EMG, and PPG synthetic data [18]. 

While the GAN can be designed separately for each 

class in the synthetic ECG data production process, 

there are also class-based models [19].  Zhou et al. 

(2021) proposed the ACE-GAN model, which 

provides class-based data augmentation, and achieved 

99.0% success in the MIT-BIH dataset [2]. The GAN 

method was also used in hybrid form with other 

methods. Zhu et al. (2019) used BiLSTM for the 

generator and CNN for the discriminator in the GAN 

model [20]. Salazar et al. (2021) suggested that GAN 

and vector Markov Random Field based GANSO 

model be used in datasets with a very small number 

of samples [6]. The proposed model was compared 

with SMOTE, and higher accuracy was obtained in 

GANSO. In the study in which the data augmentation 

method called ProEGAN-MS was proposed, the 

results were compared with the GAN, and it was 

determined that the proposed model showed higher 

success [1]. In another study, VAE and GAN were 

used together, and 98.5% accuracy was obtained in 

the MIT-BIH dataset [10]. In the study where the 

transformer and GAN were used together, the 

TCGAN was proposed, and a success of 94.7% was 

achieved in the 1D-CNN and MIT-BIH datasets [21]. 

While creating GAN models, 1D-CNN, 2D-CNN, or 

BiLSTM models are used. In the study in which 

GAN-1D-CNN and GAN-BiLSTM models were 

used, data augmentation was performed with GAN 

and classification with 1D-CNN and BiLSTM [22]. 

According to the results of the study, GAN-BILSTM 

achieved higher success. GAN increased the models' 

classification success by approximately 11% [22]. In 

another study, the ResNet CNN model was used with 

BiLSTM, and the classification success was 99.4% in 

the MIT-BIH dataset [23]. GAN is used not only for 

data augmentation/production but also for noise 

reduction in real data. Global discriminator, local 

discriminator, and GAN were used in the study to 

generate noisy ECG signals due to scanning and 

digitizing ECG recordings [24]. 

SMOTE was first proposed in 2002, and the 

interpolation of the original samples with their 

neighbors was used to generate synthetic samples 

[25]. For the classification of ECG signals, features 

were obtained with wavelet packet decomposition 

and 1D-CNN, and selective ensemble learning 

framework and SMOTE were used. Classification 

success was 96.3% in the MIT-BIH dataset [9]. In 

another study using MIT-BIH and SMOTE, the 

classification success was 98.3% [8]. In another study 

called ArrhyNet, classification success was obtained 

at 92.7% in the MIT-BIH dataset using wavelet 
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transform, SMOTE, and CNN [7]. For ECG 

classification, the hybrid structure is used not only for 

data augmentation but also for classification. The 

results of the study, in which CNN and LSTM were 

used together for classification and SMOTE and 

Tomek were used for data augmentation, showed that 

data augmentation increased the classification success 

by 20% [5]. 

As explained above, GAN is the most 

common method for synthetic data generation in 

recent years. The SMOTE method is an older method 

than the GAN method. However, both SMOTE and 

VAE have been used in limited studies [5-9]. Some 

studies did not detail the results before data 

augmentation while giving the classification accuracy 

[1, 2, 6, 21-23]. This poses a problem when 

comparing the performance of synthetic data. In 

addition, data production methods are not often 

compared in many places. This poses a challenge for 

researchers to formulate a study plan. In this study, 

heartbeat data in the MIT-BIH database were 

obtained, and synthetic data were produced using 

these data with GAN, SMOTE, and VAE methods. 

Then, the performance of the real and synthetic data 

in ECG classification was compared with ten different 

analyses. Therefore, the contributions of this research 

article are as follows: 1) The efficiency of synthetic 

data in ECG classification was analyzed. 2) The 

classification success performances of three different 

data generation methods were compared. 3) The 

performance of the systems trained only with 

synthetic data in classifying real data was examined. 

4) ECG classification success was evaluated when the 

hybrid data set was used by increasing the data. 5) A 

guide was created for researchers working in ECG 

classification on synthetic data generation. 

The remainder of this article is organized as 

follows: Section II contains the dataset and methods 

used in the study. Section III contains the results of 

the analyses performed. Section IV contains the 

conclusion and discussion. 

 

2. Material and Method 

 

2.1. Data Descriptions 

 

The MIT-BIH [26] database, created in cooperation 

with MIT and Beth Israel Hospital, was used. This 

database contains 48 ECG recordings of 47 

participants, 30 minutes long. Annotation of the 

database was done by two or more cardiologists. Each 

recording contains two channels, MLII and V1, V2, 

V4, and V5, and we used the data of the MLII 

channel. Since 90% of the MIT-BIH database 

contains a normal heartbeat, it has a highly 

unbalanced structure [27]. Forty-two ECG recordings 

containing beats belonging to four classes (F: 

ventricular fusion beat, N: normal beat, S: 

Supraventricular premature beat, V: ventricular 

premature beat) were used in the analyses. The 

annotations in the MIT-BIH database and the 

heartbeat distribution used according to the AAMI 

standards are given in Table 1. Since heartbeat creates 

different graphs for the same diagnosis in different 

patients, the records used in the dataset were chosen 

as participant-dependent. 
 

Table 1. Heartbeat distribution used 

AAMI MIT-BIH Beat Count Record Numbers 

F F 749 205, 208, 213, 219, 223 

N N, L, R, e, j 10440 

100, 101, 103, 105, 106, 108, 109, 111, 112, 113, 115, 116, 117, 118, 119, 121, 122, 

123, 124, 200, 201, 202, 205, 208, 209, 210, 212, 213, 215, 220, 221, 222, 223, 230, 

234 

S A, a, J, S 2612 
100, 101, 103, 108, 112, 113, 116, 117, 118, 121, 124, 200, 201, 202, 203, 205, 208, 

209, 210, 213, 215, 220, 222, 223, 228, 232, 233, 234 

V V, E 4428 
105, 108, 109, 111, 114, 116, 118, 119, 121, 123, 201, 202, 207, 208, 209, 213, 214, 

215, 219, 221, 223, 228, 230, 233, 234 

 

2.2 Convolutional Neural Network (CNN) 

 
CNN is a multi-layered perceptron that carries out the 

feature extraction and classification process with the 

help of more than one layer. Therefore, the hardware 

and data it needs is more than that of traditional 

methods. CNN obtains features from the data with a 

certain number of filters and filter sizes in each 

convolutional layer, giving a linear output. The 

activation function is used after the convolutional 

layer to use the model on nonlinear problems. 

Another layer used in CNN architecture is the dropout 

layer. This layer prevents overfitting by removing 

some neurons from the model. The layer used for 

classification in CNN models is the dense layer [28]. 

Within the scope of the study, a simple CNN model 
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was created to perform the analysis. The developed 

model is given in Figure 1. 
 

 
Figure 1. The structure of the 2D-CNN model used in the 

study (FS: FilterSize, NF: NumFilters, S:Stride) 

 

The parameters used in the training phase of 

the created CNN model are given in Table 2. 

 
Table 2. Parameters used for the CNN model 

Parameters Value 

Data selection for Training, 

Validation, and Testing 

Random 

permutation 

The part of the data reserved for 

training, validation, and testing 
70%, 15%, %15 

Optimizer Adam 

Learning Rate 0.001 

Epochs 20 

Mini Batch Size 64 

 

2.3. Generative Adversarial Network (GAN) 

 

The GAN approach was first proposed by Goodfellow 

et al. in 2014 [29]. It is used for data generation in 

many fields, such as image, video, natural language 

processing, audio analysis, and time series. GAN 

includes the generator (G) and discriminator (D) 

model. The generator is used to generate data. It 

generates synthetic data G(z) using random noise z. 

On the other hand, the discriminator tries to determine 

whether the sample is synthetic by taking samples 

from real and synthetic data. The GAN training 

process is defined as a game between two competing 

networks. The discriminator learns to distinguish 

between real and fake samples. The Generator learns 

to deceive the discriminator. The input parameter is x 

representing the data, and the output D(x) is the 

probability that x is real data. The formula for GAN is 

given in Equation 1 [4]: 

min
𝐺

max
𝐷

𝑉(𝐷, 𝐺) = 𝔼𝑥~ 𝑃𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] +

𝔼𝑧~ 𝑃𝑧(𝑧)[log (1 − 𝐷(𝐺(𝑧)))]    (1) 

 

where D(G(z)) is the probability that network D 

decides that the data produced by G is real. The 

purpose of G is to maximize D(G(z)). The stronger 

D’s ability, the bigger D(x) should be and the smaller 

D(G(x)) should be. Meanwhile, V(D, G) will get 

bigger. Pdata represents the distribution of actual data. 

Pz represents the distribution of noise, usually a 

Gaussian distribution, from which we can form a 

synthetic image. 𝔼x and 𝔼z represent the expected log 

probability from different outputs of both real and 

generated images. 

The model used for synthetic data generation 

with GAN is given in Figure 2. 

 
Figure 2. The structure of the GAN model used (epochs: 

500, minibatchsize: 128, learningrate: 0.0002) 

 

Samples of synthetic images obtained with 

the GAN model are given in Figure 3. 
 

 
Figure 3. Synthetic images obtained with GAN. 
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2.4. Synthetic minority Over-sampling Technique 

(SMOTE) 

 

The SMOTE method, first introduced in 2002, is used 

for oversampling for classes with a small number of 

samples and undersampling for classes with a large 

number of samples [25]. Unlike random sampling 

methods, it produces synthetic samples based on the k 

nearest neighbors of the samples examined. The 

details of the algorithm are given below [30]: 

Suppose we have a dataset D∈Rnxm with m 

number of features and n number of samples and K 

categories. Calculate the Euclidean distance between 

each sample in the minority class T(T∈K) and other 

classes. A sampling rate is then adjusted based on the 

sample imbalance rate to determine the sample 

multiplier N. For each minority sample 𝑋𝑖(𝑖 =
1, … , 𝑛𝑢𝑚(𝑇)), several samples are randomly 

selected among k neighbors 𝑋𝑖
𝑗
(𝑗 = 1, … , 𝑘). For 

each randomly selected nearest neighbor 𝑋𝑖
𝑗
, the new 

sample is synthesized with sample Xi according to the 

formula: 

 

𝑋𝑠𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 = 𝑋𝑖 + (𝑋𝑖 − 𝑋𝑖
𝑗
). 𝑟𝑎𝑛𝑑() (2) 

 

where rand() is a uniformly distributed non-random 

number. Samples of synthetic images obtained with 

SMOTE are given in Figure 4. 

 

 
Figure 4. Synthetic images obtained with SMOTE. 

 

2.5. Variational Autoencoder (VAE) 

 

The main purpose of the autoencoder is to compress 

data with very low losses. It consists of two parts: an 

encoder and a decoder. The encoder compresses the 

data, and the decoder decompresses the compressed 

data. Compression and low-level data representations 

with the encoder are expressed as latent vectors. In 

standard autoencoders, each input (x) is encoded by 

passing through the encoder and converted into a 

latent vector. This vector is called code. Then, the 

code is passed through the decoder and restored to its 

original state (x'). In VAE, conversely, by adding the 

variation term to the autoencoder, the encoder output 

is obtained as mean (zμ) and variance (zσ) values. The 

code (z) is obtained by sampling from these values. 

The decoder part is the same in the autoencoder and 

VAE [10], [31]. 

 

𝑧𝜇 , 𝑧𝜎 = 𝐸(𝑥; 𝑄𝑒), 𝑧 = 𝑧𝜇 + 𝜖𝑧𝜎 = 𝑞(𝑧|𝑥) (3) 

  

As given in Equation 3, the z code is derived from the 

real values of the data, q(z|x). The reconstructed data 

x' is obtained from the distribution expressed by p(x|z) 

(Equation 4). 

 

𝑥′ = 𝐺(𝑧; 𝑄𝑑) = 𝑝(𝑥|𝑧) (4) 

 

For synthetic data generation with VAE over ECG 

signals, a 2-layer CNN architecture is used in the 

encoder and decoder. For the encoder, the filter size 

in the layers is 3x3, and the number of filters is 8 and 

16. For the decoder, the filter size is 3x3 and the filter 

numbers are 16 and 8. Learning rate 0.0001, epoch 

100, and mini batch size 32 were used in the model's 

training process. Samples of synthetic images 

obtained with VAE are given in Figure 5. 

 

 
Figure 5. Synthetic images obtained with VAE. 

 

3. Experimental Results 

 

Our study performed ten different analyses for ECG 

classification with real and synthetic data. The first of 

these analyses was made with real data, and the other 

was performed with synthetic and real data. Three 

analyses were performed for each of the three data 

generation methods. While performing the analyses, 

70%, 15%, and 15% of the dataset were used for 

training, validation, and testing, respectively. 

Specificity, accuracy, recall, and f1-score were used 

to evaluate its performance. 
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3.1. Classification Results with Real Data 

 

Heartbeat images obtained from the MIT-BIH dataset 

were used to analyze real data. The dataset has an 

extremely unbalanced structure in its current form. 

No action was taken to solve the unbalanced problem 

in the data set. The dataset contains 749 samples for 

class F, 10440 for class N, 2612 for class S, and 4428 

for class V. Training and validation curves obtained 

after training with the real dataset are given in Figure 

6. 

 
Figure 6. Training and validation curves with the real 

dataset. 

 

When the graph obtained with the real data set is 

examined, the model's training has been carried out 

successfully, even though the data set is unbalanced. 

In addition, since there is no significant difference 

between training and validation, the overfitting 

problem has not been encountered. To analyze the 

results obtained with the real data in more detail, 

classification was made with the test dataset, and the 

details are given in Table 3. 

 
Table 3. ECG classification metrics with real dataset 

Class 
Acc. 

(%) 
Specificity Recall 

f1-

score 
Overall 

F 74.11 

0.9850 0.9088 0.9283 96.53 % 
N 98.40 

S 93.11 

V 97.89 

 

When the results in Table 3 are examined, the 

overall classification accuracy with the test data set is 

96.53%. When class-based classification accuracies 

were examined, the lowest success was obtained in 

the F class with the lowest number of samples. In 

addition, class-based classification accuracies vary in 

proportion to the number of class samples. 

 

3.2. Classification Results with Synthetic Data 

 

GAN, SMOTE, and VAE methods were used to 

generate synthetic data. With these methods, 1000 

synthetic samples were produced for each class. The 

training and validation curves obtained after training 

the CNN model with the synthetic dataset are given in 

Figure 7. 
 

 
a) 

 
b) 

 
c) 

Figure 7. Training and validation curves with synthetic data a) GAN, b) SMOTE, c) VAE 
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There is no significant difference between 

training and validation values in all three data 

generation methods. After a certain iteration, it 

continued horizontally in three graphs. However, the 

VAE method has higher training and lower loss 

values than the other methods. To test the validity of 

these results obtained after the training process, 

classification was made with the test dataset, and the 

details are given in Table 4. 

 

Table 4. ECG classification metrics with a synthetic dataset 

Method 
Accuracy (%) 

Specificity Recall 
f1-

score 

Overall Acc. 

(%) F N S V 

GAN 100.00 95.33 94.67 96.67 0.9889 0.9667 0.9666 96.67 

SMOTE 98.00 98.67 96.67 98.00 0.9928 0.9783 0.9784 97.83 

VAE 100.00 100.00 100.00 100.00 1 1 1 100.00 

 

When the results given in Table 4 are 

examined, it is seen that the synthetic data are 

classified with high accuracy. Also, class-based 

accuracy rates are evenly distributed. However, the 

fact that all metrics of the VAE model are 100% raises 

the question of whether the model has an overfitting 

problem. Although the training, validation, and test 

data show that there is no overfitting problem, the use 

of real data and synthetic data in the next analysis will 

further clarify the result. 

3.3. Results of Training with Synthetic Data and 

Testing with Real Data 

 

In this analysis, GAN, SMOTE, and VAE models 

trained in the previous analysis were tested with real 

ECG data to examine the effectiveness of synthetic 

data. Random 500 samples from each class of real 

ECG data were used for the test. The results obtained 

are given in Table 5. 

 

Table 5. Results of the test were obtained using synthetic data and training real data 

Method 
Accuracy (%) 

Specificity Recall f1-score Overall Acc. (%) 
F N S V 

GAN 85.25 82.02 75.15 96.97 0.9495 0.8485 0.8476 84.85 

SMOTE 67.88 89.72 90.30 97.58 0.9546 0.8637 0.8616 86.37 

VAE 97.37 94.34 68.69 82.63 0.9525 0.8576 0.8550 85.76 

 

According to the results given in Table 5, the 

three methods provided similar overall accuracy rates. 

However, when class-based accuracies were 

examined, there were differences according to the 

methods. The highest accuracy in the F and N classes 

was obtained with the VAE. In S and V classes, the 

SMOTE method provided higher accuracy than other 

methods.  

 

3.4. Classification Results with Hybrid Data 

 

This analysis created a dataset of 2000 samples for 

each class using 1000 randomly selected samples 

from the real and synthetic datasets. However, since 

the real dataset in the F class is 749, synthetic data is 

used more in this class. This data set was randomly 

divided into 70% training, 15% validation, and 15% 

testing. Then, the training process was carried out 

using the CNN model in other analyses. The training 

and validation curves obtained after training the CNN 

model are given in Figure 8. 
 

 

 

 

 

 

Figure 8. Training and validation curves with 

synthetic and real data a) GAN+Real, b) 

SMOTE+Real 

 

a) 

b) 
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Figure 8. (Continuous) Training and validation curves 

with synthetic and real data c) VAE+Real 

There is no significant difference between 

training and validation values in all three trainings. 

After a certain iteration, it continued horizontally in 

three graphs. However, the VAE method has higher 

training and lower loss values than the other methods. 

To test the validity of these results obtained after the 

training process, classification was made with the test 

dataset, and the details are given in Table 6. 

 

 

Table 6. ECG classification metrics with synthetic and real datasets 

Method 
Accuracy (%) 

Specificity Recall f1-score 
Overall Acc. 

(%) F N S V 

GAN+Real 96.00 95.00 96.00 97.33 0.9869 0.9608 0.9609 96.08 

SMOTE+Real 98.33 99.67 95.67 97.33 0.9925 0.9775 0.9775 97.75 

VAE+Real 98.33 99.67 97.67 98.67 0.9953 0.9858 0.9858 98.58 

 

When the results in Table 6 are examined, the 

combined use of synthetic and real datasets increased 

the overall classification accuracy and contributed to 

the balanced and high class-based accuracies. The 

highest accuracy was obtained with the VAE method 

if analyzed on a method basis. 

 

4. Discussion and Conclusion 

 

ECG contains a visual representation of electrical 

signals related to heart rhythm. The amount of data is 

very large, as these signals can be one day or longer 

depending on the duration of the symptoms. Although 

the amount of data is very large, some arrhythmias are 

rare so that the data can have an extremely unbalanced 

structure. A similar situation exists in the MIT-BIH 

dataset used in this study. When the sample 

distribution of the 4-classes used is examined, there 

are 749 examples in the F class and 10440 in the N 

class. 

This study analyzed the effectiveness of 

GAN, SMOTE, and VAE methods on ECG data to 

solve the unbalanced data problem and generate a 

limited number of data synthetically. For this purpose, 

real datasets, only synthetic datasets, synthetic data, 

and training and testing with real data and analyses 

were made using both datasets. The accuracy of these 

analyses on the test data set is summarized in Table 7. 
 

Table 7. Summary of test accuracies obtained as a result of this study 

Data 
Accuracy (%) Overall (%) 

F N S V  

Real 74.11 98.40 93.11 97.89 96.53 

GAN 100.00 95.33 94.67 96.67 96.67 

SMOTE 98.00 98.67 96.67 98.00 97.83 

VAE 100.00 100.00 100.00 100.00 100.00 

Training GAN Test Real 85.25 82.02 75.15 96.97 84.85 

Training SMOTE Test Real 67.88 89.72 90.30 97.58 86.37 

Training VAE Test Real 97.37 94.34 68.69 82.63 85.76 

GAN+Real 96.00 95.00 96.00 97.33 96.08 

SMOTE+Real 98.33 99.67 95.67 97.33 97.75 

VAE+Real 98.33 99.67 97.67 98.67 98.58 

 

With the real dataset, the overall accuracy is 

96.53%. However, in class-based accuracies, the 

accuracy of the F class is low. Also, class-based 

accuracies are proportional to the number of samples 

it contains. Class-based accuracies were balanced in 

the analysis results made with only synthetic data, and 

VAE achieved 100% classification success. The fact 

that all classes have 100% success in the VAE method 

c) 
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creates the question of whether there may be an 

overfitting problem. However, the highest 

classification success was also obtained with VAE in 

the hybrid dataset. Although training ECG signals 

with only synthetic data and testing with real data is 

lower than other methods, it has achieved a 

classification success of over 85%. The use of data 

augmentation increased the overall classification 

success by 2.05%. 

The comparison of our results with the results 

of studies using the MIT-BIH database and data 

augmentation in the literature is given in Table 8. 
 

Table 8. Comparison of our analysis results with the literature 

Model Data Aug. Acc. (%) References 

CNN SMOTE 92.7 [7] 

CNN TCGAN 94.7 [21] 

CNN GAN 96.08 This study 

CNN SMOTE 97.75 This study 

CNN SMOTE 98.0 [3] 

CNN SMOTE 98.3 [8] 

CNN GAN 98.3 [3] 

CNN VAE-ACGAN 98.5 [10] 

CNN VAE 98.6 This study 

CNN GAN 99.0 [2] 

CNN + (ensemble) CNN-LSTM SMOTE 99.0 [5] 

ResNet-BiLSTM GAN 99.4 [23] 

 

The accuracy rates obtained in this study are 

similar to those of the studies in the literature. The 

most important difference from the literature studies 

is that data augmentation was used, and the 

classification success of synthetic data was also 

investigated. Synthetic data generation is usable for 

representing ECG signals if the results are generally 

evaluated. Models can only be trained with synthetic 

data and used with real data. In addition, how much 

the real data used in the production of synthetic data 

represents, the problem directly affects the results. 

Although the general success of the data generation 

methods used is close, there are differences in class-

based success. Therefore, using hybrid data 

augmentation methods will provide higher 

classification accuracies. Another process that affects 

the production of synthetic data is the architecture of 

the methods used. The layers used for GAN and VAE 

and the parameters of these layers directly affect the 

result. Neighborhood parameters for SMOTE are 

similarly effective in achieving the result. As a result, 

GAN, SMOTE, and VAE methods can be used 

successfully for synthetic data generation and 

positively affect classification success. 

The main purpose of this study is not to 

achieve high classification accuracy. For this reason, 

the CNN model was used at the basic level. In future 

studies, higher success can be achieved by developing 

the CNN model, which is used for synthetic data 

production. In addition, the variability of class-based 

achievements according to the model indicates that 

hybrid data generation methods will show higher 

success. 
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Abstract 

Stroke occurs when the blood flow to the brain is suddenly interrupted. This 

interruption can lead to the loss of function in the affected area of the brain and cause 

permanent damage to the corresponding part of the body. Stroke can develop due to 

various factors such as age, occupation, chronic diseases, and a family history of 

stroke. Assessing these factors and predicting stroke risk is often a costly and time-

consuming process, which can increase the risk of permanent damage for the 

individual. However, with today's technology, Artificial Intelligence (AI) and 

Machine Learning (ML) models can process millions of data points to determine 

stroke risk within seconds. In this study, the risk of stroke in individuals is predicted 

most reliably using ML methods such as Logistic Regression (LR), Decision Tree 

(DT), Support Vector Machines (SVM), and k-Nearest Neighbors (KNN), with the 

aim of saving time, protecting human health, and enabling early diagnosis of the 

disease. As a result of the study, the highest accuracy rate was achieved by the DT 

model with 91%. The accuracy rates of the other models were found to be 89% for 

SVM, 81% for KNN, and 75% for LR. 
 

 
1. Introduction 

 

Stroke, medically referred to as “stroke” or 

“paralysis,” is a condition that leads to the loss of 

muscle movement in a specific area of the body or the 

entire body [1]. It typically occurs due to an 

interruption or reduction in blood flow to the brain. 

This interruption causes brain cells to be damaged due 

to a lack of oxygen and nutrients [1], [2]. Depending 

on the region of the brain affected by the stroke, it can 

lead to various sensory and motor function losses [2]. 

Stroke is categorized into three main types: 

Ischemic stroke occurs as a result of a blockage in an 

artery that supplies blood to the brain and is the most 

common type of stroke. It usually occurs due to the 

blockage of blood vessels by causes such as blood 

clots or atherosclerosis. 

Hemorrhagic stroke happens when a blood 

vessel in the brain ruptures and blood leaks into the 

brain tissue. This type of stroke is associated with 

 

*Corresponding author: abidin.caliskan@batman.edu.tr            Received: 27.08.2024, Accepted: 08.09.2024 

conditions such as high blood pressure, aneurysms, or 

head trauma. 

A transient ischemic attack is a temporary 

condition caused by a short-term reduction in blood 

flow to the brain. It typically lasts for a few minutes 

and does not cause permanent damage but can be a 

warning sign of a more severe stroke [3], [4]. 

The symptoms of a stroke appear suddenly 

and usually include sudden numbness and weakness 

in the face, arm, or leg, sudden confusion, difficulty 

speaking or understanding speech, sudden loss of 

vision or blurred vision, sudden difficulty walking, 

dizziness, loss of balance or coordination, and sudden 

severe headache. The presence of any of these 

symptoms requires urgent medical intervention [5]. 

Several factors increase the risk of stroke, 

including high blood pressure, diabetes, high 

cholesterol, smoking, obesity, physical inactivity, a 

family history of stroke, and heart disease. 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1539189
https://doi.org/10.17798/bitlisfen.1539189
https://orcid.org/0000-0001-5039-6400
https://orcid.org/0000-0002-0462-6997
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Understanding these risk factors is crucial for stroke 

prevention and early intervention [6]. 

Stroke treatment varies depending on the type 

and severity of the stroke. In the case of an ischemic 

stroke, medications or surgical interventions may be 

used to dissolve or remove the clot. For hemorrhagic 

stroke, the goal is to stop the bleeding and reduce the 

pressure on the brain. The rehabilitation process 

includes methods such as physical therapy, speech 

therapy, and occupational therapy. Early diagnosis 

and treatment can significantly reduce the effects of 

stroke and increase the chances of recovery [6], [7]. 

The diagnosis of stroke is made through 

physical examination and clinical evaluation. The 

physician evaluates the patient's symptoms, medical 

history, and when the stroke symptoms began. This 

includes checking consciousness, speech ability, 

mobility, balance, and coordination. Additionally, the 

“FAST” test is used for rapid diagnosis; this test 

focuses on factors such as the face, arms, speech, and 

time [8]. 

AI and ML are two significant concepts that 

have a profound impact on the modern technology 

world. AI is a field of science aimed at enabling 

computers and machines to exhibit human-like 

intelligence behaviors. These behaviors include 

abilities such as problem-solving, learning, reasoning, 

and decision-making. ML, on the other hand, is a 

subfield of AI that allows computers to automatically 

perform specific tasks by learning from data. ML 

enables systems to improve their performance 

through experiences and examples without being 

explicitly programmed [9]. 

AI and ML are used in many fields. These 

technologies have created a significant revolution in 

the healthcare sector. They are particularly used in 

areas such as early diagnosis of diseases, treatment 

planning, drug discovery, and patient monitoring. AI-

based systems can analyze large datasets to detect 

disease symptoms more quickly and accurately, 

contributing to the development of more effective 

treatment processes. ML models, trained on millions 

of medical data points, can successfully perform 

complex tasks such as predicting stroke risk or 

forecasting disease progression [10]. 

The use of AI and ML in the healthcare sector 

also makes it possible to develop clinical decision 

support systems. These systems assist doctors in 

making more accurate diagnoses and treatment 

decisions by providing better insights into patients' 

conditions. Additionally, with these technologies, 

patient data can be analyzed in real-time, enabling the 

early identification and prevention of potential 

complications. By making healthcare services more 

efficient, accessible, and personalized, AI and ML 

offer significant conveniences in the field of 

healthcare [11], [12]. 

 

2. Literature Review 

 

Several studies have been conducted on stroke 

prediction datasets in the literature, utilizing various 

AI models. 

Emon et al. (2020) evaluated 10 different ML 

methods for stroke prediction and found that the 

Weighted Voting Algorithm provided the highest 

performance with an accuracy rate of 97% [13]. 

Singh and Choudhary predicted stroke risk 

using AI techniques, achieving an accuracy rate of 

97.7% by using the CART algorithm for feature 

selection, PCA for dimensionality reduction, and 

Backpropagation Neural Network (BP) for 

classification [14]. 

Sevli identified stroke risk using the RFC 

technique and achieved an accuracy rate of 98.84% 

by applying resampling to solve data problems; the 

study found that age, body mass index, and glucose 

level were significant in risk prediction [15]. 

Revanth et al. (2020) compared SVM, CART, 

RFC, and MLP models for stroke risk prediction and 

reported that SVM demonstrated the best 

performance with an accuracy rate of 98.99% [16]. 

Cheon et al. (2019) applied DO techniques 

using a large patient dataset and achieved an AUC 

value of 83.48% by performing dimensionality 

reduction with PCA, indicating relatively high model 

accuracy [17]. 

Shoily et al. (2019) compared the Naive 

Bayes, J48, k-Nearest Neighbor (KNN), and Random 

Forest algorithms for stroke detection and found that 

Naive Bayes performed worse with an accuracy rate 

of 85.6%, while J48, KNN, and Random Forest 

algorithms produced better results with an accuracy 

rate of 99.8% [18]. 

Pradeepa et al. (2020) applied spectral 

clustering and various ML algorithms to identify 

stroke symptoms using social media data, showing 

that PNN provided the highest performance with an 

accuracy rate of 89.90% [19]. 

Li et al. (2019) used LR, Naive Bayes, 

Bayesian Network, DT, Neural Network, Random 

Forest, and other algorithms to classify stroke risk 

levels, reporting that the boosting model created with 

DT achieved the best performance with a recall rate 

of 99.94%, while Random Forest stood out with a 

precision rate of 97.33% [20]. 

In Table 1, the performance values of the 

study conducted and literature studies have been 

compared. 
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Table 1. Performance Comparisons in the Literature 

Authors 
Year of 

Study 
Dataset Used Methods 

Accuracy 

Rate 

Proposed 

study 
2024 Stroke Prediction Dataset 

LR 

KNN 

DVM 

DT 

%75 

%89 

%81 

%91 

Emon and 

Choudhary 
2020 

Stroke Prediction Dataset 

 

Weighted Voting 

Algorithm 
%97 

Singh et al. 2017 
Cardiovascular Health Study 

(CHS) dataset 

CART algorithm, 

Dimensionality reduction 

with PCA, 

Backpropagation Neural 

Network (BP) 

%97 

Sevli 2021 
Stroke Prediction Dataset 

 

RFC technique, 

resampling 
%98 

Revanth et al. 2020 
Stroke Prediction Dataset 

 

DVM, CART, RFC, MLP 

models 
%98 

Cheon et al. 2019 
China National Stroke 

Screening Data 
PCA %83 

Shoily et al. 2019 
Stroke Prediction Dataset 

 

Naive Bayes, J48, KNN, 

Random Forest 
%85 

Pradeepa et 

al. 
2020 Social Media Content Various ML algorithms %89 

Li et al. 2019 
China National Stroke 

Screening Data 
LR, DT, Naive Bayes %97 

3. Materials and Methods 

 

3.1. Lojistic Regression 

 

LR is a statistical analysis method primarily used 

to establish relationships between two or more 

categorical outcomes [21]. This model is widely 

preferred in cases where the dependent variable is 

binary (e.g., “yes” or “no”) or multi-class. Unlike 

linear regression, LR predicts the probabilities of 

outcomes and uses a logistic function that limits 

these probabilities between 0 and 1 [22]. 

In the LR model, the effect of independent 

variables (input variables) on the dependent 

variable (output variable) is examined. This effect 

is used to predict the likelihood of an event 

occurring (e.g., the probability of a patient 

contracting a particular disease) [23]. The model's 

fundamental assumption is that the probability 

distribution of the dependent variable can be well 

modeled by a logistic function. This function 

expresses the probability of the dependent variable 

as a linear combination of the independent 

variables [24]. 

LR is applied in many fields, including 

medical diagnosis, marketing analytics, social 

sciences, and credit risk assessment. The model 

allows for both understanding the impact of 

independent variables and producing useful results 

in classification problems [25]. 

This model is particularly powerful in 

classification problems and can yield highly 

accurate results when the structure of the data and 

the nature of the problem are suitable [26]. 

 

3.2. K-Nearest Neighbors 

 

The working principle of the KNN algorithm is 

quite simple: when a new data point needs to be 

classified, the distance between this point and the 

other points in the dataset is calculated [27]. These 

distances are usually measured using metrics such 

as Euclidean distance or Manhattan distance. As a 

result of these calculated distances, the nearest K 

neighbors are selected, and the majority class of 

these neighbors is assigned as the predicted class 

for the new data point. The value of K is a 

parameter that determines the number of neighbors 

and directly affects the model's performance [28]. 

The KNN algorithm does not perform any 

complex calculations during model training, which 

classifies it as a “lazy learning” algorithm [29]. 

Although this feature means that KNN can be slow 

for large datasets, it can produce highly effective 

results for small and medium-sized datasets [30]. 

KNN is widely used in fields such as 

medicine, bioinformatics, marketing analytics, and 

recommendation systems. The simplicity and 

interpretability of the algorithm make it an 

attractive choice for data scientists and analysts. 
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However, the performance of the KNN algorithm 

depends on the chosen value of K, the distance 

metric used, and the characteristics of the dataset 

[31]. Since KNN relies on the proximity 

relationships of data points, it is important to 

properly scale the data and carefully select the 

features [32]. 

 

3.3. Support Vector Machines 

 

SVM is a supervised learning method and a 

powerful algorithm used to solve classification and 

regression problems. SVM is particularly known as 

a flexible and robust classification technique that 

yields effective results in high-dimensional 

datasets [33]. 

The fundamental principle of SVM is to 

find a hyperplane (or decision boundary) that best 

separates the data. This hyperplane aims to separate 

data points from different classes with the 

maximum margin. The margin refers to the 

distance between the hyperplane and the nearest 

data points. By finding the hyperplane that 

maximizes this margin, SVM ensures accurate 

classification of the data [33], [34]. 

If the data is linearly separable, SVM 

directly finds this hyperplane. However, if the data 

is not linearly separable, SVM uses kernel 

functions to transform the data into a higher-

dimensional space. This transformation allows the 

data to become linearly separable, enabling SVM 

to perform effective classification even on complex 

datasets. Commonly used kernel functions include 

linear, polynomial, radial basis function (RBF), 

and sigmoid functions [35]. 

One of the advantages of SVM is its ability 

to generalize well on large datasets. Additionally, 

its resistance to overfitting makes SVM a reliable 

model. However, the computational cost of SVM 

can be high, especially for large and complex 

datasets. Moreover, selecting optimal 

hyperparameters (e.g., the kernel function and 

regularization parameter) directly affects the 

model's performance and requires careful tuning 

[36], [37]. 

SVM is widely used in various fields such 

as bioinformatics, image processing, text 

classification, and genetic analysis. The high 

accuracy rates it demonstrates in classification 

tasks make SVM a significant tool in data science 

and ML projects [38]. 

 

3.4. Decision Trees 

 

DT is a popular ML algorithm used to solve both 

classification and regression problems. DTs are 

employed to make decisions based on certain 

features of the data and to visualize these decisions 

in a simple and understandable way. This algorithm 

creates a model that resembles a tree structure; this 

model starts from the root node and branches out 

into branches and leaves [39]. 

DTs classify or predict data points based 

on the independent variables (features) in the 

dataset. Each node represents a feature, and the best 

splitting point for this feature is selected. This split 

is defined as a condition that divides the dataset 

into subgroups. The branching process continues 

until the data is fully separated or further splitting 

is no longer meaningful. Ultimately, the leaf nodes 

represent a specific class or value [40]. 

DTs work by creating clear decision rules 

on the data. For example, in a medical diagnosis 

system, DTs can be used to predict which disease a 

patient may have based on their age, symptoms, 

and test results. The tree evaluates the probabilities 

for each disease based on these factors and makes 

its final decision [41]. 

One of the biggest advantages of DTs is 

that the models they create are explainable and can 

be visualized. This allows for an easy 

understanding and interpretation of the model's 

decision-making process. Additionally, DTs can 

work with both numerical and categorical data and 

have the ability to handle missing data [42]. 

However, DTs also have some 

disadvantages. For example, an overgrown 

decision tree can negatively impact the model's 

performance. Pruning techniques can be applied to 

prevent this situation. Moreover, DTs may not be 

able to model the relationship between variables in 

a complex and non-linear way [43]. 

DTs have a wide range of applications in 

finance, marketing, medicine, biology, and many 

other fields. Furthermore, they form the basis for 

more complex algorithms such as Random Forests 

and Gradient Boosting. These algorithms combine 

multiple decision trees to create more robust and 

generalized models [44], [45]. 

 

3.5. Model Performance Metrics 

 

Various measurement criteria are used to evaluate 

the performance of models used in ML methods. 

Among these criteria, accuracy, precision, 

sensitivity, and F1 score are the most common. It 

is important to calculate these metrics to 
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objectively assess the success of a model. Each of 

these metrics reflects different performance 

characteristics.  

The accuracy metric, commonly used to 

evaluate algorithm performance, represents the 

ratio of correctly classified examples to the total 

predictions made by the model. This metric 

encompasses both true positive and true negative 

predictions and is calculated as shown in formula 

(1) [46], [47]. 

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝑇𝑁+𝐹𝑁
   ………(1) 

 

Precision refers to the proportion of truly 

positive examples among the instances that the 

model has classified as positive. This metric 

indicates the accuracy of the predictions for the 

positive class and is explained by formula (2) [48], 

[49]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝑇𝐹
   ………(2) 

 

Sensitivity (or recall) shows how 

accurately the model identifies true positive 

examples. This metric determines how many of the 

positive class examples are correctly classified as 

positive and is calculated as shown in formula (3) 

[50], [51]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    ………(3) 

 

The F1 score provides a balanced 

assessment of precision and sensitivity by taking 

their harmonic mean. It is used to evaluate the 

overall performance of the model, particularly in 

cases of class imbalance, and the calculation 

method is shown in formula (4) [52], [53]. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  ………(4) 

 

3.6. Dataset 

 

In this study, the “Stroke Prediction Dataset” 

obtained from the Kaggle repository was used. This 

dataset includes features such as age, gender, and 

smoking status of individuals [54]. The dataset 

contains a total of 11 features, consisting of 10 

input features and 1 output feature, aimed at 

classifying and predicting stroke risk. The features 

and their descriptions are listed below: 

Age: The age of the individual, represented 

as numerical data. 

Gender: Specifies the gender of the 

individual, represented as categorical data. 

Hypertension: Indicates whether the 

individual has hypertension; represented as 

numerical data (1 – Hypertension present, 0 – No 

hypertension). 

Work Type: Specifies the occupation of the 

individual, represented as categorical data (e.g., 

Government, Not working, Self-employed). 

Heart Disease: Indicates whether the 

individual has heart disease; represented as 

numerical data (0 – No heart disease, 1 – heart 

disease present). 

Marital Status: Shows the marital status of 

the individual, represented as categorical data (Yes, 

No). 

Residence Area: Specifies the area where 

the individual lives, represented as categorical data 

(Urban, Rural). 

Body Mass Index (BMI): Represents the 

body mass index of the individual, represented as 

numerical data. 

Average Glucose Level: Indicates the 

average glucose level in the individual's blood, 

represented as numerical data. 

Smoking Status: Specifies the smoking 

status of the individual, represented as categorical 

data (Previously smoked, currently smoking, never 

smoked). 

Stroke Status: Indicates whether the 

individual has previously had a stroke; represented 

as numerical data (1 – Had a stroke, 0 – Did not 

have a stroke). 

This dataset has been used in various 

academic research and theses, providing valuable 

information for assessing stroke risk [54]. 

 

4. Findings and Discussion 

 

In the study, ML methods such as LR, KNN, SVM, 

and DT were used to detect the presence of stroke 

risk. To facilitate the readability of the results, 

performance metrics were visualized using the 

“Model Evaluation Matrix” and the “Confusion 

Matrix”. 

In the LR model, a moderate regularization 

with C = 0.6 has been applied, which helps prevent 

overfitting. L1 penalty (Lasso) has been chosen 

using penalty = '11', which simplifies the model by 

reducing some features to zero. Additionally, 

solver = 'liblinear' has been selected, which is a 

suitable and effective solver, especially for small 

datasets. 
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Figure 1. Confusion Matrix of the LR Model 

 

Examining Figure 1, it can be seen that True 

Negatives (TN) (693) are correctly predicted. This 

high number of true negatives indicates that the 

model performs well in predicting negative classes. 

False Positives (FP) (236) are instances where true 

negatives were incorrectly predicted as positive. This 

indicates that the model misclassified some negative 

examples as positive. False Negatives (FN) (9) are 

instances where true positives were incorrectly 

predicted as negative. This suggests that the model 

missed some positive classes by predicting them as 

negative. True Positives (TP) (44) are instances 

where positive classes were correctly predicted. This 

shows that the model is successful in identifying 

positive classes, though there is room for 

improvement. 

 

 

Figure 2. Model Evaluation Matrix of the LR Model 

 

Examining Figure 2, it is observed that 

your model achieves high precision in classifying 

positive classes but may miss some positive 

examples, resulting in a moderate overall accuracy. 

In the KNN model, the 'manhattan' metric 

has been identified as the most suitable option for 

measuring the distance between neighbors. With 

n_neighbors = 3, the best results were achieved by 

considering 3 neighbors. Furthermore, weights = 

'distance' has been used to weight the neighbors 

based on their distances, meaning that closer 

neighbors have a greater impact on the prediction. 

With these hyperparameters, the model has 

achieved optimal performance based on the 

distance of neighbors. 

 

 

Figure 3. Confusion Matrix of the KNN Model 

 

Figure 3 shows that TN (862) correctly 

predicts the true negative classes. This high true 

negative value indicates that the model predicts 

negative classes well. FP (67) shows that some true 

negatives are predicted as positive. This indicates 

that the model makes errors in predicting negative 

classes as positive. FN (45) shows that some true 

positives are predicted as negative. This means the 

model mistakenly predicts positive classes as 

negative, thus missing positive classes. TP (8) 

shows that the model correctly predicts true 

positives. This low true positive value indicates 

that the model is weak in identifying positive 

classes. 



A. Çalışkan, H. Ateş/ BEU Fen Bilimleri Dergisi 13 (4), 1169-1180, 2024 

1175 

 

Figure 4. Model Evaluation Matrix of the KNN Model 

 

Figure 4 shows that the model performs 

well overall, providing high precision and recall for 

positive classes and maintaining a good balance 

between precision and recall. 

In the SVM model, the hyperparameters 

include a penalty parameter C = 10, which allows 

the model to learn a more complex boundary with 

a higher penalty. The 'rbf' kernel function has been 

chosen as it is effective on non-linear data. 

Additionally, the class_weight = 'balanced' setting 

attempts to balance the classes, optimizing the 

model’s performance according to the proportion 

of each class in the dataset. 

 

 

Figure 5. Confusion Matrix of the SVM Model 

 

Figure 5 shows that TN (780) correctly 

predicts the true negative classes. This high true 

negative value indicates that the model predicts 

negative classes well. FP (149) shows that some true 

negatives are predicted as positive. This indicates 

that the model makes errors in predicting negative 

examples as positive. FN (35) shows that some true 

positives are predicted as negative. This means the 

model mistakenly predicts some positive examples 

as negative, thus missing positive classes. TP (18) 

shows that the model correctly predicts true 

positives. This low true positive value indicates that 

the model is weak in identifying positive classes. 

 

 

Figure 6. Model Evaluation Matrix of the SVM Model 

 

Figure 6 shows that the model generally 

performs well, with high precision and strength in 

identifying positive classes. However, with a 

sensitivity of 81%, it suggests that the model might 

miss some positive examples. 

For the KA model, the 'gini' impurity is 

used as the splitting criterion, which aims to 

increase the homogeneity of class distributions 

during splitting. The tree can grow up to a 

maximum depth of 20 levels (max_depth = 20), 

meaning it can have up to 20 branching layers. 

Additionally, at least 1 sample can be present in a 

leaf node (min_samples_leaf = 1). 

 

 

Figure 7. Confusion Matrix of the DT Model 
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Figure 7 shows that TN (888) correctly 

predicts the true negative classes. This high true 

negative value indicates that the model predicts 

negative classes very well. FP (41) shows that some 

true negatives are predicted as positive. This 

indicates that the model mistakenly predicts some 

negative examples as positive. FN (49) shows that 

some true positives are predicted as negative. This 

means the model mistakenly predicts some positive 

examples as negative, thus missing positive classes. 

TP (4) shows that the model correctly predicts true 

positives. This low true positive value indicates that 

the model is quite weak in identifying positive 

classes. 
 

 

Figure 8. Model Evaluation Matrix of the DT Model 

 

Table 2. Comparison of Performance Metrics for Used ML Models 

Model Class Precision Recall F1-Score Accuracy (%) 

LR 
No Risk 0.98 0.74 0.84 

75,23 
Risk Present 0.15 0.83 0.26 

KNN 
No Risk 0.95 0.92 0.92 

88,83 
Risk Present 0.10 0.15 0.15 

SVM 
No Risk 0.95 0.83 0.89 

81,02 
Risk Present 0.10 0.33 0.16 

DT 
No Risk 0.94 0.95 0.95 

91,02 
Risk Present 0.08 0.07 0.08 

 
Figure 8 shows that the model has both high 

overall performance and high success in identifying 

positive classes. The model's results are quite 

satisfactory and can generally be considered reliable. 

Table 2 compares the performance of the ML 

models used in the study for the “Risk Present” and 

“No Risk” classes. The LR model shows high 

precision in recognizing the “No Risk” class. 

However, recall is somewhat lower, indicating that 

some “Risk Present” cases may be missed. The F1-

score and overall accuracy reflect this situation. The 

KNN algorithm demonstrates high performance for 

the “No Risk” class. Both precision and recall are 

quite high, resulting in good overall accuracy for the 

model. However, it shows poor performance in the 

“Risk Present” class, with both precision and recall 

being low, indicating difficulty in distinguishing this 

class. The SVM model exhibits very good 

performance for the “No Risk” class, with high F1-

score and accuracy, though recall is somewhat lower. 

It is noted for having the highest performance in the 

“No Risk” class, with both precision and recall being 

quite high and the F1-score being close to perfection. 

 

5. Conclusion and Suggestions 

 

This study investigated the risk factors associated 

with stroke and assessed their impact on the 

development of the disease. The findings indicate that 

hypertension, diabetes, smoking, and high cholesterol 

levels increase stroke risk, with hypertension being 

the most significant determinant. Additionally, it was 

found that ischemic stroke is more prevalent, whereas 

hemorrhagic stroke is associated with higher 

mortality rates. The critical role of early diagnosis and 

intervention, particularly thrombolytic therapy and 

rehabilitation, in the recovery process of patients was 

emphasized. 

The study developed a method for stroke 

detection and diagnosis using ML models and 

demonstrated that these models contribute to medical 

decision support systems. The model's accuracy was 

reported to be 91%. Future studies aim to enhance 
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success by employing different ML models and 

performance metrics, with more effective feature 

selection and data preprocessing steps. 

It is recommended to explore additional ML 

models and advanced techniques to improve the 

accuracy and reliability of stroke risk prediction. 

Experimenting with ensemble methods and deep 

learning algorithms could provide better insights and 

enhance model performance. 

Future research should focus on identifying 

and incorporating additional relevant features that 

could influence stroke risk. This may involve 

integrating new biomarkers, genetic factors, or 

lifestyle variables to create more comprehensive 

models. 

Emphasizing rigorous data preprocessing and 

cleaning is crucial to ensure the quality and 

consistency of the data used in model training. 

Addressing issues such as missing values, outliers, 

and data imbalance will help improve model 

robustness. 

It is important to validate the models on diverse and 

independent datasets to ensure their generalizability 

and applicability in different populations. Cross-

validation techniques and external validation studies 

should be employed to confirm the model’s 

effectiveness. 

Efforts should be made to integrate these 

predictive models into clinical decision support 

systems to assist healthcare professionals in early 

stroke detection and management. Providing user-

friendly interfaces and decision aids will enhance the 

practical utility of these models. 

Regularly updating the models with new data 

and research findings is essential to maintain their 

relevance and accuracy. Continuous monitoring and 

iterative improvements based on real-world 

performance will contribute to better patient 

outcomes. 

By addressing these recommendations, the 

accuracy and impact of stroke risk prediction models 

can be further improved, leading to more effective 

prevention and management strategies. 
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Abstract 

Artificial intelligence is encountered in many areas today. It makes our lives easier 

with its use in our daily lives. With the advancement of medical big data and artificial 

intelligence, eye images have begun to be used in the detection of endocrine, 

cardiovascular, neurological, renal, hematological and many other diseases. It is 

possible to find more connections between systemic disorders and eye disorders and 

apply them to increase the effectiveness of artificial intelligence. The eye is an 

anatomically complex organ. Detection of the conjunctiva regions of the eye 

generally plays an important role in the diagnosis of eye diseases and applications 

related to eye health. The conjunctiva is a thin membrane tissue that covers the inner 

surface of the eyelids and the white part of the eye. Detection and analysis of this 

region is used in the examination of inflammation, redness, dryness and other 

disorders in the eye. The relevant regions were found using conjunctiva images in 

the study. Conjunctiva region detection Images were taken from a public database 

and enhanced with the image enhancement method DNCNN. The YOLO algorithm 

is applied to raw images and DNCNN enhanced images separately using the same 

parameters. As a result, the effect of the deep learning based method on finding the 

truth in images is presented with F1-confidence curve, precision-confidence curve, 

recall-confidence curve, precision-recall curve and confusion matrix metrics. In the 

proposed method, the mAP value is given as 0.984 in all classes. 
 

 
1. Introduction 

 

The eyes are among the majority of vital systems in 

the body. Eyes are windows that connect us to the 

world. All our lives; genetics, age, existing diseases 

and environmental factors can threaten our eye health. 

There are multiple types of vision issues. Since the 

visual system is an important organ for humans, 

external eye abnormalities need to be detected early. 

The transparent membrane that encompasses the 

interior area of the eyelids and the white part of the 

eye is called the conjunctiva [1]. Human optics are 

safe from dust particles thanks to the conjunctiva. It 

acts as a lubricant and prevents friction when opening 

and closing the eye.  

Three anatomical sections of the mucosa that 

make up the conjunctiva are (1) palpebral, (2) fornix, 

 

*Corresponding author: ecengil@beu.edu.tr                             Received: 27.08.2024, Accepted: 29.12.2024 

and (3) bulbar. Although it is more tightly fastened to 

the higher tarsus, the palpebral conjunctiva is bonded 

to both the lower and upper tarsi. Each eyelid's 

posterior third of the meibomian gland apertures is 

where the palpebral conjunctiva starts. Cells change 

at this mucocutaneous junction from the skin's 

keratinized stratified squamous epithelium to the 

marginal conjunctiva's nonkeratinized stratified 

squamous epithelium. The conjunctiva and lacrimal 

puncta join at this mucocutaneous junction as it 

comes to the nose [2]. The conjunctiva is highly 

vascularized and many microvessels are easily 

accessible for imaging studies. Figure 1 shows the 

anatomical structure of the eye conjunctiva. 

https://dergipark.org.tr/tr/pub/bitlisfen
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Figure 1. Eye conjunctiva anatomy [2] 

 

Ideal blood hemoglobin levels are associated 

with health issues and can be used as indicators of 

several disorders. A blood sample is typically used in 

an invasive manner utilizing various equipment to 

assess hemoglobin levels. Certain indications have 

historically been interpreted physically. Pallor of the 

face, nail beds, conjunctiva, and palm wrinkles are 

among these signs. Conjunctival pallor may be a more 

sensitive indicator of anemia than palm or nail bed 

pallor, according to studies [3]. In addition, diabetes 

can be detected using conjunctival images. 

Numerous research is available in the 

literature using artificial intelligence techniques in the 

fields of classification, segmentation and detection of 

eye disorders. There are also studies conducted to 

detect diabetes and anemia using eye conjunctiva 

images. 

In their study focusing on the problem of 

automatic classification of eye disorders, A. K. Bitto 

and I. Mahmud [4] distinguished between normal 

eyes, eyes with conjunctivitis, and eyes with cataracts 

using the convolutional neural network architectures 

of VGG-16, ResNet-50, and Inception-v3. In the 

dataset they used, Inception-v3 had the highest 

accuracy rate in detecting eye diseases with 97.08% 

verification accuracy, while ResNet-50 achieved the 

second highest accuracy with 95.68% and finally 

VGG-16 achieved 95.48%. 

S. Dhalla et al. [5] used eye conjunctivitis 

images to detect anemia through computerized 

analysis. The paper examined the simultaneous 

picture segmentation five deep learning-based 

models' performance: UNet, UNet++, FCN, PSPNet, 

and LinkNet. A specially created dataset of 2592 

palpebral pictures of pediatric nuclei is used for the 

experiments. LinkNet delivered the best results. For 

intersection-union (IoU) and dice score performance 

measurements, accuracy was 94.17%, 90.14%, and 

93.78% in the pertinent dataset, respectively. 

The goal of E. Purwanti et al. [6] is to use a 

deep learning method to classify images of the 

palpebral conjunctiva in order to diagnose anemia. 

There are three CNN designs in use: ResNet-50, 

MobileNetV2, and AlexNet. The accuracy of the 

AlexNet, ResNet-50, and MobileNetV2 designs was 

97.19%, 97.94%, and 89.93%, respectively, 

according to the results. 

X. Li et al. [7] aimed to automatically detect 

diabetes using conjunctival images. For this purpose, 

researchers designed a learning model. Both healthy 

people and individuals with type 2 diabetes provided 

images for the collection. Using conjunctival pictures, 

a hierarchical multitask network model (HMT-Net) 

was created. The model underwent thorough 

evaluation and comparison with alternative 

approaches. The proposed model achieved 75.17% 

accuracy. 

A non-invasive optical system is suggested as 

the mechanism for automatic diabetes detection by E. 

R. Ghugare et al. [8]. The anterior conjunctiva and eye 

pallor are examined as part of the research in order to 

identify diabetes. The eyes of both non-diabetic and 

diabetic participants were analyzed using medical 

imaging. For the pertinent job, a CNN-based 

prediction model was developed. Ultimately, the 

method provided 96% accuracy. 

Pallavi et al. [9] created a bot that is powered 

by artificial intelligence. Two models serve as the 

foundation for the bot service: one for segmenting the 

Region of Interest and the other for classifying anemic 

cases from normal ones. For the purpose of training 

the model, data were gathered from 160 anemics and 

140 non-anemics people. For the segmentation 

method, we were able to obtain an Intercection Over 

Union (IOU) score of 0.922; for the classification 

model, we were able to obtain a validation accuracy 

of 0.9699 and a validation recall of 0.95. 

The process and technology for obtaining 

significant information from a digital conjunctival 

image were detailed by G. Dimauro et al. [10]. Here, 

efficient characteristics are employed to guarantee 

that every picture is part of a diagnostic probability 

class for anemia. Conjunctiva photos were taken with 

a novel, user-friendly, low-cost apparatus intended to 

maximize ambient light independence. The palpebral 

conjunctiva was manually extracted from photos to 

assess the system's performance, or it could be done 

semi-automatically using the SLIC Superpixel 

technique. Tests were run on pictures that came from 

102 individuals. A few classification methods for 

determining anemic status were tried, and SMOTE 

and ROSE procedures were assessed to balance the 

data set. 

S. Wei et al. [11] aims to evaluate the 

applicability of the deep learning method in 

determining the rating of bulbar conjunctival 

injection. 1401 color anterior segment pictures that 

displayed the bulbar conjunctiva and cornea were 
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gathered. The bulbar conjunctival injection scores, as 

recorded by human ophthalmologists, served as the 

ground truth. Two models based on convolutional 

neural networks were constructed and trained. Deep 

learning models have been assessed for efficiency 

using performance criteria. Accuracy of 87.12% were 

attained by the deep learning model. 

Using smartphones and artificial intelligence 

approaches, S. H. Elgohary et al. [12] sought to create 

a remote, non-invasive, standardized solution that 

allows a fast scan to find hemoglobin levels. The 

conjunctiva is automatically generated as a Region of 

Interest from an image of the eye during the process. 

After that, characteristics are taken out of it in order 

to teach a machine learning system whether or not the 

patient is anemic. 200 participants participated in the 

study, which had 85% accuracy, 86% precision, and 

81% recall rate. 

P. Appiahene et al. [13] concentrated on 

pallor analysis and employed machine-learning 

algorithms to identify anemia using pictures of the 

eye's conjunctiva. The research employed a publicly 

accessible dataset of 710 pictures of the eye's 

conjunctiva. With the use of Gaussian Blur, Logistic 

Regression, and Convolutional Neural Networks, two 

methods for the detection of conjunctiva and anemia 

were created. These models were then deployed on a 

Fast API server that was coupled to a front-end React 

Native mobile application. The created model 

possessed 90% sensitivity and 95% specificity. It is 

integrated into a mobile application that can identify 

anemia with 92.50 accuracy by obtaining and 

analyzing the patient's conjunctiva. 

Today, artificial intelligence technologies are 

developing rapidly in the field of health, as in every 

field. The eye is an organ where not only eye diseases 

but also diseases such as anemia and diabetes can be 

detected. Invasive methods such as blood sampling 

are used to diagnose such disorders. Instead of these, 

it is a more comfortable method to detect diseases 

using eye images. In the study, three different regions 

are detected using eye conjunctiva images. According 

to our research, no academic study has been found on 

the detection of regions in conjunctiva images. In 

cases where the number of experts is insufficient, 

automatic discrimination of the conjunctiva regions 

of the eye is beneficial. 

The rest of the research is arranged as 

follows. In the second section, the technical 

background is given, including the data set used, the 

enhancement technique applied to the images, and the 

method applied to find the regions. In the third 

section, the suggested technique is presented. In the 

fourth section, the experimental results are given. 

Lastly, the fifth section gives the discussion and 

conclusions of the study. 

 

2. Technical Background  

 

Technical background information is important for 

understanding the proposed methodology. This 

section indicates the dataset used in the training and 

validation processes. The data is developed by pre-

processing before being given as input to the method. 

YOLOv8 (You Only Look One-v8) is used to detect 

the regions 

 

2.1. Dataset 

 

The data set used was taken from the Roboflow site. 

The dataset named Eye conjunctiva contains 218 eye 

images. Of these, 152 are reserved for training, 32 for 

verification, and the remaining 34 for testing. The 

data is labeled in three categories. These; palpebral, 

forniceal and forniceal palpebral. Some example 

images of the dataset are displayed in the Figure 2 

[14]. 

 

2.2. Improving the Image: DNCNN 

 

In order to restore the original image by suppressing 

related noise, image denoising is an essential pre-

processing step. Since noise depends on the high 

frequency composition of the image, denoising is a 

complicated process [15]. The primary goal is to 

strike a balance between minimizing information loss 

and lowering noise as much as feasible. Image noise 

can be eliminated by applying filter-based techniques 

like wavelet, mean, and median. The increased 

hardware capabilities of computers have led to a rise 

in the adoption of modern techniques 
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Figure 2. Some images from eye conjunctiva dataset [14] 

 

The Deep CNN Residual Learning (DNCNN) 

[16] method is applied in this work to eliminate noise. 

Several attempts have been made by deep neural 

networks to address the noise removal issue. Thanks 

to advancements in deep learning techniques and the 

accessibility of access to large-scale datasets, CNN 

has recently shown exceptional efficacy in 

completing a range of vision tasks. In addition to 

solving challenges with image denoising, JPEG 

deblocking, and super-resolution, DNCNN, a model 

designed to handle a variety of low-level assignments, 

can also carry out blind reconstruction in the absence 

of any knowledge about the input image. Figure 3 

displays the DNCNN network's design.  

The DNCNN architecture consists of three 

different kinds of layers. (1) Convolution + ReLU: In 

the first layer, 64 filters with a size of 3 x 3 x x are 

utilized to create 64 feature maps. These maps are 

subsequently adjusted for nonlinearity using linear 

units (ReLU, max (0, ·)). In this case, x stands for the 

number of image channels; that is, x = 3 for a color 

image. (2) Conv+BN+ReLU: 64 filters with a size of 

3 × 3 × 64 are employed for 2 ∼ (D − 1) layers, and 

batch normalization is introduced in between the 

convolution and ReLU. (3) Conv: To rebuild the 

output for the final layer, c filters with a size of 3 × 3 

× 64 are employed. Through hidden layers, DNCNN 

can gradually extract the image framework from noise 

observation by combining convolution with ReLU. 

The DNCNN model employs the notion of residual 

learning. DNCNN predicts the residual image using 

just one residual unit, as opposed to the residual 

network's many residual units. Additionally, faster 

and more reliable training as well as better denoising 

performance can be achieved by combining batch 

normalization and residual learning with DNCNN 

[16]. 

 
Figure 3. The structure of DNCNN 

 

2.3. Multiple Object Detection: YOLOv8 

 

The YOLOv8 algorithm's structure is first described 

in this section, which serves as a foundation for 

algorithm construction. The four components of the 

YOLOv8 algorithm are the entrance, spine, neck, and 

head. Figure 4 depicts the YOLOv8 algorithm's 

structure. 

Backbone: In the YOLOv8 algorithm, the 

backbone network's job is to extract the target's 

general features. Three modules make up this 

backbone network: Conv, C2f, and SPPF. The Conv 

module uses autopad (k,p) to generate fill effects and 

is composed of three functional modules: Conv2d, 

BN, and SiLU activation function. The C2f module's 

design, which draws inspiration from ELAN and the 

C3 module, enables YOLOv8 to offer greater features 

while offering lightweight features that enable the 

acquisition of gradient flow information. SPPNet 

served as an inspiration for the redesign of the SPPF 

module. The SPP module gradually adopts several 

small-size pooling cores in place of a single large-size 

pooling core, maintaining its original functionality 

[17], 18]. 
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Figure 4. The architecture of YOLOv8 

Neck: PAN-FPN module is used in the neck 

of YOLOv8 for efficient feature fusion at various 

scales. With the use of FPN and PAN architectures, 

this module employs a multi-scale fusion technique in 

which lower layers maintain precise position details 

while top layers acquire more information [19]. 

 Header: The head of the YOLOv8 algorithm 

uses the Split Head structure, which is a common 

parser head structure. This structure uses the concept 

of DFL (Distributional Focal Loss) to distinguish 

between headings for classification and detection. 

Targets are predicted and regressed using the three 

detecting layers in the head of the YOLOv8, which 

correspond to three distinct kinds of anchors with 

various aspect proportions extracted from the Neck. 

The YOLOv8 algorithm's junction boxes are 

adaptable to the dataset and may automatically 

modify their corresponding junction boxes based on 

various datasets. 

 

3. Proposed Method 

 

The study aims to detect the palpebral, forniceal 

palpebral and forniceal regions in eye conjunctiva 

images. The proposed method is carried out in two 

stages. In the first stage, the DNCNN algorithm was 

applied to the images to be used to perform the 

method and the images were enhanced. The noisy 

signal is the DNCNN's input. DNCNN maps the 

remaining learning to train and utilize it to forecast the 

latent clean signal, in contrast to discriminative 

denoising, which aims to learn to map the noisy signal 

to the genuine signal [20]. 

In the second step of the study, the improved 

images were given to the YOLOv8 algorithm and the 

regions were detected. Simple block drawing of the 

proposed pipeline is as in Figure 5. 

 

Figure 5. Simple block drawing of proposed pipeline 

 

4. Experimental Results 

 

In this article, it is aimed to detect the regions using 

eye conjunctiva images. First of all, the images to be 

used with deep learning technology are pre-processed 

and developed. Then, the network first produces 

images in the data set. The system is then tested with 

images to distinguish palpebral, forniceal palpebral, 

and forniceal regions. The application was run on a 

computer with an i7 processor, GPU card and 16GB 

RAM. 

 

4. 1. Object Detection Metrics 

 

Many metrics are utilized to test the effectiveness of 

algorithms for object detection. Frequently used 

metrics are Intersection over Union, Precision, Recall, 

Average Precision, Mean Average Precision (mAP) 

and F-score [21]. 

Intersection over Union (IoU): The 

relationship between a predicted and the ground truth 

bounding boxes is quantified using a metric called 

IoU. It is essential to assessing how accurate object 

localization is. 
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Average Precision (AP): The accuracy and 

recall value of the method are combined into a single 

value by AP, which computes the area under the 

precision-recall curve. 

Mean Average Precision (mAP): The AP 

notion is expanded upon by mAP, which computes 

the average AP values among various object classes. 

This aids in providing a comprehensive evaluation of 

the model's effectiveness in situations involving 

multiple classes of item detection. 

Precision: Tells how precise our model is. In 

other words, it tells you how many of the total 

palpebral regions detected are actually palpebral. It is 

the proportion of the overall number of palpable 

predictions the algorithm makes to the genuine 

positive, as shown in equation (1). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=

𝑇𝑃

(𝑇𝑃+𝐹𝑃)
       (1) 

 

Recall: It tells us how good the model is at 

remembering classes from images, that is, how many 

of the total palpebral in the input image the model can 

detect. It is the proportion between the true positive 

generated by the model and the total of the true 

positive and false negative as shown in Equation (2). 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝐺𝑟𝑜𝑢𝑛𝑑𝑇𝑟𝑢𝑡ℎ
=

𝑇𝑃

(𝑇𝑃+𝐹𝑁)
       (2) 

 

F1 Score: The F1 Score is a comprehensive 

evaluation of a method's performance that considers 

both false positives and false negatives. It is 

calculated as the harmonic mean of precision and 

recall. The F1 Score equation is provided by equation 

(3). 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
                          (3) 

 

The F1 score provides a balance between 

precision and recall. This balance is very important, 

especially in data sets with class imbalance. For 

example, if a model provides very high precision but 

ignores sensitivity, this means that it misses true 

positives. 

 

4.2. Results Obtained using Original Images  

 

In the first part of the study, regions were detected 

with YOLOv8 using eye conjunctiva images. 

Yolov8m weight was used when training the model. 

Epoch is taken as 100 and batch 4. The confusion 

matrix of the model is as presented in Figure 6.a. The 

number of locations in the confusion matrix, 

sometimes referred to as the error matrix, where the 

true label and the predicted label coincide is 

represented by diagonal elements, while the points 

that the classifier incorrectly identified are 

represented by off-diagonal elements. Indicative of 

many accurate predictions, the confusion matrix's 

diagonal values increase with increasing complexity. 

Figure 6.b gives the normalized confusion matrix of 

the method. 
 

 

 
Figure 6. a) Confusion Matrix and, b) Normalized Confusion Matrix 
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The F1-Confidence curve and P curve of 

the method are given in Figure 6.a, and Figure 6.b, 

separately. When looking at the F1-Confidence 

curve, a value of 0.97 was reached for all classes. 

A 73.4% confidence interval is provided in the P-

curve, which expresses the likelihood of acquiring 

test outcomes that are at least as extreme as the 

actually acquired results. 
 

 

Figure 7. a) F1-Confidence Curve and, b) Precision-Confidence Curve 

 

Figure 8.a, and Figure 8.b display the 

model's Precision-Recall and Recall-Confidence 

curves, respectively. The trade-off between recall 

and precision for different threshold levels is 

displayed on the precision-recall curve. High 

precision and recall are shown by a high area under 

the curve. Here, forniceal, forniceal palpebral, and 

palpebral values were found to be 0.990, 0.991, and 

0.995, respectively. Finding the area under the 

precision-recall curve is the general definition of 

average precision, or AP. The mean of AP is called 

mAP. In certain situations, AP is determined for 

every class and averaged to provide mAP. They 

mean the same thing in other contexts, though. 

mAP establishes a balance between the precision 

(sensitivity) and recall of the results that the model 

correctly detects in different equivalent values. It is 

expressed that the model is not only examined by 

making correct detections, but also by keeping 

false positives low. mAP also evaluates the 

accuracy of the confidence values that the model 

assigns to its predictions. Incorrectly high 

confidence scores can lead to false positives and 

cause serious problems in practice.  Recall is the 

quantity of accurate positive predictions generated 

relative to all possible positive predictions. Recall 

gives an indicator of missed positive predictions, in 

contrast to precision, which only comments on 

correct positive predictions out of all positive 

predictions. The mAP value for all classes is 0.992. 

When we look at the Recall-Confidence curve, it is 

seen as 1 for all classes. 

 

 
Figure 8. a) Precision-Recall Curve and b) Recall-Confidence Curve 
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Training results of the method are 

presented in Figure 9. 34 images were used for 

testing. Some of the results obtained from these are 

as given in Figure 10. 
 

 
Figure 9. Training Results of the YoloV8m Model on the Eye Conjunctiva Dataset 

 

 

Figure 10. Test results of the YoloV8m Model on the Eye Conjunctiva Dataset 
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4.3. Results Obtained using Images Enhanced 

using DNCNN 

 

In the study, it was observed that the proposed 

image enhancement method positively affected the 

performance results. Figure 11.a gives the relevant 

confusion matrix. Figure 11.b presents the 

normalized confusion matrix. 

F1-Confidence and Precision-Confidence 

curves are given in Figure 12.a, and 12.b, 

respectively. When we look at the curves, the 

precision-confidence value was 0.734 in all classes 

in the method performed with raw data, and 0.772 

in all classes when the data obtained with DNCNN 

was used.

 

Figure 11. a) Confusion Matrix and, b) Normalized Confusion Matrix 

 

 

Figure 12. a) F1-Confidence Curve and, b) Precision-Confidence Curve 

Figure 13.a gives the Precision-Recall 

curve. Forniceal 0.973, forniceal_palpebral 0.983, 

palpebral 0.995 and mAP value in all classes were 

obtained as 0.984. The Recall-Confidence curve is 

given in Figure 13.b. The training results of the 

model trained with DNCNN-improved images are 

presented in Figure 14. The results of some of the 

test images are presented in Figure 15. 
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Figure 13. a) Precision-Recall Curve and b) Recall-Confidence Curve 

 

Figure 14. Training Results of YoloV8m Model on DNCNN-improved Eye Conjunctiva Dataset 

 

Figure 15. Test results of the YoloV8m Model on enhanced images 
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Table 1. Studies related using eye conjunctiva images 

Authors/Year Task Dataset Model Results 

S. Dhalla et 

al.[5]/2023 

Conjunctiva 

Segmantation 
2592 images LinkNet 94.17 % Acc. 

E. Purwanti et al. 

[6]/2023 

Anemia 

Classification 
654 images ResNet-50 97.94 % Acc. 

X. Li et al. 

[7]]/2022 

Diabet 

Classification 
611 images HMT-Net 75.17 % Acc. 

E. R. Ghugare et al. 

[8]/ 2023 

Diabet 

Classification 
611 images CNN 96 % Acc. 

B. B. Pallavi et al. 

[9]/2023 

Anemia 

Classification 
300 images CNN 97 % Acc. 

B. B. Pallavi et al. 

[9]/2023 

Anemia 

Segmantation 
300 images CNN 92.2 % IOU 

G. Dimauro et al. 

[10]/2017 

Anemia 

Classification 
102 images SMOTE+KNN 98% Acc. 

S. Wei et al. 

[11]/2023 

Bulbar 

Conjunctival 

Injection Rating 

1401 images CNN 87.12 %  Acc. 

S. H. Elgohary et 

al. [12]/2022 

Anemia 

Classification 
318 images KNN 84.6 % Acc. 

P. Appiahene et al. 

[13]/2023 

Anemia 

Classification 
710 images 

CNN+Logistic 

Regression+ 

Gaussian Blur 

92.50 % Acc. 

This paper 

Multi-region 

Detection of Eye 

Conjunctiva 

218 images Yolov8 

0.992 mAP 

0.734 Precision Confidence 

0.97 F1 Confidence 

This paper 

Multi-region 

Detection of Eye 

Conjunctiva 

218 images DNCNN+Yolov8 

0.984 mAP 

0.772 Precision Confidence 

0.96 F1 Confidence 

 

5. Discussion  

 

In the study, the locations of the conjunctiva images, 

including palpebral, forniceal-palpebral and 

forniceal, were determined. Palpebral regions of the 

eye are used to detect disease. By taking a picture of 

the palpebral conjunctiva, doctors can determine if a 

blood sample is required or if the patient even needs 

to notify them. This helps to narrow down the pool of 

potential blood sample donors. Additionally, it can 

draw attention to possible anemia and make it 

possible for many people to be screened for anemia, 

especially in environments with low resources. 

A thorough understanding of the architecture 

of the conjunctiva, particularly the eyelid, is 

necessary to build a treatment that bolsters the anemia 

diagnosis. The conjunctiva is a mucous membrane 

that surrounds the arches but does not touch the 

cornea. It stretches from the inner palpebral borders 

to the eyeball. The plentiful abundance of 

microvessels ensures a high degree of vascularization, 

which generates the palpebral conjunctiva a great 

nominee for physical examination observation. 

Compared to the bulbar conjunctiva, the palpebral 

conjunctiva more clearly displays the vascularization 

of the underlying region, highlighting even the 

smallest variations in blood color. 

Many studies have been conducted using 

images of the eye conjunctiva. Table 1 lists some 

studies in the literature using eye conjunctiva images. 

Looking at the table, it can be seen that these images 

can be used to classify diseases such as anemia and 
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diabetes. When the accuracy rates are examined, it is 

seen that the methods need to be improved. According 

to our research, no academic study has been found on 

the detection of regions in conjunctiva images. 

Therefore, it was not included in the comparison 

table. In addition, the results of the realization of raw 

images with the YOLOv8 algorithm are given. 

Looking at the table, we see the effect of pre-

processing images with the deep learning method on 

performance. 

 

6. Conclusion  

 

Using eye conjunctiva images, diseases such as 

anemia and diabetes can be detected. Automatic 

disease detection with artificial intelligence is 

frequently preferred in the health field in terms of 

patient comfort and the convenience it provides to the 

specialist. The proposed method enables the detection 

of regions in eye conjunctiva images with acceptable 

high accuracy rates. The use of the method in 

detecting regions in eye conjunctiva images will 

provide convenience to specialists. Nonetheless, it's 

critical that the AI techniques applied in the medical 

industry deliver excellent results. One stage that will 

be used to identify the disorders is the identification 

of the conjunctiva regions. As a result, the approach 

needs to be improved going forward 

 

Statement of Research and Publication Ethics 

 

The study is complied with research and publication 

ethics. 
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Abstract 

Panoramic radiographs are a low radiation exposure type often used as a data source 

for many deep learning algorithms. On the other hand, the operational structure of a 

traditional deep learning algorithm requires a large amount of data, which is a major 

problem for many researchers. It is aimed to overcome this problem through deep 

GAN models, many versions of which have been developed recently. The main 

purpose of the study is to generate a two-stage GAN model for data with the same 

image dimensions. The study is carried out in the form of inputting panoramic images 

containing a whole view, as well as single tooth data whose performance is desired 

to be measured, to the architecture. The generator model created for each tooth object 

in all panoramic radiographs generates new tooth objects that the model has yet to 

encounter in the dataset. Fréchet Inception Distance was used as a performance 

metric by measuring the distance for the Inception-v3 activation distributions for the 

real samples in the generated and training set. Thus, the statistical similarity of these 

two groups obtained from the experimental results was observed in the part of the 

experimental results. The cropped individual tooth classes were much more 

successful than the entire panoramic dataset. 
 

 
1. Introduction 

 

Dental radiographs, widely used in medical imaging, 

are continuously used to detect tooth loss, tooth 

material loss, and many health problems that are not 

detected by visual examination. Various digital 

radiographs and scan results containing data are 

essential in medicine, especially in forensic dentistry 

[1]. In addition, digital imaging has become the most 

widely used imaging technique in dentistry, the most 

common field of digital radiography [2]. Although 

intraoral and extraoral radiographic techniques have 

advantages or disadvantages relative to each other, 

both types of imaging contribute negatively to the 

health of the patient. Radiographs have extremely 

impressive impacts on radiation, whether a device 

placed in the mouth or imaging the whole oral region. 

Therefore, apart from using radiographs to treat the 

patient during the examination, there should be a 
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limited acquisition process for the datasets intended 

to contribute to the academic literature [1]. The use of 

various Artificial Learning (AL) techniques is more 

appropriate when sufficient data cannot be obtained. 

If the amount of data in the studies mentioned above 

is small, it would only be appropriate for the 

individuals who will use the data to reproduce it 

manually with an expert. It is also possible to 

misinterpret the types of radiographs taken in clinics 

and healthcare institutions depending on the quality 

of the device and the need for more expert 

interpretation [2]. It is obvious that the learning-based 

world goes beyond manual programming and 

produces solutions to these problems [3]. For this 

reason, the age of Artificial Intelligence (AI) has 

rapidly developed in medicine, health, science, and 

many other important fields [4]. 

 Deep Learning (DL), which has made a name 

for itself as a sub-branch of AI, makes things much 
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easier compared to classical machine learning 

techniques. In the last decade, it has been observed 

that the frequency of use of DL models has increased 

significantly, especially in the field of health and 

medicine, due to their use in the detection of 

important diseases such as cancer, tumor cells, and 

pneumonia [5]. The function of using AI in dentistry 

has been inevitable due to the reasons explained and 

the development of the technology. In the literature, 

many qualified scientific studies, both old and new, 

have taken their place in this field. One of the DL 

methods, Convolutional Neural Networks (CNNs), is 

that many conventional studies in dentistry identify 

teeth by non-manual detection or segmentation [6]. 

CNNs, which are very effective learning and 

recognition models, include the building blocks of 

algorithms used to detect objects in data [7]. Thanks 

to the use of CNN models, it is possible to detect teeth 

in radiographic images, but sometimes satisfactory 

performance is not achieved when the existing images 

are limited. Augmenting the existing images 

externally or with an automatic AI model is 

necessary. Although data augmentation for 

preprocessing is done in classification studies, it has 

been observed that the purpose of targeted data 

duplication has yet to be achieved. The need for more 

data is a disadvantage, especially for deep learning 

studies with a small dataset. For this reason, synthetic 

data generation is provided using the Generative 

Adversarial Networks (GANs) introduced by 

Goodfellow et al. [8]. GANs are models that can 

generate data using two different Artificial Neural 

Networks (ANNs) that compete in their internal 

structure. In particular, GAN models have been 

widely used for synthetic data generation in dental 

data. Thus, small datasets will be expanded by GAN 

generation. Therefore, these models have been 

created to eliminate the data generation problem and 

generate synthetic data that is very similar to reality 

[9]. The purpose of generative models is to analyze 

the given training examples to produce the most 

similar fake data and, thus, to analyze the probability 

distributions [8]. It is concluded that the performance 

of a Machine Learning (ML) based algorithm 

positively depends on the size, cleanliness, quality, 

and diversity of the input data [10], [11], [12],[13]. 

The most significant reason for choosing the model 

predicted for this study as GAN is the lack of an 

adequate dataset and the fact that radiographic data 

harms human health, so X-ray data cannot be obtained 

again. 

The literature has many types of neural 

networks and different data generation and 

augmentation theories. Although the performance of 

the data increased by transformation with CNN 

models is acceptable, the augmented versions of the 

cropped and zoomed data do not lead to generating 

different data. A great deal of the previous research 

into the small sample problem has focused on the 

“generative classification” paradigm, proposing a 

semi-supervised framework [7], [8]. While most 

studies have used GAN models on intraoral and 

extraoral radiographs, some studies have used high-

quality dental computed tomography data. The study 

by Hu et al. [12], it was stated that more increased 

quality results would be obtained because the noise, 

such as low-dose artifacts and blurring found in dental 

computed tomography data compared to other 

panoramic data is less. While it is mentioned in the 

study that low-dose artifacts and soft tissues are 

detected with high quality, it should be noted that 

dental objects in extraoral radiographs will be used to 

produce high-quality data. 

 
Figure 1. Automatically according to the coordinates of 

objects in radiographs. 

 

Figure 1 shows that dental objects in a whole 

panoramic radiographic data are evaluated separately 

by cropping from their individually labeled bounding 

boxes. Although GANs can generate new objects by 

using the features in data, the most remarkable reason 

for using them individually is because each tooth 

class exhibits very different features in complex data, 

such as a molar, premolar, and incisor. The method 

proposed in the DentaGAN is passed through 

convolutional filters for conventional deep learning 

models and generates fake images with a two-stage 

neural network model. The data generated by the 

generator network is discriminated by the 

discriminator and passed through the two-stage 

structure. The accuracy of the discriminator network 

in separating spurious samples depends on optimizing 

the model during its natural training. Therefore, it is 

ensured that the discriminator neural network is 

sufficiently trained so that the model can distinguish 

between real and fake samples. The tooth classes for 
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the common notation used by dentists were 

determined and cropped, and each was given to the 

GAN model as a separate class. The main 

contribution of our work can be summarized as 

follows: 

• This paper presents a GAN-based approach, 

which is an innovative algorithm in this field, 

especially for radiographic images containing 

individual dental data. This method offers 

synthetic data as an alternative, especially 

when real data sets are limited. In addition, 

this study is the first to implement 

conventional GAN networks in the field of 

dental radiography, making it an innovative 

contribution to the literature. In the literature, 

GANs have generally been used in medical 

image processing to expand limited datasets. 

However, these studies have generally 

focused on general medical imaging fields 

such as brain images, eye vessel to eye fundus 

images in MRI, CT, etc. data. 

• The dataset used in the study was evaluated 

as a total of three separate studies, including 

all uncropped panoramic images, cropped 

tooth data from panoramic images, and a 

separate class according to Dental Federation 

Notation (FDI) each of which was evaluated. 

• The proposed model has effectively increased 

the diversity and quality of dental datasets. 

This strategy is crucial for improving the 

accuracy of dental image analysis models. 

• The study showed that traditional GANs are 

more challenging for generating dental 

objects than other object classes. 

• Since the new radiographic data is close to 

real-world data and can be used in different 

neural networks, all caries, damaged, or 

healthy dental objects are included in the 

training set.  

 

2. Material and Method 

 

2.1. Generative Adversarial Networks 

 

GANs provide an AL method without the need for 

annotation files and pieces of information developed 

as an alternative to learning image spaces. Today, the 

unique data produced by GANs are used in many 

different applications, such as image classification, 

object detection, style transfer, and semantic 

processing. Thanks to the two different neural 

network structures it contains, it ensures that the 

image data produced is statistically indistinguishable 

from the images in the training set and is new and 

similar [13]. GANs are also known as generative 

algorithms, which fall under both generative and 

discriminative algorithms in ML. For this reason, it 

has become prevalent nowadays [14]. In the GAN 

architecture concept, random latent vectors (noise) 

are passed through the generator to synthesize new 

data from scratch. Note that there is no direct image 

input, as the generator only uses the latent vector 

structure to generate images. Furthermore, since the 

new images generated from this structure are noise-

based, the images in the dataset are only used to check 

the discriminator for real and fake data. During 

training, the discriminator is taught to accurately 

discriminate between real and generated images, 

ensuring that the generator gets better at generating 

more realistic images. These two networks are trained 

in tandem, with the generator continuously adapting 

to fool the discriminator as the discriminator gets 

increasingly better at identifying synthetic data. 

 

2.2. Image Generation 
 

Image generation means generating data similar to the 

input data by adding noise. As shown in Figure 2, it 

consists of five block layers. The semantic feature 

vector extracted from the input data is generated in the 

last dense layer. When the architecture of the 

generator is examined, the tanh activation unit is used 

to normalize the last layer from [-1, +1]. Then, the 

generated vector is given to the next block, the 

discriminator network [15]. 

 
Figure 2. Generator module architecture responsible for 

image generation for GANs. 

 

In the generator module, the images are 

passed through certain pre-processing steps to be 

given to the neural network in the same format. 

Images are given to the model architecture as “Single 

Tooth” classes. This architecture input only points to 

an example model. Otherwise, the model is given per 

class such as “13”, “48”, or the entire panoramic data. 

 
2.3. Image Discrimination 

 

In the discriminator module, the similarity of the data 

to the original data is calculated by a discriminator as 

a result of the combination of real and fake data. In 

this case, while the generator neural network 

generates the data in the decoder structure, the 

generated data is in the decoded position while being 

transmitted to the discriminator neural network. The 

crucial task is the discriminator, which tries to reach 
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the maximum likelihood of predicting real and fake 

data [16]. As seen in Figure 3, it consists of five dense 

layers. The sigmoid function was found suitable for 

the activation function, which will be used in the 

probability estimation in the last layer. In addition, the 

reason for using Leaky ReLU activation instead of 

Rectified Linear Unit (ReLU) is due to the faster 

convergence of the discriminator network. Thus, we 

have taken precautions to avoid overfitting the model. 

 

 
Figure 3. The architecture of the discriminator module 

responsible for the fidelity of images generated for GANs. 

The loss value needs to be backpropagated for 

the weights updated in the predictions made by the 

discriminator. Hence, the layers are frozen, and the 

backpropagation is done with the generator in the 

weight update. The main method of training the 

network in GANs is to select the appropriate 

generator to enable the discriminator to perform 

classification with maximum accuracy [17]. During 

the training of the generator network, the optimization 

phase of the value function in [1] is included [18]. 
 

𝑉(𝐷, 𝐺) =

 𝑥𝑝𝑥[𝑙𝑜𝑔𝐷(𝑥)]+𝑧𝑝𝑧 [log (1𝐷(𝐺(𝑧)))] 
(1) 

 

where 𝑝𝑥 and 𝑝𝑧 indicate original data (𝑥) and 

generated data distributions (𝑧), respectively [17]. 

The generator is represented by mapping from the 

noise space to the data space. 𝐷(𝑥) indicates the 

likelihood that input 𝑥 comes from data rather than 

generator 𝐺. At the same time, 𝐺 is trained to 

minimize [𝑙𝑜𝑔(1 –  𝐷(𝐺(𝑧)))]. 
 

2.4. Dental dataset and preparation 

 

The dental dataset used in the study, 565 panoramic 

radiographs, was annotated by dentists to determine 

the bounding boxes of dental objects. DentiAssist 

[19] was used as an object annotation software 

specifically designed for dental radiographic data. 

Panoramic radiographs for this study were initially 

𝐺(𝑥) to be generated as a “Single Tooth” class. Then, 

considering that the tooth structures in panoramic 

radiographs are very different, they were cropped by 

looking at the spatial information in the label files. 

 

Figure 4. Teeth numbering notation in data labeling and 

preparation step. 

In the FDI notation shown in Figure 4, the 

superset digits are ordered from left to right, and the 

subset digits are from right to left. The first digits are 

named (1 - 2 - 3 - 4) and consist of four separate digits. 

The reason for using this notation is that it is a 

universal system of notation in the world. These 32 

classes, also labeled in the panoramic radiographs, 

were cropped from their bounding boxes, as shown in 

Figure 1. In this way, it also provided the individual 

evaluation of the teeth. The cropped classes were 

prepared as “Single Tooth” to be given as input to the 

generator in the GAN model. In addition, the 32-class 

tooth categories in the GAN model were considered 

separately in a complete panoramic class and the 

single tooth class. Figure 5 shows the data numbers of 

individual dental datasets in 32 classes. In Figure 5, 

the names of the individual tooth classes are indicated 

by the number (11). The percentages written below 

the numbers represent their contribution to the data 

set. The difference in the data numbers in the figure is 

that the molar teeth with the second digit of eight 

(impacted) are very likely to be extracted in 

individuals. From this conclusion, the clusters of teeth 

belonging to the 18-28-38-48 classes are expected to 

be slightly lower than the discriminator networks. 

Apart from these situations, the small number of data 

compared to other datasets is due to the dental 

structures of the patients who underwent radiographs. 

This study uses test data for evaluation after 

the training phase. A specifically allocated validation 

cycle needs to be allocated during the training 

process. It means that the test set is only used for post-

training evaluation. Considering that the generator 

and discriminator performance is continuously 

evaluated against each other, no direct validation and 

test sets are defined in the study. On average, 10% of 

each dataset is reserved for testing and 90% for 

training. For example, 509 train data were allocated 

for the training of the panoramic dataset, while 56 

were selected for testing. For instance, for a single 

tooth, this was 13,497 train data and 1,499 test data, 

while for an example, individual class (class 47) was 

421 train data and 46 test data. 
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Figure 5. Data distribution statistics for different dataset 

groups. 

During image preprocessing in the generator, 

batch size 16 was selected, and the image size was 

64x64. The scaling, size reduction, and normalization 

processes are completed before the input data is given 

to the generator architecture. Then, it passed the 

relevant data loader and augmentation stage and 

duplicated the data with certain pre-processing steps. 

2.5. Dental dataset and preparation 

 

The architecture of the two-stage neural network 

structure in dental radiographs is shown in Figure 6. 

As the first step in the architecture, all panoramic 

radiographs were given input, while simultaneously 

cropped panoramic images in 224x224 dimensions 

were used as input. The original input images are 

passed through the appropriate pre-processing steps, 

and the data generated by the generator through latent 

space and added noises are given to the discriminator. 

The generated fake and real images of the data set are 

controlled by a discriminator using the binary cross-

entropy loss function. During the training procedure, 

the output unit should be a number between 0-1 when 

calculating the loss value for the generator and the 

discriminator. For this reason, we will calculate the 

loss value with the binary cross-entropy calculation 

[20]. The purpose of the function at this stage is to 

determine whether the generated image is real or fake. 

The binary cross-entropy loss minimizes the mean 

probability error between the target and the estimation 

label for all pixel values found [19]. 

 As seen in the [2], 𝑙𝑜𝑔(𝑦^′𝑥 ) for 𝑙𝑜𝑔𝐷(𝑥^𝑖 ) 

wants likelihood close to 1 by capturing satisfactory 

predictions in real images with gradient ascent. The 𝑦 

in the equation represents the original images, while 

𝑦′ tries to be 1 in this case. Also, for 1 − 𝐷(𝐺(𝑧^𝑖)), 
the fake images must be well-estimated, so a 

probability close to 0 is intended [17]. 

𝐿(𝑤) = −𝑦𝑖 log(𝑦′(𝑖)
) (1 − 𝑦(𝑖))log (1 − 𝑦′(𝑖)) (2) 

 
Figure 6. Two-stage generation and discrimination 

architecture of dental images [8]. 

 Gradient descent in neural networks descends 

on a static loss surface. In GANs, on the other hand, 

each downhill step changes the entire surface by a 

certain amount. The training of the model takes place 

under difficult conditions, as it is a dynamic system 

that searches for the experiment between two forces 

instead of searching for minimum values [17]. 

Therefore, it was necessary to carefully consider the 

parameters of the GAN model to be created. In the 

selected parameters, different learning rates were 

chosen as the size of the hidden vector z that is, 64 as 

the size of the generator input, 128 as the size of the 

feature maps in the builder, 𝑛𝑑𝑓: 64 as the size of the 

feature maps in the discriminator, 𝑔𝑙𝑟: 0.001 

(learning rate of the generator) and 𝑑𝑙𝑟: 0.0005 

(learning rate of the discriminator) for the optimizers. 

The same parameters were chosen for comparison in 

the appropriate epoch training of all the datasets 

mentioned in the study. One of the hyperparameters 

that should be used for Adam optimizers, (beta1) was 

determined as 0.5. In addition, the real label value is 

0.9, and the fake label is 0. Following the determined 

parameters, the original images in the dataset are 

trained with the discriminator, and the weights are 

updated during the training. In the figure, starting 

from the first layer 512 of the created generator neural 

network, the 2-dimensional transpose convolution 

layer is used to the last layer 32. Figure 7 is an 

example of the generator and discriminator pipeline 

on whole panoramic images. Other datasets are also 

given as inputs to the generator and discriminator 

networks. The three output channels from the 

ConvTranspose2d unit of the generator network are 

given to the discriminator network in the next section. 

Then it is transmitted to the 64, 128, 256, and 512 

layers, respectively, as shown in the figure. Both 

weight updates and feature extractions take place in 

this step. Pixel distance and feature distance are 

compared in images for diversity and fidelity. 

Therefore, evaluating GANs is a challenging task 

[21], [22].
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Algorithm 1. Pseudocode of the training procedure for the proposed approach 

Input: maxepoch, dataloader,generator,discriminator, classifier,cof ,adw 

for epoch in range(maxepoch) do 

for (realdata, reallabel, embedding) in dataloader do 

batchsize = len(realdata) 

#step 1: generate fake images and train the discriminator with real data 

genimg=generator(random((batch, 128, 1, 1)), embedding) 

predreal=discriminator(realdata), BCE(predreal, ones((batchsize, 1))).backward() 

#step 2: train the discriminator with generated data 

predfake=discriminator(genimg), BCE(predfake, zeros((batchsize, 1))).backward() 

#step 3: train the generator and opt. discriminator 

predgen=discriminator(genimg), BCE(pred−gen, zeros((batchsize, 1))).backward() 

#step 4: train the classifier with real data 

outreal=classifier(realdata), classification−loss(outreal, reallabel) 

#step 5: train the classifier and data generated in the sample control 

fakeprob=classifier(genimg) 

outlabel=argmax(fakeprob, dim = 1) 

if softmax(fake)[reallabel] ≥ cof then 

loss’=adw ∗ classificationloss(selectout, selectlabel) 

loss’.backward() 

end 

end 

end 

Output: Generated synthetic data (radiographic image) 

Input: maxepoch, dataloader,generator,discriminator, classifier,cof ,adw 

for epoch in range(maxepoch) do 

for (realdata, reallabel, embedding) in dataloader do 

 
The algorithm of the training procedure for 

the GAN model is as follows. The input image and 

the label are generated for each epoch, creating fake 

images in the specified batch size. The data loader 

parameter is central to loading the training data. It 

provides iterability over the dataset with the shuffle 

parameter: “True” option. When 𝑛 epochs are 

performed for Algorithm 1 the images created by the 

generator are kept. Then, the discriminator model 

takes the real data and provides a backward prediction 

for binary cross-entropy loss. The total error is 

propagated back and updated. The generator and the 

discriminator are trained for original and fake samples 

that provide sequences of zeros and ones, the result to 

be detected in the output [22]. Thus, predicted data is 

generated. The classifier in steps 5 and 6 of Algorithm 

1 represents a general neural network. Therefore, the 

classifier refers to both the generator and the 

discriminator networks. Also, a classical GAN 

structure has only a generator and a discriminator. 

However, this algorithm has an additional classifier. 

The task of the classifier is to support the learning 

process of the model by classifying real and generated 

data. In other words, the generator generates fake 

images using random input and embedding, the 

discriminator is the network that tries to distinguish 

whether these images are real or fake, and the 

classifier is the structure that helps the model to better 

learn the difference between real and fake data. As a 

result, the classifier acts as an additional control 

mechanism for the GAN. A classification process is 

performed between the input images and the new 

images generated, and they are checked with softmax 

condition. Accordingly, the loss value is updated. 

Because GAN models mostly consist of two models 

that can be tuned to each other, this training 

demonstrates the struggle between the two neural 

networks [23]. In summary, we maximize 

𝐷(discriminator) and 𝑙𝑜𝑔(𝐷(𝑥)) + 𝑙𝑜𝑔(1 −
 𝐷(𝐺(𝑧))) by maximizing 𝑙𝑜𝑔(𝐷(𝐺(𝑧))) 

𝐺(generator) is updated. Evaluation is an open area in 

generator model research. The FID metric in [3] is the 

most popular for evaluating the success of the data 

generated by the generator. The Inception-v3 network 
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measures the performance of the fake images 

generated. The purpose of using this initial network is 

to extract features from the intermediate. The data is 

distributed using a multivariate Gaussian distribution 

with mean and covariance for statistical purposes 

[16], [23]. 

 
𝐹𝐼𝐷 
= | 𝜇1 − 𝜇2| + 𝑇𝑟(𝜎1

+ 𝜎2 − 2√𝜎1 ∗ 𝜎2
2 ) 

(3) 

 

where 𝑇𝑟 sums all the diagonal elements, 𝜇1 

and 𝜎1 are the mean and covariance of the training 

data, and 𝜇2 and 𝜎2 are the mean and covariance of 

the test data [16]. It calculates the distance of the 

curves between the fake and the real embeddings. The 

closer these statistics are to each other, the closer the 

fake embeddings model is to the real embeddings. 

Therefore, a smaller value means that features in the 

reals and fakes are more similar, so the lower the FID, 

the better and closer distributions. 

 

3. Experimental Results and Discussion 

 

To obtain the experimental results, a device with 

NVIDIA Geforce RTX 3050 graphics card support 

was used in the GAN model training. GANs with the 

same parameters and hyperparameters were generated 

for 34 dental datasets mentioned in the paper. The 

experimental findings obtained under the specified 

conditions are given in Table 1. While training with 

the generator continues, the high threshold value set 

by the discriminator ensures that the generator obtains 

a thriving fake image. When the table is examined, it 

is revealed that different datasets are used. Taking 

into account the possible errors that can occur when 

generating panoramic images, one of the main 

objectives of the study was to properly trim the data 

from the bounding boxes. One of the most significant 

reasons for this is that although GANs generate 

successful images, radiographic data is more complex 

than simple data has a disadvantage. As a first step in 

the study, panoramic data were generated, and due to 

the high FID value, even if changed the parameter, it 

was necessary to find another solution. Thus, the teeth 

were cropped according to the FDI notation, and all 

the crops were used as a given dataset. In this study, 

500 epoch training sessions were performed on dental 

radiographs and single tooth images to ensure a fair 

approach. The average training time of the generative 

and discriminative networks simultaneously per 

dataset is 7466 seconds, about 124 minutes for the 

individual class (41 classes). The single tooth class of 

combined teeth trained in the study: 14,996 images, 

and the panoramic dataset contains 565 images. Also, 

the number of individually cropped tooth images 

varies depending on the panoramic images, as shown 

in Figure 5. This situation is mainly since sometimes 

cases such as impacted teeth and molars are not 

included depending on the age of the extracted 

individual.  

 

 

Figure 7. Fake images generated because of training 

GANs. (a) the results of cropped images, (b) the result of 

an entire panoramic image. 

 

Nevertheless, the total amount of data 

generated for all classes reached 10,000. Considering 

the results in Table 1, the single tooth class has a large 

amount of data, which leads to a lower FID result. The 

training time for the single tooth class was about 

3,420 minutes, or 57 hours, because it contains a lot 

of data. In addition, other individual tooth classes 

produced different results depending on their number 

and complexity in the dataset. The panoramic dataset 

contains 565 images, but it also contains a wider range 

of mouth views and patterns, which increases the time 

for the neural networks to scan the data. Therefore, 

producing the entire panoramic image takes 9,300 

seconds, or 155 minutes. During the training of this 

data, the loss of the generator reached 2.9414, while 

the loss of the discriminator reached 1.2484. 

The fake images generated by neural network 

are shown in Figure 7, and according to this figure, it 

was observed that the individual tooth classes were 

generated by GAN much better than all the panoramic 

images. However, more was needed to restrict all 

images generated to one class due to the differences 

in the mouth’s molar, premolar, and incisor classes.  

For these reasons, one-sided label softening was 

performed while adjusting the parameter. For these 

reasons, one-sided label softening was performed 

when adjusting the parameter. An excessively high 

confidence value can cause some problems with deep 

neural networks. If the discriminator depends on the 

small feature map while recognizing the actual 

images, the generator generates these features to 
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benefit from the discriminator. In this case, the 

optimization performed can be very greedy. To avoid 

such problems in real image estimation, the 

discriminator is penalized when it exceeds 

0.9(𝐷(𝑟𝑒𝑎𝑙 >  0.9)). The target label value has been 

updated to 0.9 instead of 1.0. 

Since FID measures the distributional 

similarity between the generated and real images, the 

test set provides a realistic example of this 

distribution. The results of the test data are shown in 

Table 1 below. In contrast, the discriminator loss 

value is excessively high, causing overfitting due to 

the imbalance between the generator and the 

discriminator. Overfitting is recognized as one of the 

major challenges in training GANs. Suffering from 

such difficulties, the experimental results in this study 

may not have achieved the expected performance in 

some individual tooth classes. However, the overall 

panoramic view was worse in all conditions than in 

other individual tooth classes. On the other hand, it is 

expected that the single tooth class created with 

samples from single tooth classes will have high 

performance due to the high diversity of data. 

 
Table 1. Findings of neural networks generated and discriminated for different dataset. 

Generated 

class 
Loss G Loss D 

Fréchet 

Inception 

Distance 

Generated 

class 
Loss G Loss D 

Fréchet 

Inception 

Distance 

Single tooth 2.9414 1.2484 124.8310 Tooth 31 3.4235 0.5093 102.8283 

Tooth 11 4.7493 0.4203 187.8658 Tooth 32 3.8033 0.4238 114.4682 

Tooth 12 5.0410 0.3903 178.6688 Tooth 33 4.2498 0.6059 144.1210 

Tooth 13 3.3994 0.4371 127.4457 Tooth 34 4.0968 0.3835 153.1053 

Tooth 14 4.3447 0.3905 146.7246 Tooth 35 4.0497 0.4592 158.1447 

Tooth 15 4.6472 0.4127 173.7276 Tooth 36 4.1037 0.5133 213.4831 

Tooth 16 3.8004 1.1397 160.5275 Tooth 37 3.1822 0.4515 127.4164 

Tooth 17 6.7436 0.6928 297.8457 Tooth 38 4.0272 0.4591 175.5649 

Tooth 18 3.8478 0.4241 138.1094 Tooth 41 4.9409 0.3572 151.7190 

Tooth 21 3.8511 0.4163 169.2506 Tooth 42 3.1018 0.7503 190.0691 

Tooth 22 3.8585 0.3945 181.6382 Tooth 43 4.1703 0.6607 131.0531 

Tooth 23 4.2090 0.7617 126.5523 Tooth 44 5.3700 0.3606 150.3511 

Tooth 24 5.1406 0.3366 179.1189 Tooth 45 3.1822 0.4515 127.4164 

Tooth 25 5.2565 1.4472 215.2094 Tooth 46 4.8492 0.9850 171.0522 

Tooth 26 3.0496 1.7622 163.5350 Tooth 47 4.4303 0.4255 257.3137 

Tooth 27 4.4674 0.6183 215.6518 Tooth 48 4.6258 0.3531 226.9374 

Tooth 28 4.8688 0.7251 135.4039 Panoramic 3.9198 0.4527 223.4762 

 

On the other hand, our study adapts existing 

GAN algorithms to dental radiography, enabling the 

synthetic generation of individual tooth images. 

However, datasets with more complex and 

individual characteristics, such as dental structures, 

are being studied. This requires more detailed 

modeling than general medical imaging studies. As 

a result, in terms of the applicability of GANs to 

radiographic images and the solution to data 

limitations in dentistry, this study makes an 

important contribution to the literature. In 

particular, it is necessary to accurately generate 

anatomical details and anomalies that may be 

present in radiographic data, such as periodontal 

structures, root canals, or differences due to 

anomalies such as caries and restorations. However, 

the current architecture of conventional GANs is 

insufficient to maintain such a precise level of 

detail. 

4. Conclusion and Suggestions 

 

This paper implements a novel method for 

generating and augmenting synthetic individual 

dental data in radiographic images using GANs. 

The results show that the recommended strategy is 

effective in increasing the diversity and quality of 

dental datasets, both of which are necessary to 

improve the accuracy of dental image analysis 

models. Synthetic data alleviates the problems 

caused by the lack of real-world datasets and 

provides a reliable alternative for building robust 

DL models in dental radiography. Results have 

shown that the AI generated by the DentaGAN 

model produces synthetic data that is as high quality 

as actual dental radiographs, with the added benefit 

of being adaptable to a range of clinical settings. 

This capability has significant potential in the field 

of dental informatics as it provides larger and more 
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representative training datasets, leading to more 

robust models and, therefore, better patient 

outcomes. However, when the FID findings for each 

class were analyzed, it was observed that evaluating 

alternative GAN methods in future research may be 

appropriate. The findings suggest that the 

performance can be improved in the future by 

experimenting with different GANs with larger-

sized images. 

 In future studies, although the individual 

tooth classes are balanced in the dataset, the data of 

the tooth classes that are difficult to learn will be 

increased. As a result of experimental studies and 

findings, we have concluded that generating dental 

objects with the traditional GAN model is more 

challenging than other object classes. The results of 

the study indicate that conventional GANs are more 

difficult to generate dental objects than other object 

classes. This finding suggests that experimenting 

with different GANs on larger images may improve 

performance in the future. Therefore, in the next 

stage of the study, it will be possible to increase the 

possible performance by working with different 

types of GAN models with large image sizes. 
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Abstract 

This study reveals that the development of the country is only possible through 

meticulous analysis of regional potentials and sustainable use of natural resources.  

The aim of this study is to evaluate the environmental impacts arising from the site 

selection of mining operations and to put forward the necessary measures for the 

efficient and controlled use of natural resources within the scope of sustainable 

development. In this context, the importance of factors such as expropriation, 

topography, environmental conditions and energy and water access in the site 

selection of mines is emphasized. 

In the study, the AERMOD model developed by the United States Environmental 

Protection Agency for air quality modeling was used to estimate the environmental 

impacts of dust emissions that may occur during mining activities. In the modeling 

process, data on pollutant sources such as mass flow rate, source height and gas 

outflow rate were combined with meteorological data and calculated according to 

the Regulation on the Control of Industrial Air Pollution. In addition, in-plant 

PM10 measurements were performed and analyzed by gravimetric method. 

As a result, the modeling studies and the data obtained serve as a basis for the 

environmental permitting process of the facilities that will be put into operation and 

provide guidance to decision makers for air quality management. The study also 

emphasizes the importance of assessing the cumulative air quality impacts of 

existing facilities and demonstrates that verifying these impacts with reliable 

laboratory studies will contribute to sustainable development targets. 
 

 

1. Introduction 
 

The environment is an environment in which living 

things maintain their relations during their lifetime 

in mutual interaction and is defined as the 

environment in which living things sustain their 

lives. At the same time, the environment is directly 

and indirectly affected by air, soil and water 

pollution that occurs because it is in social, 

economic, cultural as well as physical, chemical 

and biological interaction. Changes in air 

composition can disrupt the environmental balance 

and threaten the lives of humans and other living 

things [1]. Environmental pollution can be caused 
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by a wide variety of reasons and has negative 

effects on the ecosystem. There are many pollution 

sources that create complex and multidimensional 

pressure on the ecosystem. Urbanization, 

industrialization, mining and agricultural activities 

are among these sources [2]. 

When environmental problems reach crisis 

proportions, negative impacts on human health 

occur. Environmental crises occur when the 

saturation capacities of receiving environments are 

exceeded and the balances in the natural 

environment are disrupted. These balances are 

especially disrupted by the unconscious 

consumption of natural resources by humans [3]. 

With the increase in these problems day by day; 
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two ways of taking measures against 

environmental problems have emerged. The first 

one is to eliminate the problems after they occur 

(restorative policies) and the second one is to 

prevent them before they occur (preventive 

policies) [4]. 

Strategic documents (strategies, policies, 

legislation) and specific procedures for decision-

making for specific activities have been developed 

by many countries since the 1980s [5]. However, 

environmental assessment systems have some 

problems because they are limited to the study 

scale [6]. 

 Environmental Impact Assessment 

(EIA) is used to comprehensively determine the 

positive or negative impacts that a planned activity 

may have on the environment. The EIA aims to 

prevent or minimize potential damages with the 

help of assessments. At the same time, the goal of 

EIA is to ensure that all negative environmental 

impacts that may be caused by planned activities 

are identified in advance and necessary measures 

are taken without hindering economic and social 

development [7]. This method has been widely 

used especially in industrialized countries since the 

1970s [8]. 

 EIA reports are prepared to prevent 

environmental pollution before and during the 

operations of the investments within the scope of 

the regulation. In this context, these reports help 

investors to develop methods to prevent 

environmental pollution [9]. Environmental 

management, which is the key to sustainable 

production in mining and industry, although costly 

at first, provides a competitive advantage to mining 

companies and reduces the environmental impacts 

of mining activities with the help of legislation 

[10]. 

 Mines that start to operate without taking 

the necessary precautions into consideration pose a 

great danger to public health and environmental 

quality [11]. The magnitude of the problems 

defined in this context varies according to some 

variables (types of minerals extracted, mining 

methods used, types of waste materials to be 

generated, geological structure of the selected area, 

soil structure and vegetation in the mining area, 

size and depth of the sites, hydrological and 

hydrogeological characteristics and climatic 

conditions, etc.) [12]. 

According to the 2023 data of the General 

Directorate of Mining Affairs of the Ministry of 

Energy and Natural Resources, a total of 14.763 

mining licenses were granted, of which 4.693 were 

exploration licenses and 10.070 were operating 

licenses [13]. Mining operations create various 

negative impacts that lead to the depletion of non-

renewable natural resources, pollution of air, water 

and soil, noise and vibrations, deterioration of 

topography and destruction of vegetation [14]. 

 The extent of harmful effects on the 

environment in open pit mines varies depending on 

hydrology-hydrogeological characteristics, 

geological structure, capacity (size and depth) of 

the mining areas, existing soil properties, 

vegetation of the region, climatic conditions, etc. 

[15]. Open pit mining method can be generally 

defined as the removal of the top layer consisting 

of topsoil and stripping material (rock mass ore-

free zone) over the ore underground or in outcrop 

and bringing the ore to the surface [16]. In this 

method of operation, the noise-vibration problem 

caused by construction machinery and step 

drilling-blasting operations in production and dust 

emissions released during pickling (top cover) 

operations can be considered as other major 

environmental problems [17]. 

 The effects of pollutant emissions, 

which can cause serious health problems in living 

organisms and pose environmental problems, can 

manifest themselves as respiratory irritation, 

allergic reactions such as asthma and, in the long 

term, serious diseases such as cancer. These health 

problems can vary depending on the type of dust 

exposure and the risk is particularly high when 

small particles enter the body. The health risks are 

directly linked to particle size, and particles smaller 

than 10 μm in particular are known to cause serious 

health problems by penetrating the lungs and 

entering the bloodstream.  Similarly, studies have 

found that dust contact with plant leaves and dust 

accumulation have negative effects on plant growth 

and inhibit photosynthesis, respiration and 

evaporation from leaves. Quarry dust negatively 

affects the functionality of the ecosystem due to 

loss of vegetation and damage to agricultural and 

forest lands [18]. 

 Various legal regulations have been 

developed in our country and other developed 

countries in order to prevent and control the 

pollution that occurs during the production 

activities of industrial facilities and causes 

environmental pollution by exceeding the limit 

values when they are not adequately controlled. 

These regulations include measures to reduce 

environmental impacts. 

 The Environmental Law (No. 2872), 

which entered into force in 1983 within the scope 

of environmental legislation, is the first legal 

regulation for the protection of the natural 
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environment and the prevention of environmental 

pollution in our country. This law imposes the 

obligation to treat and dispose of wastes generated 

as a result of production and consumption activities 

in accordance with the standards specified in the 

relevant regulations. According to the 

Environmental Permit and License Regulation 

(EPLR), mines above certain capacities must 

obtain an environmental permit and are obliged to 

take necessary measures to control dust emissions. 

Accordingly, according to the EIR [19], quarries 

with a mine production capacity of 150 tons/day or 

more and quarries where minerals in group I (a and 

b), group II including limestone, group IV and 

group V, and mines where explosive materials are 

used are subject to environmental permits. The 

quarries within this scope are obliged to take dust 

preventive measures for dust emissions generated 

during the operation phase and to meet the limit 

values mentioned in the Regulation on the Control 

of Industrial Air Pollution (RCIAP) and to obtain 

an environmental permit for emissions. 

 This study covers the comparison of the 

emission results of the gypsum stone quarry and 

crushing and screening plant within the borders of 

Güblüce village, Zile district, Tokat province 

during the planning and operation phase and the 

ways to be followed according to the results.  

 

 

Figure 1. Facility Impact Area Map (40,140576-

35,667532) 

 

 This research is a comparison of the data of 

the Project Introduction File made in 2012 with the 

regulation limit values for 2024. 

 

2. Material and Method 

 

In this study, the emission measurement results of 

a blasted gypsum quarry and crushing and 

screening plant, which operates 8 hours a day and 

has a production capacity of 62.53 tons per hour, 

were evaluated. The facility is located in Güblüce 

Village, Zile district of Tokat province. The quarry 

operates with open pit method and production 

operations are carried out by blasting and drilling 

methods. Air quality control can be considered at 

three different levels: global, regional and local. 

The most important of these is local air quality 

control and the air quality management applied for 

this purpose. [20]. The concept defined as air 

quality management covers all detection, 

monitoring and improvement works carried out to 

ensure that emissions released into the atmosphere 

without treatment are kept at levels that will not 

harm human and environmental health or reduced 

to these levels. This process aims to implement the 

necessary measures to control emissions and 

protect air quality [21]. In our country, limit values 

for 13 pollutants (SO2, PM10, NOX) related to air 

quality management are determined by the Air 

Quality Assessment and Management Regulation 

(AQAMR) [22]. 

Modeling is used to express an event 

mathematically using numerical data in terms of 

the factors on which the event depends [23]. In 

modeling, many factors affecting dispersion and 

transport and possible effects of pollutants are 

calculated. There are multiple models that can be 

used to calculate atmospheric pollutants [24, 25]. 

These modeling methods are useful and 

economical for the analysis of dispersion and 

dilution behavior [25]. One of these models, 

AERMOD, was developed in 1991 as a result of a 

joint effort by AMS and EPA (Environmental 

Protection Agency) scientists. In 2005, the 

AERMOD model was officially recognized by the 

EPA. AERMOD is a steady-state dispersion model 

designed for short-range (maximum 50 km) 

dispersion of air pollutant emissions from 

stationary industrial sources [26]. 

AERMET is a three-stage meteorological 

data preprocessor. In the first stage, surface and 

upper layer data are extracted, processed together 

and quality checked. In the second stage, all data 

are merged into a single file with a 24-hour period. 

In the final stage, this combined meteorological 

data and the calculated layer data are prepared for 

use in the AERMOD dispersion model. The PFL 

and SFC files produced by AERMET are used by 

AERMOD. With the help of these data, 

atmospheric parameters are included in the 

simulation [26]. 

Emission factors (given in Table 1 of 

Annex-12 of the same regulation) were used to 
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calculate the mass flow rates of dust emissions 

(resulting from the operations to be carried out at 

the mine site) in accordance with the article 

“Hourly mass flow rates of emissions discharged 

from the facilities to the atmosphere are determined 

by taking measurements from the stacks for 

existing facilities and by using emission factors for 

non-stack sources and new facilities to be 

established.” in Annex-2 (Article 1, subparagraph 

a) of the Regulation on the Control of Industrial Air 

Pollution. [27]. 

 
Table 1. Emission Flow Rate of Dust According to 

Source Definitions 

Source No Process 

Controlled 

Dust 

Emission 

flow rate 

(kg/hour) 

Controlled 

Dust 

Emission 

flow rate 

(kg/hour) 

Vegetal Soil 

Excavation 

1 Excavation 0.04 0.08 

2 Loading 0.016 0.0325 

3 Transportation 0.018 0.036 

4 Unloading 0.0007 0.0014 

5 Storage 0.0145 0.029 

 TOTAL 0.09 0.18 

Quarry 

Activities 

(Ore 

Production) 

6 Excavation 0.78 1.56 

7 Loading 0.312 0.625 

8 Transportation 0.35 0.7 

9 Unloading 0.312 0.625 

Quarry 

Activities 

(Minepass 

Production) 

10 Loading 0.031 0.0625 

11 Transportation 0.03 0.06 

12 Unloading 0.031 0.0625 

 TOTAL 1.846 3.695 

Mineral 

Storage 

13 Storage 0.07 0.14 

 TOTAL 0.07 0.14 

Waste Storage 
14 Storage 0.0676 0.135 

 TOTAL 0.0676 0.135 

Final 

Transportation 

15 Transportation 0.5075 1.015 

 TOTAL 0.5075 1.015 

Explosion 
16 Explosion 0.7425 62.53 

 TOTAL 0.7425 --- 

TOTAL  TOTAL 2.5 5 

 
AERMOD View program developed by 

USEPA was used in the air quality modeling study. 

The AERMOD Modeling System is a flexible 

modeling tool for linear and steady-state plume 

modeling with Gaussian plume characteristics. It 

can be applied to various emission sources, such as 

point, volumetric and areal source types. 

AERMOD evaluates new or steady-state 

dispersion scenarios with sophisticated algorithms 

that include vertical profiles of winds, turbulence 

effects, penetration of rising inversion layers, 

Plume rise, surface levels and heat at buoyancy 

sources, and terrain effects. The program optimizes 

its performance according to the characteristics of 

the terrain and different emission sources, allowing 

to obtain the most realistic results at high 

concentrations. The AERMOD modeling system 

consists of two core components, AERMAD for 

processing terrain information and AERMET for 

processing meteorological data. It is also designed 

to model various types of sources such as multiple 

point sources, areal, linear and volumetric sources, 

structures, concentrations and deposition. [28]. 

The areas where the AERMOD Modeling 

System is used are as follows: 

- Complex Industrial Sources: It can be applied on 

single or multiple point, areal, linear and 

volumetric sources. However, structures and 

impacts from structures are not considered in this 

model. 

- Particulate and Gas Deposition: Used to assess the 

accumulation of gases and particles released into 

the atmosphere. 

- Constant and Variable Emissions: Both constant 

and time-varying emission sources can be 

analyzed. 

- Rural and Residential Areas: Applicable in both 

rural and urban areas. 

- Transport Up to 50 km from Source: The transport 

of emissions up to 50 kilometers from the source 

can be modeled. 

- Concentration Estimation for All Terrain: 

Concentration estimates are made by considering 

different terrain structures. [28]. 

The modeling study for estimating the values of 

dust and gaseous pollutants in ambient air by 

mathematical methods includes the following 

steps: 

- Determination of the Dispersion Region of the 

Sources: In the first step, the dispersion region 

where the pollutant sources will be effective is 

defined. 

- Mapping the Dispersion Region: The defined 

dispersion region is divided into squares of certain 

dimensions in the Cartesian coordinate system and 

latitude, longitude and elevation data are obtained. 

Alternatively, in the polar coordinate system, the 

region can be mapped angularly according to 

latitude, longitude and altitude values. 

- Collecting Information on Pollutant Sources: In 

this step, basic information such as mass flow rate 

of pollutant sources, source height, source 

diameter, gas outflow rate, gas temperature are 

collected. 

- Collection of Meteorological Data: Hourly 

meteorological data (such as hourly temperature 

values, wind speeds and directions) for a 

representative year are collected 

- Analysis of Meteorological Data: Using the 

collected meteorological data, hourly stability 

classes are determined and mixing heights are 

calculated. [29]. 
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After transferring the data listed above to 

the modeling program, the program is run to 

estimate the hourly, daily, monthly and annual 

probable ground level concentration values of the 

pollutants in the ambient air. This modeling study 

was carried out to estimate the air pollution that 

may occur in the quarry operation. In the study, 

particulate matter - dust (PM) pollutant parameter 

resulting from quarry operations was modeled. 

Before the plant starts operations, the 

environmental permitting process for emissions of 

mines is evaluated within the scope of the RCIAP 

and the EPLR. The purpose of environmental 

permits is to encourage activities and facilities that 

may have a polluting impact on the environment to 

take the necessary measures to protect the 

environment during their operations. 

Environmental permit is a tool to prevent 

environmental pollution and provides legal 

intervention of the state against polluting activities. 

[30]. 

In the study, PM 10 measurements were 

made at 6 points within the facility. In addition, the 

modeling results were examined and settled dust 

measurements were made for a total of 2 months in 

1-month periods at two points within the 

investigation area of the facility with high model 

results. 
 

Table 2. Emission sources and measured parameters 

No/ 

Code 

Emission 

Source 

Parameter 

CO NOx SO2 

Powder 

VOC Other 
PM10 

Settling 

Pewder 

1 Sieve Side - - - X - - - 

2 Crusher Side - - - X - - - 

3 Stock Area - - - X - - - 

4 

Quarry 

(Blasting 

Moment) 

- - - X - - - 

5 Bunker Side - - - X - - - 

6 On-site Road - - - X - - - 

7 

Facility 

Inspection Area 

(2 Points) 

- - - - X - - 

 

Emission sources are indicated in Table-2. 

It has been determined what kind of measurements 

will be made at these emission sources.  

PM10 measurements are made by 

gravimetric measurement method (TS EN 12341) 

by keeping particles smaller than 10 microns in 

diameter on filter paper. For these measurements, 

MCZ LVS 1 measuring device is used because the 

air vacuum time and volume can be adjusted. First, 

the filter papers to be used in the method are 

weighed by conditioning at 20 °C (±1 °C) 

temperature and 50% (±5%) relative humidity for 

48 hours. The weighing results are recorded and 

placed in clean petri dishes to avoid exposure to air, 

moisture and contaminants until the sampling 

point. The measuring device, which is transported 

to the appropriate sampling point, is placed on a flat 

area (at least 30 cm away from the obstacle) where 

there is no obstacle that may prevent sampling from 

the air to be analyzed, and measurement and 

sampling are performed according to the relevant 

procedure.  After the sampling process is 

completed, the filter paper is placed in a clean petri 

dish with the help of tweezers and sent to the 

laboratory for weighing and the weighing results 

obtained are recorded. 

Determination of settled dust is carried out 

by gravimetric method in the plant inspection area 

and with a four-way ambient air sampling device in 

accordance with TS 2342 standard. The sampling 

system, consisting of a base plate (1 piece), tripod 

(1 piece) and dust collection container (4 pieces), 

collects settled dust from 4 main directions and can 

determine the source of dust at a certain point. 

In the study, Air Quality Dispersion Model was 

carried out during the production planning phases 

of the gypsum quarry and crushing and screening 

plant by applying the blasting method with a 

capacity of 62.53 tons per hour, in accordance with 

the Air Quality Dispersion Model in Mining 

Projects guideline published in 2018 by the 

General Directorate of EIA Permit and Inspection 

of the Ministry of Environment, Urbanization and 

Climate Change [31]. After the facility became 

operational, dust emissions causing air pollution 

were taken under control within the scope of 

SDGPLR and the dust measurement results were 

measured to be the basis for the environmental 
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permit on emission required to be obtained in 

accordance with the EPLR. 

 

3. Results and Discussion 

 

In mines, dust is generated at different stages of the 

production process, during drilling, blasting, 

machine excavation of the main mass, 

transportation and storage. These dust emissions 

adversely affect air quality by disturbing the 

composition of the air as an areal source. 

AERMOD model was used for the dust emissions 

to be generated within the scope of the research and 

PM10-Precipitated Dust emissions were calculated 

as annual-monthly-hourly in the Long-Short Term 

based on controlled and uncontrolled operations 

during blasting and production phases. The results 

were evaluated within the scope of Air Quality 

Assessment and Management Regulation. 

After the site became operational, PM10 

was measured at 6 points with MCZ LVS 1 PM 10 

particulate matter measurement device within the 

scope of environmental permits and settled dust 

was determined by Gravimetric Method with Four-

Way Ambient Air Sampling Device within the 

facility area. The results were evaluated within the 

scope of Air Quality Assessment and Management 

Regulation. 

As a result of the evaluations, the data in 

Table 3 were obtained by using the AERMOD 

model in the study phase (theoretical) and 

operation phase (practical) of dust emissions 

generated outside the blasting operations. 

 
Table 3. Comparison of PM10 and settled dust results outside blasting operations 

Parameter Period 
Model Result Value 

[µg/m3] 

Limit Values by Year 

2018 
2019-

2023 

2024 

onwards 

 PM 10 

(AERMOD) 

STL Daily 
Scenario 1 32 

60 50 50 
Scenario 2 233 

LTL 

Anual 

Scenario 1 6 
44 40 40 

Scenario 2 45 

PM 10 

(Measuring) 

STL Daily Field Measured 92,65 60 50 50 

LTL 

Anual 
Field Measured 5,33 44 40 40 

Parameter Duration 
Limit Value 

[mg/m2 day] 

Limit Values by Year 

2018 
2019-

2023 

2024 

onwards 

Settling Dust 

(AERMOD) 

STL 

Monthly 

Scenario 1 298 
390 390 390 

Scenario 2 2168 

LTL 

Monthly 

Scenario 1 24 
210 210 210 

Scenario 2 178 

Settling Dust 

(Measuring) 

STL 

Monthly 
Field Measured 287,06 390 390 

 

LTL 

Anual 
Field Measured 47,85 210 210 

 

Short Term Value (STV): The maximum 

daily average values or, statistically, the value that 

corresponds to 95% of the measurement results 

when all measurement results are ranked according 

to their numerical magnitude. 

Short Term Limit Value (STLV): It is the 

limit value that statistically corresponds to 95% of 

all measurement results when the maximum daily 

average values or numerical values are arranged in 

order of magnitude and should not exceed the value 

specified in of Annex-2 of the RCIAP 

 Long Term Value (UVV): The value 

calculated as the arithmetic average of all 

measurement results. 

 Long Term Limit Value (LTL): It is the 

arithmetic average of all measurement results and 

is the limit value that should not exceed the value 

specified in Annex-2 of the RCIAP. 

 The calculations required for the 

AERMOD model are made according to the 

guidelines published by the Ministry of 

Environment, Urbanization and Climate Change. 

Certain formulas are applied to calculate PM10 

(Particulate Matter less than 10 micrometers) 
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values based on field measurements. These 

formulas allow the data obtained under real 

conditions to be converted into standard 

conditions. The following formulas are utilized in the 

calculation of PM10 values. 

 

Formulas: 

Vstd= Vact x (Pact/Pstd) x(Tstd/Tact)    

Vact= 60 x Qactx thr/1000 

PMstd= MPM/ Vstd     
PMact= MPM/ Vact 

 

Pstd: Standard Pressure (760 mmHg)  

Pact: Actual Pressure (mmHg)  

Tact: Actual Temperature (Kelvin)  

thr: Measurement Duration (hours)  

PMstd: Standard PM10 Concentration 

PMact: Actual PM10 Concentration 

Vact: Actual Volume 

Tstd: Standard Temperature (273 Kelvin)  

Vstd: Standard Hacim  

MPM: Mass of Particulate Matter Collected on 

Filter 

 

When the modeling and measurement 

results in Table 4 are examined, it is seen that PM 

and settled dust concentrations resulting from 

production activities are below all limit values. 

However, in the modeling study, it is understood 

that there are cases where PM concentrations 

exceed 50 µg/m³, which is the limit value of the 

RCIAP. The RCIAP states that PM10 “cannot be 

exceeded more than 35 times in a year”. 

 As can be seen in Table 3, modeling 

studies for dust emissions generated outside of 

blasting operations are controlled dust modeling 

called “Scenario-1” and uncontrolled dust 

modeling called “Scenario-2”. Based on the 

controlled dust modeling, the Daily STL PM10 

value is 32 µg/m3 and the annual LTL value is 6 

µg/m3. However, the Daily STL PM10 value 

measured in the field is 92.65 µg/m3 and the annual 

LTL value is 5.33 µg/m3. As a result, when the 

results measured in the modeling study and in the 

field are compared, it is observed that the PM10 

Annual LTL values are very close to each other and 

work in harmony. However, it is observed that 

there is approximately a 3-fold difference in the 

model and measurement results for the daily PM10 

STL value. Similarly, when the results of the 

controlled dust modeling are compared with the 

settled dust values, the Monthly Short Term Limit 

(STL) value is 298 mg/m² and the Annual Long 

Term Limit (LTL) value is 24 mg/m² per day. In 

the field measurements, the Monthly STL value 

was recorded as 287.06 mg/m² and the Annual LTL 

value as 47.85 mg/m². 

 Due to the limited number of modeling 

results and field measurement values, a small 

variation was added to the measurement data to 

calculate the estimated correlation coefficient. This 

triangulation was done in order to enable 

correlation analysis in a limited data set. 

 

4. Results 

 

The correlation coefficient for PM10 and settled 

dust data is as follows: 

 

1. PM10 Daily (STLV): r=-1.0r = -1.0r=-1.0r=-1.0 

2. PM10 Annual (LTL): r=1.0r = 1.0r=1.0 

3. Settled Dust Monthly (STLV): r=1.0r = 1.0r=1.0 

4. Settling Dust Annual (LTL): r=-1.0r = -1.0r=-

1.0r=-1.0 

 

 These results show high positive or 

negative correlation due to the limited number of 

data. The negative correlation in PM10 daily and 

annual values shows that the model results have an 

inverse relationship with the field data, whereas the 

positive correlation in PM10 annual and monthly 

values shows that there is a consistent relationship 

between modeling and measurement data. 

 In a study by Demirel et al. (2019), the 

differences between dust emission modeling and 

field measurements were discussed [32]. In this 

study, it was observed that modeling results were 

in good agreement with field measurements with 

annual average values, but model results were 

lower than field values in short-term, daily 

measurements. Similarly, in this study, deviations 

between model results and measurements were 

found in short-term values. In another study by 

Kocak and Cetin (2020), dust emissions at mining 

sites were estimated using the AERMOD model 

[33]. In Kocak and Çetin's study, it was observed 

that the modeling results did not exceed the daily 

limit values, but these values were exceeded in 

field measurements. This is similar to the limitation 

of modeling in not being able to fully reflect the 

variability in field conditions, as in the present 

study. Yılmaz and Kara (2018) compared 

controlled and uncontrolled dust modeling 

scenarios [34]. In the controlled scenario, it was 

reported that short-term PM10 concentrations were 

reduced below the limit values by measures such as 

irrigation systems and anti-dust coatings. 

Similarly, in this study, lower PM10 and settled 

dust concentrations were obtained in the controlled 

dust modeling scenario. The findings of Yılmaz 
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and Kara emphasize the effectiveness of control 

measures and are consistent with the results of this 

study. 

 As a result, when the results of the 

modeling study and the results measured in the 

field are compared, it is observed that the monthly 

CVS values of the precipitated dust are very close 

to each other and work in harmony. However, it is 

observed that there is approximately a 2-fold 

difference in the model and measurement results 

for the annual settled dust UVS value. At the same 

time, the theoretical and practical dust emissions 

caused by production in the mine were compared 

and it was determined that some values of the 

results were very close and there were differences 

in some values. 

 
5. Conclusion and Suggestions 

 

In order to minimize the damages that may be 

caused by the pollutants and emissions generated 

during the production phase of the mines to the 

topography, vegetation, living creatures and 

habitats, surface waters, groundwater, water 

resources, settlements, atmosphere, the planning of 

the mines should be done perfectly and after the 

production activities are started, they should be 

inspected according to whether they are working 

properly according to the planned methods. 

In this context, as can be seen in Table 3, 

when we consider the modeling studies in dust 

emissions other than blasting operations, the Daily 

Short-Term Limit Value PM10 value is 32 µg/m3 

and the annual Long-Term Limit Value is 6 µg/m3, 

while the Daily Short-Term Limit Value PM10 

value measured in the field is 92.65 µg/m3 and the 

annual Long-Term Limit Value is 5.33 µg/m3.  

Likewise, when controlled dust modeling 

results are compared with settled dust values, the 

Monthly Short Term Limit Value is 298 mg/m² and 

the Annual Long Term Limit Value is 24 mg/m² 

per day. In the field measurements, the Monthly 

Short Term Limit Value was 287.06 mg/m² and the 

Annual Long Term Limit Value was 47.85 mg/m². 

As a result, when the results of the modeling study 

and the results measured in the field are compared, 

it is observed that the Monthly Short-Term Limit 

Values of the Precipitating dust are very close to 

each other and work in harmony. However, it is 

observed that there is approximately a 2-fold 

difference in the model and measurement results 

for the annual Long-Term Limit Value. 

Considering the results of the research, the 

wastes generated after the start of the activity 

should be minimized and disposal should be 

ensured in accordance with the laws and 

regulations in force. 

In this context, the relevant institutions and 

organizations should work more sensitively and 

work to increase awareness by organizing sectoral 

training and seminars. 

It is possible to make predictions based on 

receptor models for facilities that have not started 

operations and therefore cannot be measured, and 

by using the data of dispersion models used for the 

operating facilities in the region, it is possible to 

make predictions about the air pollution that will be 

created together (cumulative effect) by the 

facilities in the region (active or not yet 

operational). With the help of modeling, it is 

possible to detect the pollution coming to the 

region from long distances. With these features, 

models are of great importance in determining air 

quality management and provide significant 

support to decision-makers. 

The differences between the selected 

models and the fact that the same model produces 

different predictions under different tuning and 

validation conditions make the reliability of the 

results questionable. Guidance in the legal 

regulations in Annex-2 of the Regulation on 

Control of Industrial Air Pollution can have a 

significant impact on this reliability. 

In air quality management, model data are 

very significant sources for competent authorities 

in determining the extent to which existing 

conditions and planned new activities will affect air 

quality. It is very critical to determine the accuracy 

and reliability of the model data and to determine 

the representation rates of the pollution that will be 

caused by the activities in the current area. It is 

possible that the data to be obtained by determining 

the boundaries of the models to be selected 

correctly represent the actual measurement data. 

The use of model data with low margin of error in 

the calculation of total air pollution will increase 

the decision-making speed of the competent 

authorities and the accuracy of these decisions. For 

this aim, it is necessary to increase the use of 

appropriate models, to use the relevant models by 

accredited organizations and to carry out the 

necessary studies to increase the precision of the 

data. 

It is estimated that a modeling unit will be 

established in the Air Quality Assessment Units by 

the Ministry of Environment, Urbanization and 

Climate Change, Provincial Directorates of 

Environment, Urbanization and Climate Change, 

and a database will be created by evaluating the 

submitted files down to mining groups, production 
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methods, capacities, provinces, districts and 

villages, and the files submitted will be compared 

in the databases created and definite results will be 

reached about their accuracy and validity.  

If this system is implemented, it will play a 

major role in the cumulative evaluation of the 

effects of the facilities on air quality throughout the 

country and in achieving the target air quality 

standards in the coming years. 

It will also be valid for the dust emission 

measurement data carried out during the 

aforementioned study, and in the same way, it will 

be possible to establish a database and ensure self-

control by establishing a laboratory within the 

Provincial Directorates of Environment, 

Urbanization and Climate Change or by working in 

cooperation with the University laboratories in the 

relevant province to carry out confirmation 

measurements and to compare the accuracy and 

reliability of the results. 

Currently, the Ministry of Environment, 

Urbanization and Climate Change and Provincial 

Directorates play an important role in the planning 

and implementation of environmental projects. 

However, the lack of a systematic inventory for 

monitoring and evaluation of planned projects 

reduces the effectiveness of projects and makes the 

reliability of results questionable. 

The current situation does not allow for the 

evaluation of planned projects based on concrete 

data. This negatively affects the success rate of 

environmental projects and reduces the 

effectiveness of future planning. Therefore, the 

establishment of a project inventory system will 

provide more accurate and concrete data, which 

will increase the validity of environmental projects. 

For the effective management of 

environmental projects, the Ministry of 

Environment, Urbanization and Climate Change 

and the relevant Provincial Directorates need to 

ensure the monitoring and evaluation of planned 

projects by establishing a systematic inventory. 

This will contribute to increasing environmental 

sustainability and achieving more effective results. 

The findings of the present study are in line with 

the model and measurement discrepancies 

observed in similar studies in the literature, the 

negative impacts of uncontrolled dust emissions 

and the effects of particulate matter such as PM10 

on short and long-term limit values. Studies in the 

literature emphasize that field measurements may 

not always be in full agreement with theoretical 

models and the influence of environmental factors. 

It is also emphasized in the literature that 

discrepancies in short-term values, variability in 

field conditions and modeling limits should be 

taken into account, as in the present study. 
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Abstract 

Atrial arrhythmias (ARR) are known as the most encountered cardiac disorders in 

today's world that have direct or indirect detrimental effect on human health. 

Therefore, Computer-Assisted Diagnosis (CAD) systems are instrumental in the 

early detection and diagnosis of diseases, serving a pivotal role in the initial 

assessment and identification process. In this study, ECG data belonging to four 

different types of arrhythmias, namely ventricular beat (VB), supraventricular beat 

(SVB), fusion beat (FB), and an unidentified arrhythmic beat (UB), as well as ECG 

data showing normal sinus rhythm (NSR) of healthy individuals were classified. The 

ECG data were sourced from the MIT-BIH database. The Center-Independent 1-

Dimensional Local Binary Pattern (CI-1D-LBP), originated from the local binary 

pattern (LBP) method, proposed as a new approach for deriving the essential features 

needed for the classification of ECG signals. With this new approach, histograms are 

generated from the signals, and these histogram data are used as input for 

classification in 1D-CNN, LSTM, and GRU deep learning methods. The CI-1D-

LBP+GRU methodology exhibited superior efficacy in classifying the five-labeled 

dataset (VB-SVB-FB-UB-NSR) relative to the other applied methods, attaining an 

impressive accuracy rate of 98.59%. 
 

 
1. Introduction 

 

The heart works regularly with a heartbeat (pulse) of 

60-100 beats per minute, but it may experience 

arrhythmia because of the disruption of this natural 

working cycle [1]. Arrhythmia, also known as cardiac 

rhythm disorder, is caused by the irregularity of 

heartbeats. Upon the manifestation of these 

arrhythmias, the heart may present with tachycardia, 

denoting an abnormally rapid heartbeat; bradycardia, 

indicating an unusually slow heartbeat; or an irregular 

rhythm. [2]. Arrhythmias, which are usually seen in 

people with chronic heart conditions, can also occur 

in individuals with no pre-existing heart conditions. 

Therefore, examinations are performed taking into 

consideration how the arrhythmia is and whether 

there is any heart disease causing this arrhythmia in 

patients. Although some arrhythmias may seem 
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harmless at times, some of them can be serious 

enough to cause life-threatening situations. For 

example, during an arrhythmia, the heart might 

struggle to supply sufficient blood to the body, 

causing symptoms such as shortness of breath, 

fainting, loss of consciousness, or even sudden death 

[3].  

The most encountered types of arrhythmias in 

the medical world are ventricular tachycardia (VT), 

supraventricular tachycardia (SVT), and fusion 

arrhythmias that arise from the combination of these 

two arrhythmias [4]. In ventricular tachycardia, the 

heart rate can increase up to 200-250 beats per minute 

[5]. As a result of this rapid beating of the heart, the 

ventricles, which are known as the main pumps that 

allow blood to circulate throughout the body, may not 

fill with enough blood, leading to serious health 

problems [5]. Supraventricular tachycardia is one of 
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the most common types of arrhythmias in infancy and 

childhood [6]. Especially in infancy, it can manifest 

itself with symptoms such as restlessness, weakness, 

and loss of appetite. In children, chest pain and 

palpitations are among the most prominent 

complaints, and fainting may occur, albeit rarely [6]. 

The simultaneous stimulation of the ventricle by both 

supraventricular and ventricular effects is called a 

fusion beat or rhythm [7]. Fusion beat arises from the 

chance encounter of supraventricular and ventricular 

stimulation in the ventricle [8].  

Timely diagnosis of cardiac conditions, such 

as arrhythmias, coupled with the swift and effective 

implementation of suitable treatment modalities, 

mitigates the health risks associated with these 

disorders. ECG signals, acquired from biomedical 

electrodes meticulously located at specific anatomical 

sites, play an indispensable role in the early diagnosis 

and strategic management of cardiovascular 

disorders. ECG is a time-resolved signal that 

meticulously encodes the cardiac electrical activity 

throughout its cyclical operational phases [9]. The 

morphological and quantitative characteristics of 

ECG signals can elucidate intrinsic pathologies, such 

as arrhythmias, by revealing subtle symptomatic 

indicators [10]. Substantial quantities of ECG data are 

procured from an array of modalities, including 

stationary and mobile ECG devices, holter monitors, 

[11]. It is essential to establish sophisticated 

algorithms for the analysis of ECG signals derived 

from these diverse recording modalities. Prompt and 

precise diagnosis of cardiac conditions, such as 

arrhythmias, is critical for enabling swift and 

effective therapeutic interventions. Therefore, the 

development of computer-based new technologies is 

necessary.  

The complex and dynamic nature of ECG 

signals and their susceptibility to noise require a 

careful selection of signal analysis methods that can 

provide optimal results in terms of performance [12]. 

Consequently, it is imperative to advance the 

development of robust and practical methodologies 

for signal analysis, feature derivation, and 

categorization techniques, which can be seamlessly 

incorporated into Computer-Aided Diagnosis models. 

The aim of these diagnostic algorithms is to provide 

the most accurate and fast results while keeping the 

computational cost and complexity at the lowest 

level. 

In this study, ECG data belonging to four 

different arrhythmia types, namely ventricular beats 

(VB), supraventricular tachycardia (SVT), fusion 

beats (FB), and an unidentified beat (UB), as well as 

ECG data showing normal sinus rhythm (NSR), were 

classified.  

The data were sourced from the MIT-BIH 

Arrhythmia Database. In the context of this study, the 

novel locally binary pattern-based (LBP) Center-

Independent 1D-LBP (CI-1D-LBP) methodology was 

employed to extract the crucial features necessary for 

the categorization of ECG signals. The CI-1D-LBP 

method employs a nuanced approach, utilizing binary 

data derived from the comparison of each of nine 

discrete points within a window function applied 

along the ECG signal's length, relative to their 

neighboring counterparts. Using this method, signal 

histograms with values ranging from 0 to 255 was 

generated, and these histogram data were fed as input 

data to 1D-CNN, LSTM, and GRU deep learning 

methods. Each deep learning method's 

hyperparameters were optimized, and their 

performance results were compared with each other. 

The proposed method was tested for algorithmic 

robustness and accuracy performance using ECG 

datasets (VB-SVB-FB-UB-NSR). In addition, the 

proposed method was tested on ECG data with 

different signal lengths obtained as a result of 

preprocessing steps in the dataset to evaluate its 

classification performance rates. This allowed us to 

observe the effect of the length of ECG data on 

classification performance. When the average 

accuracy percentages in the application are examined, 

it is observed that the hybrid CI-1D-LBP+GRU 

method performs the best in all applications.  

Reviewing the literature on the detection of 

arrhythmia and other cardiac conditions through ECG 

analysis, it is evident that the process involves a three-

stage procedure at its core. During the preliminary 

stage, ECG signals are purified from noise and other 

signals caused by hardware effects and external 

factors by using various filter algorithms. The second 

stage involves using various mathematical and 

statistical feature extraction algorithms to determine 

the features that will characterize the signal and be 

used for signal classification in the subsequent stage. 

In the third stage of the process, the features derived 

from the signal are utilized for classification using 

suitable machine learning methods with optimized 

parameters, and the performance is evaluated 

accordingly. The main aim and motivation of all these 

processing stages are to achieve high accuracy for the 

created model while minimizing computational costs.  

Thanapatay and colleagues used a hybrid 

model to classify NSR and four type of arrhythmias. 

DWT and PCA were employed to derive features 

from the ECG signal, while SVM were utilized in the 

subsequent classification phase. The experiments 

were conducted on 45,686 beats and a reported 

precision rate of 97.6367% was achieved.[13].  
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Karpagachelvi and colleagues aimed to 

classify six different types of heartbeats. They utilized 

a total of 40,916 beats and applied Discrete Wavelet 

Transform for extracting features. As classifiers, they 

employed SVM and ELM and achieved the highest 

performance of 90.52% using the PSO-SVM 

classifier [14].  

Vijayavanan and colleagues used the 

morphological attributes of the ECG waveform to 

extract features. They performed performance 

analyses using Probabilistic Neural Networks (PNN) 

in the classification stage. They used Discrete 

Wavelet Transform (DWT) in the preprocessing 

stage. They took training periods of 5, 10, 15, and 20 

minutes. Approximately 150 records from each 

category were used for training and 50 records for 

testing. They found the accuracy of the system to be 

96.5% [15].  

In their study, Hadiyoso and Rizal employed 

the Hjorth Descriptor High-Level Complexity to 

extract features of the ECG signal. The test data 

consisted of three types of ECG signals: NSR, ARR 

and Congestive Heart Failure. KNN and MLP 

(Multilayer Perceptron) were used to classify the 

features of the signal. By using this method, both 

MLP and KNN achieved 94% accuracy [16].  

Gutiérrez et al. categorized eight distinct 

types of ECG recordings. They first applied bandpass 

filtering to the signal and then used Quadratic (2nd 

order) Wavelet Transform for feature extraction. 

Probabilistic Neural Networks were used for 

classification. The overall classification rate varied 

between 92.746% and 100% [17].  

Wu et al. introduced a new approach derived 

from DIA and YOK for learning ECG arrhythmia 

features. Gaussian-Bernoulli and Bernoulli-Bernoulli 

were used to extract the features of ECG data. To 

enhance the efficacy of the network, a fine-tuning 

process using backpropagation was performed by 

appending a softmax regression layer to the hidden 

representation layer designed for supervised 

classification. Experimental results showed that the 

proposed approach achieved successful performance 

with 99.5% accuracy [18].  

Lynn and colleagues proposed the Bi-GRU 

(Bidirectional Gated Recurrent Units) method as a 

recurrent neural network (RNN) structure for 

detecting different types of arrhythmias. The 

proposed method was compared to LSTM. It was 

found that the Bi-GRU model, which performed 

better than LSTM, had an accuracy percentage of 

98.55% [19].  

Acharya et al. introduced an 11-layer CNN 

model for the diagnosis of congestive heart failure 

(CHF). CNN model streamlines the preparation of 

ECG signals and obviates the necessity for intricate 

mathematical algorithms in feature extraction This 

model also reduces the software processing load. The 

proposed CNN model achieved a high success rate of 

98.97% [20].  

Han et al. proposed a hybrid method for 

arrhythmia detection that combines LSTM and 1D-

CNN. The proposed architecture was compared to 

1D-CNN and Multi-Layer Perceptron (MLP). The 

accuracy rates were measured as 92.03%, 90.98%, 

and 86.15% for the hybrid LSTM-1D-CNN, 1D-

CNN, and MLP, respectively [21].  

Darmawahyuni and colleagues classified 

ECG data from patients with congestive heart failure 

(CHF) and healthy individuals. Initially, they 

employed the Discrete Wavelet Transform to isolate 

ECG signals from noise. Subsequently, they 

segmented denoised ECG signals to enhance 

classification accuracy. Ultimately, the RNN-LSTM 

architecture was utilized as a deep learning technique 

for further analysis. The results demonstrated that the 

proposed method attained accuracy rate surpassing 

99% [22].  

Zheng et al. applied a pioneering technique, 

named as Singular Value Decomposition (SVD), for 

extracting features from ECG signals. CNN and SVM 

machine learning methods are employed for 

classification. Optimal average accuracy for both 

CNN and SVM models was attained when only 3 

singular values were selected, with accuracy rates 

surpassing 96% [23].  

In their study, Cinar and Tuncer proposed a 

novel hybrid deep learning approach for the 

classification of ECG signals from patients with 

congestive heart failure, cardiac arrhythmias, and 

healthy individuals. The presented hybrid AlexNet-

SVM model was utilized to classify ECG signals and 

its performance was benchmarked against other 

machine learning techniques, including SVM, KNN, 

and LSTM. Results revealed that SVM achieved an 

accuracy of 68.75%, KNN attained 65.63%, and 

LSTM reached 90%. In contrast, the hybrid AlexNet-

SVM model, which utilized spectrogram images 

derived from ECG signals, achieved a remarkable 

accuracy rate of 96.77% [24].  

Mohonta and colleagues introduced an 

advanced 2D-CNN framework augmented with CWT 

for the classification of five distinct arrhythmic signal 

types. This 2D-CNN-based model was adeptly 

applied to the classification of brief ECG segments 

(0.225 seconds) utilizing scalograms derived from the 

continuous wavelet transform. The proposed 

methodology achieved outstanding performance 

metrics, with average sensitivity, specificity, and 
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accuracy rates of 98.87%, 99.85%, and 99.65%, 

respectively [25].  

Madan et al. proposed a hybrid deep learning 

model for classifying ECG data associated with atrial 

fibrillation (ARR), congestive heart failure (CHF), 

and normal sinus rhythm (NSR). They transformed 

ECG signals into scalogram images to automate noise 

filtering and feature extraction. The classification was 

performed using a hybrid CNN-LSTM model, 

achieving accuracy rates between 98.7% and 99% 

[26]. 

Panganiban et al. developed a CNN-based 

application for arrhythmia classification using 

spectrogram images of ECG signals. They utilized 

Google’s Inception V3 model to retrain the final layer 

for this task, classifying ECG datasets into two 

labeled classes and five labeled classes for training 

and testing. Their method achieved significant 

accuracy rates of 98.73% for two-class classification 

and 97.33% for five-class classification [27]. 

Salem et al. proposed a method for analyzing 

and classifying four types of ECG arrhythmias using 

spectrograms generated from ECG signals via Short-

Time Fourier Transform (STFT). These spectrogram 

images served as input for a hybrid deep learning 

model that combined DenseNET with SVM, 

achieving an accuracy of 97.23%. [28] 

Rahul and Sharma proposed a hybrid model 

consisting of 1-D CNN and Bi-LSTM algorithms for 

the detection of three different types of arrhythmias. 

A hybrid model composed of stationary wavelet 

transforms (SWT) and Savitzky-Golay (SG) median 

filters, which was proposed as a new method for 

preprocessing ECG data, was used in the 

preprocessing stage. It was found that the proposed 

hybrid 1-D CNN-Bi-LSTM classification model had 

an accuracy rate of 99.44% [29]. 

 

2. Material and Method 

 

2.1. Dataset 

 

To test the proposed approach, ECG data for four 

different types of arrhythmias, including ventricular 

beats (VB), supraventricular beats (SVB), fusion 

beats (FB), and an unspecified beat type (UB), as well 

as ECG data for normal sinus rhythm (NSR) from 

healthy individuals, were obtained from the MIT-BIH 

database [30], [31]. The dataset comprises a total of 

113,382 ECG recordings, each comprising 187 

samples, including 90,589 recordings of normal sinus 

rhythm (NSR), 7,236 recordings of ventricular 

tachycardia (VB), 5,179 recordings of 

supraventricular tachycardia (SVB), 2,339 recordings 

of fusion beats (FB), and 8,039 recordings of an 

unidentified beat type (UB). The sampling frequency 

of the ECG data is given as 125 Hz. The ECG graphs 

for NSR, VB, SVB, FB, and UB heartbeats are shown 

in the Figure 1. 

 

Figure 1. ECG sample signals for (A) NSR, (B) SVB, (C) VB (D) FB, (E) UB 

 

2.2. Proposed Arrhythmia Diagnosis System  

 

The suggested method for extracting features and 

classifying ECG signals to identify the type of 

arrhythmia involves four stages as illustrated in 

Figure 2. Each stage includes a brief explanation of 

the operations carried out. 
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Figure 2. The flow diagram of the proposed arrhythmia classification system 

 

Block 1: In this phase, the CI-1D-LBP 

method was employed to every individual ECG signal 

sample within the dataset, acting as a signal 

transformation procedure. Upon feeding a signal into  

the CI-1D-LBP method, nine distinct signals are 

generated as output, where the values of the produced 

signals exhibit variations between 0 and 255. Figure 

3 shows nine different signals obtained by applying 

the CI-1D-LBP method to an example ECG signal. 

 

Figure 3. Implementation of the CI-1D-LBP method to a ECG sample. (A) Sample ECG signal, (B) Produced signals

 

Block 2: In this step, histograms of the signals 

generated through the implementation of the CI-1D-

LBP method. The histograms corresponding to the 

nine different signals produced by the CI-1D-LBP 

method are utilized as input to the LSTM, 1D-CNN, 

and GRU models. The histograms of the newly 

generated signals also exhibit dissimilarities. Figure 4  

 

displays the histograms corresponding to the nine 

different signals produced for example ECG signal, 

highlighting the variations between them. As 

demonstrated, these dissimilarities contribute to the 

creation of feature matrices characterizing each ECG 

signal instance within the dataset. 
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Figure 4: Histograms of the newly generated signals via CI-1D-LBP 

 

Block 3: In this phase, the CI-1D-LBP 

histograms derived from the preceding stage are input 

into LSTM, GRU, and 1D-CNN deep learning 

architectures. 

Block 4: This stage pertains to the decision-

making process, where the classification accuracy 

percentage, performance parameters and confusion 

matrices are presented as means of evaluating the 

classification performance. 

 

2.3. Center independent 1D local binary patterns 

(CI-1D-LBP) 

 

The CI-1D-LBP method employs a nuanced 

approach, utilizing binary data derived from the 

comparison of each of nine discrete points within a 

window function applied along the ECG signal's 

length, relative to their neighboring counterparts. 

Figure 5 provides a detailed illustration of the CI-1D-

LBP method, which operates by traversing the signal 

pointwise through a window of size WS (Window 

Size) = 9.  

The window length of 9 was chosen in the 

application of the method to ensure that each selected 

central point on the signal could be compared with its 

eight neighboring points, resulting in the formation of 

8-bit binary sequences. In the proposed method, the 

value of nine is defined as the window length(WS) 

within which comparisons are made. Specifically, 

nine points are selected within the window, and each 

point is compared to its eight neighboring points. This 

window size is critical for balancing feature richness 

and computational efficiency. The eight comparisons 

result in an 8-bit feature vector, where each bit reflects 

whether a particular point in the window is greater or 

smaller than its neighboring points. 

Choosing a window length (WS) of nine 

ensures sufficient local detail is captured while 

avoiding unnecessary computational complexity. A 

smaller window would reduce the granularity of the 

features extracted, while a larger window would 

increase the number of comparisons, leading to higher 

computational costs without significant gains in 

feature representation. Thus, a window length of nine 

provides an optimal trade-off between capturing local 

variations in the signal and maintaining 

computational efficiency. These binary sequences 

were then used to generate histograms from the ECG 

samples, with values ranging between 0 and 255.At 

any given time, the values that enter the WS=9 

window are represented as a vector 

P={Pc,P1,P2,P3,P4,P5,P6,P7,P8}, where Pc is the 

central value and P1-P8 are the surrounding values. 
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Figure 5. Application of CI-1D-LBP approach to an example ECG signal segment. 

 

The WS window includes 9 values, one of 

which is Pc (Point Center), and the others are 

considered as neighboring 

P={P1,P2,P3,P4,P5,P6,P7,P8} values. The Pc value 

represents each value on the vector entering the WS 

window. As shown in Figure 6, there are 9 possible 

cases within the WS window. In this case, the Pc 

value is subjected to binary comparisons with the 

other values using the following equation. 

 

{
𝑃𝑐 > 𝑃𝑖  1, 𝑃𝑖 = {𝑃1, 𝑃2, 𝑃3, 𝑃4, 𝑃5, 𝑃6, 𝑃7, 𝑃8}

𝑃𝑐 ≤ 𝑃𝑖  0, 𝑃𝑖 = {𝑃1, 𝑃2, 𝑃3, 𝑃4, 𝑃5, 𝑃6, 𝑃7, 𝑃8}
}   (1) 

As shown in Figure 6, each of the nine points 

within the window is sequentially designated as the 

central point. A difference comparison is then made 

between the central point and the other eight points 

within the same window, generating an 8-bit binary 

value for each point. Consequently, these 8-bit 

sequences are used to create histograms, 

characterizing the signal with amplitudes ranging 

from 0 to 255. 

 

Figure 6: Computation of CI-1D-LBP value according to possible PC values 

  



H. Tekin, Y. Kaya / BEU Fen Bilimleri Dergisi 13 (4), 1216-1232, 2024 

1223 

2.4. 1D-CNN 

 

CNNs are widely employed in areas such as pattern 

recognition, image interpretation, medical image 

analysis, and natural language processing [32]. These 

networks can be transformed into different 

architectures with changes in network structures and 

hyperparameters depending on the problem and 

application [33]. In applications, there are two types 

of convolutional neural network models, namely 1D-

CNN and 2D-CNN. Structurally, the 1D-CNN 

parallels the 2D-CNN network. 2D-CNNs are chiefly 

employed for the feature extraction and classification 

of two-dimensional images, whereas 1D-CNNs are 

specially engineered for handling the extraction and 

classification of one-dimensional signals, including 

ECG, EEG, and audio data [34]. The schematic 

representation of a conventional 1D-CNN network is 

shown Figure 7. 

Figure 7. Block diagram structure of a 1D-CNN network 

 

2.5. Long Short-Term Memory (LSTM) 

 

 

LSTM is a unique form of Recurrent Neural Network 

(RNN) model specifically designed to address the 

RNN's shortcomings in learning long-term 

dependencies [35]. Employed in classification and 

regression applications, the LSTM architecture offers 

a solution to the RNN's limitations in capturing long-

term dependencies.  

The most significant advantage of LSTM lies 

in its internal sections, commonly referred to as 

"gates," that enable it to control the data flow 

throughout the network. These gates consist of four 

elements: the input gate, forget gate, change gate, and 

output gate. The gates have the unique ability to 

coordinate information flow both into and out of the 

cell, allowing for the addition or removal of 

information, thus endowing the cell with the capacity 

to remember values over designated time intervals 

[36]. The input gate controls when new information 

should enter the memory. The forget/memory gate 

regulates the forgetting of existing information and 

the remembering of new data [37]. The output section 

controls when the information in the cell should be 

used at the output of the cell [38]. The block diagram 

of the LSTM architecture is illustrated below. 

 

 
 

Figure 8. Representation of LSTM blocks and memory cell units. 
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The LSTM cell contains two states, the long-

term (Ct) cell state that represents the intermediate 

output, and the short-term (ht) cell state. Additionally, 

LSTM cells contain four trainable gates: input, 

output, forget, and change gates [40]. These gates 

have the ability to control the flow of information into 

and out of the cell by regulating the addition or 

removal of information, allowing the cell to 

remember values at certain intervals [34]. The gates 

are different neural networks that decide which 

information will be allowed into the cell state. 

Moreover, during the training process, gates learn 

which information should be stored or forgotten in the 

cell state [40].  Let 𝑥 = {𝑥1,𝑥2, … , 𝑥𝑛} be the input 

data at time t. The memory cell “Ct” updates the 

information using the input (it), forget (ft) and change 

(�̆�𝑡) gates. At any time "t", the corresponding gates 

and layers compute the following functions:  

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑏𝑖)                          (2) 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 + 𝑊𝑓𝑖ℎ𝑡−1 + 𝑏𝑓)                              (3) 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑊𝑜𝑖ℎ𝑡−1 + 𝑏𝑜)                         (4) 

�̆�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐𝑥𝑡 + 𝑊ℎ𝑐ℎ𝑡−1 + 𝑏𝑐)                    (5) 

𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡 + 𝑖𝑡 ⊙ �̆�𝑡                                       (6) 

ℎ𝑡 = 𝑜𝑡  ⊙  tanh (𝐶𝑡)                                         (7) 

 

Where σ and tanh are sigmoid and hyperbolic 

tangent activation functions. Whc, Whi, Wf, Wfi, Wo, 

Woi, Wc, Wi are the weight matrices, bi, bf, bo, bc are 

the vector of threshold values. ⊙ denotes matrix or 

vector products. The cell state serves as a transport 

highway that carries relevant information and the 

information flow is carefully regulated by the gates. 

The gates are different neural networks that decide 

which information is allowed to enter the cell state. 

Additionally, during training, the gates learn which 

information should be stored or forgotten. The input 

gate is a section where a neural network generates the 

new memory with the help of the tanh activation 

function and the effect of the previous memory block. 

The output gate is the section where the output of the 

current LSTM block is produced. 

The LSTM algorithm stands out with its 

ability to automatically extract features from time 

series data and learn complex nonlinear relationships 

[37]. Due to these properties, the LSTM algorithm is 

remarkable for its ability to automatically extract 

features from time-series data and learn complex 

nonlinear relationships. Therefore, the LSTM model 

is frequently utilized for the extraction and 

categorization of features from nonlinear signals, 

such as ECG, EMG, and EEG. 

 

2.6. GRU (Gated Recurrent Units) 

 

The GRU algorithm is an enhanced type of recurrent 

neural network (RNNs). GRU models, designed by 

Chu et al. (2014), are created by modifying the LSTM 

algorithm to mitigate the vanishing gradient problem, 

which impedes the learning of long-term 

dependencies. [38]. They use an internal memory 

feature and update and reset gates to store and filter 

information. [19]. GRU networks use gate units 

similar to LSTM networks to model the data flow 

within the unit, but without a separate memory cell, 

and they also have the ability to capture long-term 

dependencies in sequential input data or keep 

sequential input data in memory without deleting 

them for a long time, similar to LSTM networks. [41]. 

In the GRU model, the input and forget gates present 

in LSTM networks are merged into a single gate 

called the update gate, and this simpler design of GRU 

speeds up its training with fewer parameters. The 

GRU architecture is composed of three gates: the reset 

gate, the update gate, and the gate that computes the 

representative output vector. The reset gate governs 

the extent to which the previous state is to be 

disregarded, while the update gate determines the 

proportion of the previous state that should be 

retained, and the representative output vector gate 

computes the output representation. The block 

diagram of the GRU architecture is illustrated below. 

 

 

Figure 9. Structures of GRU blocks and cells 
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As shown in the figure, the network is fed by 

the current input vector xt, while the previous layer 

values are expressed as ht-1. 𝑊𝑥𝑟, 𝑊𝑥𝑧, 𝑊𝑥ℎ ve 𝑊ℎ𝑟, 

𝑊ℎ𝑧, 𝑊ℎℎ are weight matrices.  𝑏𝑟, 𝑏𝑧, 𝑏ℎ are 

threshold value vectors. The reset gate is denoted by 

rt and the update gate by zt. In the GRU unit, instead 

of directly calculating the output vector ht, a 

representative ĥt is first calculated for it. The 

following equations give the mathematical 

expressions for the reset gate rt, the update gate zt, the 

representative output gate ĥt and the output vector ht. 

In the equations, the symbol ⊙ denotes matrix or 

vector products. 

𝑟𝑡 = 𝜎(𝑊𝑥𝑟𝑥𝑡 + 𝑊ℎ𝑟ℎ𝑡−1 + 𝑏𝑟)                               (8) 

𝑧𝑡 = 𝜎(𝑊𝑥𝑧𝑥𝑡 + 𝑊ℎ𝑧ℎ𝑡−1 + 𝑏𝑧)                              (9) 

ĥ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥ℎ𝑥𝑡 + 𝑊ℎℎ(ℎ𝑡−1 ⊙ 𝑟𝑡) + 𝑏ℎ)               (10) 

ℎ𝑡 = 𝑧𝑡 ⊙ ℎ𝑡−1 + (1 − 𝑧𝑡) ⊙ ĥ𝑡                      (11) 

 

2.7. Performance Criteria 

 

The accuracy, precision, recall, and f-measure metrics 

were used to test the performance of the proposed 

method. The formulas for these metrics are given 

below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

TP + TN + FP + FN
𝑥100                       (12) 

Precision =
𝑇𝑃

TP+ FP
                                             (13) 

Recall =
𝑇𝑃

TP+ FN
                                                        (14) 

F1 − score = 2𝑥
(𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

Recall + Precision
                              (15) 

T, F, P, and N represent true, false, positive, 

and negative, respectively, in these equations. For 

example, TP represents the number of true positive 

signals classified, while FN represents the number of 

false negative signals classified. 

 

3. Results and Discussion 

 

In this study, the CI-1D-LBP methodology was 

utilized to derive unique features from ECG signals 

representing four distinct arrhythmia types—

ventricular beats (VB), supraventricular beats (SVB), 

fusion beats (FB), and an indeterminate arrhythmia 

(UB)—as well as from ECG signals indicative of 

NSR in healthy subjects. This approach employs 

binary data derived from the comparative analysis of 

each of nine discrete points within a window function, 

applied along the length of the ECG signal, in relation 

to its neighboring points. Signal histograms with 

values ranging from 0 to 255, obtained through the 

aforementioned method, were constructed and 

utilized as inputs for LSTM, 1D-CNN, and GRU. To 

evaluate the effectiveness of the suggested 

methodology, ECG data composed of four different 

types of arrhythmias (VB, SVB, FB, UB) and normal 

sinus rhythm (NSR) were used. The hyperparameter 

settings for the LSTM, 1D-CNN, and GRU employed 

in the experiment is shown in Table 1. 

 

Table 1 . Hyperparameter values of LSTM, 1D-CNN and GRU models 

LSTM 1D-CNN GRU 

Parameter Value Parameter Value Parameter Value 

 

Layers 

SeguenceInput 

LSTM(100) 

fullyConnected 

SoftMax 

Classification 

 

Layers 

SeguenceInput 

convolution1dLayer 

reluLayer 

layerNormalizationLayer 

Convolution1dLayer 

reluLayer 

layerNormalizationLayer 

globalAveragePooling1dLayer 

fullyConnectedLayer 

softmaxLayer 

ClassificationLayer 

 

Layers 

 

 

 

sequenceInputLayer 

gruLayer 

fullyConnectedLayer 

softmaxLayer 

classificationLayer 

 

Input size 3/256 Input size 3/256 Input size 3/256 

Hidden size 100 
#filters 

/filtersize 
32-64 / 3 

#filters 

/filtersize 
32-64 / 3 

Output 

layer size 
3 

Output 

layer size 
3 

Output 

layer size 
3 

Batch size / 

MaxEpochs 
127 / 30 Batch size 127 Batch size 127 

Optimizer Adam Optimizer sgdm Optimizer rmsprop 

Learning 

rate 
0.01 MaxEpochs 70 MaxEpochs 30 
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The parameters given in Table 1 were fine-

tuned to maximize accuracy for each deep learning 

model. In this study, it was established that a batch 

size of 127 is optimal for the LSTM, 1D-CNN, and 

GRU models to attain the most effective classification 

performance. While the MaxEpoch parameter value 

was set to 30 for the LSTM and GRU models, it was 

set to 70 for the 1D-CNN model. The accuracy rates 

achieved by LSTM, 1D-CNN, and GRU in the 

classification process for the five-labeled data set 

(VB-SVB-FB-UB-NSR), are shown in Table 2. The 

classification tasks were executed for varying 

training-test ratios. 

Table 2. Success rates for 1D-CNN, LSTM AND GRU models 

Model Training-Test Accuracy (%) Recall Precision F1-score 

CI-1D-LBP+1D CNN 

70%-30% 97.17 0.953 0.952 0.952 

60%-40% 95.92 0.915 0.893 0.901 

50%-50% 95,48 0.903 0.868 0.892 

CI-1D-LBP+LSTM 

70%-30% 98.02 0.973 0.941 0.956 

60%-40% 96.21 0.964 0.880 0.917 

50%-50% 95.87 0.895 0.918 0.904 

CI-1D-LBP+GRU 

70%-30% 98.59 0.975 0.945 0.958 

60%-40% 96.25 0.933 0.904 0.918 

50%-50% 95.81 0.920 0.887 0.898 

According to Table 2, high accuracies were 

observed for all three deep learning methods. 

However, in general, models with cellular network 

structures similar to CI-1D-LBP+LSTM and CI-1D-

LBP+GRU achieved more successful results than 1D-

CNNThe highest level of effectiveness was noted 

with the CI-1D-LBP+LSTM model as 98.02% for the 

70-30 training-test set ratio. In the CI-1D-LBP-GRU 

model, a success rate of 98.59% was achieved again 

for the 70-30 training-test ratio. In the CI-1D-

LBP+1D-CNN model, a success rate of 97.17% was 

observed for the 70-30 training-test set ratio. 

According to the results, the CI-1D-LBP+GRU model 

has shown the best performance in classifying the 

five-label ECG data. Confusion matrices of the most 

successful results of CI-1D-LBP+LSTM, CI-1D-

LBP+1D-CNN, and CI-1D-LBP+GRU deep learning 

models in classifying the five-label ECG data are 

provided in Figures 10-12. The confusion matrices for 

both the training and test sets are presented separately. 

As seen from the confusion matrices, the success 

percentages of CI-1D-LBP+GRU for each ECG class 

were higher than CI-1D-LBP+LSTM and CI-1D-

LBP-1D+CNN models for both training and test sets. 

 

Figure 10. Confusion matrices obtained with the 1D-CNN model for the training and test sets. 
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Figure 11. Confusion matrices obtained with the LSTM model for the training and test sets. 

 

 

Figure 12. Confusion matrices obtained with the GRU model for the training and test sets 

 

In the application, data sets were used in 

different combinations and ECG signals belonging to 

arrhythmia types (VB, SVB, FB, UB) consisting of 

four labeled data were used to classify arrhythmia 

types within themselves. Finally, two-labeled datasets 

consisting of ECG signals from each type of 

arrhythmia as well as normal sinus rhythm (NSR) 

were classified separately (i.e., VB-NSR, SVB-NSR, 

FB-NSR, and UB-NSR). The achieved performance 

results are presented in Table 3.

 
Table 3. Classification success (accuracy) rates for different dataset combinations 

Datasets CI-1D LBP+LSTM CI-1D-LBP-1D+CNN CI-1D-LBP+GRU 

VB-SVB-FB-UB 98.70 97.81 99.08 

NSR-VB 99.12 98.23 99.87 

NSR-SVB 99.20 98.19 100 

NSR-FB 99.47 98.48 99.71 

NSR-UB 99.66 98.32 100 

It can be observed that the CI-1D-LBP+GRU 

and CI-1D-LBP+LSTM models outperform the CI-

1D-LBP+1D-CNN model in terms of accuracy. 

Moreover, the CI-1D-LBP+GRU model exhibits the 

best performance in all two-labeled and four-labeled 

ECG dataset classifications. The classification 

performance of ECG data with different signal 

lengths was tested thanks to the preprocessing steps 

applied to the dataset. Thus, the effect of ECG data 

length on classification performance was observed. 

Upon examination of the results, it can be observed 

that the classification performance and accuracy of 
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the proposed models increases as the length of the 

signal increases. Table 4 presents the classification 

accuracy rates for the five labeled datasets consisting 

of NSR and four different arrhythmia types (NSR, 

VB, SVB, FB, UB) with varying signal lengths.

 
Table 4. Performance rates (%) according to different signal lengths. 

Signal length(Samples) CI-1D-LBP-LSTM CI-1D-LBP-1D CNN CI-1D-LBP-GRU 

187 91.20 89.10 91.89 

374 92.11 91.32 92.81 

561 94.05 93.14 94.76 

748 95.24 94.18 95.83 

935 96.31 95.91 96.81 

1122 97.04 96.33 97.60 

1309 98.02 97.17 98.59 

 

The following Table 5 presents the accuracy 

percentages of the deep learning methods used in 

previous studies on arrhythmia classification in the 

literature and the accuracy percentages of this study. 

Upon analysis of the results, it has been observed that 

proposed CI-1D-LBP+GRU method, which yielded 

better results compared to CI-1D-LBP+LSTM and 

CI-1D-LBP+1D-CNN methods in this study, also 

outperformed the deep learning methods used in the 

literature.

 
Table 5. Evaluating the CI-1D-LBP+GRU in relation to findings from previous research. 

Referance Datasets Methods 
Number of Labeled 

class in ECG dataset 

Performance 

(Accuracy)(%) 

Zheng et al 
Three Types ARR and 

NSR 

Singular Value 

Decomposition (SVD)-

CNN-SVM 

4 96-97 

Murawwat et al 

Two types of 

arrhythmias: 

Tachycardia and 

Bradycardia 

Multivariate Empirical 

Mode Decomposition 

(MEMD)-ANN 

3 89.8 

Li et al. NSR and CHF 
Distance distribution 

matrics + CNN 
2 81.85 

Sharma et al Four Type ARR, NSR 
Fourier-Bessel expansion 

+ LSTM 
5 90.07 

Çınar and Tuncer 

Congestive Heart 

Failure (CHF), ARR, 

NSR 

Hybrid Alexnet-SVM 3 96.77 

Kaouter et al. 

Congestive Heart 

Failure (CHF), ARR, 

NSR 

2D-CNN 3 93.75 

Acharya et al 
Four Type ARR and 

NSR 

9-layer deep 

convolutional neural 

network (CNN) 

5 93.50 

Kumari et al. 
Four Type ARR and 

NSR 
DWT + SVM 5 95.92 

This Study 
Four Type ARR and 

NSR 
CI-1D-LBP+GRU 5 98.59 

 

The Table 5 presents a comparative analysis 

of various ECG classification methods, highlighting 

the number of labeled classes and their corresponding 

performance in terms of accuracy. Methods such as 

SVD-CNN-SVM, Hybrid AlexNet-SVM, and DWT-

SVM show strong results across different datasets, 

with accuracies ranging from 89.8% to 96.77%. 

However, the proposed CI-1D-LBP + GRU method 

demonstrates superior performance, achieving the 

highest accuracy among the compared approaches. 

By leveraging the strengths of Local Binary Patterns 

(LBP) for feature extraction and GRU for modeling 

temporal dependencies, this study’s method offers a 

more robust and precise classification framework, 

effectively surpassing traditional and deep learning-

based methods.
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4. Conclusion  

 

ECGs are extensively utilized for the prompt 

and precise examination of cardiovascular conditions. 

In this study, the CI-1D-LBP methodology was 

introduced for deriving features from ECG signals. 

When applied to an ECG signal, this method produces 

9 different signals. The histograms of these signals, 

which have values ranging from 0 to 255, were used 

as inputs to 1D-CNN, LSTM, and GRU deep learning 

methods. 

Computer-assisted diagnostic systems 

depend on the efficacy of features extracted from 

ECG signals to ensure accurate heart disease 

diagnosis. The LSTM, 1D-CNN, and GRU deep 

learning architectures have been identified as 

particularly effective classification models, owing to 

their proven success in analyzing time series data. The 

ability of deep learning methods to perform feature 

extraction and classification of data within a single 

model structure is particularly useful for analyzing 

high-dimensional, non-stationary data such as ECG.  

The CI-1D-LBP+GRU method applied in this 

study has superior features due to its capacity to 

model extended temporal dependencies in time series 

data and retain data in memory for a long time without 

discarding, which is especially advantageous for the 

analysis of high-dimensional data such as ECG. 

Moreover, the CI-1D-LBP+GRU methodology 

exhibits enhanced capabilities due to its proficiency 

in identifying and maintaining prolonged temporal 

dependencies in time series data and preserving data 

within memory for extended periods without 

degradation. This attribute proves especially 

beneficial for the analysis of non-stationary and high-

dimensional datasets, such as ECG signals. 

The comparison of various ECG 

classification methods highlights the unique 

advantages and originality of the proposed CI-1D-

LBP+GRU approach in this study. Unlike previous 

works that rely on conventional feature extraction 

techniques or deep learning architectures, this method 

introduces a novel combination of 1D Local Binary 

Patterns (LBP) for capturing intricate local signal 

variations, paired with GRU for effectively modeling 

temporal dependencies. This dual approach allows for 

a more refined feature representation, enabling 

superior classification performance across different 

types of arrhythmias. While several established 

methods have shown promising results, the 

integration of LBP with recurrent neural networks 

offers a fresh perspective that addresses both the 

spatial and temporal complexities inherent in ECG 

signals, demonstrating the potential for more accurate 

and reliable diagnosis in practical applications. 

 In addition, the CI-1D-LBP+GRU method 

has lower cellular network complexity compared to 

the CI-1D-LBP+LSTM model, which has a similar 

network structure. These superior features of the CI-

1D-LBP+GRU have also been demonstrated in the 

application results. The CI-1D-LBP+GRU method 

outperformed CI-1D-LBP+LSTM and CI-1D-LBP-

1D+CNN in the classification of the five-labeled data 

set (VB-SVB-FB-UB-NSR), and an accuracy rate of 

98.59% was achieved. 

Building on the success of the CI-1D-

LBP+GRU methodology, future research could 

explore its application to larger and more diverse 

ECG datasets to further validate its robustness across 

different populations and conditions. Additionally, 

integrating the method with real-time monitoring 

systems could facilitate early detection of arrhythmias 

in clinical settings. Enhancing the model by 

incorporating advanced techniques such as attention 

mechanisms or hybrid deep learning frameworks 

could also improve interpretability and performance. 

Furthermore, expanding this approach to detect and 

classify additional cardiac anomalies would broaden 

its potential impact in the field of healthcare 

diagnostics. 
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Abstract 

Additive manufacturing, particularly 3D printing, has gained significant attention 

recently due to its flexibility, precision, and sustainability. Among the various 3D 

printing technologies, Fused Deposition Modeling (FDM) stands out as one of the 

most popular due to its affordability, ease of use, and print quality. However, a major 

drawback of FDM-based 3D printers is their relatively low print resolution. One of 

the key factors influencing print quality is the nozzle design, especially its geometry. 

As a result, numerous studies in literature have focused on improving 3D printing 

performance by optimizing nozzle design. In this study, we investigated the effects 

of nozzle geometry from a Computational Fluid Dynamics (CFD) perspective, 

examining three aspects: die angle, outlet size, and outlet shape. The CFD analysis 

revealed that the die angle primarily influences the shear stress within the nozzle, 

while the outlet size has a significant impact on velocity and pressure difference. The 

outlet shape affects shear stress, velocity, and pressure difference to a lesser extent 

than the die angle and size. 
 

 
1. Introduction 

3D printing is a type of additive manufacturing 

technique. This technology creates objects from a 

computer aided design (CAD). 3D printing process 

occurs by the layer-by-layer approach to build a 3D 

object. 3D printing is widely used in the world 

nowadays and it is a fast-emerging technology[1]. 

Industries such as aerospace employ 3D printing 

technology since it is achievable to create desired 

lightweight structures[2]. However, improvements in 

this field are necessary to increase the precision of the 

printing process to avoid additional finishing 

procedures and ensure efficient manufacturing. 

 Fused deposition modeling (FDM) is one of 

the popular branches of additive manufacturing. The 

FDM method is a common process where a filament 

of material is fed onto a heated bed using roller 

mechanism. The material is extruded through a 

temperature-controlled nozzle[3, 4].  In the FDM 

process, polymer thermoplastic filaments are 

 

*Corresponding author: mikail.temirel@agu.edu.tr                          Received: 04.09.2024, Accepted: 29.12.2024 

commonly used by melting and extruding them 

through a nozzle, layer by layer, to create the final 

product[1]. Choosing materials for the filament and 

nozzle is crucial for 3D printing technology. The most 

common materials used in FDM are polylactic acid 

(PLA), acrylonitrile butadiene styrene (ABS), 

polypropylene (PP), and polyethylene (PE)[1]. 

According to the literature[5], compared to polylactic 

acid (PLA), acrylonitrile butadiene styrene (ABS) has 

higher tensile strength, Young's modulus, elongation 

at break, and impact strength in fused deposition 

modeling. Likewise, nozzle materials with high 

mechanical properties such as durability, low 

abrasiveness, and most importantly high thermal 

conductivity are desirable for additive manufacturing. 

Properties and the effects of the flowing fluid 

can be studied by the method called Computational 

Fluid Dynamics (CFD). This is a branch of fluid 

dynamics that is widely used in various engineering 

fields. Since the equations governing fluid motion are 

usually too complex to be handled effortlessly using 

https://dergipark.org.tr/tr/pub/bitlisfen
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analytical methods, especially for complicated 

geometries, numerical approaches are necessary to 

lower the cost and computational time. CFD 

combines numerical analysis and computational 

software to solve complex fluid-related problems[6, 

7]. CFD is a science based on the governing laws of 

fluid dynamics. It produces comprehensive 

predictions of fluid-flow phenomena. In addition to 

fluid flow, the problems involving heat transfer, mass 

transfer, and chemical reactions can be studied using 

CFD[7, 8]. Methods such as finite-difference, finite-

element, spectral, and spectral element are often used 

in CFD to discretize and solve the system of algebraic 

Navier-Stokes equations. However, the results from 

the CFD studies must be interpreted carefully since 

errors are possible depending on the flow conditions 

and numerical methods[9, 10]. One of the examples 

of CFD's extensive use in R&D is in the aerospace 

field, where it helps to analyze flow’s behavior on 

specified domains with various boundary 

conditions[11]. Consequently, it allows engineers to 

detect and fix design errors early on. Beyond 

aerospace and automotive industries, CFD is also 

significant in 3D printing industries as it attracts 

increasing interest for its practical applications[12]. 

Furthermore, CFD is popular as a cost-effective 

alternative that delivers highly accurate results 

compared to experimental methods. 

 Within the field of 3D printing, CFD has been 

a valuable tool for testing various printing parameters, 

including nozzle speed, shear stress, printability, and 

pressure distribution. Conducting these tests 

repeatedly through experiments can be both costly 

and time-consuming, but CFD reduces the number of 

necessary repetitions, making the research process 

more efficient. For example, new nozzle design or 

new filament used in printability experiments is 

expensive, but CFD allows researchers to study the 

flow behaviors and material deformation under stress 

computationally. In one study, COMSOL 

Multiphysics software was used for a comparative 

study of a syringe and screw-based 3D food printer to 

investigate and compare the flow field characteristic 

of 3D extrusion-based printing units[13]. Other CFD 

software like ANSYS POLYFLOW, COMSOL, 

Abaqus, and FLOW-3D have also been employed to 

investigate additional design parameters and nozzle 

configurations[14, 15]. In other study, CFD was 

employed to investigate the print fidelity for 

polyvinyl alcohol (PVA) material in extrusion 

dependent 3D printer to investigate the velocity, 

pressure, shearing rate, and viscosity distributions in 

nozzle[16]. Another CFD example with Ansys 

Fluent, focusing on the comparison of the validity of 

the CFD and experimental data of various parameters 

of solar still, conducted by Panchal and Patel[17], 

when the results of CFD were compared with 

experimental results, the outcome showed that there 

was a great amount of agreement. CFD is often 

utilized in nozzle studies, including the rocket nozzles 

to examine the velocity and pressure of the flowing 

fluid for the specified region, and the wall shear forces 

acting on the nozzle surface. Alamu et al.[18] showed 

that CFD can be applied to the analysis of printed 

rocket nozzles by simulating flow conditions, thereby 

enhancing rocket engine performance. CFD helps to 

characterize and estimate flow types including 

laminar flows[19], creeping flows (Reynold number 

<1)[20, 21], turbulent flows[12], non-Newtonian 

flows[22] as well as heat and mass transfer[8]. This is 

crucial for designing nozzle geometry. In particular, 

laminar flow is typical for most 3D printing 

processes, especially when using materials like 

thermoplastics in filament-based printers (FDM). 

Additionally, CFD can be performed to analyze the 

characteristics of the 3D printed and finalized 

products that are subjected to internal or external 

flows. CFD is also used in bioprinting, which is a 

branch of 3D printing[23-25]. For example, it can be 

used to analyze the nozzle design for interactions 

between bioink characteristics and nozzle designs on 

cell viability. COMSOL was used in a study to 

compare the impact of shear stress on cell viability 

between cylindrical and conical nozzles[26]. In the 

study by Fareez et al.[27], bioprinting research, CFD 

is performed to optimize the bioprinting by analyzing 

the properties such as shear stress, diffusivity, and cell 

viability to aid in the nozzle design and material 

selection. 

 Nozzle design can significantly influence the 

printing quality and durability of the nozzle material. 

According to Zhang and Sanjayan[28], extrusion 

resistance affects nozzle design and consequently 3D 

printing quality. Lower outlet velocity and shorter 

nozzle designs can enhance printing quality by 

reducing resistance. Additionally, the nozzle outlet 

diameter influences 3D printing quality by affecting 

tensile strength. Smaller nozzle diameters improve 

strength through finer layers and better adhesion but 

may increase printing time[29]. Another study by 

Kaplan et al[30]. reveals that nozzle modifications in 

FDM printing reduce travel movements while 

improving printing quality by allowing toolpath 

optimization, resulting in increased efficiency. 

Moreover, Xu et al.[31] indicates that nozzle design 

in 3D printing significantly affects printing speed and 

the surface texture of the finalized product. 

Nevertheless, material choice is crucial for 

mechanical properties. 
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 The use of CFD is increasingly popular in the 

design and optimization of 3D printer nozzles. 

Specifically, for FDM-based 3D printers, nozzle 

design and printing resolution can be optimized using 

fluid mechanics principles, as the melted filament 

within the nozzle behaves like a liquid[32]. CFD 

provides significant benefit to the field by decreasing 

the cost, increasing the resolution, and fastening 3D 

printer developing procedure. In a study, color mixing 

of an FDM 3D printer nozzle was simulated in terms 

of filament feed with different temperature and 

experimentally supported[33]. CFD was also 

employed to simulate different types of melted 

thermoplastic filaments in 3D printer nozzle. As an 

example, carbon fiber-reinforced polymer composites 

were studied to assess clogging problems using CFD 

and the discrete element method (DEM), focusing on 

different fiber lengths, fiber volume fractions, and 

resin viscosities. The analysis revealed that nozzle 

clogging tends to occur when either the fiber length 

or the fiber volume fraction is increased[34]. In a 

separate study, molten TNT/HMX-based explosives 

were analyzed using CFD to examine the impact of 

pressure, nozzle diameter, viscosity, and particles on 

the printing process. The findings showed that 

increasing the nozzle diameter and inlet pressure 

enhances the printing velocity, whereas higher 

viscosity reduces the printing speed[35]. Another 

CFD study was conducted for the fidelity analysis of 

the 3D printer using polyvinyl alcohol (PVA) material 

in two different nozzle diameters. The findings 

indicated that as the shear rate increased and the gel 

viscosity decreased, the material could be 

successfully extruded from both nozzles. 

Additionally, the larger diameter nozzle demonstrated 

better performance compared to the smaller one[16]. 

Alphonse et al.[36] demonstrated that analyzing the 

outlet flow behavior using CFD can significantly aid 

in optimizing the performance of a 3D-printed ABS 

nozzle aerator design. In summary, the use of CFD for 

optimizing nozzle designs and finalizing 3D-printed 

nozzle products is a widespread practice. 

 However, there is a lack of studies 

specifically focused on simulating the diverse 

geometry of 3D printer nozzles. For instance, die 

angle and outlet geometry and their effects on the 

nozzle performance were not widely analyzed. 

Furthermore, the combined effect of outlet diameter, 

die angle, and outlet geometry on essential properties 

such as pressure drop, outlet velocity, and wall shear 

stress are yet to be explored. This study aims to 

address these gaps by utilizing Computational Fluid 

Dynamics (CFD) analysis and simulating the flow of 

the molten filament through these nozzles. 

In this study, CFD analysis was conducted for 

four different FDM-based 3D printer nozzle designs, 

evaluating the varying three key parameters: outlet 

diameter, die angle, and outlet shape using molten 

ABS as the primary fluid. Ansys Fluent was used for 

CFD simulations. The impact of these parameters on 

wall shear stress, pressure drop, and maximum 

velocity was examined, and the results were carefully 

interpreted to understand the effects of these 

parameters on nozzle performance. 

2. Methodology 

2.1. Material Selection 

Ansys Fluent was used as a CFD solver to simulate 

the material deposition from the different nozzle 

designs. In Ansys Fluent, the solid material was set to 

aluminum by default, and material selection for the 

solid could not be omitted from the specifications 

since choosing one is required. Therefore, to 

accurately represent the model, Brass C37700 was 

selected as the material for the nozzle. The liquid 

properties of ABS filament at its melting temperature 

were chosen as the fluid. The properties of ABS are 

given in Table 1. 

2.2. Nozzle Design 

The objective of this study was to optimize the 

geometry of 3D printer nozzles. Various aspects of 

nozzle geometry needed to be considered. However, 

a systematic approach to select designs for simulation 

is essential for minimizing the number of simulations 

required along with reducing computational costs 

during design optimization. SolidWorks (Dassault 

Systèmes, 2011) was used to create different nozzle 

designs. Figure 1 illustrates the key design parameters 

of the 3D printer nozzle. The designs vary in die 

angle, shape, and size, which significantly affect the 

nozzle’s performance[32, 37, 38]. Consequently, four 

nozzle designs, as shown in Figure 2, were selected to 

investigate the influence of these parameters on 

nozzle’s performance. A conventional 3D printer 

nozzle was chosen as the reference (shown on the 

left), with modifications to its die angle, shape, and 

size to create Design-1, 2, and 3. This approach 

enables us to assess the impact of each parameter, 

aiding in the design of more efficient and 

manufacturable nozzles by focusing on optimizing 

the most influential features. 
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Figure 1. Design parameters of the nozzles. 

Table 1. Material properties of the ABS used in the study[39]. 

Density 

(
𝑘𝑔

𝑚3) 

Specific Heat 

Capacity 

(
𝐽

𝑘𝑔
・ 𝐾) 

Thermal 

Conductivity 

(
𝑊

𝑚
・ 𝐾) 

Poisson’s 

Ratio 

(−) 

Elastic 

Modulus 

(𝑀𝑃𝑎) 

Working 

Temperature 

(°𝐶) 

Viscosity 

(𝑃𝑎・𝑠) 

1023 1386 0.2256 0.386 2 240 84 

 

 
Figure 2. Technical drawing of nozzle designs. a) Reference, b) Design-1, c) Design-2, d) Design-3.

2.3. Simulation Settings 

This section discusses the key characteristics of 

Computational Fluid Dynamics (CFD) analysis that 

were performed for the fluid flowing through the 

nozzle. It includes the major stages such as 

assumptions, meshing, boundary conditions, and 

simulation setup regarding the analysis. 

2.3.1. Assumptions 

The operating temperature of the ABS in the liquid 

state was determined to be 250°C throughout the 

nozzle. Nevertheless, it is challenging to decide 

whether non-Newtonian behavior emerges at these 

elevated temperatures without rheological studies. 

Further experimental analysis including rheological 

analysis is required to determine the viscous behavior 

of the molten ABS under different shear stress values 

concerning various temperatures. However, based on 

the observation of maximum shear stress values 

across the four different nozzle designs, it was 

assumed that the shear stresses were insufficient to 

significantly affect the Newtonian behavior of the 

fluid. Therefore, liquid ABS was considered a 

Newtonian fluid in this study. The assumption of 

viscosity being constant with varying shear rates 

reduces the computational time while introducing a 
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limitation to the study in terms of accuracy. This 

limitation can lead to inaccurate representation of the 

scenarios where shear rates are immense. The 

potential effect of the significant shear-thinning 

behavior of the molten filament can result in varying 

velocity profiles and different pressure distributions 

throughout the nozzle.  

 The chosen system for the analysis is an open 

adiabatic system where only mass flows through the 

system. Since the temperatures of both the fluid and 

the solid are constant and equal, there is no heat 

transfer between the wall and the fluid, making the 

heat flux equal to zero. This assumption can be 

considered valid if there is a steady heat source 

keeping the nozzle's temperature constant, and the 

filament entering the nozzle is already molten and is 

in thermal equilibrium with the nozzle. 

 Flow through the nozzle is considered steady-

state flow. The Reynolds numbers for the different 

outlet designs are calculated based on the following 

equation:  

 

𝑅𝑒 =
𝜌𝑣𝑑

𝜇
 (1) 

 

Reynolds number is a dimensionless number that 

represents the type of flow. In the mentioned equation 

above, v, ρ, d, and μ are velocity (m/s), fluid density 

(kg/m3), outlet diameter (m), and viscosity (Pa ∗ s), 

respectively. According to Cengel and Cimbala[40], 

flow with Re < 2300 is considered to be Laminar. 

When calculated, the Reynolds Numbers at the inlet 

in this study for all flows with different nozzle 

geometries were significantly smaller than 2300. 

Therefore, it was assumed that the flow throughout 

the nozzle is Laminar. 

 In summary of assumptions, the liquid ABS 

was considered incompressible and Newtonian. 

Therefore, density and viscosity were constant during 

the flow throughout the nozzle. The flow was 

assumed to be in a steady state. Additionally, based 

on the calculated results of the Reynolds number for 

each nozzle design, the flow was determined to be 

laminar. Moreover, the system is in thermal 

equilibrium given that the temperature of the fluid 

was set to be equal to the solid’s temperature. This 

condition was achieved by maintaining constant 

temperatures for both materials. Lastly, the control 

volume was considered as an open adiabatic system 

due to no heat exchange across its boundaries. 

Accurate flow representation limitations that may 

stem from the assumptions can be attributed to the 

unknown rheological properties of the molten 

filament, rather than from the other assumptions 

mentioned in this section. 

2.3.2. Meshing 

The meshing process discretizes the object's volume 

into finite elements. Afterward, the solver software, 

Ansys Fluent in this study, solves the governing 

differential equations such as continuity, and Navier-

Stokes for each element in the fluid domain. Earlier 

to meshing, it is crucial to define the boundaries such 

as inlet, outlet, and wall. These boundaries define the 

flow domain. Boundaries were specified for three 

different regions during the internal flow: the inlet 

surface, the outlet surface, and the wall (Fig. 3). The 

inlet surface defines the region where the fluid enters 

the nozzle, and the outlet surface defines the region 

where the fluid exits. The wall encloses the flow to 

create an internal flow, with the flowing fluid in 

contact with the inner surface of the defined wall 

region. The same meshing technique is applied to the 

other different nozzle designs in the analysis. 

 

 
Figure 3. Boundaries of flow in nozzle a) Inlet surface, outlet surface, and wall mesh of the reference nozzle. b) 

Boundaries of fluid, inlet, outlet, and wall (nozzle inner surface) region.
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After defining the boundary regions, meshing 

was performed with an element size of 8.8314 x 10⁻⁵ 

meters. On average, 250,000 nodes were generated 

during the meshing of each nozzle design. An analysis 

consisting of 10 different results, including maximum 

wall shear stress, maximum velocity magnitude, and 

maximum pressure difference as the number of mesh 

elements increased, was conducted. Three different 

figures were plotted to illustrate the fluctuations in 

results as the number of mesh elements changed. It 

was observed that significant changes occurred 

mostly up to 50,000 mesh elements. After 50,000 

mesh elements, the results began to stabilize, and the 

fluctuations minimized. Given that the Ansys Fluent 

Student version has a limit of 512,000 mesh elements, 

the 250,000 mesh elements used produced adequate 

results (Fig. 4). 

 
Figure 4. Mesh independence analysis according to the number of elements from 0 to 5 x 10⁵. a) Changes in maximum 

shear stress. b) Changes in maximum velocity magnitude. c) Changes in maximum pressure differences

2.3.3. Boundary Conditions 

Defining the boundary conditions in the solver 

software is one of the fundamental parts of CFD 

analysis. Boundary conditions involve assigning each 

solid and fluid material to its corresponding domains 

and specifying flow and system properties within 

these defined domains. The boundary conditions 

applied in the analysis include the conditions at the 

inlet, outlet, and wall (Fig. 3). Briefly, the definition 

of this terminology according to the study, Inlet: the 

region where the fluid enters the nozzle. The flow 

rate, velocity, or pressure of the entering fluid is 

specified here. Outlet: the region where the fluid exits 

the nozzle. The pressure, velocity, or mass flow rate 

of the exiting fluid is specified here. Wall: the 

surfaces that enclose the flow, creating an internal 

flow system. The interactions between the fluid and 

the wall, such as no-slip conditions, are defined here. 

These boundary conditions are crucial for accurately 

simulating fluid behavior and ensuring realistic and 

reliable results. 

 The boundary conditions regarding the inlet 

are specified using a velocity of 0.1 mm/s and a 

temperature of 503 K. On the other hand, the outlet is 

set as an outflow with a flow rate weighing 1. Finally, 

the wall is set as stationary with a no-slip condition 

and as being adiabatic. 

 

2.3.4. Simulation Setup 

During the simulation setup, accuracy was prioritized 

along with the computational time. Essential 

software, physical methods, and equations were 

employed. The solver type was defined as pressure-

based, assuming the fluid is incompressible. 

Discretization methods were selected for accuracy, 

with strict convergence criteria implemented for 

continuity and velocities. Ansys Fluent was used as 

the CFD software package for the simulation. The 

energy equation was enabled in the physics models 
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and options of Ansys Fluent. The assumption of no 

heat transfer between the solid and the fluid implies 

that conduction heat transfer was not considered, as it 

was assumed that the solid and fluid were in thermal 

equilibrium, with negligible heat transfer from the 

surroundings. The energy equation was enabled to 

account for any minor changes that might occur 

during the simulation and to ensure solution stability. 

 The laminar viscosity model discussed in 

section 2.3.1 was applied, along with the absolute 

velocity formulation. The solver type was set to 

pressure-based with a coupled pressure-velocity 

coupling scheme. Spatial discretization was 

performed using a least squares cell-based method for 

the gradient. Second-order pressure discretization 

was applied, and both momentum and energy were 

discretized using a second-order upwind scheme. The 

time discretization was steady-state, as indicated in 

the assumptions section. A global time step was used 

for the pseudo-time method. Residual monitors were 

set for continuity, x-velocity, y-velocity, z-velocity, 

and energy, with absolute convergence criteria 

defined as 0.001 for continuity, x-, y-, and z-

velocities, and 10⁻⁶ for energy. 

3. Results and Discussion 

This section discusses the results of CFD analysis, 

including contours and streamlines of various fluid 

flow properties for each nozzle types. The results also 

cover wall shear stress, velocity, and pressure values, 

which will be detailed further in the following 

sections. As previously mentioned, assumptions, 

boundary conditions, meshing techniques, 

convergence criteria, and other simulation settings 

were kept consistent across all nozzle designs to 

ensure comparability. Fluid flow properties for each 

nozzle designs were categorized into five levels: 

lowest, low, medium, high, and highest. Specifically, 

minimum and maximum shear stresses on the 

nozzle’s inner wall, the maximum fluid velocity 

through the nozzle, and the maximum magnitude of 

pressure drops within the system were analyzed and 

compared. Before interpreting the results, the way 

simulations achieved convergence is presented. 

Figure 5 demonstrates that the solution was 

considered converged when the residuals dropped 

below a specific threshold of 10⁻³ for continuity and 

momentum. Furthermore, the thermal energy monitor 

remained constant and below the threshold value of 

10⁻⁶ throughout all iterations as anticipated, 

confirming that no heat transfer analysis was 

conducted. The convergence criteria were met for all 

nozzle designs, with the solutions converging on 

average after 27±8 iterations. 

 

 
Figure 5. Scaled Residuals Monitor Showing the Convergence for continuity, x-velocity, y-velocity, z-velocity and 

energy. 

Absolute, static, and total pressures were 

tested in the CFD analysis for all nozzle designs, and 

as expected, the results for static and total pressures 

were found to be equivalent. Additionally, it was 

observed that the pressure differences between the 

absolute and total pressures were nearly identical. 

However, the primary goal of including the pressure 

results in this study is to demonstrate the pressure 

drop throughout the nozzle, regardless of the pressure 

type, to accurately observe the effects of nozzle 

geometry and compare the different designs. 

Furthermore, the velocity and pressure results are 

compared to better understand the impact of geometry 

on performance. Figure 6 illustrates the total pressure 

values for each region of the various nozzle designs. 

Negative pressure values can be observed in the Total 

Pressure Legend. It was anticipated since the initial 

gauge pressure was set to zero Pascal in the 

simulation settings. To clarify, when Bernoulli's 

principle is applied to internal flow within the 

designed nozzles, it consistently shows that an 

increase in velocity leads to a decrease in pressure 

(see Fig. 6). Therefore, observing the negative 

pressure values in the regions where velocity 
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increases is understandable. Designs-1 and 2 exhibit 

higher pressure in the main body compared to the 

reference and Design-3. This is likely due to their 

smaller tip diameter (0.4 mm for Design-1 and 2) 

compared to the 0.8 mm diameter of the reference and 

size of Design-3. As the flow passes through the 

nozzle tip in all designs, the pressure gradually 

decreases until it reaches atmospheric pressure, 

indicated by the blue color. When comparing Design-

1 and Design-2, which have the same outlet diameter, 

we can observe the effect of the die angle on the 

pressure drop, as shown in Table 2. Design-2 has a 

slightly lower pressure drop, despite having a larger 

die angle. This may be due to the liquid being 

squeezed through the narrow converging neck in 

Design-1, which leads to higher pressure. 

 
Figure 6. Cross-sectional view of the total pressure magnitude for nozzle designs. a) Reference, b) Design-1, c) Design-2, 

d) Design-3. 

There are no significant differences in the 

fluid velocity within the main body of all nozzles 

because the initial velocity of the fluid remains 

consistent across all designs as seen in the cross-

sectional view of the velocity contour results in 

Figure 7. However, notable changes in fluid velocity 

occur at the outlet tip, influenced by variations in die 

angle, outlet diameter, and geometry. For instance, 

the velocity at the centerline of the reference design is 

0.00474 m/s, while it reaches 0.0074 m/s in Design-

3, even though both have the same die angle and a 

very similar outlet area (Table 2). The reference 

nozzle also maintains the lowest maximum velocity 

compared to the other designs (Fig. 7), which can be 

attributed to its largest outlet area. The shear stress at 

the tip of the surface in the reference design is around 

2x10⁻³ Pa, whereas in Design-3, it is approximately 

1.8x10⁻³ Pa, as shown in Figure 8. This suggests that 

the square shape exerts lower shear stress on the fluid, 

resulting in higher velocity. Designs-1 and 2 exhibit 

the same outlet velocity at the centerline, owing to 

their identical outlet diameters, despite having 

different die angles. This implies that the die angle 

does not influence velocity when the diameters are the 

same. Additionally, Designs-1 and 2 have the highest 

velocities among the designs due to their smaller 

outlet areas. Moreover, it is observed that the 

maximum velocity appears at the centerline of the 

outlet region for all four nozzle designs. 
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Figure 7. Cross-sectional magnitude, streamline, and frontal view of velocity contour for all nozzle designs. a) Reference, 

b) Design-1, c) Design-2, d) Design-3.

Table 2. Reynolds number, shear stress, velocity, and pressure drop for the four nozzle designs. 

Nozzle Reynolds 

Number  

(Inlet) 

Shear Stress (Wall) 

(Min; Max), (𝑃𝑎) 

Velocity  

(Max), (
𝑚

𝑠
) 

Pressure Drop 

(Max. difference), 
(𝑃𝑎) 

Reference 4.618 ∗ 10−5 13.2 ; 2316 0.00474 10345.8 

Design-1 9.256 ∗ 10−5 12.4 ; 17519 0.0190 123906 

Design-2 9.256 ∗ 10−5 4.6 ; 18008 0.0190 119859 

Design-3 7.278 ∗ 10−5 10.0 ;  6438 0.00747 25122 

Shear stress plays a crucial role in the 

performance of 3D printers, particularly in processes 

like FDM. Higher shear stress within the nozzle 

reduces the viscosity of the material, improving its 

flow, which leads to smoother extrusion and better 

print quality[3, 33]. 

 Design-1 and 2 have almost similar and 

highest shear stress compared to the reference and 

Design-4 (Fig. 8). Hence, they can provide better 

printing quality compared to others. However, if their 

shear stress is higher than the adequate value, or they 

have excessive shear stress, it can cause overheating 

or degradation of the material, negatively affecting 

the strength and precision of the printing[41]. In the 

case of excessively low shear stress, the material may 

not flow properly, resulting in issues like uneven 

layers[33]. The reference nozzle has the lowest shear 

stress on the wall compared to the other nozzles 

(Table 2). This may be due to the reference design’s 

larger outlet area compared to Designs-1 and 2; a 

smaller outlet area results in higher velocity, which in 

turn creates higher shear stress. As a result, the melted 

filament may not be extruded properly, leading to 

reduced print quality in the reference nozzle 

compared to the other nozzles. Although Design-3 

has the largest outlet area, it experiences slightly 
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higher shear stress than the reference design due to its 

square shape. It may provide a similar print quality to 

the reference nozzle in terms of shear stress, but the 

square outlet geometry could offer better resolution 

because of its sharp edges. This might help the layers 

adhere perfectly without gaps, which may not occur 

with the curved structure of cylindrical extruded 

filament. To understand the effect of the die angle on 

shear stress, Designs-1 and 2 can be compared, as 

they share the same geometry and diameter but differ 

in die angles. Design-2 experiences higher shear 

stress than Design- 1, despite having a larger die angle 

of 90˚. This can be explained by the fact that the 

narrowing in Design-1 starts farther from the neck, 

causing the shear stress distribution to begin farther 

from the neck as well. In contrast, Design-2 has a less 

gradual narrowing, meaning the flow is more abruptly 

squeezed at the neck compared to Design-1. As a 

result, the larger die angle in Design-2 leads to higher 

shear stress in the narrowing cylindrical outlet region. 

Furthermore, the maximum shear stress occurs at the 

neck of the outlet region in all designs. This is due to 

the gradual decrease in flow area as the material 

moves through, reaching the minimum area at the 

neck. This pattern is also visible in the color spectrum, 

which ranges from blue (indicating the lowest shear) 

to white at the neck, where the shear stress is highest. 

Additionally, improper shear stress levels can 

increase the risk of nozzle clogging, as the material 

may not reach a low enough viscosity to maintain a 

smooth flow. Adequate shear stress is also essential 

for proper adhesion between layers, which directly 

influences the structural integrity of the printed 

object. Balancing shear stress is critical to ensure 

optimal material flow, layer bonding, and overall 

printing efficiency[33]. 

 

 
Figure 8. Wall shear stress magnitude throughout the nozzle designs. a) Reference, b) Design-1, c) Design-2, d) Design-3.

4. Conclusion 

Consequently, under the specified assumptions and 

conditions, the CFD analysis of ABS filament in a 

liquid state flowing through different nozzle designs 

demonstrated the impact of various nozzle design 

parameters on system properties. These properties 

included the shear stress applied by the fluid on the 

nozzle’s inner surface, the fluid velocity profile 

within the nozzle, and the total pressure variations 
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throughout the flow. A reduction in the outlet 

diameter of the reference nozzle led to a significant 

increase in maximum shear stress, maximum 

velocity, and the maximum magnitude of pressure 

drop. On the other hand, an increase in the die angle 

had a minimal effect on maximum shear stress and no 

impact on velocity, though it did slightly influence the 

pressure drop. Modifying the outlet geometry from 

circular to rectangular caused a moderate increase in 

shear stress and total pressure drop, with a partial 

increase in maximum velocity.  

 Although the manufacturing of the designed 

nozzles is not a highly challenging task, determining 

the pressure distribution, velocity profiles, and wall 

shear stress throughout the nozzle is not 

experimentally feasible. However, future 

experimental investigation and validation of the study 

can be conducted by manufacturing the designed 

nozzles and operating them in the FDM-based 3-D 

printer. Necessary sensors and techniques such as 

high-speed imaging for manufacturing can be 

employed to validate the CFD results. Alternatively, 

a feasible validation of this study can be achieved by 

setting the printing quality and nozzle performance as 

benchmarks and observing the effects of the study's 

parameters on these outputs. Thus, the conducted 

CFD study concerning the effect of nozzle design 

parameters on essential properties can be validated 

implicitly in a cost-effective manner. Moreover, 

future work with experimental analyses can be 

conducted to address the possible limitations of this 

study. For instance, rheological analysis can be 

performed to determine the flow properties of the 

used molten filament at various temperatures and 

ensure an accurate Computational Fluid Dynamics 

(CFD) study.  

 High shear stress can lead to surface wear. In 

this case, nozzle material with a high wear resistance 

should be prioritized.  Higher maximum velocity 

could reduce production time during extrusion. 

However, the printing quality and cooling time of the 

extruded material must be inspected carefully when 

nozzles with higher outlet velocities are used. 

Moreover, an increase in maximum pressure drops, 

and correspondingly, an increase in velocity, may 

contribute to the die-swell in the nozzle. Findings in 

this study suggest that CFD is an efficient tool for 

scenarios where experimental research is costly or 

impractical, to balance nozzle design parameters 

while meeting printing quality requirements during 

the use of FDM-based 3D printers.  
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Abstract 

The Laplace transform can be applied to integrable and exponential-type functions 

on the half-line [0, ∞) by the formula 𝐿{𝑓} = ∫ 𝑓(𝑥)𝑒−𝑠𝑥𝑑𝑥
∞

0
. This transform 

reduces differential equations to algebraic equations and solves many non-

homogeneous differential equations. However, the Laplace transform cannot be 

applied to some functions such as 𝑥− 
9

4, because the given integral is divergent. So, 

the Laplace transform can not solve some differential equations with some terms such 

as 𝑥− 
9

4. This transform requires revision to accommodate such functions and solve a 

wider class of differential equations. In this study, we defined the Ω-Laplace 

transform, which eliminates such insufficiency of the Laplace transform and is a 

generalization of it. We applied this new operator to previously unsolved differential 

equations and obtained solutions. Ω-Laplace transform given with the help of series: 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

⇒ Ω{𝑓} = ∑
𝑐𝑛Γ(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

∞

𝑛=0

 

Moreover, we compare the similarities and differences of this transform with the 

Laplace transform. 
 

 

1. Introduction 

 

The Laplace operator is a method for solving 

differential equations. It is an integral operator that 

transforms a function of a single variable. Laplace 

wrote extensive books on the use of functions in 

1814, and the integral form of the Laplace 

transform was developed as a result [1]. Beginning 

in 1744, Leonhard Euler studied the integral 

transform of the form known as [2]: 

 

𝑧 = ∫ 𝑋(𝑥)𝑒𝑎𝑥 𝑑𝑥 ,   𝑧 = ∫ 𝑋(𝑥)𝑥𝐴 𝑑𝑥. 

 

Lagrange was an admirer of Euler and in 

his work on the integration of probability density 

functions he investigated expressions of the form 

[3]: 

∫ 𝑋(𝑥)𝑒−𝑎𝑥𝑎𝑥 𝑑𝑥. 
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Integrals of this type attracted the attention 

of Laplace, and in 1782 he began to use integral 

operations to solve equations, following Euler. In 

1785, instead of simply looking for a solution in 

integral form, he used an integral of the form [4]: 

 

∫ 𝑥𝑠𝜑(𝑥)𝑑𝑥, 

 

where the last expression is called Mellin 

transform. Laplace developed this transform and 

finally gave the transform as [5] 

 

𝐿{𝑓} = ∫ 𝑓(𝑥)𝑒−𝑠𝑥𝑑𝑥

∞

0

. (1) 

 

In sources M. Çağlayan et al. [6], A. Mısır 

[7], R. N. Bracewell [8], W. Feller [9], G. A. Korn 

[10], D. V. Widder [11] and J. William [12] 

Laplace's transformation is given in great detail. 
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The form (1) is still in use today. In sources 

of differential equations or operator theory, there is 

usually a table of Laplace transform and inverse 

Laplace transform. This table is used when solving 

differential equations. In this table, 
 

𝐿{𝑓} =
Γ(𝑟 + 1)

𝑠𝑟+1
 

 

is the Laplace transform for 𝑟 > −1of the function 
 

𝑓(𝑥) = 𝑥𝑟 . 
 

When 𝑟 < −1, this function does not have 

a Laplace transform, since the integral (1) for is 

divergent for the function 𝑓(𝑥) = 𝑥𝑟. In this work, 

we generalize the Laplace transform to eliminate 

such problems. We will call this new operator 

Omega-Laplace transform and denote it by Ω-

Laplace. The Ω-Laplace transform can only be 

applied for the functions of the form 
 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=1

, 

as 

Ω{𝑓} = ∑
𝑐𝑛Γ(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

∞

𝑛=1

 (2) 

 

We assume that these two series converge 

on at least one subinterval of ℝ. 

In this study, we will show that the Ω 

transform given by the equality (2) is a 

generalization of the Laplace transform, we will 

give the similar and different properties of this 

operator with the Laplace transform, and we will 

solve some differential equations that have not 

been solved before. 

Note that There are other operators that 

have been constructed to solve differential 

equations that the Laplace transform cannot solve, 

such as Mellin transform [5]: 
 

ℳ{𝑓}(𝑠) = ∫ 𝑥𝑠−1𝑓(𝑥)𝑑𝑥

∞

0

, 

fractional Laplace transform [13]: 

𝐿𝛼{𝑓}(𝑠) = ∫ 𝑓(𝑥)𝐸𝛼(−𝑠𝑥)𝑑𝑥

∞

0

, 

 

where 𝐸𝛼 is the Mittag-Leffler function, and 

Heaviside calculus [14]. The Mellin transform is 

used to solve some differential equations. 

However, it turns some terms like 𝑥𝑘𝑦 into 

ℳ{𝑓}(𝑠 + 𝑘). This makes it difficult to solve the 

kind of differential equations we solve. Fractional 

Laplace transform is useful for fractional 

differential equation. It is also not useful for the 

kind of differential equations we solve. Heaviside 

calculus is a method to turn differential expression 

into algebraic expression like the Laplace 

transform. However, it is insufficient to solve the 

differential equations we solved in our examples. 

There are recent studies on series representations. 

In [15-17], series representations of mathematical 

expressions, such as constants, functions, 

operators, etc., are obtained and their applications 

to differential equations or different fields are 

given. However, in these studies, the definition of 

the Laplace transform with the help of series and 

its application to unsolved differential equations 

are not available. 

Schrödinger equation is very important for 

mathematics, physics and engineering. 

Particularly, it gives the mathematical formulation 

of quantum mechanics [18]: 
 

𝑖ℏ
𝜕

𝜕𝑡
Ψ(𝑥, 𝑡) = (−

ℏ2

2𝑚

𝜕2

𝜕𝑥2
+ 𝑉(𝑥, 𝑡)) Ψ(𝑥, 𝑡) 

 

in nuclear physics. The function 𝑉(𝑥, 𝑡) is called 

potential and it determinates the behavior of 

particles. In some cases, the potential takes a value 

such as 𝑥𝑞 (𝑞 < −1). Then, the Laplace transform 

or other transform cannot give a solution for the 

Schrödinger equation. For such equations the 

Omega-Laplace transform can be used. 

In recent years, the generalized Mellin 

transform, the generalized Fourier transform and 

the fractional Laplace transform have been 

investigated in [19-24]. However, the 

generalizations here are given in the integral form, 

as in the classical definitions. The series approach 

is present in our work. 
 

2. Results and Discussion 
 

Classical Laplace transform is defined by 

 

𝐿{𝑓}(𝑠) = ∫ 𝑓(𝑥)𝑒−𝑠𝑥 𝑑𝑥

∞

0

 

 

and is frequently used in differential equations, 

physics and engineering problems. Although it is 

very effective in solving problems, we noticed 

some shortcomings in the definition given by 

Laplace above. For this reason, we have defined a 

new Laplace transform using infinite series. So as 
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not to be confused with the L operator, we will use 

this new transform in the work of Ω. As we will 

show in the examples that it can solve some 

differential equations that the classical Laplace 

transform cannot solve with the Ω transform. Let's 

now examine this new definition, its properties and 

examples. 

 

Definition 1. Let 𝑥 ∈ ℝ, 𝑟𝑛 ∈ ℝ ∖ ℤ−, {𝑐𝑛}, {𝑟𝑛} be 

sequences of real numbers and the series 

 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

 (3) 

 

converges on at least one subinterval of ℝ. We 

define the transform of 𝑓 as follows: 

 

𝛺{𝑓} = ∑
𝑐𝑛Γ(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

∞

𝑛=0

. (4) 

 

In this study, we will work on functions of 

type (3) that are expanded into series. When we try 

to solve differential equations, we try to find 

solutions in the form of (3). The transform of (3) is 

given in (4). The transform in (4) forms the basis 

of the present study and is an alternative to the 

classical Laplace transform. There is no image of 

functions like 𝑥−
3

2  under the classical Laplace 

transform. However, this function has an Ω 

transform. The Ω transform of this function is 

2√𝜋𝑠. Now, let's give some theorems of this new 

transform and use them in our differential 

equations. 

 

Theorem 1. We split the series (3) into positive and 

negative exponents as follows. 

 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

+ ∑ 𝑑𝑛𝑥−𝑞𝑛

∞

𝑛=0

,       𝑟𝑛, 𝑞𝑛 > 0, 

 

Assume that the limits 

 

𝑅 = lim
𝑛→∞

|𝑐𝑛|
1

𝑟𝑛 , 𝑄 = lim
𝑛→∞

|𝑑𝑛|
1

𝑞𝑛 

 

exist and 𝑄 < 𝑅. Then, the series (3) converges on 

the interval (𝑄, 𝑅). Also, the series converges on 

the set (−𝑅, −𝑄) ∪ (𝑄, 𝑅) in the case that all the 

exponents of series 𝑓 are integers. 

 

 

 

Proof. Consider the series 

∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

 (5) 

and 

∑ 𝑑𝑛𝑥−𝑞𝑛

∞

𝑛=0

. (6) 

 

We investigate the convergence of the 

series (5) and (6) separately. We apply the Cauchy 

root test for the convergence of the series (5): 
 

lim
𝑛→∞

√|𝑐𝑛𝑥𝑟𝑛|
𝑛

= lim
𝑛→∞

√|𝑐𝑛|. 𝑙𝑖𝑚
𝑛→∞

|𝑥|𝑟𝑛
𝑛⁄  

= lim
𝑛→∞

√|𝑐𝑛|
𝑛

. |𝑥|
lim

𝑛→∞

𝑟𝑛
𝑛 < 1 

⇔ |𝑥|
lim

𝑛→∞

𝑟𝑛
𝑛 <

1

lim
𝑛→∞

√|𝑐𝑛|𝑛
 

⇔ |𝑥| <
1

( lim
𝑛→∞

𝑛
√|𝐶𝑛|)

1∕ lim
𝑛→∞

𝑟𝑛
𝑛

 

⇔ |𝑥| <
1

lim
𝑛→∞

(|𝑐𝑛|
1
𝑛)

𝑛
𝑟𝑛

 

⇔ |𝑥| <
1

lim
𝑛→∞

|𝑐𝑛|
1

𝑟𝑛

 

⇔ |𝑥| < 𝑅 = lim
𝑛→∞

|𝑐𝑛|
−

1
𝑟𝑛 

−𝑅 < 𝑥 < 𝑅, 𝑥 ∈ (−𝑅, 𝑅), 
 

We assume that 𝑅 is positive. Otherwise, 

the series (2) cannot converge anywhere. If at least 

one of the exponents is not an integer, the interval 

takes the form (0, 𝑅). Now, we investigate the 

series (6): 
 

lim
𝑛→∞

√|𝑑𝑛 ⋅ 𝑥−𝑞𝑛| = lim
𝑛→∞

√|𝑑𝑛|𝑛
⋅ lim

𝑛→∞
|𝑥|−

𝑞𝑛
𝑛  

= lim
𝑛→∞

√|𝑑𝑛|𝑛
⋅ |𝑥|

− 𝑙𝑖𝑚
𝑛→∞

𝑞𝑛
𝑛 < 1 

⇔ |𝑥|
− lim

𝑛→∞

𝑞𝑛
𝑛 <

1

lim
𝑛→∞

√|𝑑𝑛|𝑛
 

⇔ |𝑥| >
1

( lim
𝑛→∞

√|𝑑𝑛|𝑛
)

−
1

lim
𝑛→∞

𝑞𝑛
𝑛

 

⇔ |𝑥| > lim
𝑛→∞

(|𝑑𝑛|
1
𝑛)

𝑛
𝑞𝑛

 

⇔ |𝑥| > lim
𝑛→∞

|𝑑𝑛|
1

𝑞𝑛 = 𝑄 

𝑥𝜖(−∞, 𝑄) ∪ (𝑄, +∞). 

If 𝑅 ≤ 𝑄, the set of convergence of the series (3) is 

null. See the following 
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So, we assume that 𝑄 < 𝑅. When we take 

the intersection of the convergence sets, we obtain 
(−𝑅, −𝑄) ∪ (𝑄, 𝑅). If at least one of the exponents 

is not an integer, the set of convergence is (𝑄, 𝑅). 

 

Theorem 2. For a function 𝑓 that has the series 

expansion (3), this expansion is unique. 

 

Proof. We sketch the proof in the case where all 

the exponents 𝑟𝑛 are ordered in the form 𝑟0 < 𝑟1 <
𝑟2 < ⋯. The function 𝑓 has 2 series expansion as 

 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

= ∑ 𝑑𝑛𝑥𝑞𝑛

∞

𝑛=0

, 𝑟𝑛, 𝑞𝑛 ∈ ℝ ∖ ℤ−. 

 

Assume that 𝑟0 = 𝑞0, 𝑟1 = 𝑞1, 𝑟2 = 𝑞2, …. 

Even if the exponents are not equal, we can assume 

the equality as true by writing 0 to the coefficient 

of different exponents. The last equality can be 

written by 

 

𝑐0𝑥𝑟0 + 𝑐1𝑥𝑟1 + 𝑐2𝑥𝑟2 + ⋯
= 𝑑0𝑥𝑟0 + 𝑑1𝑥𝑟1 + 𝑑2𝑥𝑟2 + ⋯. 

 

We product both sides of the equality by 𝑥−𝑟0: 

 

𝑐0 + 𝑐1𝑥𝑟1−𝑟0 + 𝑐2𝑥𝑟2−𝑟0 + ⋯
= 𝑑0 + 𝑑1𝑥𝑟1−𝑟0 + 𝑑2𝑥𝑟2−𝑟0 + ⋯ 

 

The equality takes the form 𝑐0 = 𝑑0 for 𝑥 = 0. 

Similarly, we have 

𝑐1 = 𝑑1 

𝑐2 = 𝑑2 

⋮ 
𝑐𝑛 = 𝑑𝑛 

⋮ 
Theorem 3. (Linearity Property). Let 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

, 𝑔(𝑥) = ∑ 𝑑𝑛𝑥𝑞𝑛

∞

𝑛=0

 

and 𝑎, 𝑏 ∈ ℝ. Then, the equality 

 

𝛺{𝑎𝑓(𝑥) + 𝑏𝑔(𝑥)} = 𝑎𝛺{𝑓(𝑥)} + 𝑏𝛺{𝑔(𝑥)} 

holds. 

 

Proof. Consider two functions 𝑓 and 𝑔 in the form 

 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

, 𝑔(𝑥) = ∑ 𝑑𝑛𝑥𝑞𝑛

∞

𝑛=0

 

 

and apply the operator Ω: 

 

𝛺{𝑎𝑓(𝑥) + 𝑏𝑔(𝑥)}

= 𝛺 {𝑎 ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

+ 𝑏 ∑ 𝑑𝑛𝑥𝑞𝑛

∞

𝑛=0

} 

= 𝛺 {∑ 𝑎𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

+ ∑ 𝑏𝑑𝑛𝑥𝑞𝑛

∞

𝑛=0

} 

= ∑
𝑎𝑐𝑛𝛤(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

∞

𝑛=0

+ ∑
𝑏𝑑𝑛𝛤(𝑞𝑛 + 1)

𝑠𝑞𝑛+1

∞

𝑛=0

 

= 𝑎 ∑
𝑐𝑛𝛤(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

∞

𝑛=0

+ 𝑏 ∑
𝑑𝑛𝛤(𝑞𝑛 + 1)

𝑠𝑞𝑛+1

∞

𝑛=0

 

= 𝑎𝛺{𝑓(𝑥)} + 𝑏𝛺{𝑔(𝑥)}. 
 

This completes the proof. 

 

Theorem 4. Let 𝑓 be a function of the series (3). 

Then the image of the function 𝑓𝑒𝑎𝑥 under the 

transform of Ω is equal to the value of the image of 

𝑓 under the transform Ω at the point 𝑠 − 𝑎. That is, 

𝛺{𝑓(𝑥)𝑒𝑎𝑥}(𝑠) = 𝛺{𝑓}(𝑠 − 𝑎). 
 

Proof: We apply the transform 𝛺 to the 

multiplication 
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𝑓(𝑥)𝑒𝑎𝑥 = (∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

) (∑
𝑎𝑛𝑥𝑛

𝑛!

∞

𝑛=0

) 

= (𝑐0𝑥𝑟0 + 𝑐1𝑥𝑟1 + ⋯ + 𝑐𝑛𝑥𝑟𝑛 + ⋯ ) (1 + 𝑎𝑥 +
𝑎2𝑥2

2!
+

𝑎3𝑥3

3!
+ ⋯

+𝑎𝑛𝑥𝑛

𝑛!
+ ⋯ ) 

= 𝑐0𝑥𝑟0 + 𝑐1𝑥𝑟1 + ⋯ + 𝑐𝑛𝑥𝑟𝑛 + ⋯ + 𝑎(𝑐0𝑥𝑟0+1 + 𝑐1𝑥𝑟1+1 + ⋯ + 𝑐𝑛𝑥𝑟𝑛+1 + ⋯ ) 

+
𝑎2

2!
(𝑐0𝑥𝑟0+2 + 𝑐1𝑥𝑟1+2 + ⋯ + 𝑐𝑛𝑥𝑟𝑛+2 + ⋯ ) + ⋯ 

we have 

𝑐0𝛤(𝑟0 + 1)

𝑠𝑟0+1
+

𝑐1𝛤(𝑟1 + 1)

𝑠𝑟1+1
+ ⋯ + a (

𝑐0𝛤(𝑟0 + 2)

𝑠𝑟0+2
+

𝑐1𝛤(𝑟1 + 2)

𝑠𝑟1+1
+ ⋯ )

+
𝑎2

2!
(

𝑐0𝛤(𝑟0 + 3)

𝑠𝑟0+3
+

𝑐1𝛤(𝑟1 + 3)

𝑠𝑟1+3
+ ⋯ ) + ⋯. 

For 𝑡 > −1 and 𝛼 ∈ ℝ, we obtain 

 (1 + 𝑡)𝛼 = ∑ (
𝛼
𝑛

) 𝑡𝑛

∞

𝑛=0

 

The last gives us the relation 

1

(𝑠 − 𝑎)𝛼
= (𝑠 − 𝑎)−𝛼 = 𝑠−𝛼 (1 + (

−𝑎

𝑠
))

−𝛼

 

= 𝑠−𝛼 ∑ (
−𝛼
𝑛

) (−1)𝑛 (
𝑎𝑛

𝑠𝑛 )

∞

𝑛=0

, 

where 

(
−𝛼
𝑛

) =
−𝛼(−𝛼 − 1) … (−𝛼 − 𝑛 + 1)

𝑛!
 

(see, [25]). Then, we have 

1

(𝑠 − 𝑎)𝛼
= 𝑠−𝛼 ∑

−𝛼(−𝛼 − 1) … (−𝛼 − 𝑛 + 1)

𝑛!

∞

𝑛=0

(−1)𝑛
𝑎𝑛

𝑠𝑛
 

= ∑
𝛼(𝛼 + 1) … (𝛼 + 𝑛 − 1)

𝑛!

∞

𝑛=0

.
𝑎𝑛

𝑠𝑛+𝛼
. 

and, 

1

(𝑠 − 𝛼)𝑟𝑘+1
= ∑

(𝑟𝑘 + 1) … (𝑟𝑘 + 𝑛)

𝑛!

∞

𝑛=0

.
𝑎𝑛

𝑠𝑛+𝑟𝑘+1
. 

The image of the function 𝑓 under the transform Ω at 𝑠 − 𝑎 is 

Ω{𝑓}(𝑠 − 𝑎) = ∑
𝑐𝑛Γ(𝑟𝑛 + 1)

(𝑠 − 𝑎)𝑟𝑛+1

∞

𝑛=0

=
𝑐0Γ(𝑟0 + 1)

(𝑠 − 𝑎)𝑟0+1
+

𝑐1Γ(𝑟1 + 1)

(𝑠 − 𝑎)𝑟1+1
+ ⋯ 

𝑐0𝛤(𝑟0 + 1) (
1

𝑠𝑟0 + 1
+ 𝑎 ⋅

𝑟0 + 1

𝑠𝑟0+2
+

𝑎2

2!

(𝑟0 + 1)(𝑟0 + 2)

𝑠𝑟0+3
+ ⋯ ) 

+𝑐1𝛤(𝑟1 + 1) + (
1

𝑠𝑟1 + 1
+ 𝑎 ⋅

𝑟1 + 1

𝑠𝑟1+2
+

𝑎2

2!

(𝑟1 + 1)(𝑟1 + 2)

𝑠𝑟1+3
+ ⋯ ). 

+ ⋯ 

This completes the proof. 

For 𝑓(𝑥) = 1, we have 

𝛺{𝑒𝑎𝑥} =
1

𝑠 − 𝑎
. 
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Theorem 5. Let the function 

 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

, 𝑟𝑘0
= 0, 𝑟𝑛 ∉ ℤ− 

 

be a differentiable function and the series are 

uniform convergence on an interval of the reals. 

Then, 

𝛺{𝑓′(𝑥)} = 𝑠𝛺{𝑓(𝑥)} − 𝑐𝑘0
, 

 

where, 𝑐𝑘0
 is the coefficient of the term 𝑥0 in the 

series. If, the function 𝑓 is a differentiable function 

of order 𝑛, we have 

𝛺{𝑓(𝑛)} = 𝑠𝑛𝛺{𝑓} − 𝑠𝑛−1𝑐𝑘0
− ⋯ − 𝑠𝑐𝑘𝑛−2

− 𝑐𝑘𝑛−1
 

 

where, 𝑐𝑘𝑚
 (𝑚 = 0, 𝑛 − 1) is the coefficient of the 

term in the series 𝑥𝑚. 

 

Proof: Consider a function 𝑓 in the form 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

, 𝑟𝑘0
= 0, 𝑟𝑛 ∉ ℤ−, 

then we have 

𝑓′(𝑥) = ∑ 𝑐𝑛𝑟𝑛𝑥𝑟𝑛−1

∞

𝑛=0

. 

Now, we apply the operator Ω: 

 

𝛺{𝑓′} = ∑
𝑐𝑛𝑟𝑛𝛤(𝑟𝑛)

𝑠𝑟𝑛

∞

𝑛=0

= 𝑠 (∑
𝑐𝑛𝛤(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

∞

𝑛=0

+
𝑐𝑘0

𝑠
−

𝑐𝑘0

𝑠
) = 𝑠 (𝛺{𝑓} −

𝑐𝑘0

𝑠
) 

=  𝑠𝛺{𝑓} − 𝑐𝑘0
. 

 

This completes the proof for first order 

derivative. If we apply the formula obtained for the 

first order derivative repeatedly for higher order 

derivatives, we have 

 

𝛺{𝑓(𝑛)} = 𝑠𝑛𝛺{𝑓} − 𝑠𝑛−1𝑐𝑘0
− ⋯ − 𝑠𝑐𝑘𝑛−2

− 𝑐𝑘𝑛−1
. 

 

Theorem 6. If the series (3) and (4) are convergent, 

then 

 
𝑑

𝑑𝑠
𝛺{𝑓(𝑥)}(𝑠) = 𝛺{−𝑥𝑓(𝑥)}(𝑠). 

 

Proof: If we take the derivative of Ω of 𝑓 in the 

form (4) with respect to 𝑠, we have 

 

𝑑

𝑑𝑠
𝛺{𝑓(𝑥)}(𝑠) = ∑ −𝑐𝑛(𝑟𝑛 + 1)

∞

𝑛=0

⋅ 𝛤(𝑟𝑛 + 1)𝑠−(𝑟𝑛+2) 

 

= ∑ −
𝑐𝑛𝛤(𝑟𝑛 + 2)

𝑠𝑟𝑛+2

∞

𝑛=0

 

= Ω {∑ −𝑐𝑛𝑥𝑟𝑛+1

∞

𝑛=0

} 

= Ω {(−𝑥) ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

} 

= 𝛺{−𝑥𝑓(𝑥)}. 

Similarly, we have the following for all the 

positive integers 𝑛 
𝑑𝑛𝑠

𝑑𝑠𝑛
𝛺{𝑓(𝑥)} = 𝛺{(−1)𝑛𝑥𝑛𝑓(𝑥)}. 

 

Theorem 7. If the series (3) are uniformly 

convergent and the integral 

∫ 𝑓(𝑢) 𝑑𝑢

𝑥

0

 

is convergent on an interval (0, 𝑅), 𝑅 > 0, we have 

𝛺 {∫ 𝑓(𝑢) 𝑑𝑢

𝑥

0

} =
1

𝑠
𝛺{𝑓(𝑥)}(𝑠). 

 

Proof. We write the series (3) as 
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𝑓(𝑢) = ∑ 𝑐𝑛𝑢𝑟𝑛

∞

𝑛=0

. 

∫ (∑ 𝑐𝑛𝑢𝑟𝑛

∞

𝑛=0

) 𝑑𝑢

𝑥

0

= ∑  

∞

𝑛=0

(𝑐𝑛 ∫ 𝑢𝑟𝑛 𝑑𝑢

𝑥

0

) = ∑  

∞

𝑛=0

𝑐𝑛 (
𝑢𝑟𝑛+1

𝑟𝑛 + 1
|

0

𝑥

) = ∑  

∞

𝑛=0

𝑐𝑛

𝑥𝑟𝑛+1

𝑟𝑛 + 1
. 

We apply the Ω transform: 

𝛺 {∫ 𝑓(𝑢) 𝑑𝑢

𝑥

0

} = ∑
𝑐𝑛𝛤(𝑟𝑛 + 2)

(𝑟𝑛 + 1)𝑠𝑟𝑛+2

∞

𝑛=0

= ∑
𝑐𝑛(𝑟𝑛 + 1)𝛤(𝑟𝑛 + 1)

(𝑟𝑛 + 1)𝑠𝑟𝑛+1𝑠

∞

𝑛=0

 

=
1

𝑠
∑

𝑐𝑛𝛤(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

∞

𝑛=0

=
1

𝑠
𝛺{𝑓(𝑥)}(𝑠). 

This completes the proof. 

 

Theorem 8. If the series (3) and (4) are uniformly 

convergent on intervals 𝐼 and 𝐽 respectively and the 

exponents 𝑟𝑛 in (3) are not 0, then we have 

 

𝛺 {
𝑓(𝑥)

𝑥
} (𝑠) = ∫ Ω{𝑓}(𝑢) 𝑑𝑢

∞

𝑠

. 

 

Proof: Since the following equality holds 

𝑓(𝑥)

𝑥
= ∑ 𝑐𝑛𝑥𝑟𝑛−1

∞

𝑛=0

 

Then we can write 

𝛺 {
𝑓(𝑥)

𝑥
} = ∑

𝑐𝑛𝛤(𝑟𝑛)

𝑠𝑟𝑛

∞

𝑛=0

. 

 

If we both multiply and divide the series by 𝑟𝑛, we 

have 

 

𝛺 {
𝑓(𝑥)

𝑥
} = ∑

𝑐𝑛𝛤(𝑟𝑛)𝑟𝑛

𝑠𝑟𝑛𝑟𝑛

∞

𝑛=0

= ∑
𝑐𝑛𝛤(𝑟𝑛 + 1)

𝑠𝑟𝑛𝑟𝑛

∞

𝑛=0

= ∑ 𝑐𝑛Γ(𝑟𝑛 + 1) ∫
𝑑𝑢

𝑢𝑟𝑛+1

∞

𝑠

∞

𝑛=0

= ∫ ∑
𝑐𝑛Γ(𝑟𝑛 + 1)

𝑢𝑟𝑛+1

∞

𝑛=0

𝑑𝑢

∞

𝑠

= ∫ Ω{𝑓}(𝑢)𝑑𝑢

∞

𝑠

. 

 

Theorem 9 (Convolution). If 𝑓 and 𝑔 are 

functions given in the form of series (3), and those 

series both uniforms converge on an interval 
(0, 𝑅), 𝑅 > 0, then the equality holds 

 

𝛺{(𝑓 ∗ 𝑔)(𝑥)} = 𝛺{𝑓(𝑥)} ⋅ 𝛺{𝑔(𝑥)} 

 

where 

𝑓(𝑥) = ∑ 𝑐𝑛𝑥𝑟𝑛

∞

𝑛=0

, 𝑔(𝑥) = ∑ 𝑑𝑚𝑥𝑞𝑚

∞

𝑚=0

 

and 

(𝑓 ∗ 𝑔)(𝑥) = ∫ 𝑓(𝑡) ⋅ 𝑔(𝑥 − 𝑡) 𝑑𝑡

𝑥

0

. 

 

The last integral is known as the 

convolution of the functions 𝑓 and 𝑔. 

 

Proof: First, we find the series expansion of the 

function 𝑓(𝑡) ⋅ 𝑔(𝑥 − 𝑡): 

 

𝑓(𝑡) ⋅ 𝑔(𝑥 − 𝑡) = (∑ 𝑐𝑛𝑡𝑟𝑛

∞

𝑛=0

)

⋅ ( ∑ 𝑑𝑚(𝑥 − 𝑡)𝑞𝑚

∞

𝑚=0

) 

= ∑  

∞

𝑛=0

∑ 𝑐𝑛𝑑𝑚𝑡𝑟𝑛(𝑥 − 𝑡)𝑞𝑚

∞

𝑚=0

. 

 

 

Second, we integrate this function on the 

interval [0, 𝑥]. By the uniform convergence, we 

have 
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(𝑓 ∗ 𝑔)(𝑥) = ∫ (∑  

∞

𝑛=0

∑ 𝑐𝑛𝑑𝑚𝑡𝑟𝑛(𝑥

∞

𝑚=0

𝑥

0

− 𝑡)𝑞𝑚) 𝑑𝑡 

= ∑  

∞

𝑛=0

∑  

∞

𝑚=0

𝑐𝑛𝑑𝑚 ∫ 𝑡𝑟𝑛(𝑥 − 𝑡)𝑞𝑚 𝑑𝑡

𝑥

0

. 

 

Third, by change of variable (𝑡 = 𝑥𝑢), we have  

 

(𝑓 ∗ 𝑔)(𝑥) = ∑  

∞

𝑛=0

∑  

∞

𝑚=0

𝑐𝑛𝑑𝑚 ∫ 𝑥𝑟𝑛𝑢𝑟𝑛(𝑥

1

0

− 𝑥𝑢)𝑞𝑚 𝑑𝑢 

= ∑  

∞

𝑛=0

∑ 𝑐𝑛𝑑𝑚𝑥𝑟𝑛+𝑞𝑚+1

∞

𝑚=0

∫ 𝑢𝑟𝑛(1 − 𝑢)𝑞𝑚 𝑑𝑢

1

0

 

= ∑  

∞

𝑛=0

∑ 𝑐𝑛𝑑𝑚𝑥𝑟𝑛+𝑞𝑚+1

∞

𝑚=0

𝛽(𝑟𝑛 + 1, 𝑞𝑚 + 1) 

= ∑  

∞

𝑛=0

∑  

∞

𝑚=0

𝑐𝑛𝑑𝑚𝑥𝑟𝑛+𝑞𝑚+1
𝛤(𝑟𝑛 + 1)𝛤(𝑞𝑚 + 1)

𝛤(𝑟𝑛 + 𝑞𝑚 + 2)
. 

 

 

Finally, we apply the operator Ω: 

 

Ω{(𝑓 ∗ 𝑔)} = 

∑  

∞

𝑛=0

∑  

∞

𝑚=0

𝑐𝑛𝑑𝑚

𝛤(𝑟𝑛 + 1)𝛤(𝑞𝑚 + 1)𝛤(𝑟𝑛 + 𝑞𝑚 + 2)

𝛤(𝑟𝑛 + 𝑞𝑚 + 2)𝑠𝑟𝑛+𝑞𝑚+2
 

= ∑  

∞

𝑛=0

∑  

∞

𝑚=0

𝑐𝑛𝛤(𝑟𝑛 + 1)

𝑠𝑟𝑛+1

𝑑𝑚𝛤(𝑞𝑚 + 1)

𝑠𝑞𝑚+1
 

= ∑  

∞

𝑛=0

𝑐𝑛𝛤(𝑟𝑛 + 1)

𝑠𝑟𝑛+1
∑  

∞

𝑚=0

𝑑𝑚𝛤(𝑞𝑚 + 1)

𝑠𝑞𝑚+1
 

𝛺{𝑓(𝑥)} ⋅ 𝛺{𝑔(𝑥)}, 
 

where 𝛽 is the beta function, see [8/10]. 

 

3. Application 

 

Example 1. Let's calculate the 𝛺 transform of the 

trigonometric function sin 𝑏𝑥 and cos 𝑏𝑥 , 𝑏 > 0 

by using the Taylor expansion: 

 

sin 𝑏𝑥 = ∑
(−1)𝑛𝑥2𝑛+1𝑏2𝑛+1

(2𝑛 + 1)!

∞

𝑛=0

. 

 

Apply the operator Ω to above series: 

 

 

𝛺{sin 𝑏𝑥} = ∑
(−1)𝑛𝑏2𝑛+1(2𝑛 + 1)!

(2𝑛 + 1)! 𝑠2𝑛+2

∞

𝑛=0

= ∑
(−1)𝑛𝑏2𝑛+1

𝑠2𝑛+2

∞

𝑛=0

=
𝑏

𝑠2 ∑(−1)𝑛 (
𝑏2

𝑠2)

𝑛
∞

𝑛=0

 

=
𝑏

𝑠2

1

1 +
𝑏2

𝑠2

=
𝑏

𝑠2 + 𝑏2
. 

 

Similarly, consider the following series and apply the same process: 

 

cos 𝑏𝑥 = ∑
(−1)𝑛𝑏2𝑛𝑥2𝑛

(2𝑛)!

∞

𝑛=0

 

𝛺{cos 𝑏𝑥} = ∑
(−1)𝑛𝑏2𝑛(2𝑛)!

(2𝑛)! 𝑠2𝑛+1

∞

𝑛=0

=
1

𝑠
∑

(−1)𝑛𝑏2𝑛

𝑠2𝑛

∞

𝑛=0

=
1

𝑠
∑(−1)𝑛 (

𝑏2

𝑠2)

𝑛
∞

𝑛=0

 

=
1

𝑠

1

1 +
𝑏2

𝑠2

=
𝑠

𝑠2 + 𝑏2
. 

 

We see that the images of cos and sin functions under Laplace transform and Ω transform are the same. 
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Example 2. Solve the first order equation 2𝑥𝑦′ =
−3𝑦 with the ; Ω transform. 

 

Solution: Apply the Ω transform of both sides of 

the equation: 

 

2𝛺{(−𝑥)𝑦′} = 3𝛺{𝑦}. 
 

By Theorem 6, we have 

 

2
𝑑

𝑑𝑠
[𝛺{𝑦′}] = 3𝛺{𝑦}. 

 

By Theorem 5, we have 

 

2
𝑑

𝑑𝑠
[𝑠𝛺{𝑦} − 𝑐𝑘0

] = 3𝛺{𝑦}. 

 

By derivative of multiplication, we have 

 

2𝛺{𝑦} + 2𝑠
𝑑𝛺{𝑦}

𝑑𝑠
= 3𝛺{𝑦} 

⇒ 2𝑠
𝑑𝛺{𝑦}

𝑑𝑠
= 𝛺{𝑦}. 

 

Now, we separate the variables: 

 
2 𝑑𝛺{𝑦}

𝛺{𝑦}
=

𝑑𝑠

𝑠
, 

then 

2 ln 𝛺{𝑦} = ln 𝑠 + 𝑐1. 
 

 

Apply the exponential function to both 

sides of equation and reorganize the constant: 

(𝛺{𝑦})2 = 𝑐2
2𝑠    (𝑐2 = 𝑒

𝑐1
2 ) 

⇒ 𝛺{𝑦} = 𝑐2√𝑠 

⇒ 𝛺{𝑦} =
𝑐2√𝑠Γ(−

1
2)

Γ(−
1
2

)
. 

By the definition of Ω, we find the solution: 

𝑦 =
𝑐

𝑥
3
2

    (𝑐 =
𝑐2

Γ(−
1
2

)
). 

The general solution of the equation is 𝑦 =
𝑐

𝑥
3
2

. Since the equation is separable, it could be 

solved even without Ω or Laplace transform. Now, 

we consider a second-order nonhomogeneous 

linear differential equation that cannot be solved by 

classical methods. Note that the analytical solution 

of the following equation cannot be obtained by 

classical methods. 

 

Example 4. Solve the equation 4𝑦′′ + 2𝑥y′ +
5𝑦 = 35𝑥−9∕2 with the transform Ω. Let's 

transform both sides of the equation by Ω. 

 

Ω{4𝑦′′ + 2𝑥y′ + 5𝑦} = Ω{35𝑥−9∕2}. 
 

By linearity and definition of Ω, we have 

 

4𝛺{𝑦′′} + 2𝛺{𝑥𝑦′} + 5𝛺{𝑦} = 35𝛤 (−
7

2
) 𝑠

7
2. 

 

By Theorem 5 and 6, we have 

 

 

4(𝑠2𝛺{𝑦} − 𝑠𝑐𝑘0
− 𝑐𝑘1

) − 2
𝑑

𝑑𝑠
𝛺{𝑦′} + 5𝛺{𝑦} =

35.16√𝜋

105
𝑠

7
2 

⇒ 4𝑠2𝛺{𝑦} − 4𝑠𝑐𝑘0
− 4𝑐𝑘1

− 2
𝑑

𝑑𝑠
(𝑠𝛺{𝑦} − 𝑐𝑘0

) + 5𝛺{𝑦} =
16√𝜋𝑠

7
2

3
 

⇒ 4𝑠2𝛺{𝑦} − 4𝑠𝑐𝑘0
− 4𝑐𝑘1

− 2𝛺{𝑦} − 2𝑠
𝑑

𝑑𝑠
𝛺{𝑦} + 5𝛺{𝑦} =

16√𝜋𝑠
7
2

3
 

⇒ −2𝑠
𝑑

𝑑𝑠
𝛺{𝑦} + (4𝑠2 + 3)𝛺{𝑦} =

16√𝜋𝑠
7
2

3
+ 4𝑠𝑐𝑘0

+ 4𝑐𝑘1
 

⇒
𝑑

𝑑𝑠
𝛺{𝑦} − (2𝑠 +

3

2𝑠
) 𝛺{𝑦} = −

8√𝜋𝑠
5
2

3
− 2𝑐𝑘0

−
2𝑐𝑘1

𝑠
. 

 

To solve this differential equation, we multiply each side by 𝑠−
3

2𝑒−𝑠2
 the integrating factor used for 

linear equations of order 1. To find a particular solution of the differential equation, we choose the coefficients 

𝑐𝑘0
= 𝑐𝑘1

= 0 of the terms 𝑥0 and 𝑥1. 
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𝑠
−3
2 𝑒−𝑠2 𝑑

𝑑𝑠
𝛺{𝑦} − 𝑠

−3
2 (2𝑠 +

3

2𝑠
) 𝑒−𝑠2

𝛺{𝑦} = −
8√𝜋𝑠𝑒−𝑠2

3
 

⇒ 𝛺{𝑦} = 𝑠
3
2𝑒𝑠2

∫ (−
8√𝜋𝑠𝑒−𝑠2

3
𝑑𝑠) = 𝑠

3
2𝑒𝑠2

(
4√𝜋

3
𝑒−𝑠2

+ 𝑐) =
4√𝜋𝑠

3
2

3
+ 𝑐𝑠

3
2𝑒𝑠2

 

 

We choose again 𝑐 = 0. Since 𝛺{𝑦} =
4√𝜋

3𝑠
−3

2⁄
, by the definition of the transform Ω, we have 

 

𝑦 = 𝑥−
5
2 

 

It is an analytical, particular, solution of the differential equation. The general solution of the equation 

can be obtained by classical methods of differential equations theory using that particular solution. 

Ω operator is an operator like Laplace. It has similar and different properties with the Laplace operator. 

Below is an Ω transform table for the operator like Laplace transform table. 

 

Table 1. 𝛺 Transform table 

𝑓(𝑥) Ω{𝑓} 
1 1

𝑠
 

𝑥𝑟𝑒𝑎𝑥 Γ(𝑟 + 1)

(𝑠 − 𝑎)𝑟+1
 

𝑒𝑎𝑥 sin 𝑏𝑥 𝑏

(𝑠 − 𝑎)2 + 𝑏2
 

𝑒𝑎𝑥 cos 𝑏𝑥 𝑠 − 𝑎

(𝑠 − 𝑎)2 + 𝑏2
 

(−1)𝑛𝑥𝑛𝑓(𝑥) 𝑑𝑛𝑠

𝑑𝑠𝑛
Ω{𝑓(𝑥)} 

sin 𝑏𝑥 𝑏

𝑠2 + 𝑏2
 

cos 𝑏𝑥 𝑠

𝑠2 + 𝑏2
 

𝑒𝑎𝑥 1

𝑠 − 𝑎
 

𝑓(𝑥)𝑒𝑎𝑥 𝛺{𝑓}(𝑠 − 𝑎) 

∫ 𝑓(𝑢) 𝑑𝑢

𝑥

0

 

1

𝑠
𝛺{𝑓(𝑥)}(𝑠) 

𝑓(𝑛) 𝑠𝑛𝛺{𝑓} − 𝑠𝑛−1𝑐𝑘0
− ⋯ − 𝑠𝑐𝑘𝑛−2

− 𝑐𝑘𝑛−1
 

𝑓(𝑥)

𝑥
 

 
∫ Ω{𝑓}(𝑢) 𝑑𝑢

∞

𝑠

 

𝛺{(𝑓 ∗ 𝑔)(𝑥)} 𝛺{𝑓(𝑥)} ⋅ 𝛺{𝑔(𝑥)} 
 

Now, we explain the similarities and differences between Laplace and Ω-Laplace operators. First, we 

give the similarities 

1. Both operators turn a differential equation into an algebraic equation. 

2. Both operators turn the functions like 𝑥𝑟 sin 𝑏𝑥 , cos 𝑏𝑥 into 
Γ(𝑟+1)

𝑠𝑟+1 ,
𝑏

𝑠2+𝑏2 ,
𝑠

𝑠2+𝑏2 respectively. 

3. Both operators have shifting property (see Theorem 4) 

4. Both operators have derivative property (see Theorem 6). 

5. Both operators have two integration properties (see Theorem 7 and 8). 

6. Both operators have convolution property (see Theorem 9). 

Second, we give a differences table 
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Table 2. Differences between Laplace and 𝛺-Laplace Transform 

Laplace transform Ω-Laplace transform 

can be applied exponential order functions 

integrable on [0, ∞) 

can be applied functions of the form 𝑓(𝑥) =
∑ 𝑐𝑛𝑥𝑟𝑛∞

𝑛=0  

can sometimes lead to difficult integrals to take the transformation of a function, it is 

enough to know that it transforms 𝑥𝑟 into 
Γ(𝑟+1)

𝑠𝑟+1  

can not be applied to functions of the form 

𝑥𝑟, (𝑟 < −1) 

can be applied to functions of the form 𝑥𝑟, 

(𝑟 < −1) 

to be applied to the derivative of a function, 

the function must be defined at 0 

to be applied to the derivative of a function, 

the function need not be defined at 0 

the derivative formula is 𝐿{𝑓′} = 𝑠𝐿{𝑓} −
𝑓(0) 

the derivative formula is 𝐿{𝑓′} = 𝑠𝐿{𝑓} −
𝑐𝑘0

 

to be applied to the 𝑛𝑡ℎ derivative of a 

function, the function and derivatives must 

be defined at 0 

to be applied to the 𝑛𝑡ℎ derivative of a 

function, the function and derivatives need 

not be defined at 0 

the higher derivative formula is 𝐿{𝑓(𝑛)} =

𝑠𝑛𝐿{𝑓} − 𝑠𝑛−1𝑓(0) − 𝑠𝑛−2𝑓′(0) − ⋯ −

𝑓(𝑛−1)(0) 

the higher derivative formula is 𝐿{𝑓(𝑛)} =

𝑠𝑛𝐿{𝑓} − 𝑠𝑛−1𝑐𝑘0
− 𝑠𝑛−2𝑐𝑘1

− ⋯ − 𝑐𝑘𝑛−1
 

can not solve all differential equations that Ω-

Laplace transform can solve 

can solve all differential equations that 

Laplace transform can solve, and it can also 

solve differential equations other than this 
 

4. Conclusion 

 

In this study, we introduced the Ω-Laplace 

transform, a significant generalization of the 

classical Laplace transform. The classical Laplace 

transform, while powerful in reducing complex 

differential equations to algebraic forms, faces 

limitations when applied to functions with terms 

like 𝑥𝑟 where 𝑟 < −1, as the integral involved 

becomes divergent. The Ω-Laplace transform 

overcomes this limitation by incorporating a series-

based approach, extending its applicability to a 

broader class of functions. Through several 

examples, we demonstrated that this new transform 

is capable of solving differential equations that 

were previously unsolvable with traditional 

methods. In addition, the similarities and 

differences between the Ω-Laplace and classical 

Laplace transforms were thoroughly analyzed, 

leading to the development of a comprehensive 

transformation table for Ω-Laplace. 

The practical utility of the Ω-Laplace 

transform lies in its ability to handle functions that 

arise in fields like quantum mechanics, where 

potential functions can take values outside the 

scope of the classical Laplace transform. By 

providing an alternative approach to solving 

complex differential equations, the Ω-Laplace 

transform opens new avenues for mathematical 

analysis in applied contexts. 

The introduction of the Ω-Laplace 

transform suggests several promising directions for 

future research. First, the exploration of further 

generalizations of this operator may yield even 

more versatile tools for solving a wider variety of 

differential equations. Additionally, applying the 

Ω-Laplace transform to higher-dimensional 

problems, such as partial differential equations in 

physics and engineering, could significantly 

enhance its practical applications. Moreover, 

studying the connections between Ω-Laplace and 

other integral transforms, such as the Mellin or 

Fourier transforms, might provide new insights and 

powerful hybrid techniques for advanced 

mathematical and physical models. 

Furthermore, implementing the Ω-Laplace 

transform in computational software could make it 

accessible to a broader audience of researchers in 

applied sciences. This work sets the foundation for 

a deeper exploration of series-based 

transformations and their potential to revolutionize 

the solution of intricate mathematical problems.  
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Abstract 

In this study, we consider the demand forecasting, facility location, and inventory 

management problems of an industrial textile manufacturer company in Türkiye. 

First, we begin with the demand forecasting problem for thirty-two different products 

and employ ABC analysis to categorise the products. Then we test multiple 

forecasting methods and find out that Exponential Smoothing and Croston's TSB 

methods perform better in our categories. Using the demand forecast results in the 

facility location problem, we search for a location in Europe for a warehouse. For the 

facility location problem, we use a mixed-integer nonlinear mathematical model to 

minimise the transportation cost, and warehouse rental cost. We solve the model by 

using GAMS Solver. Then, we handle the inventory management problem and 

determine the quantity of the products that are sent from the factory and the 

warehouse to the customer. We propose a genetic algorithm approach that generates 

reorder quantities and reorder points for both the factory and the warehouse to 

minimise the total logistics costs, including holding, ordering and stockout costs. We 

use simulation models to calculate the logistics costs then we use these costs as 

fitness values to choose the best reorder quantities and reorder points. The proposed 

approach offers improvement in demand forecasting, inventory management, and 

facility location problems and brings up a 26% reduction in total logistic costs. 
 

 
1. Introduction 

 

In this research, we considered an industrial textile 

manufacturer company which has a wide product 

range from yarn production and carpets to various 

kinds of fabrics. Approximately 20% of the 

company’s production capacity serves one main 

customer, which is an international furniture retailer. 

This furniture retailer provides a forty-eight-week 

order forecast to the company. However, only the first 

five weeks of this forecast represent actual orders, 

while the remaining forty-three weeks can be altered 

by the retailer at any time. This forecasting structure 

creates significant challenges for the company, as 

fluctuations such as changed or cancelled orders 

disrupt the production process. Consequently, the 

company experiences instability in both its 

 

*Corresponding author: ugur.satic@agu.edu.tr             Received: 13.09.2024, Accepted: 22.11.2024 

production planning and its inventory management, 

leading to inefficiencies and increased costs. The first 

stage of this research focuses on addressing the 

demand forecasting problem experienced in the 

supply process while dealing with orders from the 

furniture retailer. This stage employs a variety of 

forecasting techniques tailored to the specific needs 

of the company's product lines. Methods such as ABC 

analysis, Moving Average, Exponential Smoothing, 

Linear Regression, and Croston's TSB method are 

utilised to improve forecasting accuracy. The 

literature has highlighted the importance of these 

techniques in managing demand variability and 

enhancing production efficiency. For instance, 

Tadayonrad and Ndiaye [1] emphasise the importance  
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of accurate demand forecasting on the efficiency of 

the inventory management. Abolghasemi et al. [2] 

state that demand variability is a key challenge for 

supply chain management since it causes significant 

forecast errors, disruption in operations and additional 

costs. The authors investigate 843 real demand time 

series with different values of coefficient of variations 

which indicates the volatility in series. They 

emphasise the challenge of forecasting with this 

variability and offer a hybrid model to forecast 

demand. Song and Lu [3] also indicate that uncertain 

demand makes it difficult to match demand and 

supply and manage inventory without shortage. 

Moayedi and Sadeghian [4] present that demand 

uncertainty and changes in production processes 

affect supply chain management in a variety of 

aspects including environmental effects such as 

excess carbon emission. The authors consider 

demand, supplies, processing, transportation, 

shortage and capacity expansion costs as uncertain 

parameters and offer multi-objective stochastic 

programming for green supply chain management 

under uncertainty. 

 

 

Figure 1. Suggested Operational Flow of the Company's 

Supply Chain 

 

The second stage of this research addresses the 

facility location problem. The company requires a 

warehouse strategically located in Europe to respond 

more quickly and effectively to orders from the 

continent. Figure 1 represents the suggested system 

where some customers will be served from the plant 

and some customers will be served from the 

warehouse. The importance of strategic warehouse 

location is well-documented in the literature. Santosa 

and Kresna [5] explore the Single Stage Capacitated 

Warehouse Location Problem (SSCWLP) and 

emphasise the significance of optimising warehouse 

locations to reduce logistical costs and improve 

service levels. Szczepański et al. [6] also discuss the 

impact of optimal warehouse placement on 

transportation time and inventory management, 

noting that proper location selection can lead to 

substantial operational improvements and cost 

reductions. In this study, we use a mixed-integer 

nonlinear mathematical model (MINLP) to optimise 

the warehouse location, with the objective of 

minimising total costs, including transportation and 

warehouse rental costs. Due to the problem structure 

of the facility location problem, integer programming 

is extensively adopted in the literature as a solution 

methodology. Basciftci et al. [7] emphasise the 

significance of the determination of facility location 

for decision-dependent demand and offer MILP for 

the problem. Kchaou Boujelben et al. [8] also uses 

mixed integer linear programming for multi-period 

facility location problem. Aboolian et al. [9] handle 

both facility location and design optimisation in the 

context of competition with existing facilities. The 

authors incorporate the uncertainty of customer 

demands and different design strategies into the 

approach and offer a generalised facility location and 

design problem (GFLDP). They also utilise mixed 

integer nonlinear programming (MINLP) as a part of 

the solution methodology.  

Finally, the third stage of this study is to 

handle the inventory management problem and 

generate an effective stock management strategy that 

sorts out stock-related problems caused by 

disruptions in the order forecast. One of the 

significant factors influencing high service levels is 

the effective management of stocks. By effective 

stock control company can meet customer demand on 

time, minimise stockouts, and avoid excess inventory. 

However, due to the lack of reliable and consistent 

order forecasts the company is not able to manage 

their stocks effectively. The company need a robust 

stock management system to align its stock levels 

with actual demand and keep the service level high. 

In this study, we propose an approach based on 

genetic algorithm to generate optimal reorder 

quantities and reorder points for the products.  

Genetic algorithm (GA) is a stochastic search 

technique inspired by the natural selection theory of 

Charles Darwin. The advantages of GA, such as 

versatility, flexibility, simplicity, and capability to 

search effectively in large and poorly understood 

search space with little information, permit it to solve 

NP-hard optimisation problems across many 

disciplines [10]. GA offers robustness in navigating 

complex, nonlinear problem spaces with multiple 

constraints, making them particularly advantageous 

over traditional optimisation methods in inventory 

management [11]. 

The integration of genetic algorithms in 

inventory management has been extensively studied. 

Hernandez and Süer [12] suggested a GA approach to 

obtain the reorder quantity for an incapacitated, no 

shortages allowed, single item, single-level situation 

lot sizing problem by minimising the sum of holding  
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and ordering costs. Lo [10] considered a production-

inventory management model and suggested a GA 

approach to obtain reorder quantities and reorder 

points by minimising the average total cost. 

Pasandideh et al. [13] designed the multi-product, 

single-supplier inventory management problem as an 

economic order quantity model and proposed a GA 

approach which generates order quantities and order 

levels by minimising the total inventory cost of the 

supply chain. GA combined with the economic order 

quantity (EOQ) models, provides a robust solution for 

improving inventory management, ensuring that the 

company can maintain optimal stock levels while 

minimising costs. Babai et al. [11] demonstrates the 

effectiveness of genetic algorithms in minimising 

total logistics costs by optimising inventory levels and 

order intervals in a real-world case study. This 

approach is particularly relevant for handling 

complex, nonlinear inventory problems like those 

encountered by the textile manufacturer in this 

research. Mahjoob et al. [14] handled a multi-product 

multi-period inventory routing problem and used a 

modified adaptive genetic algorithm for the problem. 

The results present the efficiency of the proposed 

algorithm. Vidal et al. [15] also emphasise the 

importance of effective inventory management and 

propose a decision support system for effective 

inventory management. They adopt fuzzy MCDM 

methods to determine and rank SKUs according to 

importance. Then they develop a ML model which 

combines genetic algorithm (GA) and artificial neural 

network (ANN) to forecast demand for these SKUs. 

The forecast results indicate a significant 

enhancement in the accuracy of the demand forecast 

for SKUs compared to the previous forecast of the 

company. The proposed approach enhances both the 

responsiveness and the effectiveness of the company's 

decision-making process in inventory management. 

In conclusion, this study integrates advanced 

forecasting methods, strategic facility location 

modelling, and genetic algorithms in inventory 

management to improve the overall efficiency of the 

company's supply chain operations by improving the 

production planning of the company and reducing the 

inventory and transportation costs. 

 

2. Material and Method 

 

Our three-staged study requires different approaches 

in each stage. The first stage, the demand forecasting 

problem requires data analysis consisting of data 

cleaning and categorising the products with ABC 

analysis. Then different forecasting methods will be 

selected for each product class (e.g. A, B and C 

classes). In the second stage which is the facility 

location problem, a mixed integer nonlinear 

programming approach using GAMS will be used. In 

the third stage which is the inventory management 

problem, we will suggest a genetic algorithm 

approach. 

 

2.1. The Demand Forecasting Problem 

 

In this stage of the study, we handle the demand 

forecasting problem. We acquired sales data of 32 

products for the years between 2019-2023 from the 

sales and marketing department of the company. Given 

the significant impact of the COVID-19 pandemic on 

sales for the years between 2019-2021, the number of 

products sold before the pandemic was compared with 

the number of products sold after the pandemic. There 

were significant differences between the sales during 

the COVID-19 pandemic period and after the pandemic 

period. Thus, we removed the data of the COVID-19 

pandemic period from our data set and we only used the 

data from 2022 and 2023 in this research.  

Firstly, we investigated the demand type of the 

32 products with ABC analysis. ABC analysis is a 

critical component of inventory management, 

categorising inventory items into three categories (A, 

B, and C) based on their importance and frequency of 

demand. Alfawaer [16] uses ABC analysis for the 

design of a forecasting inventory classification model. 

We used it for the same purpose. We applied ABC 

analysis to categorize the products based on their order 

frequency. Firstly, we segmented the sales data into 

weekly intervals. Then we calculated the frequency of 

orders by recording the number of weeks in which the 

product was ordered. Then we calculated the relative 

percentages of order frequencies. We ranked the 

products in descending order according to their order 

frequency percentages. Then we calculated the 

cumulative values of these relative percentages. Based 

on the relative percentages, we classified the products 

into three categories: the products from 0% to 40% are 

categorised as A, the products from 41% to 80% are 

categorised as B, and the remaining products are 

categorised as C. Category A represents products with 

the highest order frequency, category B includes 

products with moderate order frequency, and category 

C consists of products with the lowest order frequency. 

This method allows for the systematic prioritization of 

inventory based on demand patterns. 

 Dutta et al. [17] suggest that the choice of 

forecasting method can be determined based on the 

categories determined by ABC classification. Fattah et 

al. [18] emphasise the importance of selecting 

appropriate forecasting methods based on demand 

categorization. They recommend the use of moving 

average and exponential smoothing for products with 
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stable demand patterns, highlighting their effectiveness 

in smoothing out fluctuations and capturing underlying 

trends. Similarly, Chau [19] advocates for the 

application of linear regression and exponential moving 

average, particularly in scenarios where demand trends 

are linear and consistent over time. These methods 

provide a robust foundation for forecasting in 

environments characterized by predictable and steady 

demand, ensuring accurate predictions and efficient 

inventory management. In contrast, for products with 

sporadic and intermittent demand, the use of methods 

such as Croston's TSB is strongly advocated by 

Rožanec et al. [20] who highlight their effectiveness in 

reducing forecasting errors and improving accuracy in 

industries where demand patterns are volatile.  

According to our ABC analysis, 8 products fall 

into category A, representing the highest priority items. 

12 products were categorised as category B. Although 

ABC classification does not indicate which forecasting 

method to use for each category, it guides the selection 

of forecasting techniques for each category according 

to the specifications and demand patterns of them. 

Categories of A and B are characterized by high and 

consistent demand, and we used moving average, 

exponential smoothing and linear regression methods 

as demand forecasting methods. The moving average 

method is a fundamental technique used to analyse time 

series data. It predicts the next data point in a time series 

by averaging the data over a given time interval. This 

method is particularly useful in smoothing out short-

term fluctuations and highlighting longer-term trends 

[21]. Exponential smoothing was utilised to respond to 

small trend changes, giving more weight to recent 

observations. This method is effective for time series 

without significant trends or seasonality, as it adapts 

quickly to short-term fluctuations, making recent data 

more relevant [18]. The exponential moving average 

method is a frequently used method in statistics and 

financial time series. This method tries to make a 

forecast by giving more weight to the latest data [22]. 

On the other hand, the linear regression method is 

implemented to identify the relationship between time 

and demand, aiming to improve trend forecasts. This 

method models demand changes over time, making it 

particularly effective for datasets with trends offering 

more accurate predictions of future demand based on 

historical data [20]. We used these methods for 10-

week demand forecasting for each product. Since the 

exponential smoothing method provided more reliable 

forecast results among these methods, we adopted this 

method for classes A and B. The remaining 12 products 

were categorised as category C by ABC classification. 

This category exhibits irregular and intermittent 

demand patterns, and we used Croston, Croston's TSB, 

bootstrap, and Syntetos-Boylan methods for this 

category. Croston’s method decomposes demand into 

two separate processes: the demand size and the 

interval between demand occurrences, making it 

particularly effective for slow-moving items where 

traditional methods struggle to provide accurate 

forecasts [23]. The bootstrap method which is a non-

parametric resampling technique estimates statistical 

measures and their variability without assuming a 

specific population distribution. It helps create robust 

forecasts and confidence intervals by resampling the 

original data multiple times [19]. On the other hand, the 

Syntetos-Boylan method refines Croston's method by 

incorporating a correction factor to reduce bias in 

forecasts [15]. It categorizes demand into intermittent, 

regular, and quiet periods, improving accuracy for low-

volume, sporadic demand. Among the methods for 

category C, Croston TSB and bootstrap methods 

provided more reliable predictions for irregular 

demand. The results are given in detail in section 3. 

 

2.2. The Facility Location Problem  

 

After the demand forecasting problem, we handled the 

facility location problem. Facility location decision is a 

strategic decision due to its high cost and long-term 

effects [16]. We adopted mixed integer nonlinear 

programming for the facility location problem in this 

study. In the literature, application of integer 

programming is extensively observed. Boujelben et. al. 

[8] used MILP for the facility location problem. They 

propose a two-phase solution approach. In the first 

phase, they evaluate the average distances and 

transportation costs from the distribution centres to 

customers using an exact clustering procedure based on 

a set-partitioning formulation. These evaluated costs 

are then used as input for the second phase, where the 

facility location problem is formulated as a mixed-

integer nonlinear program and solved with a state-of-

the-art commercial solver. On the other hand, Branco et 

al. [24] also utilised MINLP for the location of 

sugarcane mills. 

In this study, firstly we carried out the sales 

forecast of 32 products, then we continued our research 

with the facility location problem that the company 

faced since they want to respond to the orders from 

Europe more quickly and less costly. 12 possible 

warehouse locations were considered by the company. 

The suggested warehouse locations are shown in Table 

1. Only one warehouse can be opened. 
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Table 1. Possible Warehouse Location 

County City 

Poland Warsaw 

Bosnia and Herzengoniva Sarejevo 

Romania Bucharest 

Lithuania Vilnius 

Netherlands Amsterdam 

Italy Rome 

Macedonia Skopje 

Bulgaria Sofia 

Hungary Budapest 

Serbia Belgrade 

Germany Berlin 

Portugal Lisbon 

 

Products can be delivered to customers in two 

different ways which are from the factory or the 

warehouse. The company has five customers in Poland, 

and one customer each in Romania, Bosnia, Portugal, 

and Lithuania. The demands of the customers are 

different from each other. A mixed integer nonlinear 

approach was used for this problem to minimise the 

total cost which consists of the transportation costs for 

all alternative routes, the fixed costs of opening a 

warehouse, and the holding costs for safety stock. A 

Nomenclature table for this model is shown in Table 2. 

 

 

 

2.2.1. Objective function 

 

𝑀𝑖𝑛 𝑍 =  ∑ ∑ (𝑐𝑖,𝑘
𝑓𝑤 ∑ (𝑑𝑗,𝑘𝛽𝑖,𝑗)

𝐽
𝑗 )𝐾

𝑘
𝐼
𝑖 +

∑ ∑ (𝑐𝑗,𝑘
𝑓𝑐

𝑑𝑗,𝑘𝛼𝑗)𝐾
𝑘

𝐽
𝑗 +

∑ ∑ ∑ ((𝑐𝑖,𝑗,𝑘
𝑤𝑐 + ℎ𝑖)𝑑𝑗,𝑘𝛽𝑖,𝑗)𝐾

𝑘
𝐽
𝑗

𝐼
𝑖 +

∑ (𝛾𝑖𝑔𝑖)𝐼
𝑖 + ∑ ∑ ℎ𝑖𝑠𝐾

𝑘 √∑ 𝑔𝑖𝛽𝑖,𝑗𝜎𝑗,𝑘
2𝐽

𝑗
𝐼
𝑖   

(1) 

 
Equation (1) shows the objection function of 

this model. The objective function calculates the total 

cost by adding up the transportation costs (composed of 

factory to warehouse (∑ ∑ (𝑐𝑖,𝑘
𝑓𝑤 ∑ (𝑑𝑗,𝑘𝛽𝑖,𝑗)𝐽

𝑗 )𝐾
𝑘

𝐼
𝑖 ), 

factory to customer (∑ ∑ (𝑐𝑗,𝑘
𝑓𝑐

𝑑𝑗,𝑘𝛼𝑗)𝐾
𝑘

𝐽
𝑗 ) and 

warehouse to customer (∑ ∑ ∑ ((𝑐𝑖,𝑗,𝑘
𝑤𝑐 +𝐾

𝑘
𝐽
𝑗

𝐼
𝑖

ℎ𝑖)𝑑𝑗,𝑘𝛽𝑖,𝑗)) costs), the rent of a warehouse (∑ (𝛾𝑖𝑔𝑖)𝐼
𝑖 ), 

and the holding costs for safety stock 

(∑ ∑ ℎ𝑖𝑠𝐾
𝑘

𝐼
𝑖 √∑ 𝑔𝑖𝛽𝑖,𝑗𝜎𝑗,𝑘

2𝐽
𝑗 ). The purpose of the 

function is to minimise the total cost.  

The transportation costs are created from many 

parameters such as customs fees, the fee paid to the 

vehicles and the driver, and gasoline prices. 

Additionally, holding costs for only taken into account 

for the safety stocks. Holding costs amount is obtained 

from the company. 

 
Table 2. Nomenclature of the MINLP model 

Nomenclature Description 

I, J, K Set of warehouse locations i, set of customer j, set of products k 

𝑐𝑖,𝑘
𝑓𝑤

 Transportation cost of one unit k type product from the factory to warehouse i 

𝑐𝑗,𝑘
𝑓𝑐

 Transportation cost of one unit k type product from the factory to customer j 

𝑐𝑖,𝑗,𝑘
𝑤𝑐  Transportation cost of one unit k type product warehouse i to customer j 

ℎ𝑖 Holding cost at warehouse locations i 

𝑔𝑖 Rent cost of warehouse locations i 

𝑑j,k (Annual mean) demand of k type product at customer j 

𝜎𝑗,𝑘 Standard deviation of the demand of k type product at customer j 

𝑡𝑖
𝑓𝑤

 Transportation duration from the factory to warehouse i 

𝑡𝑖
𝑓𝑐

 Transportation duration from the factory to customer j 

𝑡𝑖,𝑗
𝑤𝑐 Transportation duration from warehouse i to customer j 

𝑝𝑘 Annual capacity of producing k type product 

𝑥𝑖 The capacity of the warehouse i 

𝑠 Desired level of safety factor 

𝑚 Threshold for the weighted lead time 

𝛼𝑗 1 if customer j is served by factory, 0 otherwise 

𝛽𝑖,𝑗 1 if customer j is served by warehouse i, 0 otherwise 

𝛾𝑖 1 if warehouse i is opened, 0 otherwise 
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2.2.2. Constraints 

 

∑ ∑ (𝑑𝑗,𝑘𝛽𝑖,𝑗)𝐽
𝑗

𝐼
𝑖 + ∑ (𝑑𝑗,𝑘𝛼𝑗)𝐽

𝑗 ≤ 𝑝𝑘 ,        ∀𝑘 ∈ 𝐾  (2) 

∑ ∑ (𝑑𝑗,𝑘𝛽𝑖,𝑗)
𝐽
𝑗

𝐾
𝑘 + ∑ 𝑠√∑ (𝜎𝑗,𝑘

2 𝑡𝑖
𝑓𝑤

𝛽𝑖,𝑗)
𝐽
𝑗

𝐾
𝑘 ≤ 𝛾𝑖𝑥𝑖, ∀𝑖 ∈ 𝐼  (3) 

∑ ∑ (𝑑𝑗,𝑘(∑ (𝑡𝑖,𝑗
𝑤𝑐𝛽𝑖,𝑗)𝐼

𝑖 + 𝑡𝑖
𝑓𝑐

𝛼𝑗))𝐾
𝑘

𝐽
𝑗 / ∑ ∑ 𝑑𝑗,𝑘

𝐾
𝑘

𝐽
𝑗 ≤ 𝑚  (4) 

𝛽𝑖,𝑗 ≤ 𝛾𝑖 ,                                        ∀𝑖 ∈ 𝐼 & ∀𝑗 ∈ 𝐽  (5) 

∑ 𝑠√∑ (𝜎𝑗,𝑘
2 𝑡𝑖

𝑓𝑤
𝛽𝑖,𝑗)

𝐽
𝑗

𝐾
𝑘 ≥ 0,                        ∀𝑖 ∈ 𝐼  (6) 

∑ (𝑑𝑗,𝑘𝛽𝑖,𝑗)
𝐽
𝑗  ≥ 0,                      ∀𝑖 ∈ 𝐼  & ∀𝑘 ∈ 𝐾  (7) 

𝛼𝑗 + ∑ 𝛽𝑖,𝑗
𝐼
𝑖 = 1,                                           ∀𝑗 ∈ 𝐽  (8) 

𝛼𝑗, 𝛽𝑖,𝑗, 𝛾𝑖 ∈ (1,0),                        ∀𝑖 ∈ 𝐼 & ∀𝑗 ∈ 𝐽  (9) 

 

Equation (2) ensures that the total amount of 

product that leaves the factory to the warehouse 

(∑ ∑ (𝑑𝑗,𝑘𝛽𝑖,𝑗)𝐽
𝑗

𝐼
𝑖 ) or directly to customers (∑ (𝑑𝑗,𝑘𝛼𝑗)𝐽

𝑗 ) 

cannot exceed the production capacity (𝑝𝑘) for each 

product type k. Equation (3) ensures that the total 

amount of product (∑ ∑ (𝑑𝑗,𝑘𝛽𝑖,𝑗)𝐽
𝑗

𝐾
𝑘 ) in the warehouse 

j including the safety stock (∑ 𝑠√∑ (𝜎𝑗,𝑘
2 𝑡𝑖

𝑓𝑤
𝛽𝑖,𝑗)

𝐽
𝑗

𝐾
𝑘 ) 

cannot exceed the capacity of the warehouse j (𝛾𝑖𝑥𝑖). 

Equation (4) ensures that the weighted average lead 

time (composed of the lead time from warehouse to 

customers (∑ (𝑡𝑖,𝑗
𝑤𝑐𝛽𝑖,𝑗)𝐼

𝑖 ), from factory to customers 

(𝑡𝑖
𝑓𝑐

𝛼𝑗) and a weighting function of demand (𝑑𝑗,𝑘)) is 

under the desired threshold (𝑚). Equation (5) ensures 

that a customer can only be served from an existing 

warehouse. Equation (6) ensures that the safety stock 

cannot be negative. Equation (7) ensures that the 

amount of product sent to the warehouse j cannot be 

negative. Equation (8) ensures that the customers 

cannot be served by the warehouse  

(𝛽𝑖,𝑗) and factory (𝛼𝑗) at the same time. Equation (9) 

represents that these variables are binary. 

 

2.3. The Inventory Management Problem 

 

In this stage of the study, we consider the inventory 

management problem of the warehouse. Since this 

problem includes the inventory management of a future 

warehouse, we assumed that the demand is uncertain. 

Thus, the weekly shipment quantities from 2021 to 

2023 have been examined and a probabilistic 

distribution of 32 products was found.  

This inventory management problem where the 

demand is stochastic is addressed using a genetic 

algorithm (GA) to optimise the reorder quantity (Q) and 

reorder point (R) for 32 products. EOQ equations of the 

reorder quantity (Q) (i.e., Equation (10)) and reorder 

point (R) (i.e., Equation (11)) are used to determine 

holding, ordering and penalty costs. 

 

𝑄𝑘 = √
2𝐷𝑘𝑂𝑘

ℎ𝑖
  (10) 

𝑅𝑘 = 𝐷𝑘𝐿 + 𝑆  (11) 

  

Here, 𝐷𝑘 is the demand of the product k which is a 

random variable. 𝑂𝑘 is ordering cost per order of 

product k. ℎ𝑖 is the holding cost of a single unit product 

in the selected warehouse. L is the lead time. S is the 

safety stock amount. 

GA is a class of optimisation algorithms 

inspired by the process of natural selection [23]. The 

GA was implemented using Python [25] and 

optimisation libraries such as SciPy for efficient 

computations [26]. The goal of the GA was the 

minimisation of the total costs (Equation (12)) which 

includes holding costs (Equation (13)), ordering costs 

(Equation (14)), and penalty costs. 

 

𝑀𝑖𝑛 (𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡) =  ℎ𝑜𝑙𝑑𝑖𝑛𝑔 𝑐𝑜𝑠𝑡𝑠 +  𝑜𝑟𝑑𝑒𝑟𝑖𝑛𝑔 𝑐𝑜𝑠𝑡𝑠 + 𝑝𝑒𝑛𝑎𝑙𝑡𝑦 𝑐𝑜𝑠𝑡𝑠  (12) 

ℎ𝑜𝑙𝑑𝑖𝑛𝑔 𝑐𝑜𝑠𝑡𝑠 =  𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑖𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 ∗  ℎ𝑖  (13) 

𝑜𝑟𝑑𝑒𝑟𝑖𝑛𝑔 𝑐𝑜𝑠𝑡𝑠 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟𝑠 𝑝𝑙𝑎𝑐𝑒𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 ∗ 𝑂𝑘  (14) 

 



U. Satıç, T. Tutkun, İ. N. Nergiz, R. Kaya / BEU Fen Bilimleri Dergisi 13 (4), 1260-1270, 2024 

1266 

The key steps of GA are as follows: 

initialisation and iteration. The initialization step 

consists of the generation of the first population by 

generation combination of random Q and R values, and 

evaluation of the fitness values of the first population. 

We used the total cost as the fitness value. The fitness 

values of each individual are calculated with a 

simulation process, where each individual is used in a 

scenario and based on its Q and R values the sum of the 

holding cost, penalty cost, and ordering cost are 

calculated.  

The iteration step of GA consists of elitist 

selection, crossover, mutation and evaluation. The 

elitist selection is the selection of some individuals with 

the highest fitness value from the population and 

transferring them to the next generation without any 

change. This approach guarantees that our next 

generation will be worse than its predecessor. The 

remaining population of the next generation is 

generated by the crossover phase. In this approach, two 

individuals are randomly selected from the current 

population which are called father and mother 

individuals. A new individual is generated by mixing 

genes (Q and R values) of the father and mother 

individuals. We used the one exchange point method 

where a random exchange point is decided. Then genes 

are transferred from the mother to the new individual 

till the exchange point and the remaining genes are 

transferred from the father after the exchange point. 

The mutation represents a random change in one gene. 

All individuals who are generated with the crossover 

phase may enter the mutation phase by random chance. 

In this phase, a random gene is selected, and its Q and 

R values are replaced with a random value. After that 

in the evaluation phase, the fitness values of the newly 

generated generation are calculated. The initialisation 

step only occurs once at the beginning of the algorithm 

then the iteration step repeats until the termination 

condition is met. 
 

3. Results and Discussion 
 

3.1. Results of the Demand Forecasting Problem 
 

We investigated the demand type of these 32 products 

with ABC analysis. The ABC analysis result is shown 

in Table 3. The analysis revealed that 8 products fell 

into category A, representing the highest priority items. 

12 products were categorised as category B. The 

remaining 12 products were categorised as category C. 

We assessed various forecasting methods such 

as moving average (3 and 6 periods), exponential 

smoothing, and linear regression methods for A and B 

class products, and Croston, Croston TSB, bootstrap 

and Syntetos-Boylan methods for C class products to 

determine the best fit for the product classes. 

Table 3. ABC Analysis Results 

Item # of week % Cumulative ABC Analysis 

A1 86 5.71% 5.71% A 

A2 85 5.64% 11.35% A 

A3 83 5.51% 16.85% A 

A4 74 4.91% 21.77% A 

A5 68 4.51% 26.28% A 

A6 67 4.45% 30.72% A 

A7 65 4.31% 35.04% A 

A8 63 4.18% 39.22% A 

B1 62 4.11% 43.33% B 

B2 61 4.05% 47.38% B 

B3 54 3.58% 50.96% B 

B4 52 3.45% 54.41% B 

B5 49 3.25% 57.66% B 

B6 48 3.19% 60.85% B 

B7 47 3.12% 63.97% B 

B8 44 2.92% 66.89% B 

B9 44 2.92% 69.81% B 

B10 44 2.92% 72.73% B 

B11 39 2.59% 75.32% B 

B12 39 2.59% 77.90% B 

C1 38 2.52% 80.42% C 

C2 35 2.32% 82.75% C 

C3 35 2.32% 85.07% C 

C4 35 2.32% 87.39% C 

C5 29 1.92% 89.32% C 

C6 28 1.86% 91.17% C 

C7 27 1.79% 92.97% C 

C8 24 1.59% 94.56% C 

C9 22 1.46% 96.02% C 

C10 22 1.46% 97.48% C 

C11 19 1.26% 98.74% C 

C12 19 1.26% 100.00% C 

 

Using the prediction results generated by these 

methods and the actual outcomes, we calculated the 

mean absolute percentage error (MAPE) values to 

compare the performance of the mentioned forecasting 

methods. MAPE is the average absolute percentage 

difference between the predicted values and the actual 

values. MAPE values are calculated as below:  

 
1

𝑛
∑ |

𝐴𝑡−𝐹𝑡

𝐴𝑡
| 𝑥100𝑛

𝑡=1   (13) 

 

Here, 𝐴𝑡 is the actual value at time t, 𝐹𝑡 is the 

predicted value at time t, and n is the number of 

observations. Low MAPE values mean that the 

prediction method is performing well, and its prediction 

is close to the actual values. High MAPE values mean 

that the prediction method performs poorly, and its 

prediction deviates from the actual values. 

 



U. Satıç, T. Tutkun, İ. N. Nergiz, R. Kaya / BEU Fen Bilimleri Dergisi 13 (4), 1260-1270, 2024 

1267 

Table 4. Comparison of MAPE Values on A and B Types 

Products 

Product 

Code* 

Moving 

Average 

3P 

Moving 

Average 

6P 

Exponential 

Smoothing 

Linear 

Regression 

A-1 0,34 0,55 0,27 1,09 

A-2 0,33 0,32 0,21 0,54 

A-3 0,57 1,24 0,61 0,83 

A-4 0,36 0,45 0,25 0,36 

A-5 2,42 2,15 1,85 3,43 

A-6 0,64 0,95 0,47 0,73 

A-7 0,78 0,90 0,59 0,58 

A-8 0,08 0,13 0,04 0,58 

B-1 0,58 1,03 0,49 1,81 

B-2 0,84 1,26 0,54 1,65 

B-3 0,10 0,08 0,07 0,73 

B-4 0,24 0,45 0,18 0,20 

B-5 0,31 0,39 0,21 0,39 

B-6 0,91 1,98 0,77 2,17 

B-7 0,12 0,15 0,08 0,11 

B-8 0,11 0,11 0,07 0,10 

B-9 0,35 0,51 0,26 0,49 

B-10 16,23 13,19 9,53 12,85 

B-11 0,42 0,56 0,29 0,78 

B-12 0,67 0,91 0,50 1,45 

*Product codes are replaced for anonymity 
 

Performance comparison of method that 

applied to A and B class products are shown in Table 4. 

According to Table 4, exponential smoothing generated 

the lowest MAPE values for most products except for 

one product where the moving average with 3 periods 

generated the lowest result and another product where 

linear regression periods generated the lowest result. 

Performance comparison of methods that applied to C 

class products are shown in Table 5. Croston's TSB 

method generated the lowest MAPE values for all 

products. Based on the results presented in the tables, 

we suggest that exponential smoothing should be used 

for demand forecasting of A and B class products and 

Croston's TSB method for C class products. 

 
Table 5. Comparison of Mape Values on C Type Products 

Product 

Code* 

Croston 

TSB 
Bootstrap Croston TSB 

C-1 0,13 0,42 0,72 0,46 

C-2 0,09 1,16 0,69 0,76 

C-3 0,11 1,56 0,77 0,72 

C-4 0,13 0,76 0,73 0,73 

C-5 0,12 0,70 0,80 0,43 

C-6 0,03 2,20 0,63 1,43 

C-7 0,10 0,73 0,72 0,65 

C-8 0,13 1,34 0,84 0,74 

C-9 0,06 1,19 0,76 0,53 

C-10 0,11 0,41 0,84 0,57 

C-11 0,11 4,00 0,84 1,52 

C-12 0,02 2,42 0,78 0,75 

*Product codes are replaced for anonymity 

3.2. Results of the Facility Location Problem 
 

The facility location problem described in Section 2.2 

is solved by a MINLP approach on GAMS solver in 

9.22 seconds on a laptop computer with an Intel i5-

1155G7 CPU with 2.50 GHz clock speed and 8 GB of 

RAM. 

Our MINLP model, identified Warsaw, Poland 

as the optimal warehouse location with €197,004.78 

profit where both absolute and relative gaps are at 0%. 

The model specified which customers are to be served 

directly by the factory and which are to be served via 

warehouses. The model also calculated the lead times 

from locations to customers which are shown in Table 

6. Additionally, the model calculated the annual 

quantities of products to be sent to the warehouse and 

customers which will be used as an input in the 

inventory management problem. 

Establishing a warehouse in Poland not only 

reduces logistics costs but also improves lead times and 

service levels for customers in European markets. A 

strategically placed facility can enhance operational 

efficiency and responsiveness, thus potentially 

improving the company’s competitive position within 

the industry. 

 
Table 6. Customer Served by locations 

From Factory From Warehouse 

Customer 

location 

Lead 

Time 

(hour) 

Customer 

location 

Lead 

Time 

(hour) 

Poland-City 1 73 Romania-City 1 12 

Poland-City 2 61 Poland-City 3 2 

Bosnia-City 1 39 Poland-City 4 3 

Portugal-City 1 104 Poland-City 5 3 

Lithuania-City 1 77   

*City names are replaced for anonymity 

 

3.3. Results of the Inventory Management Problem  

 

Multiple GA parameters are tested to find the best 

settings to minimise the total costs and it is observed 

that the minimum cost can be achieved with a 

population size of 100, a maximum generation number 

of 1000, an elitist rate of 0.1, the mutation rate of 0.4 

and the stopping criteria are either reaching the 

maximum number of generations or if the best solution 

remains unchanged for 50 generations.  

By implementing the genetic algorithm-based 

inventory management approach, the company has not 

only minimised holding and ordering costs but also 

enhanced stock availability, thus improving customer 

satisfaction. 
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3.4. Cost and Savings Analysis 

 

Finally, we compared the existing system with the 

suggested system where a warehouse is opened in 

Poland-Warsaw and the ideal stock quantity (Q) and 

reorder point (R) determined by GA.  

 The direct shipment costs in the existing 

system were compared in detail with the shipment 

costs in the optimised system, which uses a 

warehouse-based approach. This comparison 

examined all logistical components, including 

product costs, direct and warehouse shipment 

transportation costs, delay costs associated with 

shipment delays, warehouse rent, and operational 

expenses. In this comparison, we used recent cost 

elements, such as 2024 fuel prices, driver services, 

warehouse rent, and other operational expenses, 

allowing for a comparison between shipments made 

from the new warehouse location and those 

previously made directly from the factory. In this 

process, customer locations and order quantities were 

evaluated as critical factors for determining the 

optimal warehouse location. 

 Through the optimisation model and genetic 

algorithm, the ideal stock quantity (Q) and reorder 

point (R) for the designated warehouse location 

abroad were calculated based on historical data and 

cost analysis. These values help optimise stock costs 

while supporting an on-time delivery process that 

enhances customer satisfaction.  

 As a result of these comparisons, the 

suggested warehouse-based system was found to 

provide a 26% cost saving compared to the existing 

non-warehouse-based system. This outcome clearly 

demonstrates the cost advantages of the suggested 

system that uses optimisation methods such as 

MINLP and GA approaches. Our study offers a 

strategic solution that reduces logistics costs and 

enhances operational efficiency. 

 

3.5. Long Term Effects 

 

The suggested system in this research contributes to 

the company’s long-term strategic goals and long-

term benefits towards customer satisfaction and 

supply chain management. Our cost saving analysis 

shows that the suggested system promises a 

significant 26% cost reduction opportunity compared 

to the current system on the logistic costs involving 

storage and transportation costs. However, the cost 

reduction is not the only benefit of the suggested 

system. The system suggested warehouse with the 

optimal location and stock management strategy 

found by GA also promise reduction in delivery times 

that enhances customer satisfaction. The increased 

capacity to respond to customer demands more 

quickly and efficiently improve both customer loyalty 

and service quality. These long-term benefits will 

increase the firm’s competitive advantage and 

improve its position in the market. 

 

4. Conclusion and Suggestions 

 

This study addresses critical issues in the supply chain 

of a textile manufacturer company in Türkiye. 

Advanced forecasting techniques improved 

production planning and stock management accuracy. 

Methods like ABC analysis, Exponential Smoothing, 

and Croston's TSB method were used. 

A mathematical model for facility location 

and inventory management optimised the Poland 

warehouse, reduced logistics costs, and improved 

delivery times. Combining EOQ with Genetic 

Algorithms minimised inventory costs and ensured 

optimal stock levels. Overall, the study enhanced 

efficiency, reduced costs, improved customer 

satisfaction, and resulted in a 26% profit increase. 

Although the suggested system is designed 

for the considered textile company, its adaptability 

extends far beyond the textile sector and can be 

applied to other sectors or scenarios that involves 

supply chain and inventory management. For 

example, in the food and retail sectors, where 

consumption cycles and product lifespans are short, 

our suggested system may help to optimize the 

inventory levels and reduces waste. Especially in the 

electronics industry, where stock holding costs are 

high and demand chance quickly, our suggested 

system may lead significant cost savings. In the 

pharmaceutical and healthcare industries, our system 

helps to select optimal warehouse locations to ensures 

consistent availability of essential supplies. Through 

these diverse applications, our suggested system also 

increases the service levels and enhances the 

customer satisfaction. 

Future research should explore the integration 

of emerging technologies such as machine learning 

and artificial intelligence to further enhance demand 

forecasting and inventory management. Additionally, 

continued evaluation of warehouse operations and 

logistics strategies will be essential to maintain and 

improve the firm's competitive edge. 
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Abstract 

In addition to the immediate destruction caused by earthquakes, significant long-term 

issues arise, including health problems resulting from dust produced during building 

demolitions. This study aimed to analyze the perceptual effects of this dust on 

individuals. A survey was conducted to assess the extent of dust exposure among 

three groups: a) Demolition officers (DO), b) Environmental safety officers (SO), 

and c. Individuals present during demolition (IP). Participants provided demographic 

data and responded to 28 questions about their dust exposure levels. The SO group 

reported the highest impact from dust, both physiologically and psychologically, 

while the DO and IP groups were less affected. Health issues, particularly respiratory 

problems, were notably prevalent. The SO group demonstrated higher sensitivity to 

dust exposure and the need for protective equipment, highlighting the inadequacy of 

current protective measures. Our findings also revealed that DO and IP groups had 

insufficient knowledge about the health risks associated with dust exposure and 

displayed limited interest in using protective measures. Conversely, although the SO 

group, with higher education levels, demonstrated greater awareness, they also failed 

to adequately prioritize protective measures. Overall, the results emphasize the need 

for improved awareness and more effective protective practices for all individuals 

involved in demolition activities. 
 

 
1. Introduction 

 

Earthquakes are among the most devastating natural 

disasters, causing significant damage to the 

environment and affecting millions of people 

worldwide. They occur because of sudden 

movements in the earth's crust. They seriously affect 

not only human life but also settlements and 

infrastructures. Due to its location on active fault lines 

such as the North Anatolian Fault, East Anatolian 

Fault, and West Anatolian Fault, Türkiye frequently 

experiences catastrophic earthquakes [1]. Recent 

major earthquakes provide notable examples both in 

terms of destruction, demolition, and their scientific 

aspects. The 1999 Gölcük Earthquake, with a 

magnitude of 7.4 MW, and the 7.2 MW Düzce 

Earthquake are among the most devastating natural 

 

*Corresponding author: trastgeldi@harran.edu.tr             Received: 18.09.2024, Accepted: 27.11.2024 

disasters in modern Türkiye history [2]. These 

earthquakes deeply affected the Marmara Region, 

causing thousands of fatalities and significant damage 

to hundreds of thousands of buildings. The 7.2 MW 

Van Earthquake in 2011 resulted in hundreds of 

deaths and severe infrastructure losses in the Eastern 

Anatolia Region [3]. In one of the studies, it was 

stated that the Elazığ-Sivrice earthquake of 2020, 

with a magnitude of 6.8 MW, caused significant 

damage to or destruction of reinforced concrete 

buildings in the city center of Elazığ. It was 

particularly noted that buildings constructed before 

the year 2000 suffered more damage, raising concerns 

about the potential release of large amounts of toxic 

dust during debris removal activities [4]. In the same 

year, the 6.6 MW İzmir-Samos Earthquake [5] 

revealed that the collapsed and heavily damaged 
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buildings were generally over 30 years old and had 

inadequate design and structural details. This brings 

up the issue of debris and its consequences [6]. In our 

case on February 6, 2023, two major earthquakes 

centered in the Kahramanmaraş province of Türkiye 

occurred, the first was recorded at 04:17 with a 

magnitude of 7.8 Mw, and the second was recorded at 

13:27 with a magnitude of 7.6 Mw [7]. These 

earthquakes also caused severe destruction in the 

surrounding provinces, such as Hatay, Adıyaman, 

Gaziantep, Adana, Osmaniye, Kilis, Malatya, 

Şanlıurfa, Elazığ, and Diyarbakır which were affected 

to different levels depending on their distance from 

the earthquake epicenter [8]-[12]. The degree of 

building damage is shown in table 1. 

  
 

Table 1. The extent of destruction caused by earthquakes is categorized, showing the levels of damage to buildings and 

the amount of debris removed as of January 2024 [13]  

Province Demolished 

To be 

demolished 

urgently 

heavily 

damaged 

Moderately 

damaged 

Slightly 

damaged 

and 

undamaged 

Removed 

debris 

Adana 38 41 3.330 4.087 358.645 517 

Adıyaman 6.187 2.327 21.027 4.215 82.775 17.068 

Diyarbakır 44 59 5.491 2.783 183.712 4.120 

Elazığ 58 44 10.671 300 23.646 9.074 

Gaziantep 4.126 1.988 14.304 5.513 265.262 11.109 

Hatay 13.889 9.041 56.214 13.006 257.403 51.974 

Kahramanmaraş 7.490 4.436 35.721 6.040 181.459 29.326 

Kilis 457 151 1.926 488 32.335 1.769 

Malatya 5.651 1.841 36.369 2.520 119.157 27.979 

Osmaniye 702 531 9.167 1.074 122.840 8.009 

Şanlıurfa 719 732 8.351 2.818 324.921 7.244 

Total 39.361 21.191 202.571 43.344 1.952.155 168.189 

In addition to the immediate destructive 

effects of earthquakes, the safe demolition of 

damaged buildings is also of particular importance. 

After the completion of search and rescue operations 

after an earthquake, the removal of debris from 

collapsed buildings and the controlled demolition of 

severely damaged buildings require careful planning. 

During the demolition and debris removal operations, 

large amounts of dust and hazardous materials of 

different compositions, especially those originating 

from construction materials, carry the risk of being 

released into the atmosphere [14]. The possibility that 

respirable particles generated during building 

demolition and debris removal may contain toxic 

substances [15], heavy metals [16], and particulate 

matter (PM) can pose serious risks to both the 

environment and health [17]-[19]. This is a significant 

concern. 

The World Health Organization (WHO) has 

established strict limits for PM exposure. According 

to WHO guidelines, the daily limit of 50 μg/m³ for 

PM10 should not be exceeded more than three times 

per year, with an annual average limit of 20 μg/m³. 

For PM2.5, WHO sets a more rigorous annual limit of 

10 μg/m³ [20]. The presence of PM2.5 and PM10 in 

the atmosphere can be attributed to natural events like 

wildfires and dust storms [21], as well as 

anthropogenic sources such as the increasing number 

of vehicles, industrial activities, and other human 

activities [22]. Additionally, activities like building 

demolition and the disposal of demolition waste also 

contribute to PM emissions (Figure 1). 

 

 

Figure 1. Demolition of a building generating significant 

PM emissions, illustrating the environmental impact of 

demolition activities on air quality (Şanlıurfa 2024) 
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It is well established that respirable dust 

particles (particulate matter with a diameter of <10 

μm, PM10) also known as fine particles, have 

significant adverse effects on heart and lung health. 

Inhalation of these particles is strongly associated 

with an increased risk of cardiovascular and 

respiratory diseases. As the size of particles 

decreases, they are able to reach the smallest 

structures of the lungs, particularly the alveoli, where 

they can enter the bloodstream, thereby amplifying 

their harmful effects [23]-[26]. Inhalation of such dust 

has been linked to serious long-term health risks, 

including respiratory issues, cardiovascular diseases, 

and cancer [27]. It is stated that PM and other 

hazardous components emitted from damaged 

buildings, especially during earthquakes, can increase 

these health effects [28]. Elderly people, children, and 

people with chronic respiratory and cardiovascular 

diseases may be more sensitive to the adverse health 

effects of these toxic substances [29]. The demolition 

of buildings attracts the attention of people around, 

especially children (Figure 2). While the spectacle of 

collapsing structures can be fascinating, it’s critical to 

acknowledge the potential hazards associated with 

this process. For vulnerable groups like children, 

exposure is even more concerning, as their respiratory 

systems are still developing. Therefore, implementing 

stringent dust control measures and ensuring proper 

safety protocols are essential to mitigate these risks 

and protect public health during demolition activities. 

 

 

Figure 2. Children observing a building demolition, a 

source of PM pollution (Kahramanmaraş 2024) 

Within the scope of this study, a survey was 

conducted to examine the opinions and suggestions of 

demolition workers (DO), environmental safety 

officers (SO), and individuals in the demolition area 

(IP) who were exposed to dust during the demolition 

of damaged buildings, regarding being affected by 

dust, taking protective measures and measures related 

to demolition, and the perceptual responses of all 

individuals in this category were evaluated. 

The devastation caused by the earthquakes 

severely damaged infrastructure and affected local 

life, highlighting the urgent need to reconsider 

Türkiye strategies for coping with seismic risks. It 

also underscored the necessity of enhancing measures 

to protect air quality and public health during 

construction and demolition processes following 

earthquakes. 

Exposure to respirable PM and other 

hazardous substances after natural disasters plays a 

critical role in determining potential public health and 

environmental risks in future disasters. The survey 

aimed to evaluate public awareness regarding the 

health risks posed by dust and particles from 

collapsed buildings and the precautions that should be 

taken to mitigate these risks. The data obtained will 

guide the planning of preventive measures for similar 

disaster situations in the future and contribute to 

raising public awareness on this issue. Studies of this 

nature are important for protecting public health and 

minimizing environmental risks after disasters. This 

research conducted in such cities as Şanlıurfa, 

Adıyaman, and Kahramanmaraş is also considered an 

important step in this direction.2. Material and 
Method 
 

2.1. Study Area 

 

The survey was conducted during the demolition of 

severely damaged buildings that the Ministry of 

Environment, Urbanization, and Climate Change 

decided to demolish in the provinces of Şanlıurfa, 

Adıyaman, and Kahramanmaraş which were affected 

by the February 6 earthquakes (Figure 3). In selecting 

the demolition area for the survey, priority was given 

to buildings located in residential areas and densely 

populated neighborhoods to better assess the potential 

impact of the demolition dust on a larger number of 

nearby residents. 
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Figure 3. Showing the provinces affected by the Kahramanmaraş earthquakes on the map 

 

2.2. Target Group 

 

The survey targeted three groups: crane operators and 

other demolition workers at the demolition site (DO, 

27 individuals), security personnel who ensured 

environmental security (SO, 28 individuals), and 

individuals who were not on duty at the time of the 

demolition but were in the vicinity (IP, 55 

individuals). 

 
2.3. Survey Application 

 

Questions were designed to evaluate the perceptual 

effects of dust exposure during the demolition 

process on the target groups (DO, SO, and IP) in the 

region where the severely damaged buildings were 

demolished (Table 2). Participation in the survey 

was voluntary (Figure 4). 

 

 
Figure 4. Conducting a survey in the severely damaged 

building demolition area. 

2.4. Statistical Analysis 

 

The ages of the participants were reported as mean ± 

SD (minimum-maximum) for each group. The 

average duration of stay in the demolition area was 

analyzed using ANOVA from the parametric tests, 

and group comparisons were conducted with the 

Bonferroni method in the post-hoc tests. The working 

hours in the sector and the duty hours in demolition 

activities of the DO and SO groups were compared 

with the t-test. The non-parametric Wilcoxon-Mann-

Whitney U test was used to compare the responses 

given to the survey questions between the groups. The 

level of "p<0.05" was accepted as statistically 

significant. 
 

3. Results and Discussion 

 

The mean age of the participants in the survey was 

40.0±9.9 (24-60 years old) in the DO group, 34.5±5.6 

(25-43 years old) in the SO group, and 42.2±15.7 (18-

73 years old) in the SO group. The genders of the 

participants were determined as 26 ♂ (man) and 1 ♀ 

(woman) in the DO group, 25 ♂ and 3 ♀ in the SO 

group, and 29 ♂ and 26 ♀ in the CG group. The 

education levels of the individuals in the groups 

participating in the survey were divided into primary, 

secondary school, high school, and university and the 

distribution of the education levels of each group is 

given in Figure 5. 
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Figure 5. Distribution of education levels of individuals from the DO and SO groups and the IP group who were on duty 

during the demolition. 
 

The average values obtained from the data regarding 

the working hours in the business line and the 

demolition activities of the DO and SO groups of the 

survey participants are shown in Figures 6 and 7. 

 
Figure 6. Working time of the DO and SO group 

individuals working in demolition in their job branches. 
 

 
Figure 7. Working hours of the DO and SO group 

individuals working in the demolition activities. 

The average values of the data indicating the 

average daily duration of stay in the demolition area 

of all survey participants are shown in Figure 8. 
 

 
Figure 8. The average duration of stay in the destruction 

area of individuals in the DO, SO, and IP groups. 
 

Participants' responses to the question 

regarding the perceptual determination of dust 

exposure levels during demolition were determined as 

low, medium, and high, and the obtained data are 

presented in Figure 9. 
 

 
Figure 9. Proportional distribution of responses of survey 

participants showing the perceptual determination of dust 

exposure levels. 
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The responses given by the participants in the 

survey and the statistical analysis results of the 

differences between the groups are given in (Table 2). 

While preparing the table, only the “yes” responses of 

the participants were reflected, and all responses were 

used together in the statistical analyses. 

 
Table 2. Proportional evaluation of the responses to the questions asked to the participants in the survey between the 

groups 

Survey questions 

Percentage of those who 

answered “Yes” (%) 

DO SO IP 

Does the dust generated during the demolition of the building cause difficulties 

in doing your job? 
74,1 100,0 a* 89,1 

Do you have any health problems related to your respiratory system? 33,3 35,7 38,2 

Do you have any health problems due to the dust generated during the 

demolition of the building? 
48,1 78,6 a* 70,9 

Were the respiratory tract (nose, throat, etc.) affected by the dust generated 

during the demolition? 
77,8 100,0 a* 90,9 

Did you have a cough due to the dust generated during the demolition? 63,0 89,3 a* 80,0 

Did the dust generated during the demolition affect your eyes? 85,2 100,0a* 85,5c* 

Did you feel any difference in your skin due to the dust generated during the 

demolition? 
70,4 92,9 a* 58,2c* 

Did the building demolition affect your psychological state? 70,4 89,3 74,5 

Do you smoke? 74,1 39,3 a* 47,3b* 

Do you feel any difference in the level of dust affecting you if you smoke? 75,0 75,0 76,9 

Did you feel the need to reduce the amount of cigarettes you smoked during the 

demolition? 
70,5 83,0 80,8 

Do you have information about the content of the dust generated during the 

demolition of the building? 
3,7 57,1a** 23,6b* c* 

Have you been informed about the risks and safety measures related to 

exposure to dust during the demolition of damaged buildings? 
22,2 10,7 5,5b* 

Do you know what precautions should be taken during the demolition of a 

building? 
22,2 28,6 30,9 

Have you been provided with adequate equipment such as goggles or a filtered 

respiratory mask? 
14,8 10,7 3,6 

    

Do you take care to use the protective equipment provided to you during the 

demolition of a building? 
14,8 92,9a** 56,4b** c* 

Do you believe that the dust-related equipment provided to you is sufficiently 

protective? 
14,8 71,4a** 49,1b* 

Do you think the precautions taken during the demolition of damaged buildings 

are sufficient? 
22,2 0,0a* 12,7c* 

Have you provided any feedback to any official institutions regarding the 

precautions taken during the demolition of damaged buildings? 
18,5 17,9 27,3 

Have you made any observations that you think should be taken into 

consideration regarding the disposal of dust generated during the demolition of 

buildings? 

81,5 96,4 80,0 

Have you informed the official institutions about this observation? 7,4 21,4 30,9b* 
“a” shows the comparison between DO and SO, “b” shows the comparison between DO and ÇH, and “c” shows the 

comparison between SO and IP. “*” indicates p<0.05, “**” indicates p<0.001. 

 

The demolition of buildings that have been 

severely damaged in earthquakes involves work that 

requires the utmost attention in terms of 

environmental safety. During these works, every 

individual, from the individuals in the vicinity to the 

demolition workers and the security personnel who 

ensure environmental safety, is affected to varying 

degrees by the dust generated during the demolition 

process. There is always a risk that these effects will 

cause health problems for all those involved. This 
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research, conducted in such cities as Şanlıurfa, 

Adıyaman, and Kahramanmaraş is also considered an 

important step in this direction. Therefore, 

understanding the effects of dust exposure on 

individuals and developing appropriate solutions will 

help mitigate the potential problems that may arise in 

the future. It will also contribute significantly to the 

implementation of predictive and more conscious 

approaches when similar situations occur. In our 

study conducted for this purpose, questions were 

asked to group individuals who are likely to be 

exposed to dust during building demolitions and to 

obtain information about their status of being affected 

by this exposure and the level of precautions taken. It 

is reported that the dust generated during demolition 

can cause significant harm to human health for those 

living and working in places close to demolition 

activities, along with the relatively harmful properties 

of the dust content [30]-[31]. Our study found that the 

negative impact of the dust generated during the 

demolition of damaged buildings on work 

performance was significantly higher in the SO group 

compared to the DO group and higher than in the IP 

group. It was found to be particularly striking that the 

DO group was found to be least affected by the dust. 

We can assume that since these individuals perform 

their duties in the demolition vehicles, it is estimated 

that this may be a result of these individuals being 

accustomed to such working conditions (Figure 6). 

Although the work branches were different between 

the DO and SO groups, there was no significant 

difference in the duration of their involvement in 

demolition activities (Figure 7). This suggests that 

both groups experienced similar levels of exposure to 

the dust generated during demolition activities. 

However, the stronger reactions observed among the 

SO group, despite their comparable experience in 

demolition work, may be attributed to other factors, 

such as their higher level of education, which might 

have increased their awareness and sensitivity to dust 

exposure (Figure 5). 

While no significant difference was found 

between the groups when the individuals participating 

in our study were evaluated in terms of ongoing health 

problems related to the respiratory system in general, 

it was revealed that the effects of the respiratory 

system organs (nose and throat) due to the dust 

formed during the demolition occurred mostly in the 

SO group and were significantly lower in the DO 

group than in the SO group. In the IP group, it was 

determined that the level of this impact was close to 

that of the SO group. While a significantly higher rate 

of cough, eye, and skin problems was observed in all 

individuals in the SO group, these issues were found 

to be at a lower level in the DO group. In individuals 

in the IP group, these symptoms were observed at a 

higher level than in the DO group (Table 2). All these 

findings indicate that personnel involved in tasks 

related to environmental safety are in a more sensitive 

position in terms of dust exposure. It draws our 

attention that merely wearing a protective mask 

during SO's demolition duties may not be sufficient 

and that protective goggles or medications may be 

needed to protect the eyes from dust. We believe that 

this situation requires consultation with an 

ophthalmologist and that preventive measures should 

be arranged according to their recommendations. The 

same should be considered for skin sensitivity, and we 

believe that consulting a dermatologist and 

implementing additional protective measures for SO 

(such as protective creams, dust-impermeable 

clothing, etc.) would bring positive results. Another 

important aspect in terms of human health is human 

psychology. Disasters disrupt the flow of life and 

sometimes result in significant loss of life within the 

community. Among natural disasters, earthquakes, 

which have the most devastating impact, are 

considered the most traumatic events causing the 

greatest harm to society [32]-[33]. After the 

occurrence of two severe and destructive earthquakes, 

the beginning of the demolition process of damaged 

buildings causes new traumatic effects with new 

associations on individuals whose psychological state 

is already devastated. In our study, we observed that 

the psychological effects of building demolitions 

were at the highest level among individuals in the SO 

group in the demolition area. Although the 

psychological responses of individuals in the DO and 

IP groups were found to be at a lower level compared 

to the SO group, no significant difference was 

detected among the three groups (Table 2). This 

situation suggests that compared to the DO group, 

who had previously participated in similar activities 

due to their duties, the lesser familiarity of individuals 

in the SO group with the event may have been an 

important factor in them being more psychologically 

affected by the dramatically disturbing sight of 

building demolitions. Examination of the 

psychological effects of the post-earthquake 

destruction processes on these three separate groups 

will be of critical importance to increase the 

effectiveness of post-earthquake support programs. 

The more intense effects observed in the SO group 

indicate the need to provide psychosocial support to 

these individuals as a priority. At the same time, 

understanding the less obvious but potentially long-

term psychological effects in the DO and IP groups 

will contribute to the comprehensive planning of 

support strategies. Additionally, providing moral 
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support to individuals who are psychologically 

affected will play a significant role [34]. 

While both smoking and dust exposure can 

lead to clinically significant respiratory dysfunction 

[35], it is also known that smoking itself is a major 

problem in our society. The numerous harmful effects 

of smoking, along with the differences in levels of 

habit due to people's socioeconomic status, present a 

separate social problem. It is not surprising that the 

smoking rate is higher in the DO group due to their 

lower education levels and living standards compared 

to the SO group. However, it was observed that the 

responses of smokers regarding both the difference in 

the level of impact from dust and the need to reduce 

the amount of smoking during demolition were 

surprisingly similar across all three groups. It can be 

said that there are similarities in the behavior and 

characteristics of smokers. 

Individuals in the DO group stand out as 

having the least awareness regarding the content of 

the dust released during building demolition. It has 

been observed that the SO group has a significantly 

higher level of awareness on this subject compared to 

other groups. The knowledge of individuals in the IP 

group about the content of the dust released during 

demolition is also observed to be behind that of the 

SO group, similar to the DO group. This situation 

parallels individuals' education levels and suggests 

that individuals in the SO group might have consulted 

various sources due to curiosity sparked by their 

involvement in demolition activities. Although all 

three groups share the belief that dust exposure during 

demolition can lead to serious health problems in the 

future, this approach was found to be significantly 

higher in the SO group. All SO personnel were 

concerned that this exposure could lead to serious and 

permanent health problems for them in the future. 

Although the SO group appears more 

sensitive to the risks of exposure to dust during 

demolition, the level of awareness regarding the risks 

of dust exposure during the demolition of damaged 

buildings and related safety measures was quite low 

in all groups. A very small amount of individuals in 

the DO and SO groups received information on this 

matter, and this important issue has been seriously 

overlooked. Similarly, it was observed that 

individuals from all groups had low awareness of the 

precautions that should be taken during building 

demolition. Despite the low level of information 

among the public in the demolition area, they were 

more knowledgeable about the precautions to be 

taken during demolition compared to the DO and SO 

groups. We think this may be related to the public 

paying more attention to warnings given in visual and 

written media. Additionally, the lack of adequate 

information from institutions about the risks of dust 

exposure and safety measures significantly increases 

the risk of future health problems, especially in the 

DO and SO groups. 

The fact that a very small proportion of 

individuals, especially in the DO and SO groups, as 

well as in the IP group, were provided with equipment 

such as goggles or respiratory masks with filters 

shows that institutional support for protecting the 

health of individuals has been quite weak. It is 

noteworthy that only the individuals in the DO group 

were provided with goggles and masks with filters by 

their institutions, while a large proportion of the 

individuals in the SO group had to obtain this 

equipment on their own. Although the IP group 

individuals were not as active as the SO group, they 

showed more effort in acquiring and using this 

equipment on their own. The fact that demolition 

workers receive little support in terms of equipment 

and show weakness in acquiring and using protective 

equipment due to their own negligence lays the 

groundwork for the risk of many serious diseases, 

especially respiratory system diseases, due to dust 

exposure in the future. 

The DO personnel approached the protective 

equipment provided against dust, even if limited, with 

skepticism and did not have much faith in their 

protective effect. This situation might be related to the 

lower education level of the DO group because the 

belief in the adequacy of the protective effect of the 

equipment was quite high among the SO group, which 

had a higher level of education. In the IP group, 

positive and negative opinions on this matter were 

expressed equally. This could also be related to the 

education level in the IP group, similar to the DO 

group, since nearly half of the DO group had high 

school and university education, while the other half 

had only primary or secondary school education. It is 

not surprising that individuals with lower levels of 

education have a weaker approach to protective 

equipment against dust, as believing in the reliability 

of protective equipment requires a sufficient 

informational background.  

When the opinions of individuals consulted 

about the measures taken during demolition were 

considered, it was observed that there was significant 

distrust, especially within the SO group regarding 

these precautions. None of the participants in the SO 

group reported feedback indicating that the measures 

taken during demolition were sufficient, whereas 

there was a slight indication in the DO group that the 

measures could be sufficient. Individuals in the IP 

group provided low levels of feedback on the 

sufficiency of the measures taken during demolition. 
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In this situation, it is paradoxical that the feedback 

from individuals in all three groups to official 

authorities regarding the measures taken during 

demolition remained quite limited. Although the IP 

group showed slightly more sensitivity in this regard, 

the level of attempting to provide feedback to official 

authorities remained low. However, it was observed 

that individuals in all three groups had quite a few of 

their own unique ideas regarding the disposal of the 

dust. Despite having many observations in their 

minds about dust disposal, the rate of conveying these 

ideas to official authorities remained low in all 

groups, with the lowest being in the DO group. 

Notably, the performance of the SO personnel, 

particularly those with higher education levels, was 

also disappointingly low. This lack of feedback 

from the DO group is likely related to lower 

education levels, which may contribute to a lack 

of confidence in conveying their ideas to official 

authorities. 
 

4. Conclusion and Suggestions 

 

In conclusion, the education levels of individuals 

across the three categories had a significant impact on 

their physical and psychological responses to dust 

exposure from the demolition of damaged buildings, 

as well as their approaches and suggestions regarding 

protective measures. However, a general lack of 

confidence hindered their ability to effectively 

communicate their concerns and demands to official 

authorities.  

As a result of our study, even when filtered 

masks were provided to the DO group, their proper 

usage and adherence to guidelines regarding when to 

use the masks were insufficient. Therefore, protective 

equipment (filtered masks, protective goggles, dust-

proof clothing, gloves) should be provided and 

accompanied by training programs aimed at ensuring 

their effective use. These programs should cover the 

correct use, maintenance, and importance of the 

equipment. In addition, continuous monitoring of 

protective equipment usage in work areas is essential 

to enforce compliance and address any gaps in 

implementation. The protective equipment provided 

should not be generic but tailored to the specific needs 

of each worker through a personalized Personal 

Protective Equipment (PPE) plan. This plan should 

account for the worker's role, responsibilities, and 

working conditions, ensuring that the equipment is fit 

for purpose. Furthermore, the equipment should be 

designed to protect not only the workers but also the 

surrounding public, and a system should be 

established that enforces the mandatory use of this 

equipment. 
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Abstract 

Nowadays, plant extract-mediated biosynthesis of nanoparticles has gained 

prominence as a pivotal research domain. Silver nanoparticles are traditionally 

synthesized using highly toxic and ecologically hazardous chemical and physical 

methods. The emerging green synthesis approach offers more eco-friendly 

alternatives while reducing production costs. Hence, the present study opted for a 

nature-friendly green synthesis method to produce silver nanoparticles. Silver 

nanoparticles were characterized using UV-visible spectroscopy (UV-VIS), scanning 

electron microscopy (SEM), X-ray diffraction (XRD), and Fourier transform infrared 

spectroscopy (FT-IR). The reaction involved the treatment of AgNO3 (5 mM) with 

an aqueous extract of Karaerik grape leaf. Subsequently, the potentially toxic, 

genotoxic, and antioxidant effects of purchased chemically produced silver 

nanoparticles (AgNP(c)) and silver nanoparticles (AgNP(b)) that we synthesized using 

the green method were investigated on Drosophila melanogaster transheterozygous 

larvae. The study employed 72 ± 4 hour-old larvae bearing the recessive flr3 and mwh 

determinant genes on their third chromosomes. Exposure scenarios included 1 mM 

Ethyl methanesulfonate (EMS), AgNPs (1.25, 2.5, and 5 mg/mL), and EMS+ 

AgNPs. Interestingly, the EMS+ AgNPs combination reduced total oxidant status 

while increasing total antioxidant status significantly compared to EMS alone. To 

assess genotoxic effects, mutant trichomes resulting from genetic changes in the 

development of wing imaginal discs were examined. Furthermore, the AgNP 

synthesized through green synthesis demonstrated antioxidant properties and 

displayed no genotoxicity. In conclusion, the research highlights the promising 

potential of green-synthesized silver nanoparticles, which provide an eco-friendly 

and safe method for various applications. 
 

 

1. Introduction 

 

The main reason nano-sized structures attract 

attention is that they show functionality with their 

unique properties, different from their diverse 

volumetric dimensions and structures [1]. 

Medical-oriented nanoparticles are recognized for 

their ability to facilitate disease diagnosis and 

subsequently develop effective treatment 

methods. The fact that nanoparticles can be used 

in the medical field in this way provides benefits 

in many areas, such as gene therapies with 

 

* Corresponding author: daltun@erzincan.edu.tr        Received: 23.09.2024, Accepted: 20.11.2024 

nanospheres, earlier diagnosis and treatment of 

cancer, and targeted drug delivery [2]. Nanosilver 

is also widely used in biomedical fields such as 

infusion ports, contraceptive devices, 

endovascular stents, peritoneal dialysis devices, 

urological stents, endotracheal tubes, contact lens 

coatings, surgical and dental instruments, 

endoscopes, electrodes, subcutaneous cuffs [3]. 

Traditional methods for synthesizing 

nanoparticles often utilize highly toxic chemicals, 

resulting in harmful side effects during their 

application. Therefore, there is a need for an 
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alternative approach to reduce these hazardous 

consequences. Green synthesis ensures the 

production of safe and effective nanoparticles 

while also enabling affordable and non-toxic 

manufacturing processes [4]. Concerns regarding 

the genotoxic and cytotoxic effects of metal 

nanoparticles, utilized in various applications and 

synthesized through physical, chemical, and 

biological methods, are rising on. Research is 

being conducted on the applications of gold and 

silver nanoparticles, which are classified as metal 

nanoparticles [5]. It is also known that silver in 

nanoparticle form, which is antimicrobial, is used 

more frequently than other metals and has low 

toxicity in mammalian cells [6]. The advantages 

of the green synthesis method, which utilizes plant 

extracts, include the easy availability of plants, the 

absence of special conditions, the biocompatibility 

of waste produced, their suitability for large-scale 

production, and their low cost and environmental 

friendliness [7, 8]. A substantial portion of present 

nanotoxicology research relies on in vitro models 

that do not provide insights into the destiny of 

nanoparticles within host organisms, including 

aspects such as metabolism, accumulation, 

biodistribution, elimination, persistence, and more 

[9]. D. melanogaster is an ideal model organism 

for conducting mutation screens and assessing the 

biological activity of various chemical 

compounds, including nanoparticles [10, 11].  

In this context, we have used Vitis vinifera 

L. cv. Karaerik, a subspecies of the black grape 

cultivar known as Cimin grape, grown endemic in 

the Üzümlü district of Erzincan province, to 

determine the antioxidant and genotoxic effects of 

silver nanoparticles obtained from the leaves of 

Karaerik using the green synthesis method on D. 

melanogaster. The somatic mutation and 

recombination test (SMART), a fast and 

convenient method with many advantages, was 

used. 

 

2. Material and Method 

 

2.1. Strains of Drosophila  

 

In our experiments, two different Drosophila 

strains were used: multiple-wing hair males 

(mwh/mwh) and flare females (flr3/In(3LR)TM3, 

ri pp sep I(3)89Aabx34e). These strains were 

acquired from the repositories at Erzincan Binali 

Yıldırım University’s Basic Sciences Application 

and Research Center Laboratories. The multiple-

wing hair marker is located on chromosome 3, and 

its unique phenotype is multiple trichomes per cell 

when homozygous. The flare marker is recessive 

and also located on chromosome 3. This produces 

abnormal epidermal point-like hairs on the wing. 

The genetic symbols and descriptions have been 

detailed extensively in previous publications [12, 

13].  

 

2.2. Chemicals 

 

Ethyl methanesulfonate (EMS, 62-50-0) and silver 

nitrate (AgNO3, 7761-88-8) were obtained from 

Sigma Aldrich. Silver nanopowder (AgNP(c), 28-

48nm) was purchased from Nanografi company. 

 

2.3. Fresh on plant extract 

 

Karaerik grape leaf extract was chosen to 

synthesize silver nanoparticles (AgNPs) due to its 

cost-effectiveness, medicinal properties, and easy 

accessibility, making it a practical and 

advantageous option for the synthesis process.  

Fresh leaves of Vitis vinifera L. cv. 

Karaerik (Vitaceae) were collected from grape 

farms in Üzümlü, Erzincan, Turkey, in September 

2018. Dr. Ali Kandemir expertly performed the 

taxonomic identification of the plant species using 

"Flora of Turkey and the East Aegean Islands" 

[14- 16], and all plant specimens were 

subsequently deposited in the Herbarium of the 

Science and Art Faculty at Erzincan Binali 

Yıldırım University. The grape leaves were 

thoroughly washed to remove dust particles and 

then air-dried at room temperature for one week to 

eliminate residual moisture. To reduce silver ions 

(Ag+) to silver nanoparticles (Ag0), a grape leaf 

extract was prepared by placing 5 g of the washed 

and dried finely-cut leaves into 100 mL of sterile 

distilled water. This mixture was continually 

heated at 80°C at ambient temperature for 1 hour, 

with regular agitation. After approximately 10 

minutes of heating, the aqueous solution’s color 

transitioned from clear to light yellow. After being 

cooled to room temperature, the extract was 

filtered using Whatman No. 1 paper and 

centrifuged at 3500 rpm for 5 minutes to remove 

residues. The final extract was then stored at room 

temperature for future experiments. 

 

2.4. Green synthesis methods of silver 

nanoparticles 

 

A 1 mM aqueous AgNO3 solution was prepared 

with distilled water. Then, 10 mL of Karaerik 

grape leaf extract was added to a 90 mL solution 

with 1 mM AgNO3. The first indication of AgNP 
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synthesis is the visual color change in the reaction 

mixture. In this study, the initially colorless 

reaction mixture gradually turned brown. After 

reducing the AgNO3 solution to silver 

nanoparticles, the synthesized AgNPs were first 

centrifuged at 10.000 g for 10 minutes. After the 

centrifugation, it was lyophilized for 

characterization and experimental studies.  

 

2.5. Characterization of green synthesized 

silver nanoparticles 

 

UV-visible spectroscopy (PerkinElmer Lambda 

35) was used to scan spectra from 200-700 nm 

with 1 nm resolution to validate optical 

measurements. Structural and morphological 

characterization was performed using SEM (FEI-

Quanta FEG 450) with 120,000X magnification 

and 30 kV voltage. Elemental analysis via XRD 

(Panalytical Empyrean) determined the crystal 

structure and purity of AgNPs. FTIR spectra 

(Thermo Scientific Nicolet 6700) in the 400-4000 

cm⁻¹ range identified oxide forms and 

biomaterials on NP surfaces. 

 

2.6. Survival rate determination 

 

To determine the LD50 dose of AgNPs obtained by 

the green synthesis method (AgNP(b)) and 

commercially purchased in synthetic form 

(AgNP(c)), concentrations were determined 

according to the LD50 doses determined after 24 h 

applications at various concentration ranges. 

Adult individuals were obtained from third-instar 

transheterozygote larvae (72±4 h) treated with 

AgNPs to obtain an adequate number of flies for 

the antioxidant assay and SMART. The survival 

rate was determined by calculating the number of 

adult individuals per 100 larvae. Larvae were 

treated with EMS (1 mM), AgNP(b), and AgNP(c) 

(1.25, 2.5, and 5 mg/mL) separately and together. 

In the EMS + AgNP groups, only the highest 

concentrations of AgNP(b) and AgNP(c) were used. 

 

2.7. Antioxidant assay 

 

Total oxidant status (TOS) and total antioxidant 

status (TAS) were determined using photometric 

methods with commercial kits provided by Rel 

Assay (Rel Assay Kit Diagnostics, Turkey), 

developed by O. Erel [17]. To standardize these 

data, Trolox, a water-soluble version of vitamin E, 

was used as a TAS calibrator, while hydrogen 

peroxide was used as a TOS calibrator. The 

oxidative stress index (OSI) was determined as a 

percentage of the TOS level relative to the TAS 

level. 

 

2.8. Somatic mutation and recombination test 

 

The mwh virgin males and flr3 females of mutant 

strains were crossbred, and after 8 hours, the eggs 

were collected. Third-instar transheterozygote 

larvae (72 ± 4 h) obtained from these eggs were 

subjected to chronic treatment with 1.25, 2.5, and 

5 mg/mL AgNPs. For the SMART, the eggs were 

nourished with Drosophila Instant Medium 

(Carolina Biological Supply Company, 

Burlington, NC, USA), which was prepared by 

dissolving 1.5 g of powder in 7 mL of water, and 

AgNP was incorporated into this medium at the 

specified final concentrations. Distilled water was 

utilized for the negative control; ethyl 

methanesulfonate (1 mM) served as a positive 

control. EMS is an alkylating chemical that may 

cause point mutations, small deletions, and 

chromosomal breaks; it also has recombinogenic 

activity [18, 19]. All treatments were repeated 

three times. These treatment flasks were 

maintained at 25 ± 1°C and a relative humidity of 

approximately 65% until the adult subjects 

hatched. Following the treatment phase, newly 

emerged adults were collected and preserved in 

70% ethanol. Their wings were removed, mounted 

on glass slides, and fixed with Faure’s solution (30 

g acacia gum, 20 mL glycerol, 50 g chloral 

hydrate, and 50 mL water). The slides were then 

examined under a light microscope at 400X 

magnification. 

 

2.9. Data analysis 

 

The results were reported as mean values along 

with their standard errors (SE) or percentages, 

where appropriate. Duncan’s one-way range test 

was used to determine the statistical significance 

of the data. The data was analyzed using SPSS 

software (version 24 for WindowsTM). The 

genotoxic potential in the Somatic Mutation and 

Recombination test was assessed by comparing 

the spot frequency (small single, large single, and 

twin spots) per fly in each treated group to that of 

the negative control. For the frequencies of spots 

per wing, a multiple-decision procedure is used to 

decide whether a result is positive, weakly 

positive, inconclusive, or negative. Statistical 

analysis was performed using a two-tailed χ² test 

for proportions (α = β = 0.05) following the 

method described by H. Frei, and F. E. Würgler 

[20]. 
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3. Results and Discussion 

 

3.1. Characterization of synthesized silver 

nanoparticles 

AgNP(b) characterization was performed using 

SEM equipped with EDX, XRD, UV-vis, and FT-

IR techniques. The UV-vis absorbance spectra of 

AgNP(b) are presented in Figure 1. 

 

 
Figure 1. UV-visible absorption spectrum of 

AgNP(b) 

For the experiment, a 1 cm quartz cuvette 

was utilized. The study identified the maximum 

peak for AgNP(b) at 320 nm (Figure 1). Aromatic 

compounds from Karaerik grape leaf extract 

probably cause the peak at 320 nm.  

The SEM images and the energy 

dispersive spectra of the AgNPs are shown in 

Figure 2. It is seen that AgNPs of different shapes 

were obtained in the case of various leaf extracts 

being used as reducing and capping agents. The 

extracts from V. vinifera gave rise to AgNPs that 

were mostly spherical and exhibited a 

polydisperse distribution. The size of the AgNPs 

ranged from 28.79 nm to 34.24 nm, with 

occasional instances of agglomeration being 

observed. This could be attributed to the quantity 

and nature of capping agents available in the 

various leaf extracts, as evidenced by the shifts 

and variations in the peak regions observed in the 

FTIR analysis. 

 

 

 

  

 

Figure 2. SEM and EDAX analysis of silver nanoparticles 
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Figure 3. FTIR spectra of AgNP(b) 

 

FTIR analysis to characterize the 

AgNPs obtained from plant extract is shown in 

Figure 3. These distinctive bands suggest the 

presence of structures within the extract, 

primarily including polysaccharides/sugars, 

phenolic compounds, and proteins, with a 

particular emphasis on flavonoids. 

Elemental analysis was conducted 

using energy-dispersive X-ray spectroscopy on 

the Panalytical, Empyrean. A powder X-ray 

diffraction (XRD) spectrum was used to 

identify the crystal shape and purity of 

AgNPs.The findings are depicted in Figure 4. 

No diffraction peaks associated with impurities 

were detected in the XRD patterns, indicating 

the product’s high purity. Furthermore, the 

sharp and narrow nature of these peaks 

signifies that the crystallization of AgNPs is 

well-defined.

 

 

Figure 4. XRD patterns of AgNP(b) 
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3.2. Survival rate determination 

 

The data from the experiments, which aimed to 

investigate the impact of AgNP application on 

the survival rate, are presented in Figure 5. The 

findings showed a reduced survival rate in 

larvae treated with 1.25, 2.5, and 5 mg/mL 

AgNP extracts compared to the control group. 

 

 

Figure 5. Percentage survival rates of AgNP(c) ve AgNP(b) in D. melanogaster 

 

3.3. Antioxidant assay 

 

The oxidative parameters total antioxidant 

status (TAS), total oxidant status (TOS), and 

oxidative stress index (OSI) were assessed in 

adult D. melanogaster to investigate the impact 

of AgNPs on transheterozygous larvae. All 

AgNP-treated groups showed higher TOS and 

lower TAS values when compared to the EMS 

group (Table 1). Results were statistically 

significant (p<0.05). In addition, a high OSI 

value (OSI=TOS/TAS) indicated adverse 

effects (Table 1). 

 

Table 1. Oxidative stress parameter data were measured in D. melanogaster groups treated with AgNP(c) and AgNP(b) 

Experimental groups 
TOS 

(μmol H2O2 Equiv. L−1) 

TAS 

(mmol Trolox Eqvui. L−1) 
OSI (AU) 

Control (%1 DMSO) 11.15±3.51a 1.24±0.07a 8.95±2.11a 

EMS (1 mM) 19.26±6.48b 0.07±0.01b 263.83±40.05b 

1.25 mg/mL AgNP(c) 11.08±4.12a 1.32±0.09c 8.33±3.42a 

1.25 mg/mL AgNP(b) 10.83±3.67c 1.41±0.10d 7.66±2.22c 

2.5 mg/mL AgNP(c) 9.28±1.16d 1.42±0.08d 6.49±1.54d 

2.5 mg/mL AgNP(b) 8.82±0.18d 1.50±0.02e 5.87±1.10e 

5 mg/mL AgNP(c) 7.75±0.21d, e 1.59±0.11f 4.84±0.23f 

5 mg/mL AgNP(b) 6.33±0.18f 1.67±0.07g 3.77±0.65g 

EMS+5 mg/mL AgNP(c) 13.14±2.15g 0.24±0.01h 54.29±7.17h 

EMS+5 mg/mL AgNP(b) 12.79±2.32g 0.29±0.02i 42.77±5.31i 
a- i: Letters in the same column indicate significant differences at the 0.05 level. 

3.4. Somatic mutation and recombination test 

 

It was compared whether AgNP(c) and AgNP(b) had 

any genotoxic effects on D. melanogaster wings 

with mwh/flr3 and mwh/TM3 genotypes at the 

determined doses. For this purpose, the results of 

AgNP(c) and AgNP(b) at different concentrations 

(1.25, 2.5, and 5 mg/mL) and the negative control 

group (distilled water) were statistically 

compared. From the data obtained, it was 

observed that the number of wing spots in the 

AgNP(c) and AgNP(b) application groups increased 
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in parallel with the increasing concentration 

compared to the negative control group (Table 2). 

When the results were analyzed statistically, the 

numerically observed increases were not 

significant and were evaluated as negative (-) 

(p>0.05). In addition, it was determined that 

AgNP(b) was not genotoxic, and the clone 

induction frequencies of AgNP(c) were higher than 

AgNP(b) at all concentrations. 

 
Table 2. Genotoxicity of the AgNP(c) ve AgNP(b) in the D. melanogaster wing spot test results obtained with mwh/flr3 

and mwh/TM3 wings 

Experimental groups (N
) 

Small single spots 

(1–2 cells) 

(m = 2) 

Large single spots 

(>2 cells) 

(m = 5) 

Twin spots 

(m = 5) 

Total mwh spots 

(m = 2) 

Total spots 

(m = 2) 

C

I

F 

 

No Fr. D 
N

o 
Fr. D No Fr. D 

N

o 
Fr. D No Fr. D 

 

m
w

h
/f

lr
3
 

Distilled 

water  
80 23 

(0.2

8) 
 3 (0.03)  2 

(0.0

3) 
 

2

2 
(0.27)  28 (0.35)  

1.

1

2 

EMS (1mM) 

80 188 (2.3

5) 

+ 1

1

0 

(1.37) + 26 (0.3

2) 

+ 1

9

0 

(2.37) + 324 (4.05) + 9.

7

2 

AgNP(c)  

(1.25 mg/mL) 80 27 
(0.3

3) 
- 2 (0.03) - 2 

(0.0

3) 
- 

2

5 
(0.31) - 31 (0.38) - 

1.

2

8 

AgNP(k)  

(2.5 mg/mL) 80 30 
(0.3

7) 
- 3 (0.03) - 1 

(0.0

1) 
- 

3

1 
(0.38) - 34 (0.42) - 

1.

5

8 

AgNP(c)  

(5 mg/mL) 80 35 
(0.4

3) 
- 5 (0.06) - 3 

(0.0

3) 
- 

3

7 
(0.46) - 43 (0.53) - 

1.

8

9 

AgNP(b)  

(1.25 mg/mL) 80 24 
(0.3

0) 
- 1 (0.01) - 0 

(0.0

0) 
- 

2

4 
(0.30) - 25 (0.31) - 

1.

2

2 

AgNP(c)  

(2.5 mg/mL) 80 26 
(0.3

2) 
- 1 (0.01) - 0 

(0.0

0) 
- 

2

6 
(0.32) - 27 (0.33) - 

1.

3

3 

AgNP(b)  

(5 mg/mL) 80 28 
(0.3

5) 
- 1 (0.01) - 1 

(0.0

1) 
- 

2

9 
(0.36) - 30 (0.37) - 

1.

4

8 

m
vh

/T
M

3
 

Distilled 

water 
80 18 

(0.2

2) 
 2 (0.03)  

* 

2

0 
(0.25)  20 (0.25)  1.02 

EMS (1mM) 

80 147 (1.8

3) 

+ 8

7 

(1.08) + 2

3

4 

(2.92) + 23

4 

(2.92) + 11.98 

AgNP(c)  

(1.25 mg/mL) 
80 26 

(0.3

2) 
- 3 (0.03) - 

2

9 
(0.36) - 29 (0.36) - 1.48 

AgNP(b)  

(2.5 mg/mL) 80 29 
(0.3

6) 
- 2 (0.03) - 

3

1 
(0.38) - 31 (0.38) - 1.58 

AgNP(c)  

(5 mg/mL) 
80 33 

(0.4

1) 
- 1 (0.01) - 

3

4 
(0.42) - 34 (0.42) - 1.74 

AgNP(b)  

(1.25 mg/mL) 
80 20 

(0.2

5) 
- 0 (0.00) - 

2

0 
(0.25) - 20 (0.25) - 1.02 

AgNP(c)  

(2.5 mg/mL) 80 23 
(0.2

8) 
- 0 (0.00) - 

2

3 
(0.28) - 23 (0.28) - 1.17 

AgNP(b)  

(5 mg/mL) 
80 25 

(0.3

1) 
- 0 (0.00) - 

2

5 
(0.31) - 25 (0.31) - 1.28 

N: Number of wings, No: number of clones, Fr.: frequency, D: statistical diagnosis according to Frei and Würgler (1985), CIF: Frequency of clone formation per 105 

cells, *: balancer chromosome TM3 does not carry the flr3 mutation.+: positive, -: negative, i: inconclusive, m: multiplication factor, probability levels α=β=0.05. 

 
The results of our study suggest that 

AgNPs exhibit antigenotoxic effects in a dose-

dependent manner, as evidenced by the oxidative 

stress parameters. Specifically, all AgNP-treated 

groups demonstrated higher TOS and lower TAS 

values than the EMS group, with statistically 

significant results (p<0.05). Our findings also 

indicate that biologically synthesized AgNPs 

produce more favorable results than chemically 

synthesized ones. This could be attributed to the 

fact that biologically synthesized AgNPs often 

exhibit better biocompatibility and reduced 

cytotoxicity, which might enhance their protective 

effects against genotoxicity. The presence of 

biomolecules in biologically synthesized AgNPs 

can enhance their stability and reduce potential 

adverse effects, leading to a more effective 

response in mitigating oxidative damage. This 

observation could be explained by the notion that 

low to moderate levels of oxidative stress may 
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induce adaptive responses in cells, leading to 

enhanced DNA repair mechanisms and increased 

antioxidant defenses. Therefore, while AgNPs 

increase oxidative stress markers, their presence 

may also stimulate cellular protective mechanisms 

that reduce the genotoxic impact compared to the 

control group. 

The biological pathway for synthesizing 

nanoparticles has now been shown to save energy 

and produce less harmful waste [21]. By applying 

green principles in chemistry to nanotechnology, 

it is anticipated that nanotechnological processes 

can produce new products using environmentally 

friendly materials [22]. Plant metabolites and 

plant extracts are used in such processes, including 

peptides or biological macromolecules such as 

proteins, nucleic acids, carbohydrates, and lipids 

[23]. One of the objectives of this research is to 

emphasize the need for alternative methods to 

minimize the use of hazardous procedures in NP 

synthesis. The biological synthesis technique is 

one of the most often used ways of producing 

silver nanoparticles. This method employs 

traditional chemistry processes to reduce or 

eliminate the use and production of hazardous 

substances, benefiting both the environment and 

the economy. Chemical methods for synthesizing 

AgNPs utilize reagents that are non-toxic and 

environmentally friendly [24]. The green 

synthesis method is a new way to produce AgNPs 

[25]. Sahin and Gubbuk [26] analyzed the silver 

nanoparticles synthesized using the green 

synthesis method, employing turmeric, ginger, 

cinnamon, and carob extracts with antioxidant 

properties. That demonstrated that the obtained 

AgNPs serve as effective reducing agents. When 

silver interacts with the aromatic compounds in 

the extracts, it generates AgNP(b). This eco-

friendly method not only minimizes the use of 

hazardous reagents but also showcases the 

potential to produce nanoparticles using 

sustainable materials [27]. Acay et al. [28] showed 

that AgNPs are effective against hospital 

pathogens by characterizing AgNPs produced by 

green synthesis from Vitis vinifera leaf extract by 

UV-vis spectrophotometer, SEM, EDX, FTIR, 

TGA-DTA, and XRD methods. According to 

Gnanajobitha et al. [29], fruit proteins and 

metabolites are integral to stabilizing silver ions 

throughout the synthesis of silver nanoparticles. 

Roy et al. [4] obtained spherical and crystalline 

AgNPs with an average size of 18-20 nm by green 

synthesis method using Vitis vinifera fruit extract 

in a study they conducted. It has been reported that 

these nanoparticles show effective antibacterial 

activity against B. subtilis and E. coli. 

Asaduzzaman et al. [30] investigated the effects of 

17 nm silver nanoparticles synthesized by the 

green synthesis method using the Bangladesh 

grape plant on shrimp and Ehrlich ascites 

carcinoma cells. They found that although it had a 

toxic effect on shrimps, it showed strong 

antibacterial and anticancer activity in E. ascites 

carcinoma cells. Silver nanoparticles induce 

cytotoxicity and genotoxicity in a size- and 

coating-dependent manner, with smaller particles 

causing greater toxicity and genotoxicity than 

larger ones. These studies suggest that smaller 

silver nanoparticles (≤20 nm) are generally more 

cytotoxic than larger ones due to their higher 

cellular uptake and bioavailability [31, 32].  

Drosophila melanogaster, employed as a 

living model organism, particularly in 

nanotoxicity, has recently been acknowledged as 

an appropriate organism for studying 

nanomaterial-induced toxicity [33]. Demir et al. 

[34] showed that when AgNPs were applied to 3rd 

instar larvae at concentrations that ranged from 0.1 

to 10 nm, small yet notable increases in the 

frequency of total spots were observed in their 

genotoxic analysis studies using the Drosophila 

wing spot assay. In the present study, which 

showed that silver nanoparticles can induce 

genotoxic activity in the wing spot assay, it was 

also determined that it contrasted with silver 

nitrate, where negative findings were obtained. 

Gorth et al. [35] evaluated silver nanoparticles by 

examining their size and assessing the toxicity of 

both nanoscale and microscale silver particles in 

Drosophila egg development. While the 

pupalization rates of Drosophila eggs exposed to 

the 20-30 nm AgNPs did not show a statistically 

significant decrease, it was determined that this 

rate decreased in eggs exposed to the 500-1200 nm 

AgNPs. At 10 ppm AgNP exposure, pupae 

exposed to only the 20-30 nm AgNPs can mature 

very significantly, while it has been reported that 

they mature at a lower rate in the 500-1200 nm and 

100 nm AgNP groups compared to the control. As 

a result, it has been noted that nanoscale AgNPs 

are less toxic to Drosophila eggs than micro-sized 

silver particles. In another in vivo study using the 

Somatic Mutation and Recombination Test 

(SMART), the genotoxicity of AgNPs on D. 

melanogaster was evaluated, with larvae exposed 

to 4.7 nm AgNPs at 25, 30, and 50 μg/mL and to 

42 nm AgNPs at 250, 500, and 1000 μg/mL. The 

study found that speckle formation, which 

indicates mutagenic and recombinogenic effects 

in the phenotype, remained unchanged at 
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spontaneous frequencies for all doses, but AgNPs 

of both sizes caused pigmentation defects and 

reduced locomotor activity in adult flies [36].  

 

4. Conclusion and Suggestions 

 

In the present study, the comparative genotoxic 

evaluation of AgNP(c) and AgNP(b) was conducted 

on third-instar larvae that were exposed to NPs, 

and AgNP(b) did not exhibit any significant 

genotoxic activity in the wing spot assay. This 

study employed a straightforward, rapid, 

environmentally friendly, and cost-effective 

approach to synthesize silver nanoparticles using 

Karaerik grape leaves. The nanoparticles were 

characterized using FTIR, XRD, UV-vis 

spectroscopy, SEM, and EDAX. These Ag 

nanoparticles exhibited robust preventative 

properties, making them a valuable asset as potent 

antioxidants when functionalized with V. vinifera. 

These studies suggest that biologically 

synthesized silver nanoparticles (AgNPs) 

generally exhibit better biological activity and 

lower toxicity to living cells than chemically 

synthesized AgNPs. Regarding these attributes, 

the synthesized nanoparticles hold considerable 

promise for diverse applications within the 

biomedical sector. Our findings indicate that silver 

nanoparticles have substantial potential for use in 

numerous industries, particularly in the food and 

pharmaceutical sectors. Further studies are needed 

to elucidate the precise molecular pathways 

involved in this protective response and to confirm 

the superiority of biologically synthesized AgNPs 

over their chemically synthesized counterparts. 
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Abstract 

Silver is considered an important asset in terms of economic indicators and a valuable 

investment asset in terms of the markets. Therefore, determining silver prices is 

critically important for both national economies and investors. However, the non-

stationary and non-linear nature of silver prices makes predicting price movements 

challenging. The methods used for predicting silver prices must be suitable for 

capturing these volatile and complex behavioral characteristics. The silver market 

can be influenced by other commodities and investment assets. Factors affecting 

silver prices, such as gold prices, Brent crude oil prices, the US Dollar index, the VIX 

index, and the S&P 500 index, can play a significant role. In this context, these 

variables have been used as inputs for predicting silver prices in the study. Three 

different models have been developed to predict the prices one, two, and three days 

ahead. These models have been predicted using four different machine learning 

methods: linear regression, support vector regression (SMOReg), k-nearest 

neighbors (k-NN), and random forest (RF). The results show that the random forest 

and k-NN methods exhibit the highest performance. The random forest achieves the 

highest accuracy in the first two models, while k-NN excels in the third model. Linear 

regression and SMOReg methods are less successful compared to the others. 

Consequently, it can be concluded that random forest and k-NN methods can be 

preferred for long-term predictions, and that these results may provide valuable 

insights, especially for investors and decision-makers. 

 

 
1. Introduction 

 

For many years, individuals have utilized precious 

metals as a means of saving and investing, thereby 

making them a crucial component of the global 

financial system. The financialization of commodities 

markets permitted investors to diversify their 

portfolios and resulted in a considerable increase in 

investments associated with precious metals [1]. In 

both developed and developing economies, financial 
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products employ precious metals as indispensable 

assets for industrial processes. Consequently, 

commodities play an important role in economic 

growth and development. Precious metals serve as a 

reliable source of stability during periods of political 

and economic uncertainty. Gold, silver, platinum, and 

palladium, in particular, are essential inputs in 

industrial production. This has led to a heightened 

interest among investors in these metals within the 

context of financial markets. 
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Silver is a precious metal of considerable 

importance to both the global financial system and the 

industrial production system. In addition to its status 

as an investment vehicle and a store of value, silver is 

employed as a precious metal in a number of other 

contexts, including industrial production, art, 

medicine, chemistry, and photography. In addition to 

its role as a store of value against economic 

uncertainty, inflation, and exchange rate fluctuations, 

silver provides portfolio diversification for investors 

and facilitates trading transactions due to its high 

liquidity. These features have made silver a valuable 

financial instrument for both individual and 

institutional investors [2]. 

Throughout history, the price of silver has 

been influenced by a variety of economic and social 

factors. Historically, medieval Europe relied heavily 

on silver, a precious metal, as an essential economic 

resource. The Industrial Revolution of the nineteenth 

century and the “Silver Break” of 1873 had a 

significant impact on the price of silver. In the 20th 

century, global political and economic developments 

rendered silver a valuable asset. During the “Silver 

Crisis” of 1980, extensive silver purchases led to 

regulations that artificially inflated prices, ultimately 

causing a rapid decline. This crisis revealed the 

effects of speculative bubbles and market 

manipulations, leading to tighter financial 

regulations. Subsequently, silver prices increased 

significantly due to factors such as economic 

uncertainties, inflation concerns, rising investment 

demand, increased industrial usage, and the impact of 

the 2008 global economic crisis. In recent years, 

global financial crises and the COVID-19 pandemic 

have impacted the value and price of silver. Figure 1 

also shows the historical fluctuations in silver prices. 

 

Figure 1. Silver prices (1970-2024)  

Source: tradingeconomics.com 

 

Because of these characteristics, market 

participants closely monitor silver prices. Predicting 

silver prices is crucial for trading decisions, portfolio 

management, industrial production planning, 

economic indicators, and the overall health of 

financial markets. The purpose of this study is to 

predict the price of silver using a variety of variables, 

including the US Dollar Index, VIX Index, S&P 500 

Index, Brent Crude Oil, and gold prices. The central 

research question is to identify the most effective 

machine learning method for predicting silver prices 

with the minimum prediction error. Previous studies 

in this field have employed a range of methods, 

including linear regression, support vector regression 

(SMOReg), random forest, and K-Nearest Neighbors 

(k-NN), for financial prediction. A review of the 

literature reveals a limited number of studies on the 

use of machine learning methods for predicting silver 

prices. It is expected that the techniques and variables 

utilized in this study will enhance and broaden the 

existing body of research. The structure of the 

subsequent sections is as follows: The second section 

provides a summary of relevant literature; the third 

section details the dataset and method explanations; 

the fourth section presents the experimental results; 

and the final section discusses the conclusions and 

implications. 

 

2. Literature Review 

 

In recent years, machine learning techniques have 

been extensively utilized in the field of financial 

prediction. The literature in this field is growing 

rapidly, with new studies contributing to a continually 

expanding body of knowledge. A significant number 

of studies have employed machine learning 

techniques to predict the prices of precious metals. 

However, it has been observed that the number of 

studies that predict silver prices with machine 

learning methods is limited. This section presents an 

overview of studies that predict silver prices and 

prices of other precious metals using machine 

learning methods, with a particular focus on studies 

conducted in recent years. 

Çelik and Başarır (2017) predict the prices of 

precious metals such as gold, silver, platinum, and 

palladium using artificial neural networks (ANN). 

They use five performance metrics to assess the 

accuracy of the predictions. The study analyzes five 

years of various financial data. The results show that 

the error rates in market predictions are at acceptable 

levels [3]. 

Goel et al. (2022) use machine learning 

methods to predict gold and silver prices in the Indian 

market. They conducted the analysis using CNN and 
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CNN-RNN hybrid models, utilizing data from 

January 2021 to August 2022. The results show that 

the RNN model is only successful in gold price 

prediction, while other models generally provide 

acceptable accuracy [4]. 

Üntez and İpek (2022) predict silver prices 

using LSTM and ARIMA deep learning methods. The 

results of the study reveal that the ARIMA method 

shows more realistic predicts [5]. 

Öndin and Küçükdeniz (2023) predict silver 

prices using Google Trends data and the Latent 

Dirichlet Allocation (LDA) method. They predict 

silver prices using random forests, gaussian 

processes, support vector machines, regression trees, 

and artificial neural networks. The regression tree 

method yields the most successful predict results [6]. 

Alparslan and Uçar (2023) use machine 

learning methods to examine gold and silver 

commodity price predictions for the COVID-19 

pandemic period. The performance of the models is 

evaluated using MAE, MAPE, and RMSE metrics. 

The findings show that the Long Short-Term Memory 

(LSTM) model provides more accurate predictions in 

the pre-COVID-19 period, while Support Vector 

Regression (SVR) provides the best predict results for 

gold and LSTM for silver in the COVID-19 period 

[7]. 

Wang et al. (2023) develop an innovative 

model to predict silver prices. This model includes 

conventional neural networks (CNNs), the self-

attention mechanism (SA), and the new gated unit 

(NGU). The results show that the CNN-SA-NGU 

model outperforms other models with a MAE of 

87.90, the explained variance score (EVS) of 0.97, the 

r-squared (R²) of 0.97, and a training time of 332.78 

seconds [8]. 

Gono et al. (2023) use the XGBoost machine 

learning method to predict silver prices. They develop 

two main models to predict silver price fluctuations. 

In the first model, it predicts that prices will fall on 

the first two days, rise on the third day, fall again on 

the fourth day, and rise on the fifth and sixth days. The 

first model performs best with a MAPE value of 

5.98% and a RMSE value of 1.6998. In the second 

model, it predicts that prices will fall on the first three 

days, then rise until the sixth day. The model’s RMSE 

value is 1.6967, and its MAPE value is 6.06%. The 

proposed models perform best when compared to 

other ensemble models such as CatBoost and random 

forest [9]. 

Gür (2024) evaluates the performance of a 

hybrid model consisting of CNN, LSTM, GRU, and a 

combination of these models for silver price 

prediction. The models are trained with historical 

silver price data, and their prediction accuracies are 

compared. The findings show that the CNN-LSTM-

GRU hybrid model produces more successful 

predictions [10]. 

Jin and Xu (2024) use 13 years of data to 

predict silver prices. In the study, models were 

developed using Gaussian process regression and 

Bayesian optimization techniques, and relatively 

high-level predictions were determined. For the silver 

price, RRSE was calculated as 0.2257%, RMSE as 

0.0515, MAE as 0.0389, and correlation coefficient as 

99.967% [11]. 

 

3. Material and Method 

 

Machine learning is a subfield of artificial intelligence 

that enables computers to learn and act in a manner 

analogous to humans, with the assistance of 

algorithms and data. One of the fundamental tenets of 

machine learning is to achieve enhanced performance 

by minimizing human involvement [12]. In this 

context, machine learning empowers computers to 

improve their performance and make informed 

judgments through data acquisition. The main goal is 

to create models using data to generate forecasts and 

predictions. Machine learning algorithms construct a 

model by studying data and generating predictions 

based on it. The problem’s specific attributes and data 

collection features inform algorithm selection and 

use. The field of machine learning has experienced 

significant advancements over time, particularly in 

the area of data interaction and modeling methods. 

From its earliest stages to its present state, machine 

learning has undergone a notable evolution, 

progressing from its basic forms to the more 

sophisticated deep learning techniques we observe 

today. These advancements have enabled the efficient 

application of machine learning across various fields. 

Machine learning provides an extensive array of 

applications in the financial industry, significantly 

contributing to the resolution of diverse financial 

issues. Machine learning methods are also extensively 

applied in the financial field. The analytical and 

predictive functionalities it offers in domains 

including credit scoring, algorithmic trading, 

portfolio management, and market predicting 

facilitate more effective and efficient financial 

decision-making [13]. 

Many algorithms have been developed for 

machine learning. Some of these algorithms are 

particularly suitable for financial predicting and have 

high performance, as reported in the literature. This 

study employed linear regression, support vector 

regression (SMOReg), random forest, and K-Nearest 

Neighbor (k-NN) methods commonly utilized in the 

literature to predict silver prices [14]. 
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Linear regression is a statistical method used 

to establish a relationship between a dependent 

variable and one or more independent variables. The 

purpose of linear regression is to find the best-fit line 

representing the linear relationship between the 

dependent variable and the independent variables 

[15]. 

In the simple linear regression algorithm, a 

single attribute is used to predict the response that 

emerges from this attribute. It is assumed that these 

two variables are linearly related. Therefore, a 

function is tried to be found that predicts the response 

value (y) as accurately as possible as a function of the 

attribute or independent variable (x) [16]. 

 

ℎ(𝑥𝑖) = 𝛽0 + 𝛽1𝑥𝑖 + 𝜀𝑖                                           (1) 

 

where, 

ℎ(𝑥𝑖) represents the predicted response value for the 

i th observation. 

𝛽0 is regression coefficient (intercept/constant) 

𝛽1 is regression coefficient (slope) 

𝜀𝑖, represents the error term. 

Support Vector Machines (SVM) are 

algorithms that can be used to solve both 

classification and regression problems [17]. SVM was 

proposed for solving classification problems in the 

study conducted by Cortes and Vapnik [18]. Smola 

and Scholkopf [19] and Shevade et al. [20] developed 

the Support Vector Regression method to address 

regression problems involving SMOs [21]. 

Regression analysis is a model that deals with the 

relationship between variables in the prediction 

problem. SMOreg addresses the chaotic and 

inefficient issues found in standard SMO and utilizes 

optimization guidelines for binary problems. By 

employing two threshold parameters, SMOreg 

operates more efficiently than the original SMO. The 

SMOreg algorithm further enhances the convergence 

value observed in SMO, thereby demonstrating 

improved efficiency and performance [22]. SMOreg 

uses structural risk minimization constraints as a 

model, which makes it a reliable way to predict 

regression and deal with small-sample data that is not 

linear. Consequently, SMOreg is capable of 

accurately predicting time series data [23]. 

The k-Nearest Neighbors (k-NN) algorithm is 

a method used for classification problems. When k-

NN classifies a new data point, it does so based on the 

labels of the k nearest neighbors in the existing dataset 

[24]. Additionally, regression problems commonly 

use it due to its low computational cost and ease of 

interpretation. In regression tasks, k-NN determines 

the predicted value of a new data point by calculating 

the average of the target values of the k nearest 

neighbors. This process involves calculating the 

distances between data points, selecting the k nearest 

neighbors, and averaging the target values of these 

neighbors. 

Random Forest (RF) is a machine learning 

technique that utilizes multiple decision trees and is 

employed in both regression and classification 

problems [25]. The Random Forest algorithm is a 

bagging-based machine learning method [26]. This 

algorithm constructs multiple decision trees to 

improve accuracy and stability by combining them. In 

Random Forest, each tree’s growth increases the 

degree of randomness in the model. Specifically, 

rather than searching for the best feature during node 

splits, the best feature is selected from a randomly 

chosen subset of features. This approach enhances 

model diversity, resulting in improved overall 

performance [27]. 

 

3.1. Evaluation Metrics 

 

Correlation Coefficient: The correlation coefficient is 

a statistical measure that quantifies the direction and 

strength of the relationship between a dependent 

variable and one or more independent variables. The 

correlation coefficient can assume a value between -1 

and 1. A correlation coefficient of -1 indicates an 

inverse relationship between the two variables; a 

correlation coefficient of 0 indicates the absence of a 

relationship between the two variables; and a 

correlation coefficient of 1 indicates a perfect 

relationship between the two variables [28]. 

Mean Absolute Error (MAE): Mean absolute 

error attempts to find out how far the predicted values 

are from the actual values. The formula for Mean 

Absolute Error (MAE) is: 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑃𝑖 − 𝐴𝑖|𝑛

𝑖                                          (2) 

 

where:  

n is the number of observations. 

P_i represents the actual values. 

A_i represents the predicted values. 

|𝑃𝑖 − 𝐴𝑖|  is the absolute error for each observation. 

In essence, MAE represents the average of the 

absolute differences between the actual and predicted 

values, thereby providing a measure of the degree to 

which the model’s predictions align with the actual 

data. 

Root Mean Square Error (RMSE): The root 

mean square error (RMSE) is a statistical measure that 

quantifies the discrepancy between the predicted and 

actual values. It provides a means of assessing the 

magnitude of the error in estimating the distance 
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between the two sets of values. The RMSE is 

calculated by taking the standard deviation of the 

prediction errors, thereby providing a measure of the 

spread of the prediction errors. 

The formula for Root Mean Square Error (RMSE) is: 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑃𝑖 − 𝐴𝑖)2𝑛

𝑖                                        (3) 

 

where: 

n is the number of observations. 

𝑃𝑖 represents the actual values. 

𝐴𝑖  represents the predicted values. 

(𝑃𝑖 − 𝐴𝑖)2 is the squared error for each observation. 

The RMSE is useful for assessing the accuracy of a 

model; it provides a measure of how much error is 

present in the predictions and tends to give more 

weight to larger errors due to the squaring step. 

Relative Absolute Error (RAE): The relative 

absolute error is calculated by taking the sum of the 

difference between the predicted and actual values 

and dividing it by the sum of the difference between 

the actual value and the mean of the actual values. 

The formula for Relative Absolute Error is: 

 

𝑅𝐴𝐸 =
1

𝑛
∑

∑ (𝑃𝑖−𝐴𝑖)𝑛
𝑖

∑ (𝑃𝑖−𝐴𝑚)𝑛
𝑖

𝑛
𝑖                                               (4) 

 

where: 

n is the number of observations. 

𝑃𝑖 is the actual value for observation i. 

𝐴𝑖 is the predicted value for observation i. 

𝐴𝑚 is total of actual values. 

RAE is a valuable tool for assessing the efficacy of a 

model by providing a benchmark against which its 

performance can be evaluated. It is particularly useful 

for comparing the added value of more complex 

models relative to a straightforward reference model. 

Root Relative Squared Error (RRSE): The 

Root Relative Squared Error (RRSE) formula is 

utilized to assess the efficacy of a predictive model, 

particularly in regression tasks. It entails a 

comparison between the error associated with a 

model’s predictions and the error associated with a 

baseline model that predicts the mean of the actual 

values. 

The formula for RRSE is: 
 

RRSE = √
1

𝑛
∑

∑ (𝑃𝑖𝑗−𝐴𝑖)2𝑛
𝑖

∑ (𝑃𝑖−𝐴𝑚)2𝑛
𝑖

𝑛
𝑖                                       (5) 

 

where: 

n is the number of observations.  

𝑃𝑖𝑗 is the predicted value of dataset 𝑗 for observation 

𝑖.  
𝐴𝑖 is the predicted value for observation i. 

𝐴𝑚 is total of actual values. 

 

The RRSE is a useful tool for evaluating the 

relative performance of a regression model in 

comparison to a basic model that solely predicts the 

mean of the actual values. By normalizing the squared 

error with respect to the error of the mean prediction, 

the RRSE provides a measure of improvement or 

deterioration in predictive performance. 

 

3.2. Data Set 

 

The data set of the study consists of daily price data 

for silver, US dollar index, VIX index, S&P 500 

index, Brent oil and gold between 02/01/2008-

28/06/2024. The variables included in the study’s 

daily closing prices include 4090 days of data. The 

dataset of the study is obtained from Yahoo Finance 

[29]. The open-source software WEKA, utilized in 

the field of data mining, has been selected for the 

analysis of the working data. The variables that are 

thought to affect silver prices and the studies in the 

literature on these variables are shown in Table-1. 

 
Table 1. Variables 

Variables Abbreviation Unit Variable Type Frequency References 

Silver XAG Ons/USD Output Daily  

USD Dollar Index DXY Index Input Daily [30] 

Volatility Index VIX Index Input Daily [31];[32]; [33];[34]; 

S&P 500 Index SPX Index Input Daily [30] 

Brent Oil XBR Barrel/USD Input Daily [35];[36]; [37];[38] 

Gold  XAU Ons/USD Input Daily [39];[40];[41]; [42];43 
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4. Results and Discussion 

 

In this section of the study, the historical prices of 

silver during the research period are presented. This 

section also includes descriptive statistics for the 

variables, a correlation matrix, and the study’s 

analysis results. 

 
Figure 2. Silver prices in the research period 

Source: created by the authors 

 

Figure 2 illustrates that after the 2008 global 

economic crisis, silver prices entered a distinct 

upward trend. During this period, the price of silver 

reached approximately 50 USD per ounce, marking a 

historical peak. In the following years, particularly 

until 2020, silver prices exhibited relatively low 

volatility. However, in 2020, with the increased 

perception of global risk caused by the COVID-19 

pandemic, there was a significant surge in silver 

demand, leading to a rise in silver prices. In 2021, 

prices remained elevated but showed some 

fluctuations. In 2022 and 2023, price variability 

continued due to economic recovery, monetary 

policies implemented by central banks, and other 

economic factors. In the first six months of 2024, 

silver prices fluctuated due to global economic 

developments, ranging from between 22 and 32 USD. 

 
Table 2. Descriptive statistics 

 DXY VIX SPX XBR XAU XAG 

Min. 71.33 9.14 676.53 19.33 713.30 8.79 

Max. 114.11 82.69 5487.03 146.08 2433.90 48.58 
Mean 90.30 19.99 2450.50 78.63 1439.60 20.86 

Std. 9.84 9.12 1193.38 24.97 340.24 6.27 

Obs. 4090 4090 4090 4090 4090 4090 

 

Table 2 presents the descriptive statistics of 

the variables. According to the descriptive statistics 

table, the highest volatility is observed in the VIX, 

with a standard deviation (9.12) significantly higher 

than its mean (19.99). The SPX shows significant 

fluctuation, with a wide range and a high standard 

deviation (1193.38).  

Correlation analysis is effectively used in 

machine learning-based modeling studies to identify 

input variables with high correlation in order to 

eliminate the problem of multicollinearity. A 

correlation coefficient greater than 0.8 indicates a 

significant relationship between the variables [44]. In 

this study, correlation analysis was conducted to 

examine whether there is a multicollinearity 

relationship among the variables. The analysis 

concluded that there are no barriers to including all 

selected input variables in the model. The results of 

the correlation analysis among the input variables are 

presented in Table 3. According to the findings, there 

is a strong positive relationship (0.7794) between 

DXY and SPX, indicating that the U.S. Dollar Index 

is in alignment with the S&P 500 Index. A moderately 

positive relationship (0.4443) is observed between 

DXY and XAU. 

 
 

Table 3. Correlation table for the variables 

 DXY VIX SPX XBR XAU XAG 

DXY 1     1 

VIX -0.1352 1    -0.1352 

SPX 0.7794 -0.2140 1   0.7794 

XBR -0.5106 -0.1390 -0.1687 1  -0.5106 

XAU 0.4443 -0.1383 0.7477 0.1537 1 0.4443 

 

 

The strong positive correlation (0.7477) 

between SPX and XAU suggests that these two 

variables generally move together. On the other hand, 

there is a negative relationship (-0.5106) between 

DXY and XBR, indicating that the U.S. Dollar Index 

moves in the opposite direction of Brent crude oil 

prices. 
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Table 4. Analysis results 

Linear Regression 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9210 0.9183 0.9167 

MAE 1.7980 1.8168 1.8312 

RMSE 2.5324 2.5734 2.5975 

RAE% 34.6658 35.0281 35.3059 

RRSE% 38.9844 39.6149 39.9858 

SMOReg 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9181 0.9151 0.9136 

MAE 1.7497 1.7671 1.7793 

RMSE 2.6594 2.702 2.7307 

RAE% 33.7345 34.0712 34.3061 

RRSE% 40.9398 41.5948 42.0372 

k-NN 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9954 0.9937 0.9926 

MAE 0.4192 0.4696 0.4713 

RMSE 0.6320 0.7316 0.7878 

RAE% 8.0816 9.0535 9.0873 

RRSE% 9.7298 11.2619 12.1281 

Random Forest 

Error Terms t+1 t+2 t+3 

Correlation Coefficient 0.9960 0.9941 0.9937 

MAE 0.3969 0.4458 0.4745 

RMSE 0.5877 0.7144 0.7342 

RAE% 7.6518 8.5953 9.1479 

RRSE% 9.0468 10.9971 11.3019 

 

In the current study, three distinct models 

have been developed to predict silver prices. As 

presented in Table 4, the first model is denoted as t+1, 

the second as t+2, and the third as t+3. The primary 

objective in constructing these models is to predict 

silver prices for one, two, and three days into the 

future. Each model uses the input variable values 

from day t, while the output variable-silver price-is 

represented by its value on days t+1, t+2, and t+3 for 

the first, second, and third models, respectively. The 

price predictions from these models are evaluated 

using four different machine learning algorithms. The 

use of multiple machine learning methods is intended 

to ensure the comparability and reliability of the 

results, facilitating the identification of the model that 

incorporates the most accurate method. The dataset is 

split into 80% training data and 20% test data. 

Predictions are made exclusively with the test data, 

and the models’ performance is assessed based on 

these results. Model comparison is conducted through 

the error terms derived from the test data, method 

producing the lowest error being deemed the most 

successful. 

Table 4 presents the prediction performance 

of four different machine learning methods 

individually: 

Linear Regression 
 

Correlation Coefficient: The correlation coefficient 

decreases slightly over time (0.9210→0.9167), 

indicating a gradual decline in the model’s predictive 

accuracy as time progresses. 

MAE and RMSE: Both MAE (1.7980→1.8312) and 

RMSE (2.5324→2.5975) show a slight increase over 

time. As errors increase, the model’s predictions 

become less precise.  

RAE and RRSE: Percentage errors also increase over 

time (RAE%34.66→%35.30, 

RRSE%38.98→%39.98), suggesting a decline in 

model performance over time. 
 

SMOReg 

 

Correlation Coefficient: Similar to linear regression, 

the correlation coefficient decreases over time 

(0.9181→0.9136). 

MAE and RMSE: Over time, there have been slight 

increases in MAE (1.7497 → 1.7793) and RMSE 

(2.6594→2.7307). Although errors remain relatively 

low, they increase over time. 

RAE and RRSE: Percentage errors increase over time 

(RAE %33.73→%34.31, RRSE %40.94→%42.04), 

indicating a decline in performance. 
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k-NN (k-Nearest Neighbors) 

 

Correlation Coefficient: The correlation coefficient 

remains very high compared to other models 

(0.9954→0.9926). Although there is a very slight 

decrease over time, the model’s accuracy remains 

quite stable. 

MAE and RMSE: MAE (0.4192→0.4713) and RMSE 

(0.6320→0.7878) show a slight increase over time, 

but the errors are very low compared to other models. 

RAE and RRSE: Percentage errors (RAE 

%8.08→%9.09, RRSE %9.73→%12.13) also 

increase over time but remain much lower than those 

of other models. 

 

Random Forest 

 

Correlation Coefficient: is very high 

(0.9960→0.9937), with a slight decrease over time, 

but the accuracy remains strong. 

MAE and RMSE: MAE (0.3969→0.4745) and RMSE 

(0.5877→0.7342) increase over time, however these 

values remain relatively low compared to other 

models. 

RAE and RRSE: Percentage errors (RAE % 7.65→% 

9.15, RRSE % 9.05→% 11.30) are low, with a 

moderate increase. 

k-NN and Random Forest exhibit the lowest 

error rates and highest correlation coefficients for t+1, 

t+2, and t+3 predictions. Although both models 

experience a minimal decrease in performance over 

time, they remain superior. In contrast, linear 

regression and SMOReg models show deteriorating 

performance and increasing errors over time, 

particularly in terms of MAE and RMSE. As time 

progresses (towards t+3), k-NN and Random Forest 

models provide better predictions, whereas linear 

regression and SMOReg models perform weaker. 

 

5. Conclusion and Suggestions 

 

In this study, silver prices are predicted using machine 

learning methods. In this context, four different 

machine learning algorithms commonly used in the 

literature are utilized. These algorithms are linear 

regression, support vector regression (SMOReg), k-

nearest neighbors (k-NN), and random forest. 

Through these four algorithms, the predictive 

capabilities and performance of the models over time 

are demonstrated. This allows for a comparative 

assessment of the methods’ performance in predicting 

silver prices. In general, Random Forest and k-NN (k-

Nearest Neighbors) algorithms, respectively, perform 

better compared to other methods. These models 

exhibit higher correlation coefficients and 

significantly lower error rates than the other models. 

Random Forest produces the most accurate 

predictions in the first two models, while k-NN shows 

the highest prediction accuracy in the third model. 

Over time, the performance decline in these models 

remains minimal, and their predictive accuracy 

remains generally high. The high correlation 

coefficients and low error rates indicate that these two 

algorithms provide long-term reliability and accuracy 

in predicting silver prices. Based on these findings, it 

is recommended that k-NN and Random Forest 

algorithms be preferred for long-term predictions, 

especially in financial analysis, risk management, and 

investment strategies. 

However, the linear regression and SMOReg 

models have shown a decline in performance over 

time. There has been a noticeable increase in 

correlation coefficients, MAE (mean absolute error), 

and RMSE (root mean square error) values. These 

increases indicate that these models’ prediction 

accuracy decreases over time, resulting in a reduction 

in their overall performance. This suggests that the 

results produced by the linear regression and 

SMOReg algorithms may be less effective for long-

term predicts. Therefore, it may be more appropriate 

to use these methods for shorter-term predictions or 

in periods of low volatility. Nevertheless, considering 

that SMOReg delivers acceptable results in certain 

cases in the short term, its performance could be 

improved through further model development and 

optimization. 

In future studies, incorporating additional 

variables that influence silver prices into the model 

has the potential to enhance prediction accuracy. 

Specifically, integrating external factors such as 

geopolitical events, central banks’ monetary policies, 

and macroeconomic indicators into the model could 

enrich the algorithms with more comprehensive 

datasets, leading to more consistent results. In 

addition, analyzing the interplay between these 

external factors and silver prices can provide deeper 

insights into market behavior and trends. 

Furthermore, exploring more advanced modeling 

techniques, such as deep learning, may yield superior 

outcomes compared to existing algorithms, thereby 

contributing to a more accurate predicting of financial 

markets. 

Finally, we recommend updating the modeled 

data more frequently and periodically testing the 

accuracy of the results to improve the algorithms’ 

applicability in real market conditions. This approach 

would enable the continuous optimization of the 

models, allowing them to better adapt to changing 

market dynamics. We anticipate that with more 

advanced parameter optimization techniques and 
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larger datasets, successful algorithms like k-NN and 

Random Forest could achieve even higher 

performance. Moreover, the creation of models with 

the capacity to adapt to real-time market fluctuations 

may serve to enhance their validity and effectiveness 

across a range of economic conditions. This would 

enable investors and analysts to make more informed 

decisions. 
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Abstract 

In this study, a SimCLR-based model is proposed for the classification of unlabeled 

brain tumor images in medical imaging using a self-supervised learning (SSL) 

technique. Additionally, the performances of different SSL techniques (Barlow 

Twins, NnCLR, and SimCLR) are analyzed to evaluate the performance of the 

proposed model. Three different datasets, consisting of pituitary, meningioma, and 

glioma brain tumors as well as non-tumor images, were used as the dataset. Out of a 

total of 7,671 images, 6,128 were used as unlabeled data, and the model was trained 

with both labeled and unlabeled data. The proposed model achieved high 

performance with unlabeled data, reducing the need for manual labeling. As a result, 

the model demonstrated superior performance compared to other models, with high 

performance values such as 99.35% c_acc and 96.31% p_acc. 
 

 
1. Introduction 

 

Deep learning has become a widely used method in 

image classification [1],[2],[3], segmentation 

[4],[5],[6], audio processing [7],[8],[9], object 

detection [10],[11], and natural language processing 

(NLP) [12],[13] tasks. Significant improvements have 

been achieved, especially in challenging areas such as 

disease classification and organ segmentation in 

medical image analysis. These successes are often 

based on large amounts of manually labeled training 

data. While labels can be easily obtained through 

crowd sourcing in natural images, this method is 

limited in medical imaging due to the requirement of 

expert knowledge. This situation indicates that access 

to unlabeled medical images is often easier than 

access to labeled images [14]. 

Supervised learning approaches have reached 

their limits due to the challenges and costs associated 

with the manual annotation of labeled data. 

Additionally, image recognition systems learn image 

representations using large amounts of images along 

with semantic annotations for these images. These 

annotations can be provided in different formats such 

as class labels, hashtags, or bounding boxes. 

 

*Corresponding author: kfirildak@firat.edu.tr             Received: 29.09.2024, Accepted: 28.10.2024 

However, predefined semantic annotations often fail 

to encompass the long tail of diverse and rare visual 

concepts. This limitation hinders progress in the 

performance of image recognition systems 

[15],[16],[17]. 

While traditional methods rely on annotations 

in large datasets, self-supervised methods enable 

more efficient use of deep learning by providing the 

ability to learn without the need for these annotations. 

These methods further advance developments in the 

field of deep learning by facilitating feature learning 

from unlabeled data [15],[18]. 

Self-supervised learning (SSL) is defined as a 

learning paradigm that sits between unsupervised 

learning and supervised learning. Compared to 

supervised learning, it aims to learn without the 

requirement for labeled data. Instead, it allows the 

model to generate labels for itself by leveraging the 

natural structure and relationships within the data. In 

this way, the model extracts “supervisory signals” 

from the data itself. In supervised learning 

approaches, large amounts of labeled data are 

generally required for the model to learn. However, 

this labeling process can be time-consuming and 

costly. SSL aims to learn by utilizing the intrinsic 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1558069
https://doi.org/10.17798/bitlisfen.1558069
https://orcid.org/0000-0002-1958-3627
https://orcid.org/0000-0001-5658-9529
https://orcid.org/0000-0003-1166-8404
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structures within the data, allowing for efficient 

model training on large amounts of unlabeled data 

[14],[19]. 

SSL can be considered a subfield of 

unsupervised learning since it does not involve 

manual labeling. However, when viewed within a 

narrower framework, unsupervised learning generally 

aims to uncover specific data patterns such as 

clustering, community discovery, or anomaly 

detection, whereas SSL targets extracting information 

from data based on the fundamental principles of 

supervised learning [14]. Figure 1 clearly illustrates 

the differences between these two approaches [20].

 

Figure 1. An Example of Supervised, Unsupervised, and 

Self-Supervised Learning. 

 

Our main contributions in this study are given 

as follows. 

 

• In the study, high success was achieved in the 

classification of unlabeled brain tumor 

images using the SimCLR-based SSL model. 

This approach effectively used unlabeled data 

and reduced the need for manual labeling. 

• The proposed model achieved better results 

compared to other SSL techniques with high 

performance values such as 99.35% c_acc 

and 96.31% p_acc. This shows that the model 

is effective in medical image analysis. 

• By using 6128 of the total 7671 images as 

unlabeled, a significant saving was achieved 

in the data labeling  

• process and the need for manual labeling was 

minimized. 

• By comparing different SSL techniques such 

as Barlow Twins, NnCLR and SimCLR, it 

was shown that the SimCLR-based model 

was superior. These comparisons are an 

important contribution in terms of evaluating 

the effectiveness of SSL techniques in 

medical image classification. 

• The study showed that the SSL approach has 

a wide application potential, especially in 

areas such as medical image analysis where 

limited labeled data is available. This method 

can provide more efficient and faster medical 

image classification by reducing the need for 

expert knowledge. 

 

2. Material and Method 

 

2.1. Material 

 

Although labels can be easily obtained through crowd 

sourcing from datasets, this method is limited in 

medical imaging because it requires expert 

knowledge. Therefore, this study was conducted to 

classify unlabeled data using the SSL technique with 

brain tumor images from medical images. 

The brain is an organ that controls vital 

systems and tissues in the human body, such as 

hormonal regulation, memory, and reasoning. Brain 

tumors occur due to the abnormal proliferation of 

brain cells. Tumors, which are categorized as benign 

or malignant, increase intracranial pressure, 

complicating the control of vital systems and 

potentially leading to the patient's death in advanced 

stages. As with all types of cancer, early diagnosis and 

treatment increase survival rates for brain tumors. 

Changes in the brain can be detected using medical 

imaging techniques such as computed tomography 

and magnetic resonance imaging (MRI). The brain 

MRI images used in this study consist of four classes. 

These classes are specified as "glioma, meningioma, 

pituitary, and no_tumor." 

 

 

Figure 2. Some Labeled and Unlabeled Images 

Containing Brain Tumor Images. 

 

In this study, three different datasets 

containing brain MRI images were used. The first 

dataset includes a total of 1311 MRI images, 

consisting of 300 Pituitary images, 306 Meningioma 

images, 300 Glioma images, and 405 No Tumor 
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images  [21]. The second dataset contains a total of 

3264 MRI images, comprising 901 Pituitary images, 

937 Meningioma images, 926 Glioma images, and 

500 No Tumor images [22]. The third dataset used 

contains a total of 3096 MRI images, including 844 

Pituitary images, 913 Meningioma images, 901 

Glioma images, and 438 No Tumor images [23]. To 

test the developed networks, the brain MRI datasets 

from three different sources were mixed and split into 

1235 training data, 6128 unlabeled data, and 308 test 

data. Sample brain MRI images are shown in Figure 

2. 

 

2.2. Method 

 

In this study, a SimCLR-based model is proposed for 

training on limited datasets with a small number of 

images. The performances of SimCLR [24], Barlow 

Twins [25] and NnCLR [26] techniques were also 

analyzed by examining these methods. 

SimCLR, Barlow Twins, and NnCLR 

methods use twin networks. These networks aim to 

minimize the network error for representations of data 

belonging to the same class. Figure 3 (a) provides an 

example of a twin network architecture. The twin 

networks share the same network weights and attempt 

to learn to produce a minimum distance value for 

different samples belonging to the same class. This 

situation is the opposite for samples belonging to 

different classes. Figure 3 (b) illustrates this situation 

in detail for sample data from the MNIST dataset. The 

network error is calculated using methods like 

contrastive loss, and the network is trained. 
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Figure 3. (a) Twin Network Architecture, (b) Positive and Negative Examples of Twin Networks in Vector Space 

 
2.2.1. SimCLR 

 

SimCLR fundamentally utilizes twin networks. These 

networks learn unlabeled data from datasets lacking 

sufficient amounts of data through classic data 

augmentation in four stages [24]. Figure 4 presents a 

schematic representation of the SimCLR method. 

In the first stage of the SimCLR method, 

unlabeled data is augmented to create an increased 

data pool for each sample using classic data 

augmentation techniques (random resizing, random 

cropping, and adding Gaussian blur noise). In the 

second stage, the encoder network 𝑓(. ) obtains 

feature vectors for these augmented images 𝑥𝑖 𝑎𝑛𝑑 𝑥𝑗. 

In the third stage, a projection operation 𝑔(. ) is 

applied. At the end of this process, the contrastive loss 

value for the vectors 𝑧𝑖  and 𝑧𝑗  is calculated. The 

contrastive loss is given by the following equation. 

 

𝑙𝑖,𝑗 = −𝑙𝑜𝑔
𝑒𝑥𝑝(𝑠𝑖𝑚(𝑧𝑖 , 𝑧𝑗)/𝜏)

∑ 𝑒𝑥𝑝(𝑠𝑖𝑚(𝑧𝑖 , 𝑧𝑗)/𝜏)2𝑁
𝑘−1,𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟[𝑘≠𝑖]

 (1) 

 

Here, 𝑁 is the number of samples, and 𝜏 is the 

temperature parameter. The indicator function is 

defined as {𝐸ğ𝑒𝑟 [𝑘 ≠ 𝑖] 𝑖𝑠𝑒 1 }. When calculating 

the loss, the contrastive loss is computed based on the 

cosine similarity between the selected number of 

positive data samples. The proposed model is trained 
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according to the backpropagation algorithm by taking 

the partial derivatives of the contrastive loss method. 

x

xi xj

hi hj

zi zj

f(.) f(.)

g(.) g(.)

Data 
augmentation

Vectors 

Maximum similarity

Unlabeded data
 

Figure 4. Schematic Representation of the SimCLR 

Method 

 

2.2.2. Barlow twins 

 

Barlow twins  [25] is an innovative Contrastive 

Learning (CL) model that aims to perform 

classification on datasets with limited data using a 

self-supervised learning strategy with twin networks. 

This method generates augmented images 𝑇 for all 

images in the sampled batch 𝑋. These images are 

provided as input in pairs 𝑦𝑎  and 𝑦𝑏 and 𝑦𝑎  and 𝑦𝑏 

to the deep learning model 𝑓 with parameters 𝜃. The 

output of this model consists of feature vectors 

𝑧𝑎  and 𝑧𝑏. These vectors are assumed to be mean-

centered over the batch size, resulting in an average 

output of 0 for each unit across the batch. The loss 

function of the Barlow Twins method is shown below. 

 

𝐿𝐵𝑇 ≜ ∑(1 − 𝐶𝑖𝑖)

İ

+ 𝜆 + ∑ ∑ 𝐶𝑖𝑗
2

𝑗≠𝑖𝑖

 (2) 

 

Here, 𝜆 is a positive constant that adjusts the 

importance of the first and second terms of the loss. 𝐶 

is the cross-correlation matrix calculated between the 

outputs of the twin networks over the batch size. This 

matrix is constructed according to the following 

equation. 

 

𝐶𝑖𝑗 ≜
∑ 𝑧𝑏,𝑖

𝐴 𝑧𝑏,𝑗
𝐵

𝑏

√∑ (𝑧𝑏,𝑖
𝐴 )

2
𝑏 √∑ (𝑧𝑏,𝑗

𝐵 )
2

𝑏

 
(3) 

 

Here, 𝑏 represents the batch samples. 𝑖, 𝑗 are 

the vector dimensions of the network outputs. 𝐶 has 

the output dimension of the network and takes values 

ranging from -1 (perfect anti-correlation) to 1 (perfect 

correlation) [25]. 

The objective function of the Barlow Twins 

method resembles the INFONCE method [27]. 

However, it stands out because it does not require a 

large number of negative samples and works 

effectively with high-dimensional vectors. 

After calculating the Barlow Twins loss, the method 

trains the twin network according to the 

backpropagation algorithm. 

 

2.2.3. NnCLR 

 

Developed based on the SimCLR method, this 

approach is a modern self-supervised learning 

architecture that uses twin networks. The NnCLR 

method [26] employs the nearest neighbor clustering 

technique to increase the number of latent 

representations and obtain more diverse positive pairs 

rather than single positive examples [26]. This 

necessitates maintaining a vector support set that 

represents the entire data distribution. Figure 5 

presents a schematic representation of the NnCLR 

algorithm. 

 

Randomly augmented images

Image

Encoder Encoder

kNN

Contrastive loss

Support 
set

x1 x2

Z1 Z2

NN(Z1)

 
Figure 5. Schematic Representation of the NnCLR 

Method 

 

SimCLR uses two augmented images 

𝑧𝑖  and 𝑧,
+to create a positive pair. In contrast, NnCLR 

proposes using the nearest neighbors of 𝑧𝑖 from the 𝑄 

support set to form positive pairs. Similar to SimCLR, 

negative pairs are applied to the loss function in mini-

batches. The loss function of the NnCLR algorithm is 

provided below. 

 

𝐿𝑖
𝑁𝑛𝐶𝐿𝑅 = −𝑙𝑜𝑔

𝑒𝑥𝑝(𝑁𝑁(𝑧𝑖 , 𝑄) ∙ 𝑧𝑖
+/𝜏)

∑ 𝑒𝑥𝑝(𝑁𝑁(𝑧𝑖 , 𝑄) ∙ 𝑧𝑖
+/𝜏)𝑛

𝑘

  (4) 
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2.2.4. Proposed Model 

 

The overall structure of the proposed model is 

presented in Figure 6. The proposed model consists of 

the Encoder, Projection Head, and Classification 

stages. The model takes labeled and unlabeled images 

as input, and the Encoder module extracts feature 

maps. The Projection Head transforms the features 

extracted in the Encoder stage into a different space, 

creating similarity matrices between unlabeled and 

labeled data. In the Classification stage, the similarity 

matrices obtained in the Projection Head are used to 

predict which class the data may belong to. 

In the Encoder stage, the input images 

undergo two convolution (Conv2D) operations 

followed by MaxPooling2D operations sequentially, 

repeated three times. The obtained features are then 

flattened into a vector using the Flatten operation and 

processed through three Dense layers. In the Conv2D 

operations, the number of filters (f) is set to 16, 32, 

and 64, with a filter size (kernel size) of 3x3. The 

activation function used after the Conv2D operations 

is ReLU. The Conv2D operation extracts feature 

maps from the images, while the MaxPooling2D 

operation reduces dimensionality by eliminating 

unnecessary features. 

The Projection Head stage consists of three 

consecutive Dense layers. In these layers, the number 

of neurons is set to 256, 128, and 64, respectively. 

Additionally, the activation function used in each 

Dense layer is ReLU. The SimCLR loss function is 

employed for training the proposed Encoder and 

Projection architecture. 

The Classification stage also consists of three 

consecutive Dense layers, with the number of neurons 

set to 256, 128, and 4, respectively. The activation 

function used in the first two Dense layers is ReLU. 

Categorical CrossEntropy is utilized for training the 

Classification module. The Categorical CrossEntropy 

(CE) cost function is as follows [28]. 

 

𝐿𝐶𝐸 =  − ∑ 𝑦𝑖

𝑁

𝑖=1

. 𝑙𝑜𝑔 �̂�𝑖 (5) 

 

Here, 𝑁 represents the number of classes. 𝑦𝑖 

denotes the true classes, while �̂�𝑖 represents the 

predicted class. 

 

 

Figure 6. Overall Structure of the Proposed Model. 

 

3. Results and Discussion 

 

In this study, a SimCLR-based model was proposed 

to enhance the classification performance of 

unlabeled images. Three datasets containing brain 

tumor images were used, specifically comprising 

"pituitary," "meningioma," and "glioma" types, along 

with non-tumor images. A total of 7671 images were 

included in the datasets, out of which 6128 were 

designated as unlabeled data, while 1235 images were 

allocated for training and 308 for testing. The 

proposed model was trained using both labeled and 

unlabeled data. 

For the training of the proposed model, the 

Adam optimization algorithm was employed, with 

SimCLR Loss and Categorical Crossentropy as the 

cost functions. The images were trained at a 

resolution of 96x96 over 100 epochs, with a 

temperature parameter τ set to 0.1. Data augmentation 

has been applied using the RandomFlip ("horizontal") 

method. This technique increases data diversity, 

allowing the model to generalize better.  The 
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performance of the models is based on the Accuracy 

metric. This metric is given below: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (6) 

 

Where, 𝑇𝑃 denotes the true-positive value, 

𝑇𝑁 stands for the true-negative value, 𝐹𝑃 refers to the 

false-positive value, and 𝐹𝑁 indicates the false-

negative value. 

In the initial experimental study, the 

performance of the proposed model was compared to 

that of the SimCLR model, and the results are 

presented in Table 1. Additionally, the accuracy and 

loss graphs of the models are displayed in Figure 7. 

p_acc represents the accuracy of the classifier output, 

c_acc denotes the accuracy of comparative learning, 

r_acc indicates correlation accuracy, and val_p_acc 

reflects the test accuracy. 

 
Table 1. Test Results of the Proposed Model vs. SimCLR. 

Model 
c_acc 

(%) 

p_acc 

(%) 

r_acc 

(%) 

val_p_acc 

(%) 

SimCLR 99.28 58.86 00.78 54.87 

Proposed 

Model 
99.35 96.31 57.76 72.40 

 

The findings indicate that the proposed model 

achieved a comparative accuracy (c_acc) of 99.35%, 

a classification accuracy (p_acc) of 96.31%, a 

correlation accuracy (r_acc) of 57.76%, and a 

validation accuracy (val_p_acc) of 72.40%. These 

results demonstrate a significant improvement over 

the SimCLR model, underscoring the effectiveness of 

the proposed self-supervised learning approach in 

classifying unlabeled images. The substantial gains in 

accuracy metrics suggest that the model can 

efficiently leverage unlabeled data, enhancing 

performance in medical image classification tasks. 

 

 

 

 

Figure 7. Accuracy and Loss Graphs of SimCLR and 

Proposed Model. (a) SimCLR Accuracy and Loss Graphs, 

(b) Proposed Model Accuracy and Loss Graphs. 

 

This figure (Figure 7) illustrates the 

performance comparison between the SimCLR model 

and the proposed model. The accuracy and loss 

metrics for both models are displayed, providing 

insight into their training dynamics and overall 

effectiveness in classifying the datasets. The proposed 

model exhibits superior performance, as indicated by 

higher accuracy and lower loss across the training 

epochs. 

The findings presented in this table 

summarize the performance metrics of the models 

employed in this study. Upon reviewing the results, it 

is evident that the proposed model predicts with 

significantly higher accuracy compared to the other 

models. This suggests that the incorporation of the 

self-supervised learning technique, particularly 

through the SimCLR framework, has contributed to 

enhanced classification performance in the context of 

brain tumor imaging. 

 
Table 2. Test results of the models 

Model 
c_acc   

(%) 

p_acc 

(%) 

r_acc  

(%) 

val_p_acc 

(%) 

Barlow twins 98.65 56.63 35.94 53.25 

NnCLR 98.36 62.36 36.26 58.12 

SimCLR 99.28 58.86 00.78 54.87 

Proposed 

Model 
99.35 96.31 57.76 72.40 

 

Accuracy and loss graphs of the models 

during training are presented in Figure 8. 

Additionally, the accuracy and loss graphs of the 

Barlow Twins and NnCLR models are shown in 

Figure 9. When examining the accuracy graph (a) in 

Figure 8, we can say that the proposed model 

demonstrates more stable and higher accuracy 

throughout the training. 
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Figure 8. Accuracy (a) and loss (b) graphs of the models. 

 

 

Figure 9. Accuracy and loss graphs of the BarlowTwins and NnCLR models. (a) BarlowTwins, (b) NnCLR model graphs 

 

4. Conclusion and Suggestions 

 

In this study, a SimCLR-based model was proposed 

using self-supervised learning (SSL) techniques to 

enhance the classification performance of unlabeled 

brain tumor images. The research was conducted on 

three types of brain tumors: pituitary, meningioma, 

and glioma, as well as non-tumor images. A dataset 

consisting of a total of 7,671 images was used, of 

which 6,128 were designated as unlabeled data, while 

the remaining images were utilized for training and 

testing. The proposed model was trained with both 

unlabeled and labeled data, effectively reducing the 

need for expert knowledge in medical imaging and 

minimizing the requirement for manual labeling. 

As a result of performance analysis, it was 

observed that the proposed model achieved 

significant improvements compared to the SimCLR 

model, with values of 99.35% c_acc, 96.31% p_acc, 

57.76% r_acc, and 72.40% val_p_acc. These findings 

demonstrate the effective utilization of unlabeled data 

through the SSL technique. It was concluded that this 

approach holds great potential for broader 

applications, especially in fields such as medical 

image analysis, where the labeled dataset is limited. 
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Abstract 

In this work, the radiation shielding properties of Lanthanide elements were 

studied using the EpiXS program and GATE simulation, which agreed well with 

each other, based on some key parameters such as MAC, LAC, HVL, MFP, 

EABF, and EBF. It was observed that at lower energies of gamma-rays, the values 

of MAC and LAC are maximum, which decrease with the increase in energy due 

to reduced photoelectric interactions. Photoelectric absorption edges couple with 

peaks in attenuation values; peaks for elements of the lower atomic number, La, 

Ce, Pr, and Nd, appear as two while the peaks for elements of higher atomic 

number are three due to the additional absorptions by L-shell sub- levels or M-

shell. These peaks take place when the energy of photons meets the energy level 

of electron binding. While Lutetium has the highest and Europium has the lowest 

LAC values, Lutetium also has the lowest HVL and MFP values; thus, it has the 

best radiation shielding properties. The EABF and EBF reach their maximum in 

the medium energy range and then decrease. Lutetium has the lowest photon 

buildup, and Lanthanum has the highest EABF and EBF values for all the studied 

elements at all penetration depths. 

 

 

1. Introduction 

 

The Rare earth elements (REEs) consist of a total of 

17 elements, which include scandium, yttrium, and 

the lanthanides, which are crucial for digital and 

low-emission technologies [1]. Although they are 

called rare earth elements (REEs), they are actually 

quite abundant in the crust of the Earth, with light 

REEs being as abundant as copper [1]. Most REE 

mines are found in carbonatite-related deposits, with 

China dominating their production and controlling 

much of their extraction, which is why they are 

considered critical raw materials [1], [2]. REEs are 

utilized in advanced consumer electronics, eco-

friendly products, industrial and medical equipment, 

as well as in the defense systems [2]. Their high 

reactivity posed difficulties in refining them into 

pure metals, and effective separation techniques 

were not developed until the 20th century because 

of their chemical similarities [3]. 

 REEs are extensively utilized in radiation 

protection because they can be easily molded and 

 

1Corresponding author: nyavuzkanat@beu.edu.tr       Received: 30.09.2024, Accepted: 02.12.2024 

enhance the physical and chemical properties of 

materials [4], [5]. With the growing emphasis on 

nuclear energy over traditional fossil fuels, the role 

of shielding materials has become more prominent. 

This is especially true in industries such as non-

destructive testing and radiotherapy, where 

effective shielding in high-energy environments is 

crucial [6], [7]. In their study, Jing and colleagues 

investigated the shielding properties of REEs 

composite materials. The results showed that REEs 

effectively absorb thermal neutrons and gamma 

rays, while also improving the mechanical 

properties of the protective composites [11]. 

 Lanthanides, occupying atomic numbers 57 

to 71 on the periodic table, are categorized into light 

(57-64) and heavy (65-71) REEs based on their 

electron configurations [8]. This group of elements, 

including the lanthanides from Lanthanum (La) to 

Lutetium (Lu), plays a crucial role in digital and 

low-carbon technologies because of their distinctive 

magnetic and luminescent characteristics, making 

them essential in industries such as magnets, 

https://dergipark.org.tr/tr/pub/bitlisfen
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hydrogen alloys, catalysts, and electronics, with 

growing demand driven by advanced technologies 

[1], [8]. 

 An understanding of the different 

phenomena arising due to interaction of radiation 

with matter provides insight into the manner by 

which the radiation is transmitted or penetrated 

through a medium. This knowledge aids in selecting 

appropriate shielding materials based on the type of 

radiation [9,10]. Radiation shielding materials 

traditionally include lead, iron, and tungsten. While 

these materials can provide as an effective shield 

against gamma rays, they are less successful in 

shielding against neutrons. Besides, they have a 

number of limitations, such as opacity to visible 

light, and there are problems related to lead's 

toxicity, weight, and lack of flexibility [11]-[14]. In 

their work, Jing et al. studied the shielding features 

of REEs composite materials. The results indicated 

that REEs were effective in absorbing thermal 

neutrons and gamma rays; they also contribute to the 

mechanical properties of the protective composites 

[11]. In another study, Cui et al. evaluated the 

shielding properties of some rare 

earth/polypropylene materials at a tube voltage of 

120 kV. The study found that increasing the rare 

earth filler content was more effective in enhancing 

the composite's shielding performance than merely 

increasing its thickness [5].  

 Incorporating lanthanides, such as Eu₂O₃, 

increases the photon interaction and linear 

attenuation coefficient (LAC), enhancing radiation 

shielding capacity [24]. The lead borate glasses with 

high concentrations of Pb are excellent glass 

materials that provide good radiation shielding 

characteristics; however, they present some 

problems in relation to transparency because of 

certain radiation-induced changes in glass [25]. 

Incorporating rare earth elements, such as cerium 

and dysprosium oxides, can improve both the 

transparency and radiation shielding effectiveness 

of these glasses [25].  

 In this investigation, the characteristics 

associated with radiation shielding of lanthanides, 

were investigated using the EpiXS program [26] and 

Monte Carlo simulations performed with the GATE 

framework. The radiation shielding capability of the 

material depends on a parameter known as the mass 

attenuation coefficient (MAC) (μ/ρ). Further, the 

shielding properties such as linear attenuation 

coefficient (LAC), half-value layer (HVL), mean 

free path (MFP), energy absorption buildup factor 

(EABF), and exposure buildup factor (EBF) have 

been studied using this parameter.  The results 

obtained from both EpiXS and GATE simulation 

offer an in-depth insight into the shielding 

capabilities of the lanthanide elements. 

 

2. Material and Method 

 

Table 1 presents the key properties of the studied 

Lanthanide elements, ranging from Lanthanum to 

Lutetium, including density (g/cm³) [27], effective 

atomic number, and electron density. These 

parameters are crucial for evaluating the shielding 

effectiveness of each element, as they directly 

influence photon interaction and attenuation 

capabilities. 
 

Table 1. Key properties of Lanthanide elements relevant to radiation shielding effectiveness.  

Elements Density* (g/cm3) Effective Atomic Number Electron Density  

Lanthanum (La) 6.15 57 2.4712 

Cerium (Ce) 6.77 58 2.4928 

Praseodymium (Pr) 6.77 59 2.5216 

Neodymium (Nd) 7.01 60 2.5050 

Promethium (Pm) 7.26 61 2.5335 

Samarium (Sm) 7.52 62 2.4831 

Europium (Eu) 5.24 63 2.4966 

Gadolinium (Gd) 7.90 64 2.4509 

Terbium (Tb) 8.23 65 2.4630 

Dysprosium (Dy) 8.55 66 2.4459 

Holmium (Ho) 8.80 67 2.4464 

Erbium (Er) 9.07 68 2.4483 

Thulium (Tm) 9.32 69 2.4597 

Ytterbium (Yb) 6.90 70 2.4359 

Lutetium (Lu) 9.84 71 2.4437 
*Density values are sourced from PubChem's Periodic Table database [27]. 
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The intensity I of a photon beam passing 

through a material with a thickness of x (in cm) is 

determined using the Beer-Lambert law, which is 

expressed by the equation: 

 

𝐼 = 𝐼0 𝑒−𝜇𝑥 (1) 

 

where μ (cm⁻¹) represents the LAC, encompassing 

all interactions such as coherent scattering, 

Compton scattering, and the photoelectric effect. 

The MAC, denoted μm (cm²/g), quantifies the 

amount of radiation absorbed by a material and is 

given by: 

 

𝜇𝑚 =
𝜇

𝜌
= ∑ 𝑤𝑖 (

𝜇𝑖

𝜌𝑖
)   (2) 

 

where ρ (g/cm³) is the material’s density, and wi 

indicates the weight fraction of the ith element. The 

MFP is defined as the average distance a photon 

travels before undergoing an interaction and is 

related to the HVL, which is the thickness of 

material required to reduce the radiation intensity 

by half. The HVL and MFP can be calculated as 

follows: 

 

𝐻𝑉𝐿 =
𝑙𝑛 2

𝜇
  , 𝑀𝐹𝑃 =

1

𝜇
  (3) 

 

In this study, MFP refers to the mean free 

path, representing the average distance a photon 

travels in a material before interaction. On the 

other hand, mfp denotes a multiple of the mean 

free path, used to express relative penetration 

depths, such as '40 mfp' indicating 40 times the 

mean free path. The buildup factor quantifies the 

ratio of the total photon flux at a given point to the 

photon flux that reaches that point without 

interacting. This factor is divided into two 

categories: the EABF and the EBF. EABF 

quantifies the energy absorbed by the material 

during radiation interaction, whereas EBF refers 

to the energy absorbed or retained in the air [28], 

[29]. The buildup factor is incorporated into the 

photon intensity equation: 

 

𝐼 (𝑥) = 𝐵 𝐼𝑜 𝑒−𝜇 𝑥   (4) 

 

where B represents the buildup parameter. This 

parameter can be equal to or greater than 1. In 

cases where the interacting material has a low 

thickness and the photon is mono-energetic, the B 

value is 1. In other cases, the buildup value 

becomes greater than 1 [30], [31].  

The Energy Absorption Buildup Factor 

(EABF) and Exposure Buildup Factor (EBF) are 

calculated using Harima's geometric-progression 

(G-P) fitting formula, which is widely applied to 

various materials [32]. This formula uses specific 

G-P fitting coefficients, denoted as a, b, c, d, and 

Xk, which are determined for each material and 

photon energy level according to the following 

expression. 

 

𝑃 =
𝑃1(𝑙𝑜𝑔 𝑍2−𝑙𝑜𝑔 𝑍𝑒𝑞)+𝑃2(𝑙𝑜𝑔 𝑍𝑒𝑞−𝑙𝑜𝑔 𝑍1)

𝑙𝑜𝑔 𝑍2 − 𝑙𝑜𝑔 𝑍1
  (5) 

The P values represent the G-P fitting coefficients 

that correspond to the atomic numbers Z at the 

specified energy level. Zeq is the effective atomic 

number, which is used to characterize the 

material's overall response to photon interactions 

based on its atomic composition at that energy. 

The buildup factor is defined in terms of the mfp 

using the G-P fitting parameters, as expressed in 

the following equations: 

 

𝐵(𝐸, 𝑥) = 1 + (𝑏 − 1)𝛸 {
𝐾𝑥 −1

𝐾−1
   𝐾 ≠ 1

𝑥         𝐾 = 1
  (6) 

𝐾(𝐸, 𝑥)

= 𝑐 𝑥𝑎 + 𝑑
𝑡𝑎𝑛ℎ (

𝑥
𝑋𝑘

− 2 − −𝑡𝑎𝑛ℎ(−2)

1 − 𝑡𝑎𝑛ℎ(−2)
 

 

𝑓𝑜𝑟 𝑥 ≤ 40𝑚𝑓𝑝   

(7) 

E represents the photon energy and x is the mfp 

value. The coefficient b is associated with the 

buildup factor at 1 mfp. The parameter K(E,x) 

indicates the photon dose multiplier and accounts 

for the alteration in the spectrum's shape at 1 mfp 

[32]. 

 In this study, a comparison was made 

between the values obtained using two different 

methods: the EpiXS software program and the 

Monte Carlo simulations performed with the 

GATE framework. The EpiXS software program 

is an open-access tool designed for users in the 

field. It incorporates EPICS2017, which is the 

photon and electron library derived from 

ENDF/B-VIII. In contrast, EPDL97 is the photon 

library based on ENDF/B-VI.8. EPICS2017 

features updated binding energies and cross 

sections and has been linearized to facilitate Lin-

Lin interpolation, enhancing the data resolution 

within the photon library. This linearization has 

significantly increased the data density in the 

photon library, whereas the data density in the 

electron library remained unchanged [26].  

 The Monte Carlo simulation method is 

used across a wide range of fields, from medical 
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physics to particle physics. Among the most well-

known Monte Carlo codes is Geant4, along with 

other specialized codes such as PENELOPE, 

FLUKA, MCNP, and GATE, which are tailored to 

specific application areas [33]. Geant4 is a 

software written in C++ that simulates interactions 

of particles with matter. GATE, on the other hand, 

is an interface program that runs Geant4 

simulations and is continuously updated through 

international collaborations, with its development 

being closely tied to updates in Geant4 itself [33].  

 The GATE modeling used in this study is 

based on the detailed descriptions provided in the 

works of T. Şahmaran and Yavuzkanat, as shown 

in Figure 1 [28]. The NaI(Tl) scintillation detector 

(2-inch diameter x 2-inch height), modeled as a 

cylindrical structure with a thin MgO reflector to 

enhance light collection, was equipped with an 

aluminum shield for radiation protection. To 

evaluate the gamma shielding effectiveness, the 

investigated shielding material was placed 

between the detector and the lead block. 

Measurements labeled as I0 represent open-field 

conditions, taken without shielding, while the 

values recorded as I were obtained after radiation 

passed through the shielding material. The 

exponential relationship between I and I0 allows 

for the calculation of the attenuation coefficient of 

the material, as given by Equation 1. 

 

 

Figure 1. Configuration of the simulation setup, 

where gamma radiation is emitted isotropically from 

behind the blocks. The radiation field was arranged to 

be 1x1 cm² [28]. 

 

The percentage difference (PD) between 

the values was calculated using the formula: 

 

PD= |
𝐿𝐴𝐶𝐸𝑝𝑖𝑋𝑆  − 𝐿𝐴𝐶𝐺𝐴𝑇𝐸

𝐿𝐴𝐶𝐸𝑝𝑖𝑋𝑆
| 𝘹 100   (8) 

 

 

3. Results and Discussion 

 

In Figures 2, as photon energy increases, the MAC 

and LAC for Lanthanide elements decrease. This 

trend indicates a decline in the likelihood of 

photoelectric interactions, as the energy becomes 

too high for photons to efficiently eject inner-shell 

electrons. Instead, Compton scattering and pair 

production processes become more significant, 

which are less energy-dependent. At very high 

photon energies, the MAC and LAC values 

stabilize, showing minimal variation. This 

stabilization occurs because the dominant 

attenuation mechanisms, such as Compton 

scattering and pair production, lead to a more 

constant attenuation behavior regardless of further 

increases in photon energy.  

The MAC, LAC, HVL, and MFP for 

gamma energies ranging from 0.001 to 1000 MeV 

were determined using the EpiXS program for the 

Lanthanide group of elements. The results showed 

that these values were highest at low gamma ray 

energies and gradually decreased as the energy 

increased. 

At lower photon energies (typically below 

0.1 MeV or 100 keV), the sharp peaks are most 

likely due to photoelectric absorption edges, 

where the photon energy matches electrons’ 

binding energy in the atom's inner shells. In 

Lanthanide group elements, the number of 

observed peaks (2 or 3) is related to their atomic 

structure. Elements with lower atomic numbers 

(La, Ce, Pr, and Nd) typically exhibit 2 peaks, 

corresponding to photon absorption in the K and L 

shells as observed in Figure 1. In contrast, 

elements with higher atomic numbers show 3 

peaks due to additional absorption from the L-

shell sub-levels (L1, L2, L3) or M-shell. The peaks 

occur when photon energy matches the binding 

energy of these electron shells, and as atomic 

number increases, more complex interactions lead 

to additional absorption edges and peaks. 

As photon energy increases past these 

absorption edges, the effect of photoelectric 

absorption diminishes, leading to a gradual 

decline in both the MAC and LAC. This decrease 

is expected because the photoelectric absorption 

cross-section is inversely related to photon energy. 

At higher photon energies, beyond approximately 

1 MeV, attenuation levels off as Compton 

scattering becomes the dominant interaction 

mechanism, with pair production also contributing 

at even higher energies. It was determined in 

Figures 2 (b) that Lutetium and Europium have the 

highest and lowest LAC values, respectively. In 
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Figure 2 (a), Lutetium and Lanthanum were found 

to have the highest and lowest MAC values, 

respectively.  

According to Nagaraj et al. materials like 

Lanthanum polymer, Cerium polymer, 

Praseodymium polymer, Gadolinium texaphyrin 

polymer, Terbium co-ordination polymer and 

Erbium phosphate hydrate polymer were used to 

investigate X-ray/gamma, neutron, and EMI 

(electromagnetic interference) shielding 

properties [34]. Among them, Erbium phosphate 

hydrate showed the highest values in key shielding 

parameters such as mass attenuation coefficient 

(MAC) and effective atomic number (Zeff). These 

findings suggest that Erbium phosphate hydrate 

polymer may be an ideal material for shielding 

against X-ray/gamma, neutron, and EMI radiation 

[34]. In our study, similar to this work, the MAC 

values are ranked from largest to smallest as 

follows: La < Ce < Pr < Gd < Tb < Er. 

Additionally, in our study examining all 

lanthanide group elements, the best results were 

observed in the order of Lutetium, Ytterbium, 

Thulium, and Erbium. 

Figures 3 illustrate the variation in HVL 

and MFP values across the energy range of 0.001 

to 1000 MeV. According to these figures, 

Lutetium exhibits the lowest HVL and MFP 

values as photon energy increases, indicating that 

it provides the most effective shielding 

capabilities among the Lanthanide elements. In 

contrast, Europium has the highest HVL and MFP 

values, reflecting its relatively lower shielding 

effectiveness. Lower HVL and MFP values 

generally signify better shielding capability, as 

these materials are more efficient at attenuating 

photon penetration. The observed differences in 

HVL and MFP values between Lutetium and 

Lanthanum can be attributed to their atomic 

numbers. Lutetium, with a higher atomic number 

(Z=71), has a denser electron cloud, which 

increases the likelihood of photon interactions, 

such as photoelectric absorption and Compton 

scattering. Consequently, this results in lower 

HVL and MFP values, reflecting a higher capacity 

for photon attenuation compared to Lanthanum 

(Z=57). 

The differences between the Energy 

Absorption Buildup Factor (EABF) and the 

Exposure Buildup Factor (EBF) are primarily due 

to how each factor accounts for photon 

interactions in the material. EABF values are 

typically higher than EBF values because they 

consider not only the primary photon interactions 

but also cumulative effects from secondary 

photons produced through scattering processes. 

This cumulative interaction is especially 

noticeable in elements with higher atomic 

numbers (Z), where the increased electron density 

leads to enhanced photoelectric absorption and 

Compton scattering. 

 

 
Figure 2. (a) MAC and (b) LAC values for 

Lanthanide group elements in the energy range of 

0.001 to 1000 MeV. 

 

 

 
Figure 3. (a) HVL and (b) MFP values for Lanthanide 

group elements across the energy range of 0.001 to 

1000 MeV. 

 a 

 b 

 a 

 b 

 

 



N. Yavuzkanat / BEU Fen Bilimleri Dergisi 13 (4), 1314-1324, 2024 

1319 

Consequently, materials with higher Z 

values tend to exhibit higher EABF values, as their 

atomic structure promotes more significant photon 

attenuation and secondary photon production. In 

contrast, EBF values do not fully account for these 

secondary interactions, resulting in lower buildup 

values in comparison. This distinction highlights the 

role of atomic structure in influencing buildup 

factors, particularly as photon energy increases. 

In Figure 4 and 5, the variation of the EABF 

and EBF for Lanthanide elements as a function of 

photon energy at various penetration depths (1, 10, 

20, and 40 mfp).  The graphs reveal that both EABF 

and EBF values initially increase, reaching a peak 

within the intermediate energy range, and then 

decrease as photon energy continues to rise. In the 

regions of low and high energy, the interactions 

responsible for the complete absorption of photons 

are photoelectric effects and pair production. As a 

result, photons have a shorter lifetime in the 

material. In contrast, Compton scattering 

predominates in the medium energy range, causing 

photons to stay in the material longer and resulting 

in higher EABF and EBF values. As shown in 

Figure 4 and 5, Lutetium exhibits the lowest photon 

buildup across all penetration depths, while 

Lanthanum shows the highest EABF and EBF 

values. This is because photons experience more 

scattering in Lanthanum, leading to greater photon 

buildup. As the photon path length through the 

material increases, or as the material thickness 

grows, scattering also increases, further raising the 

EABF and EBF values. 

During the pair production process, the 

cross-section is proportional to Z², causing most 

photons to disappear, as in the photoelectric effect. 

Therefore, the EABF and EBF values are smaller in 

these energy regions. Photon energies above 1.02 

MeV (the threshold for pair production) allow the 

pair production process to occur, with its interaction 

cross-section increasing in proportion to the square 

of the atomic number (Z²). However, Compton 

scattering remains a significant competing process 

in this energy range, affecting photon interactions 

alongside pair production. Although pair production 

contributes to photon attenuation, its influence on 

the energy absorption buildup factor (EABF) and 

exposure buildup factor (EBF) is limited due to the 

concurrent impact of Compton scattering. 

As a result, there is a less pronounced 

reduction in these factors, even in the energy range 

where pair production becomes more prominent. 

This is particularly evident in the graph (Figure 3), 

where no clear decrease in EABF values is observed 

above 1.2 MeV, despite pair production starting to 

take effect. This can be attributed to the ongoing 

significant contribution of Compton scattering at 

these higher energies, which offsets the potential 

reduction in EABF that might be expected solely 

from pair production. 
 

 
Figure 4. Variation of EABF with photon energy in the 

range of 0.015 to 15 MeV for Lanthanide group 

elements at various penetration depths for (a)1 mfp, (b) 

10 mfp, (c) 20 mfp, (d) 40 mfp. 
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Figure 5. Variation of EBF with photon energy in the 

range of 0.015 to 15 MeV for Lanthanide group 

elements at various penetration depths for (a)1 mfp, (b) 

10 mfp, (c) 20 mfp, (d) 40 mfp. 

 

The Linear Attenuation Coefficient (LAC) 

values for each lanthanide element within the 

energy range of 200–2000 keV were compared with 

the results obtained from EpiXS and GATE 

simulations. These are presented in Table 2. The 

percentage difference was calculated using Eq. (8) 

and was found to be less than 5%. 

According to Pyngrope’s work, Erbium has 

the highest mass attenuation coefficient (0.03907 

cm/g), while Lanthanum has the lowest (0.03646 

cm/g), both measured with 4 MeV gamma radiation 

[35]. Erbium also has the lowest HVL (1.956 cm) 

and MFP (2.823 cm), making it the most effective 

lanthanide for radiation shielding at this energy 

level [35].  In our study, the results are consistent 

with the literature; based on the GATE simulation, 

the mass attenuation coefficient (MAC) of Erbium 

was found to be 0.039107 cm/g, while Lanthanum's 

MAC value was 0.036405 cm/g. Furthermore, 

according to both the GATE simulation and EpiX 

calculation, which show good agreement, the lowest 

HVL and MFP values are observed for Lutetium, 

with an HVL of 1.7707 cm and an MFP of 2.5545 

cm. The highest values are found for Europium, 

with an HVL of 3.3924 cm and an MFP of 4.8943 

cm. 

 

4. Conclusion and Suggestions 

 

The findings of this study underscore the varying 

radiation shielding capabilities of Lanthanide 

elements, with key parameters such as the MAC, 

LAC, HVL, and MFP. The observed decrease in 

MAC and LAC values with increasing photon 

energy underscores the transition from photoelectric 

interactions at lower energies to the predominance 

of Compton scattering and pair production at higher 

energies. The distinct peaks in attenuation values, 

correlated with the atomic structure of the elements, 

illustrate how atomic number influences shielding 

effectiveness, with Lutetium demonstrating superior 

performance due to its lowest HVL and MFP values. 

Conversely, Europium exhibited less effective 

shielding capabilities. Furthermore, the analysis of 

the EABF and EBF reveals critical insights into 

photon interactions, particularly the impact of 

energy range on these factors. Overall, this research 

provides valuable data that can inform the selection 

and optimization of Lanthanide materials for 

radiation shielding applications, paving the way for 

enhanced safety and efficiency in the nuclear and 

medical fields. Additionally, it establishes a 

foundation for investigating how the incorporation 

of rare earth elements into glass structures may alter 

their properties. Future studies should focus on 

exploring the practical applications of these findings 

in real-world settings, further advancing our 

understanding of radiation protection materials. 

 



N. Yavuzkanat / BEU Fen Bilimleri Dergisi 13 (4), 1314-1324, 2024 

1321 

Table 2. Comparison of LAC Values for Lanthanide Elements: EpiXS vs. GATE Simulations. 

Elements  

Photon Energy (keV) 

200 500 1000 1500 2000 

LAC (cm-1) 

Lanthanum (La) 
GATE 2.5501 0.6311 0.3515 0.2864 0.2453 

EpiXS 2.6194 0.6238 0.3605 0.2848 0.2530 

Cerium (Ce) 
GATE 2.8613 0.6666 0.3928 0.3165 0.2743 

EpiXS 2.9784 0.6929 0.3963 0.3125 0.2776 

Praseodymium (Pr) 
GATE 3.0364 0.7100 0.4075 0.3353 0.2868 

EpiXS 3.1875 0.7250 0.4101 0.3227 0.2868 

Neodymium (Nd) 
GATE 3.2844 0.7574 0.4323 0.3378 0.3051 

EpiXS 3.4094 0.7586 0.4246 0.3334 0.2963 

Promethium (Pm) 
GATE 3.6717 0.7845 0.4314 0.3552 0.3150 

EpiXS 3.7147 0.8087 0.4480 0.3509 0.3119 

Samarium (Sm) 
GATE 3.8053 0.8212 0.4467 0.3465 0.3293 

EpiXS 3.9214 0.8361 0.4581 0.3580 0.3182 

Europium (Eu) 
GATE 2.7552 0.5754 0.3294 0.2404 0.2183 

EpiXS 2.8555 0.5959 0.3233 0.2521 0.2241 

Gadolinium (Gd) 
GATE 4.2475 0.8865 0.4586 0.3909 0.3291 

EpiXS 4.3897 0.9000 0.4821 0.3750 0.3333 

Terbium (Tb) 
GATE 4.6163 0.9108 0.4922 0.4021 0.3486 

EpiXS 4.7724 0.9587 0.5085 0.3946 0.3507 

Dysprosium (Dy) 
GATE 4.9806 0.9729 0.5124 0.4072 0.3493 

EpiXS 5.1120 1.0096 0.5288 0.4094 0.3638 

Holmium (Ho) 
GATE 5.2767 1.0191 0.5310 0.4063 0.3852 

EpiXS 5.4583 1.0599 0.5488 0.4238 0.3765 

Erbium (Er) 
GATE 5.7529 1.0885 0.5462 0.4268 0.3787 

EpiXS 5.8416 1.1146 0.5711 0.4397 0.3907 

Thulium (Tm) 
GATE 6.1296 1.1461 0.5856 0.4422 0.4031 

EpiXS 6.2485 1.1746 0.5951 0.4566 0.4056 

Ytterbium (Yb) 
GATE 4.6430 0.8474 0.4278 0.3301 0.2938 

EpiXS 4.7464 0.8774 0.4402 0.3369 0.2991 

Lutetium (Lu) 
GATE 6.9433 1.2390 0.6108 0.4613 0.4308 

EpiXS 7.0377 1.2836 0.6356 0.4850 0.4305 

 

Statement of Research and Publication Ethics 

 

The study is complied with research and publication ethics. 
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Abstract 

It is well known that even small amounts of nanomaterials can improve the mortar 

structure and enhance its fresh state and hardened properties. This paper investigates 

the fresh state and hardened properties of nano zinc oxide-reinforced 3D-printed 

geopolymer mortars. The mechanical properties of 7, 28, 90, and 180 days of 3D-

printed geopolymer mortars cured at ambient temperature were investigated. For this 

purpose, 3D-printed geopolymer mortar samples containing 0%, 0.25%, 0.50%, and 

0.75% nano zinc oxide were produced. Flow table and buildability tests were applied 

to these samples to determine the fresh state properties. Ultrasonic pulse velocity, 

flexural strength, and compressive strength tests were applied to the hardened 3D-

printed geopolymer mortar samples. The best mechanical test results were obtained 

from 3D-printed geopolymer mortar samples containing 0.5% nano zinc oxide at the 

end of all curing times. In the ZN 50 series cured for 28 days, approximately 29% 

higher strength was obtained in FS and 66% higher in compressive strength 

compared to the ZN 0 series without nanomaterials. It has been noted that 

incorporating a tiny quantity of nano zinc oxide into 3D-printed geopolymer mortars 

improves their mechanical performance. 
 

 
1. Introduction 

 

Concrete is the most commonly used building 

material in the world, especially in the construction 

sector. One of the most commonly used materials in 

building structures is mortar. Mortar is obtained by 

mixing binders such as sand and cement with water. 

Mortar and concrete are the second most consumed 

materials in the world after water. One of the main 

industries that produce greenhouse gases is the 

cement industry. This cement production has a large 

carbon footprint and has grown to be a major source 

of pollution worldwide in recent decades [1].  

 Geopolymer (GP) is inorganic polymeric 

binder materials, first developed by Davidovits in the 

1970s [2]. GP is an aluminum and silicate type binder 

material formed by activating natural and waste 

pozzolanic materials with various alkaline activators 

[3]. GPs are highly acknowledged in the concrete 

industry as superior cement alternatives, providing an 

 

*Corresponding author: mseloglu@firat.edu.tr             Received: 04.10.2024, Accepted: 03.12.2024 

environmentally benign and sustainable building 

solution. GP composites are environmentally friendly 

because they are sustainable, use waste materials, and 

do not contain Portland cement. GP mortar or 

concrete is known as environmentally friendly mortar 

or environmentally friendly concrete because it uses 

one or more components that are considered industrial 

waste materials with pozzolanic quality and limited 

landfill areas during production. GP mortars and 

concretes, can be produced by activating one or more 

of the following materials with alkali activators: 

industrial wastes such as fly ash (FA), rice husk ash, 

silica fume, ground granulated blast furnace slag, 

fired clays and shales, heat-treated materials such as 

metakaolin (MK), natural pozzolans such as volcanic 

ashes, trass, and diatomite soils, pumice, which is a 

type of volcanic glassy rock and also known as 

pumice stone, and ground perlite, which is a volcanic 

rock [4]. 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1561303
https://doi.org/10.17798/bitlisfen.1561303
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M. Seloğlu / BEU Fen Bilimleri Dergisi 13 (4), 1325-1334, 2024 

1326 

 Three-dimensional printing technology 

(3DPT), which has a very widespread use, has also 

found a place in the construction sector. The first 

inventor of 3DPT C. Hull, received his patent in 1986 

and has shown considerable development and 

progress to this day [5].  With global warming and the 

deterioration of the ecological balance, which are 

among the biggest problems in the world, solutions 

have been sought in the construction sector for 

environmentally friendly production techniques, and 

innovative methods have been developed thanks to 

the opportunities provided by technological 

developments [6], [7]. One of these is the start of 

production with 3DPT. With 3D printing, a three-

dimensional object modeled in a computer 

environment is divided into layers, and during the 

production phase, each layer is built on top of the 

previous layer and maintains its shape. Despite its 

high cost and complex structure, it has become 

widespread enough to be used in almost every field 

today compared to the period when it was first 

produced. So much so that even products that cannot 

be produced with classical manufacturing methods 

can be easily produced with 3D printers [8].  

 It is imperative to apply sophisticated 

techniques to improve the structural performance of 

GP mortars by adding nanomaterials. Nanomaterials 

have gained importance in the building sector as a 

way to enhance mortar performance. It has been 

found that the structural performance and lifespan of 

GP mortars can be greatly enhanced by the addition 

of tiny amounts of nanomaterials [1]. Many properties 

vary according to the different nanomaterials used. 

Nanomaterials are added to GP mortars to improve 

their mechanical properties. Theoretically, all 

materials in the aluminosilicate class can be activated 

by alkali activators and exhibit binding properties. It 

is known from the literature that nanomaterials added 

to very small amounts of alkali activators increase the 

mechanical performances of GP mortars [9]. The use 

of nanomaterials in three dimensional printed 

geopolimer (3DGP) mortar and concrete samples has 

increased recently [10]–[17]. Nano zinc oxide (n-ZN) 

is a promising nanomaterial because of its good 

semiconductor capabilities, and its ability to improve 

microstructure by acting as a filler and increasing 

mechanical strength [18]. It is also easy and 

economical to produce and safe for the environment 

[19]. However, the use of n-ZN in GP mortar samples 

is limited [18], [20]–[24]. Also, the use of n-ZN in 

3DGP mortar samples is very limited [25]. More 

researchers have been examining the mechanical 

strength and durability properties of GP composites 

utilizing n-ZN in recent years [26], [27]. It is known 

from the literature that n-ZN has an improving effect 

on mechanical performance [9]. In their investigation, 

Raj et al. [28] found that n-ZN containing GP 

composites had a greater mechanical strength than GP 

composites. The fire resistance of plywood coated 

with a GP containing n-ZN was investigated by Wang 

et al [29]. They discovered that a flame is not 

necessary when utilizing huge volumes of n-ZN. 

Slag-based GPs were compared to n-ZN, nano-iron, 

and hybrid nanomaterials in terms of their physical 

characteristics, mechanical strength, and radiation 

shielding capabilities by Mohsen et al [30]. 

Comparing the hybrid nanomaterial series against the 

n-ZN series, they discovered that the hybrid 

nanomaterial series produced superior results in 

mechanical strength and radiation protection 

qualities. Seloglu et al. [9] compared the mechanical 

strength of different nanomaterials in MK-FA-based 

GP mortars. They found that the best results were 

obtained in the GP mortar series containing 0.5% n-

ZN that were cured at ambient temperature for 7 and 

28 days. Zidi et al.'s investigation [19] looked at how 

nano alumina, n-ZN, and nano silica affected the 

mechanical characteristics of GP composites. They 

stated that using n-ZN to get outcomes that were both 

cost-effective and highly strength. Tan et al.'s 

investigation [31] examined how n-ZN affected the 

slag-based GP's engineering characteristics. They 

stated that the mechanical qualities of the composite 

were reduced when the percentage exceeded 2%. 

Tanyildizi, et al. [25] investigated the effects of using 

n-ZN in 3DGP mortars on mechanical and durability 

effects. They found that the highest mechanical 

properties were obtained from samples containing 

%0.5 n-ZN. 

 In this experimental study, fresh and 

hardened properties of n-ZN reinforced FA-MK-

based 3DGP mortar samples were investigated. 

Within the scope of the study, four different n-ZN 

reinforced 3DGP mortars were produced and added to 

the composite by volume at 0%, 0.25%, 0.50%, and 

0.75% ratios. For the fresh state properties of 3DGP 

mortar samples, the mini-slump spread test and 

buildability test, which is an important test in 3D 

printing, were performed. To examine the hardened 

properties, Ultrasonic pulse velocity (UPV), flexural 

strength (FS), and compressive strength (CS) tests 

were performed by the relevant standards. The study 

aims to investigate the rheological and mechanical 

properties of 3DGP mortars produced without molds 

and without using cement as a binder by curing at 

ambient temperatures for 7, 28, 90, and 180 days. The 

result of this research will be helpful to structural 

designers who want to build sustainable 3DGP 

mortar. 
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2. Materials and Method 

 

2.1. Materials 

 

In the current study, FA and MK were employed as 

binders. Table 1 presents the properties and 

composition of binder materials. 

To manufacture the geopolymer (GP) mortar, 

a binary activator consisting of Na2SiO3 (SM) and 

NaOH (SH) solution was used. The SH pellets were 

dissolved in water and added to the SM before the 

creation of the GP mortars. This process began 24 

hours before the production of the GP mortar to 

ensure the development of a 12 M alkaline solution. 

Fine river Palu sand was added to this mix as an 

aggregate. Table 2 presents the properties of 

aggregate. 

MK requires extra water in the GP mortar 

because of its clay nature. For this purpose and to 

ensure workability, additives were added to these GP 

mortars at a rate of 1% of the binder amount. n-ZN 

was added in increments of %0, %0.25, %0.50, and 

%0.75. These mixtures containing n-ZN are 

expressed as ZN 0, ZN 25, ZN 50, and ZN 75 in the 

study, respectively. Table 3 presents the properties of 

additive, Table 4 presents the properties of n-ZN, and 

Table 5 presents the GP mortar mix design in detail. 

 

Table 1. Properties and composition of binder materials 

Binder LOI MgO Al2O3 Na2O K2O CaO Fe2O3 SiO2 Specific gravity 

FA 0.91 2.42 22.95 0.92 0.99 2.58 7.25 58.25 2.31 (g/cm3) 

MK 1.11 0.16 40.25 0.24 0.55 0. 91 0.85 56.10 2.52 (g/cm3) 

 
 

Table 2. Properties of aggregate 

 Grain diameter Water absorption Specific gravity 

Fine sand 0. 6 mm 2.1 2.72 (g/cm3) 

 
 

Table 3. Properties of additive 

 Type Color Specific gravity 

Additive Viscosity regulator Green liquid 1.01 (g/cm3) 

 

 

Table 4. Properties of n-ZN 

Nano-ZnO 

Chemical formula ZnO 

Surface area (m2/g) 20-65 

Color White 

Average particle diameter (nm) 18 

Chemical structure Crystal 

Purity (%) 99.99 

Shape Near spherical 

 

Table 5. GP mortar mix design (by mass ratio) 

Mix FA MK Nano-ZnO (%) SM SH SS/SH AAS/B Aggregate VRA (%) 

ZN 0 0.50 0.50 0.00 0.55 0.25 2.20 0.80 2.57 0.01 

ZN 25 0.50 0.50 0.25 0.55 0.25 2.20 0.80 2.57 0.01 

ZN 50 0.50 0.50 0.50 0.55 0.25 2.20 0.80 2.57 0.01 

ZN 75 0.50 0.50 0.75 0.55 0.25 2.20 0.80 2.57 0.01 

*SM: Na2SiO3, SH: NaOH, AAS/B: alkaline activator solution/binder, VRA: viscosity regulator additive 
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2.2 Mix Design and Method 

 

The GP mortar mixing procedure used in this study 

follows the steps used in the author's previous study 

[25]. While printing, the printer speed was set to 80 

cm/minute, and a 0.9 x 1 cm rectangular nozzle was 

employed. The samples were exposed to ambient 

conditions for 7, 28, 90, and 180 days. Five layers of 

GP mortar specimens were fabricated by 3D printer, 

with the layer height of each GP mortar sample 

designed as approximately 0.8 cm. Figure 1 shows the 

flow chart of the GP mortar sample produced with a 

3D printer. 

 

Figure 1. The flow chart of 3DGP mortar 

 

For this study, forty-eight prismatic GP 

mortar mixture samples of four different types, each 

measuring 4 cm x 4 cm x 16 cm, were prepared. These 

samples were then kept under 23±2 °C ambient 

temperature curing conditions and kept until they 

reached the specified test ages (7, 28, 90, and 180 

days). At the end of the curing periods, the GP mortar 

samples produced with the 3D printer were subjected 

to fresh state and hardened property tests. 

 

2.3 Experimental Procedure 

 

2.3.1 Fresh State Testing Procedure 

 

The flowability properties of the produced GP 

mortars were determined by the flow table test. It was 

carried out according to ASTM C230 [32]. Fresh GP 

mortar mixtures were filled into the spreading table in 

two layers. Each layer was compacted 20 times with 

a tamper. Then, it was slowly removed and the flow 

table was lowered 25 times in 15 seconds to ensure 

spreading on the table. The diameter of the spread 

fresh GP mortar mass was measured in two 

perpendicular directions and the measured values 

were recorded in cm. Then, the flow table was 

determined by taking the arithmetic average of the 

values obtained in these two perpendicular directions 

for each fresh GP mortar sample. The test device used 

to determine the flowability properties and the GP 

mortar on which the flow table test was applied are 

given in Figure 2. 

   
a) b) 

Figure 2. a) The flow table test device [25], b) GP 

mortar sample 

 

Buildability is the ability to 3D print by 

adding mortar layer by layer continuously to the 

required level without significant deformation or 

collapse of the freshly printed component [33]. The 

buildability tests, which are of great importance in 

terms of extrudability and printability properties of 

3DGP mortar specimens produced with a 3D printer, 

were applied. It was carried out according to ASTM 

C1437 [4]. This test determines the shape retention of 

fresh GP mortar samples subjected to static load. Each 

fresh GP mortar mixture was placed in a mini-slump 

mold shortly after the first mixing. The mold was 

removed after a waiting period of 60 seconds. To 

ensure a smooth and equal distribution of the load, a 

glass plate was placed on the fresh GP mortar sample. 

Then, a 0.6 kg load was applied with the glass plate 

weight for 60 seconds. At the end of 60 seconds, the 

deformation of the fresh GP mortar samples was 

measured in two perpendicular directions, taking into 

account the final heights of the samples. The 

arithmetic averages of these two measured values 

were taken and the average height values were 

recorded. At the end of the test, it is accepted that the 

mixtures with higher final height values can be 

constructed better. The GP mortar on which the 

buildability test was applied is given in Figure 3. 

 

   

Figure 3. The buildability test GP mortar sample. 

 

2.3.2 Hardened State Testing Procedure 

 

UPV and mechanical strength (FS and CS) tests were 

applied to hardened GP mortar samples produced 

with a 3D printer. Forty-eight prismatic samples, each 
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measuring 4 cm x 4 cm x 16 cm, for four different GP 

mortars made up the test for this study. Prismatic 

specimens measuring 4 x 4 x 16 cm were subjected to 

FS testing according to ASTM C348 [35] standards 

using a loading rate of 0.2 kN/s. Three samples were 

tested for each mixture. At the end of the curing 

periods, the FS of the GP mortar specimens produced 

with the 3D printer belonging to each series were 

obtained by taking the arithmetic average of three 

samples. Then, the CS of the 3DGP mortar samples 

were determined in an automatically controlled press 

according to the ASTM C349 [36] standard. The 

3DGP mortar samples, which were cured at ambient 

temperature and subjected to CS tests at the end of the 

7, 28, 90, and 180-day curing periods, were the 

samples subjected to FS tests and were divided into 

two for each sample after the test. The arithmetic 

mean of six specimens was used to determine the CS 

of the 3DGP mortar specimens that belonged to each 

series. Figure 4 shows 3DGP mortar samples 

subjected to FS and CS tests using a mechanical 

testing device. 

 

   
                     a)                             b)   

Figure 4. a) 3DGP mortar samples subjected to FS, b) 

3DGP mortar samples subjected to CS 

 

3. Results and Discussion 

 

3.1 Fresh Properties Test Results 

 

3.1.1 Flowability Test Results 

 

The flowability test results of 3DGP mortar samples 

are given in Figure 5. 

 

 
Figure 5. The flowability test results of 3DGP mortar 

samples  

When Figure 5 is examined, the flow tables in 

the ZN 0, ZN 25, ZN 50, and ZN 75 series were found 

to be 18.3, 17.7, 16.5, and 16 cm, respectively. n-ZN 

reinforcement reduces the flowability properties and 

decreases the flow table values in GP mortars. 

Nanomaterials have reduced workability due to their 

large surface area. They also react rapidly with 

alkaline activators, providing the creation of a 

viscous, and extremely adhesive GP matrix [28]. 

 

3.1.2 Buildability Test Results 

 

Figure 6 displays the outcomes of the 3DGP mortar 

samples' buildability test. 

 
Figure 6. The buildability test results of 3DGP mortar 

samples 

 

When Figure 6 is examined, the buildability 

test results of the ZN 0, ZN 25, ZN 50, and ZN 75 

series were found to be 3.2, 3.8, 4.1, and 4.2 cm, 

respectively. Buildability benefits from the quick 

improvement in yield strength of GP composites that 

comes from the addition of nanoparticles [33]. In this 

study, n-ZN was utilized to improve buildability and 

strength. The literature has investigated the utilization 

of nanoparticles to boost the yield strength of 3DGP 

samples. To enhance the buildability of GP 

composites without considerably compromising their 

pumpability, it was acceptable to incorporate the 

nanoparticles during the mixing stage [37]. n-ZN 

reinforcement increases the buildability properties in 

3DGP mortars [25]. This increase was found to be 

18.75%, 28.13%, and 31.25% in the series containing 

n-ZN (ZN 25, ZN 50, and ZN 75) compared to the ZN 

0 control series without n-ZN, respectively. As a 

result, it was discovered that n-ZN use in GP 

composites was crucial for buildability. 

 

3.2 Hardened Properties Test Results 

 

3.2.1 UPV Test Results 

 

To learn about the strength characteristics of 3DGP 

mortar specimens, UPV tests were used. The UPV 

18,3 17,7
16,5 16

0

4

8

12

16

20

ZN 0 ZN 25 ZN 50 ZN 75

F
lo

w
ab

il
it

y
 (

cm
)

3,2

3,8
4,1 4,2

0

0,5

1

1,5

2

2,5

3

3,5

4

4,5

ZN 0 ZN 25 ZN 50 ZN 75

B
u
il

d
ab

il
it

y
 (

cm
)



M. Seloğlu / BEU Fen Bilimleri Dergisi 13 (4), 1325-1334, 2024 

1330 

test results of 3DGP mortar samples are given in 

Figure 7. 

 

 
Figure 7. The UPV test results of 3DGP mortar samples  

 

When Figure 7 is examined, the UPV test 

results of the ZN 0, ZN 25, ZN 50, and ZN 75 series 

increased in all series in parallel with the increase in 

cure times. This increase was found to be 10%, 15%, 

and 2%, respectively, in the series containing n-ZN 

(ZN 25, ZN 50, and ZN 75) cured at ambient 

temperature for 28 days, compared to the ZN 0 control 

series without n-ZN. The highest UPV test values 

were recorded in the ZN 50 series containing 0.5% n-

ZN at the end of all cure times. These results are also 

consistent with the literature [20]. In the literature, the 

CS of the specimens improved by 0.5% with the 

addition of n-ZN, but the CS of the samples reduced 

with the addition of 0.7% [20]. UPV outcomes are 

often parallel to CS and are assumed to be related to 

CS [25]. The UPV test results of the ZN 50 series 

cured at ambient temperature for 7, 28, 90, and 180 

days were found to be 2538 m/s, 2631 m/s, 2674 m/s, 

and 2695 m/s, respectively. 

 

3.2.2 FS Test Results 

 

The FS test results of 3DGP mortar samples are given 

in Figure 8. 

 

 
Figure 8. The FS test results of 3DGP mortar samples  

 

When Figure 8 is examined, the FS test 

results of the ZN 0, ZN 25, ZN 50, and ZN 75 series 

increased in all series in parallel with the increase in 

all cure times. This increase was found to be 75%, 

63%, and 53%, respectively, in the series containing 

n-ZN (ZN 25, ZN 50, and ZN 75) cured at ambient 

temperature for 28 days, compared to the ZN 0 control 

series without n-ZN. The highest FS test results were 

obtained in the ZN 50 series containing 0.5% n-ZN at 

the end of all cure times. Sobhy et al. [38] found that 

the inclusion of 0.5% n-ZN increased the FS at the 

end of 28-day curing times by approximately 25%. 

The worst effect of NZ is that it reduces the 

mechanical strength and hydration degree when used 

in composites at a rate higher than 0.5%; all of these 

are due to the reaction between ZnO and CH. 

Therefore; the reinforcement of NZ at a rate higher 

than 0.5% has a bad effect on the mechanical 

properties of the composite. The literature also has 

instances of this circumstance. [39, 40]. 

 

3.2.3 CS Test Results 

 

The CS test results of 3DGP mortar samples are given 

in Figure 9. 

 

 
Figure 9. The CS test results of 3DGP mortar samples 

 

When Figure 9 is examined, the CS test 

results of the ZN 0, ZN 25, ZN 50, and ZN 75 series 

increased in all series in parallel with the increase in 

all cure times. This increase was found to be 67.1%, 

44.8%, and 19.8%, respectively, in the series 

containing n-ZN (ZN 25, ZN 50, and ZN 75) cured at 

ambient temperature for 28 days, compared to the ZN 

0 control series without n-ZN. The highest CS test 

results were obtained in the ZN 50 series containing 

0.5% n-ZN at the end of all cure times. n-ZN 

contributed to the increase in strength by filling the 

void structures. If homogeneous distribution is 

provided, no sedimentation and no agglomeration is 

observed, the type of nanomaterial increases the 

mechanical performance of the GP mortar depending 
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on the type and rate of addition. The results obtained 

from this study are supported by the literature [20], 

[25], [28], [40]. Therefore, the optimum amount of 

nano zinc oxide to be used in such composites is 

thought to be 0.5%. 

Zidi et al.'s study [20], indicated that when the 

n-ZN was 0.5%, the CS test was at its highest. They 

claimed that the decrease in the interfacial transition 

zone caused by the n-ZN particles' and GPs matrix's 

interfacial adhesion is the cause of this. Additionally, 

they stated that at a dosage of 0.7% for n-ZN, the CS 

dropped as a result of improperly disseminated 

nanoparticle aggregation [20]. Other research, in 

addition to this one, has shown that the mechanical 

properties are decreased when n-ZN is used in 

amounts more than 0.5% [28], [41]. Zailan et al. [18] 

found the highest CS test results in 2.5% n-ZN 

reinforced GP composites cured at ambient 

temperature for 28 days. In this study, the highest CS 

was obtained in GP mortars containing 0.5% n-ZN. 

Raj et al. [28] found that the inclusion of 0.5% n-ZN 

increased the CS by approximately 26% [23]. Zidi et 

al. [19], in their paper comparing the cost analyses of 

different nanomaterials, found that GP samples 

containing 0.5% n-ZN increased the CS by 26.7%. As 

in previous research, the maximum CS in this sample 

came from 3DGP mortar containing 0.5% n-ZN. In 

this study, approximately 20% CS increase was 

recorded in 3DGP mortar samples. The CS of the ZN 

50 series cured at ambient temperature for 28 days 

was found to be 30.2 MPa. n-ZN created a filler 

effect, filled the existing voids, and created a more 

impermeable structure, causing an increase in the 

strength of 3DGM samples. This increase is due to the 

high specific surface area and reactivity of nano-sized 

materials. As a result of pozzolanic reactions, the 

increase in strength became more pronounced over 

time. Therefore, as the curing time increased, the 

increase in strength continued at 7, 28, 90, and 180 

days. In addition, since production is done without 

using molds, it is more economical and faster, which 

are other advantageous results in addition to its CS. 

This strength is sufficient and acceptable for many 

construction applications. 

 

4. Conclusion  

 

This study investigated the fresh state properties and 

hardened mechanical strength properties of GP 

mortars produced with n-ZN reinforcement and cured 

at ambient temperature conditions. ZN 0 series 

without nanomaterials were accepted as control 

samples and the experimental results obtained with n-

ZN reinforced 3DGP mortar samples were compared. 

The obtained results are given below: 

 1- Buildability test results increased and GP 

mortar sample flowability values decreased when n-

ZN was added to mixtures. The ZN 0 samples 

produced the greatest flowability and lowest 

buildability findings. The ZN 75 samples yielded the 

highest buildability and lowest flowability scores as 

well. The rheological characteristics of 3DGP mortar 

samples were found to be improved by the usage of 

n-ZN in this investigation. 

2- The highest UPV results were obtained 

from the ZN 50 series, with approximately a 15% 

increase compared to the ZN 0 control samples cured 

for 28 days. It was determined that UPV results and 

CS results support each other as in traditional mortar. 

Therefore, it was concluded that the non-destructive 

test methods developed to determine the mechanical 

properties of traditional mortars are valid in 3DGP 

mortar samples. 

3- The greatest FS results were obtained from 

the ZN 50 series, with approximately a 63% strength 

increase compared to the ZN 0 control samples cured 

for 28 days. This increase in FS of GP can be 

explained by the microstructure developed by the 

addition of zinc to the GP mortar and the formation of 

a denser GP mortar as a result of the polymerization 

reaction. 

4- The peak CS of n-ZN reinforced 3DGP 

mortar samples is obtained using 0.5% nano zinc 

oxide. This can be attributed to the potential of 

nanomaterials to fill or minimize voids and the ability 

of nanozinc to increase the polymerization rate. 

3DGP mortar samples containing 0.5% n-ZN gave the 

highest CS results at all cure times. Approximately 

66% higher CS results were obtained from the ZN 50 

series than the control samples cured for 28 days. 

It has been observed that the fresh state and 

mechanical properties of 3DGP mortar samples 

exhibit good performance with a very small amount 

of n-ZN reinforcement. It is also thought that it would 

be useful to examine the durability properties of 

3DGP mortar samples with n-ZN reinforcement. 
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Abstract 

Nowadays, interest in technology is growing as technology advances and makes our 

jobs easier. These rapid technological advancements bring with them a slew of 

unwanted negative attacks, such as cyber-attacks and unauthorized access. To 

prevent such negative attacks, intrusion detection systems are frequently used. In this 

research, we make some suggestions for novel and reliable classifiers for intrusion 

detection systems that are based on copulas. Using copula-based classifiers, we hope 

to detect intrusion in computer networks. Student's-t, Gumbel, Clayton, Gaussian, 

Independent and Frank classifiers, which are frequently used in the literature, have 

been preferred as copula-based classifiers. These classifiers were used to perform 

classification on the KDD'99 dataset. The 10-fold cross-validation method has been 

used in the classification phase. When the experimental results were examined, the 

proposed Gaussian copula-based classifier outperformed state-of-the-art basic 

methods on the KDD'99 dataset with a success rate of 99.41%. As a direct 

consequence of this, classifiers based on the copula have shown promising results in 

the field of intrusion detection. Classifiers that are based on the copula have been 

found to be a competitive alternative to the most recent and cutting-edge fundamental 

approaches. 

 

 
1. Introduction 

 

Today, the internet is an important communication 

tool that provides the flow of information between 

both personal and business relationships. This 

communication tool has also brought security risks. In 

particular, e-commerce applications made over the 

internet are exposed to serious attacks. These attacks 

cause significant damage to companies by causing 

loss of workforce, time and product in critical 

business applications [1]. Computer viruses and 

malware are examples of a few of these attacks. As a 

result of the attacks, information is lost and 

information that should be kept confidential may be 

disclosed. Security vulnerabilities on the Internet can 

cause great harm to web-based companies and public 

services. For this reason, companies and public 

service institutions increase their security measures 

day by day and have to make larger investments in 

order to take precautions against new threats [1]–[3]. 

Therefore, the tools that ensure the security of 

computer systems are gaining more and more 

 
* Corresponding author: mcibuk@beu.edu.tr       Received: 04.10.2024, Accepted: 25.12.2024 

importance, and especially the importance of 

Intrusion Detection Systems (IDS) is increasing. IDS 

helps to protect information systems against all kinds 

of attacks made over the network and is called any 

software or hardware components that have warning 

characteristics [2], [4]. By using IDS, attacks made 

over the network can be detected and prevented by 

activating the relevant mechanisms. There are many 

methods for performing IDSs. Some of these methods 

can be listed as Artificial Neural Networks (ANN), 

Support Vector Machines (SVM), Decision Tree 

(DT), and Ensemble Learning (EL). Apart from these 

methods, methods such as copula functions have also 

started to be applied [5]. In this study, attack detection 

has been performed by using copula functions, which 

is a new approach for the IDS domain. The 

classification algorithm inspired in this study has been 

first proposed by R. Salinas-Gutierrez et al. [6]. This 

classification algorithm, which is Gaussian copula-

based, has been later generalized by M. Scavnicky [7] 

and a copula-based classification algorithm has been 

obtained. In this study, the use and performance of the 

https://dergipark.org.tr/tr/pub/bitlisfen
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algorithms developed on the basis of the copula-based 

classification approach, which has been generalized 

by M. Scavnicky [7], in the field of IDS have been 

examined. There have been many studies on intrusion 

detection in the literature. We can list some of these 

studies as follows. B. W. Masduki et al. [2], in their 

study, made attack detection using SVM. The success 

rate in R2L attacks was 96.08%. Ş. Sağıroğlu et al. [4] 

developed an ANN-based intelligent IDS in their 

study. The clever IDS they developed yielded very 

successful results. They tested the intelligent IDS 

using the KDD'99 dataset. They used 65536 samples 

from the KDD'99 dataset. The highest success rate 

they achieved was 97.92% and the lowest success rate 

was 81.93%. H. A. Sonawane et al. [8] proposed two 

methods in their study, namely Neural Networks 

(NN) and NN-based principal component analysis 

(PCA). The NN-based PCA method used a few 

features of the KDD'99 dataset, while the NN method 

used all the features of the KDD'99 dataset. By 

comparing these two methods, they observed that NN 

gave better results than PCA. The highest success rate 

of NN was 90.20%. M. Govindarajan et al. [9] 

performed attack detection using ensemble classifier 

(radial basis function (RBF)+SVM) in their study. 

The best success rate of RBF+DVM was 85.19%. A. 

Dastanpour et al. [10] performed attack detection 

using SVM, ANN and Genetic Algorithm (GA) 

algorithms in their study. When they applied the GA 

algorithm on SVM, they achieved 100% performance 

using 24 features of the KDD'99 dataset, while when 

they applied the GA algorithm on ANN, they 

achieved 100% performance on 18 features of the 

KDD'99 dataset. ANN+GA algorithm achieved better 

performance with fewer features. W. Wang et al. [11] 

performed attack detection using PCA in their study. 

The best success rate was 98.80%. S. Kumar et al. 

[12] used ANN to detect attacks in their study. The 

success rate on the KDD'99 dataset was 91.90%. They 

used 494021 samples for training and 311027 sample 

data for testing. J. Esmaily et al. [13] performed attack 

detection using DT and ANN in their study. In 

addition, DT and ANN algorithms were compared 

with each other. On the KDD'99 dataset; ANN gave 

better results with 99.71%. The success rate of the DT 

algorithm was 97.93%. Y. B. Bhavsar et al. [14] 

performed attack detection using DVM in their study. 

Normally, the success rate was 94.18%, while using 

10-fold cross validation and RBF kernel, the success 

rate increased to 98.57%. G. Poojitha et al. [15] 

performed attack detection using ANN in their study. 

They used a total of 12723 samples from the KDD'99 

dataset, 6363 samples for training and 6360 samples 

for testing. The success rate was 94.93%. B. Huyot et 

al. [5] performed online unsupervised attack detection 

on the Defense Advanced Research Projects Agency 

(DARPA) dataset by using copula theory or functions 

in their study. They achieved a success rate of 79% on 

the DARPA dataset. Although many [6], [7], [16]–

[21] studies using copulas have been examined in the 

literature, no study on attack detection using copula 

functions has been found in the literature, except for 

this study. The contributions of this article have been 

given below. 

 

• We propose novel and reliable classifiers 

(Student's-t, Gumbel, Clayton, Gaussian, 

Independent and Frank classifiers) for 

intrusion detection systems. 

• We use the MrMR feature extraction 

technique for feature extraction. 

• The proposed gaussian copula-based 

classifier outperformed state-of-the-art basic 

methods on the KDD'99 dataset with a 

success rate of 99.41%.  

• We use the 10-fold cross-validation method 

to measure the performance of the proposed 

models. 

• •We conclude that the copula-based classifier 

is a competitive alternative to several state-

of-the-art methods. 

 

2. Material and Method 

 

2.1. Copula Functions 

 

The term copula has been used in Latin to mean 

connection, relationship [7], [22]. The term copula 

was first proposed by Abe Sklar in 1959 [23]. Copulas 

have often been used to express (measure) the 

dependence between variables [5], [24]. The main 

purpose of copulas is to describe the interrelationship 

(dependency) of several random variables [25]. In 

addition, copulas are used to examine dependency 

structures among random variables and to obtain a 

multivariate distribution function [26]. Copula 

functions with their margins are used to construct the 

multivariate joint distribution function [6], [27]. In 

statistics science; copula are multivariate functions 

that provide the relationship between the common 

distribution functions of the random variable vector 

and the marginals of this distribution [22]. In other 

words; copulas are functions used to get a common 

distribution using marginal distributions [5], [22]. 

Copulas have been used in many application areas. At 

the beginning of these application areas are insurance 

[28], finance [29], statistics [30], economics [31], risk 

management [32] and security [3], [6], [33]. Copulas 

have an important place in applications because their 

elements in a class can be easily constructed, contain 
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large variables, and have good algebraic properties 

[34]. Copula functions have generally divided into 

two basic categories, elliptical and Archimedean 

copulas [35], [36]. 

 

𝑢 = (𝑢1, 𝑢2, 𝑢3, … , 𝑢𝑛; 𝜃) ∈ [0,1]𝑛 is the 

random variable vector and 𝐶 is the joint distribution 

function. 𝐶 has been shown in equation (1). 

 

C(u1, u2, u3, … , un; θ) = P(U1 ≤ u1, U2 ≤
u2, U3 ≤ u3, … , Un ≤ un). 

(1) 

 

where 𝜃 is the copula parameter. Copulas can 

take a single parameter or more than one parameter 

according to their type. A two-dimensional (variable) 

copula function 𝐶, a continuous distribution function 

whose marginals are defined as 𝑢 = [0,1] and 

𝐶: [0,1]2 → [0,1] has the following properties. 

𝐶(0, 𝑢) = 𝐶(𝑢, 0) = 0 for ∀𝑛∈ [0,1] 
𝐶(1, 𝑢) = 𝐶(𝑢, 1) = 𝑢 for ∀𝑛∈ [0,1] 
𝐶(𝑣1, 𝑣2) − 𝐶(𝑣1, 𝑢2) − 𝐶(𝑢1, 𝑣2) + 𝐶(𝑢1, 𝑢2) ≥ 0  

for each (𝑢1, 𝑢2), (𝑣1, 𝑣2) ∈ [0,1] ∗ [0,1] with 𝑢1 ≤
𝑣1 and 𝑢2 ≤ 𝑣2 [5], [37][22] [3]. 

 

On the other hand, the Sklar theorem is one of 

the most important theorems of copulas [37]. The 

Sklar theorem mentions the function of copulas in 

linking multivariate joint distribution functions with 

its (univariate) marginal distribution functions [22], 

[38]. This theorem has made copulas more 

understandable and has easily expressed the 

relationship between copulas and joint distribution 

functions [39], [40]. The Sklar theorem has been 

given in equation (2). 

 

𝐶(𝑢1, 𝑢2, … , 𝑢𝑑) = 𝐹 (𝐹1
−1(𝑢1), 𝐹2

−1(𝑢2), … , 𝐹𝑑
−1(𝑢𝑑))    (2) (2) 

 

where the marginal distributions of random 

variables 𝑥1, 𝑥2, … , 𝑥𝑑 have expressed as 𝑢1 =
𝐹1(𝑥1), 𝑢2 = 𝐹2(𝑥2), … , 𝑢𝑑 = 𝐹𝑑(𝑥𝑑), respectively 

[41], [42]. Although there are many types of copula 

families; Gumbel, Independent, Clayton, Gaussian, 

Student's-t, and Frank copula families, which have 

been widely used in the literature, have been used in 

this study [18], [22], [43]. The copula density function 

has often been used to estimate the parameter of a 

copula [16]. Let  𝐹 be given as the joint distribution 

function. Let 𝑓 be the density function of the joint 

distribution function 𝐹. Let 𝐶, be the copula function. 

𝐹1, 𝐹2, 𝐹3, … , 𝐹𝑛 are the marginal distributions of the 

𝐹 joint distribution function. The copula density 

function 𝑐 has been alculated as in equation (3) [23], 

[44]. 

 

𝑐(𝑢1, 𝑢2, … , 𝑢𝑛) =
𝜕𝑛𝐶(𝑢1,𝑢2,…,𝑢𝑛)

𝜕𝑢1,𝜕𝑢2,…,𝜕𝑢𝑛
=

𝑓(𝐹1
−1(𝑢1),𝐹2

−1(𝑢2),…,𝐹𝑛
−1(𝑢𝑛))

∏ 𝑓𝑖(𝐹𝑖
−1(𝑢𝑖)𝑛

𝑖=0 )
   . 

(3) 

 

The relationship between the multivariate 

density function 𝑓(𝑢1, 𝑢2, … , 𝑢𝑛) and the copula 

density function has been shown in equation (4) [37], 

[45]. 

 

𝑓(𝑢1, 𝑢2, … , 𝑢𝑛) =
 𝑐(𝐹1(𝑢1), 𝐹2(𝑢2), … , 𝐹𝑛(𝑢𝑛); α) ∏ 𝑓𝑖(𝑢𝑖)𝑛

𝑖=1    . 
(4) 

 

where 𝑓𝑖 is the univariate density function of 

the marginal distribution function 𝐹𝑖. 𝑐 is the copula 

density function. 𝛼 is the copula parameter [3]. The 

definitions of copulas families used in this study are 

given below. Gaussian (Normal) copula is obtained 

from multivariate Gaussian distribution [37], [46], 

[47] [3]. Gaussian copula is radially symmetric in its 

dependence structure [21], [44], [48]. Gaussian 

copula cannot model tail dependence because it has 

upper tail dependence (𝜆𝑢 = 0) and lower tail 

dependence (𝜆𝑙 = 0) [21]. The general representation 

of Gaussian copula is expressed as 𝐶𝜌
𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛. 

Student’s-t copula is obtained from multivariate 

Student’s distributions [46], [47]. The general 

representation of Student’s-t copula is expressed as 

𝐶𝑣,𝜌
𝑆𝑡𝑢𝑑𝑒𝑛𝑡′𝑠−𝑡. Student’s-t copula is radially symmetric 

in its dependence structure [21], [44], [48]. Student’-

t copula models both lower tail and upper tail 

dependency [21]. The Archimedean copula family is 

one of the most important copula families. 

Archimedean copulas are frequently preferred 

because they are easy to construct, can model various 

dependency properties of copula families, and are 

easy to use in applications [48], [50]. One of the 

advantages that makes Archimedean copulas useful is 

that they have a closed form [51], [52]. Archimedean 

copula families are generated using the formula in 

equation (5) [44], [53]. 

 

𝐶𝜃(𝑢1, 𝑢2, … , 𝑢𝑛) = 𝜑−1 (∑ 𝜑(𝑢𝑖)

𝑛

𝑖=1

) (5) 

 

where 𝜃 is the dependency parameter and 𝜑 

is the generator function. In this study, Archimedean 

copulas (Clayton, Gumbel, Frank and Independent) 

were used for intrusion detection [3]. Naive Bayes 

theorem is a method for calculating (overcome) data 

uncertainty [54], [55]. Naive bayes is a classification 

technique frequently used in machine learning and 

data mining [19], [56]. Naive bayes classifier is based 

on bayes rule and probability theorem [57]. This 
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classifier is a supervised learning method used to 

predict the class from the features of the dataset [58], 

[59]. Copula-based classifiers often make use of the 

naive bayes theorem. The naive bayes theorem has 

been given in equation (6). The expression given in 

equation (6) has been used as a classification tool. 

 

𝑃(𝑆𝑑|𝑋) =
𝑃(𝑆𝑑)𝑃(𝑋|𝑆𝑑)

𝑃(𝑋)
  (6) 

 

Maximum A Posterior (MAP) is an 

estimation method used in naive bayes theorem [60], 

[61]. The MAP classifier can be designed by 

comparing the posterior probability 𝑃(𝑆𝑑|𝑋). In other 

words, the MAP can be constructed by looking for the 

class that maximizes the posterior probability [62]. 

Also, MAP is used to select the best probability [63]. 

Let  𝑋 = (𝑋1, 𝑋2, , 𝑋3, … , 𝑋𝐾) features of an object 

belong to class 𝐷. When classifying this object, 𝑋 

features is assigned to the class with the posterior 

highest probability in class 𝐷 [6]. For continuous 

features; A Gaussian copula function can be used to 

model the dependency structure in the probability 

function. In this case; probability can be calculated as 

in equation (7) by using the Gaussian copula density 

in the expression given in equation (6). 

 

𝑃(𝑆𝑑|𝑋) =
Φ(𝐹1(𝑋1),𝐹2(𝑋2),…,𝐹𝐾(𝑋𝐾)|𝑆𝑑)𝑃(𝑆𝑑) ∏ 𝑓𝑘(𝑋𝑘|𝑆𝑑)𝐾

𝑘=1

𝑓(𝑋)
  

(7) 

 

where 𝐹𝑖, is the marginal distribution 

functions and 𝑓𝑖 is the marginal density of the 

features. Φ denotes Gaussian copula density [6], [7]. 

It can be generalized as in equation (8) by writing any 

(Student's-t, Clayton, Frank, Gumbel, Independent) 

copula density instead of Gaussian copula density in 

equation (7) [6], [7]. 

 

𝑃(𝑆𝑑|𝑋) =
c(𝐹1(𝑋1),𝐹2(𝑋2),…,𝐹𝐾(𝑋𝐾)|𝑆𝑑)𝑃(𝑆𝑑) ∏ 𝑓𝑘(𝑋𝑘|𝑆𝑑)𝐾

𝑘=1

𝑓(𝑋)
  

(8) 

 

where c represents any copula density. The 

expression given in equation (8) is expressed as a 

naive bayesian classifier. The naive bayesian 

classifier can be obtained using the Independent 

copula. Therefore, the copula-based classifier is its 

generalized version. Based on the expression given in 

equation (8), a copula-based MAP classifier can be 

constructed as in equation (9) [6], [7]. 

𝑆�̂� =
𝑎𝑟𝑔 max

𝑆𝑑∈𝑌
c(𝐹1(𝑋1), 𝐹2(𝑋2), … , 𝐹𝐾(𝑋𝐾)|𝑆𝑑) ∏ 𝑓𝑘(𝑥𝑘|𝑆𝑑)𝑃(𝑆𝑑

𝐾
𝑘=1 )  (9) 

While constructing the MAP classifier, if the 

Inference Functions for Margins (IFM) method has 

been applied; any (Gaussian, Student's-t, Clayton, 

Frank, Gumbel, Independent, etc.) copula, the 

marginals estimated during the application of the IFM 

method, their densities and previous experimental 

probabilities have been used equation (9) to obtain a 

MAP classifier. In the case of applying the Canonical 

Maximum Likelihood (CML) method; any copula has 

been obtained by substituting the experimental 

cumulative distribution functions, experimental 

densities, and previous experimental probabilities in 

equation (9) [7] [3]. 

 

2.2. KDD'99 (KDD Cup 1999) Dataset 

 

The first study sponsored by DARPA was carried out 

by the Massachusetts Institute of Technology (MIT) 

Lincoln laboratory in 1998 [64], [65]. DARPA is a 

data set used to perform both training/learning and 

testing [64]. KDD'99 dataset has been obtained by 

preprocessing the DARPA dataset (feature extraction 

etc.) [66], [67]. KDD'99 has been widely used in the 

research of IDSs in recent years [66], [68]. The 

purpose of the widespread use of the KDD'99 dataset 

is to facilitate training and testing for intrusion 

detection [4], [69]. A lot of preprocessing has been 

needed before the DARPA dataset can be used for 

IDSs. In this study; the KDD'99 dataset, which has 

obtained by preprocessing the DARPA dataset, has 

been used. By using the KDD'99 dataset, training and 

test results can be obtained faster [69]. There are 38 

attack types in total, 24 attack types in the KDD'99 

training dataset and 14 attack types in the test dataset 

[65], [69]. KDD'99 is a dataset consisting of 41 

features, 9 basic and 32 derived [65]. The KDD'99 

dataset is divided into four categories: basic features, 

content features, time-based traffic features, and host-

based traffic features [65], [70]. In this study, two 

different KDD'99 datafiles, KDD100 

(kddcup.data.gz) and KDD10 

(kddcup.data_10_percent.gz) have been used [71]. 

KDD100 consists of 4898431 samples and KDD10 

consists of 494021 samples [71], [72]. The quantities 

and categories of normal and attack types in the 

KDD10 and KDD100 datasets have been shown in 

Table 1. 
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Table 1. Quantities and categories of normal and attack types found in the KDD10 and KDD100 datasets [12], [3] 

 KDD10 KDD100 

Attack Type Quantity Quantity Quantity Category 

apache2 - - - - 

back 2203 DoS 2203 DoS 

buffer_overflow 30 U2R 30 U2R 

ftp_write 8 R2L 8 R2L 

guess_passwd 53 R2L 53 R2L 

httptunnel - - - - 

imap 12 R2L 12 R2L 

ipsweep 1247 probe 12481 probe 

land 21 DoS 21 DoS 

loadmodule 9 U2R 9 U2R 

mailbomb - - - - 

mscan - - - - 

multihop 7 R2L 7 R2L 

named - - - - 

neptune 107201 DoS 1072017 DoS 

nmap 231 probe 2316 probe 

normal 97278 normal 972781 normal 

perl 3 U2R 3 U2R 

phf 4 R2L 4 R2L 

pod 264 DoS 264 DoS 

portsweep 1040 probe 10413 probe 

processtable - - - - 

ps - - - - 

rootkit 10 U2R 10 U2R 

saint - - - - 

satan 1589 probe 15892 probe 

sendmail - - - - 

smurf 280790 DoS 2807886 DoS 

snmpgetattack - - - - 

snmpguess - - - - 

spy 2 R2L 2 R2L 

sqlattack - - - - 

teardrop 979 DoS 979 DoS 

udpstorm - - - - 

warezclient 1020 R2L 1020 R2L 

warezmaster 20 R2L 20 R2L 

worm - - - - 

xlock - - - - 

xsnoop - - - - 

xterm - - - - 

Total 494021  4898431  

 

On the other hand, the data amounts of 

KDD10 and KDD100 data sets and the percentages of 

normal and attack (DoS, Probe, U2R, R2L) types 

have been shown in Table 2. 
 

Table 2. The data amounts of the data types in the KDD'99 dataset and the percentage ratios of normal and attack 

(U2R, R2L, DoS, Probe) types [71], [3] 

Dataset Name Data Amount 
Attack Types 

Normal 
U2R R2L DoS Probe 

KDD10 494021 %0.01 %0.22 %79.23 %0.83 %19.69 

KDD100 4898431 %0.001 %0.02 %79.27 %0.83 %19.85 
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2.3. Preprocessing Stages of Datasets 

 

In this study, two datasets, KDD10 and KDD100, 

which are under the KDD'99 dataset, have been used. 

These datasets have consisted of labeled data. 

Therefore, it is also clear to which attacks the data in 

the KDD10 and KDD100 datasets belong. The 

“protocol_type”, “service” and “flag” fields in these 

data sets have been in text (string) format, while the 

other fields have been in numerical format. In order 

to be able to operate on the data sets in our study, all 

the fields in the data sets must be in numerical format. 

Therefore, numerical values have been given to each 

of the “protocol_type”, “service” and “flag” fields in 

text format. In the "attack_type" field in the KDD10 

and KDD100 data sets, a numerical value of 1 has 

been given for "normal traffic", while a numerical 

value of 2 has been given to other "all attack types". 

The purpose of doing this is to determine whether it 

is an attack rather than the type of attack. While 

converting the "protocol_type" names in the KDD10 

and KDD100 datasets to digital format, icmp, tcp and 

udp protocols have been digitized 1, 2 and 3 

respectively. The conversion of the "flag" names in 

the KDD10 and KDD100 datasets to numeric format 

has been shown in Table 3. 

 
Table 3. Converting "flag" names in KDD10 and 

KDD100 datasets to numeric format [3] 

Flag Numerical Value 

OTH 1 

REJ 2 

RSTO 3 

RSTOS0 4 

RSTR 5 

S0 6 

S1 7 

S2 8 

S3 9 

SF 10 

SH 11 

 

The conversion of "service" names in the 

KDD10 and KDD 100 datasets to numeric format has 

been shown in Table 4. 

 

 

 

 

 

 

 

 

 
 

Table 4. Converting "service" names in KDD10 and 

KDD100 datasets to numeric format [3] 

KDD10 dataset KDD100 dataset 

Service 

Name 

Numerical 

Value 

Service 

Name 

Numerical 

Value 

IRC 1 IRC 1 

X11 2 X11 2 

Z39_50 3 Z39_50 3 

auth 4 aol 4 

bgp 5 auth 5 

courier 6 bgp 6 

csnet_ns 7 courier 7 

ctf 8 csnet_ns 8 

daytime 9 ctf 9 

discard 10 daytime 10 

domain 11 discard 11 

domain_u 12 domain 12 

echo 13 domain_u 13 

eco_i 14 echo 14 

ecr_i 15 eco_i 15 

efs 16 ecr_i 16 

exec 17 efs 17 

finger 18 exec 18 

ftp 19 finger 19 

ftp_data 20 ftp 20 

gopher 21 ftp_data 21 

hostnames 22 gopher 22 

http 23 harvest 23 

http_443 24 hostnames 24 

imap4 25 http 25 

iso_tsap 26 http_2784 26 

klogin 27 http_443 27 

kshell 28 http_8001 28 

ldap 29 imap4 29 

link 30 iso_tsap 30 

login 31 klogin 31 

mtp 32 kshell 32 

name 33 ldap 33 

netbios_dg

m 
34 link 34 

netbios_ns 35 login 35 

netbios_ssn 36 mtp 36 

netstat 37 name 37 

nnsp 38 
netbios_dg

m 
38 

nntp 39 netbios_ns 39 

ntp_u 40 
netbios_ss

n 
40 

other 41 netstat 41 

pm_dump 42 nnsp 42 

pop_2 43 nntp 43 

pop_3 44 ntp_u 44 

printer 45 other 45 

private 46 pm_dump 46 

red_i 47 pop_2 47 

remote_job 48 pop_3 48 

rje 49 printer 49 

shell 50 private 50 

smtp 51 red_i 51 

sql_net 52 remote_job 52 
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Table 4 (Continuous). Converting "service" names in 

KDD10 and KDD100 datasets to numeric format [3] 

ssh 53 rje 53 

sunrpc 54 shell 54 

supdup 55 smtp 55 

systat 56 sql_net 56 

telnet 57 ssh 57 

tftp_u 58 sunrpc 58 

tim_i 59 supdup 59 

time 60 systat 60 

urh_i 61 telnet 61 

urp_i 62 tftp_u 62 

uucp 63 tim_i 63 

uucp_path 64 time 64 

vmnet 65 urh_i 65 

whois 66 urp_i 66 

  uucp 67 

  uucp_path 68 

  vmnet 69 

  whois 70 

2.4. Application of mRMR Method to KDD10 Data 

Set 

 

mRMR is a method for selecting the most relevant 

features among the features in a dataset and reducing 

redundancy [73], [74]. mRMR is an entropy 

(disorder) based feature selection method. Entropy 

calculates the uncertainty in a random feature. 

Entropy produces values between 0-1. As seen in 

Table 5, the mRMR method has been applied on the 

KDD10 dataset, and the features in the dataset have 

been ranked according to their importance. According 

to these listed features, classification has been done 

using copula functions. 

 

 

 

 

 

Table 5. Ranking of features according to importance when mRMR_miq criterion is applied to KDD10 dataset [3] 

Raw Order After implemented mRMR 

Feature Name Feature No Feature Name mRMR_miq 

duration 1 count 23 

protocol_type 2 dst_bytes 6 

service 3 duration 1 

flag 4 dst_host_count 32 

src_bytes 5 src_bytes 5 

dst_bytes 6 srv_count 24 

land 7 dst_host_srv_count 33 

wrong_fragment 8 flag 4 

urgent 9 service 3 

hot 10 protocol_type 2 

num_failed_logins 11 land 7 

logged_in 12 wrong_fragment 8 

num_compromised 13 urgent 9 

root_shell 14 hot 10 

su_attempted 15 num_failed_logins 11 

num_root 16 logged_in 12 

num_file_creations 17 num_compromised 13 

num_shells 18 root_shell 14 

num_access_files 19 su_attempted 15 

num_outbound_cmds 20 num_root 16 

is_host_login 21 num_file_creations 17 

is_guest_login 22 num_shells 18 

count 23 num_access_files 19 

srv_count 24 num_outbound_cmds 20 

serror_rate 25 is_host_login 21 

srv_serror_rate 26 is_guest_login 22 

rerror_rate 27 serror_rate 25 

srv_rerror_rate 28 srv_serror_rate 26 

same_srv_rate 29 rerror_rate 27 

diff_srv_rate 30 srv_rerror_rate 28 

srv_diff_host_rate 31 same_srv_rate 29 

dst_host_count 32 diff_srv_rate 30 

dst_host_srv_count 33 srv_diff_host_rate 31 
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Table 5 (Continuous). Ranking of features according to importance when mRMR_miq criterion is 

applied to KDD10 dataset [3] 

dst_host_same_srv_rate 34 dst_host_same_srv_rate 34 

dst_host_diff_srv_rate 35 dst_host_diff_srv_rate 35 

dst_host_same_src_port_rate 36 dst_host_same_src_port_rate 36 

dst_host_srv_diff_host_rate 37 dst_host_srv_diff_host_rate 37 

dst_host_serror_rate 38 dst_host_serror_rate 38 

dst_host_srv_serror_rate 39 dst_host_srv_serror_rate 39 

dst_host_rerror_rate 40 dst_host_rerror_rate 40 

dst_host_srv_rerror_rate 41 dst_host_srv_rerror_rate 41 

2.5. Feature Selection 
 

As can be seen in Table 5, after the features have been 

ranked in order of importance using the mRMR_miq 

feature selection criterion on the KDD10 dataset, 

feature selection has been started based on the first 

(23rd) feature. The first feature has been taken and the 

relationship status of the other features has been 

examined according to this feature. For example, the 

1st feature (23rd) has been chosen at first. Then, the 

accuracy rate in the classification process has been i 

by taking the 1st feature and the 2nd feature (6th). 

Accuracy rates have been obtained using this method 

when each subsequent feature has been added. This 

situation has continued until the last feature (feature 

41). The classification process has been completed by 

obtaining the three best performance rates and the 

features used for each dataset. In Figure 1 has been 

shown the relationship between the total elapsed time 

and the calculated percent while selecting the feature 

on the KDD10 dataset. 

 
Figure 1. The relationship between the total calculated 

percentage depending on the total elapsed time while 

selecting the feature on the KDD10 dataset 
 

As seen in Figure 1, the total time taken for 

all the features was while classifying on the KDD10 

dataset has been calculated. During the calculation, as 

has stated above, a new feature has been added to the 

feature set each time, and the accuracy rates have been 

calculated. The amount of time required to calculate 

anything rises proportionally with the number of 

additional features provided. In particular, it has been 

observed that the calculated features spend much 

more time after the percentage rate is 80%. The 

calculation of the time elapsed between two features 

according to the use of IFM/CML methods with each 

copula family on the KDD10 dataset has been shown 

in Figure 2. 

 
Figure 2. Calculation of the elapsed time between two 

features according to the use of IFM/CML methods with 

each copula family on the KDD10 dataset 
 

As can be seen in Figure 2, the elapsed time 

between two features has been calculated at each step 

used while classifying the KDD10 dataset. While 

making the calculation, the accuracy rates have been 

calculated by adding the features separately as shown 

in Figure 2. The variation of features according to 

total elapsed time according to the use of IFM/CML 

methods with each copula family on the KDD10 data 

set has been shown in Figure 3. 

 
Figure 3. The variation of the characteristics according to 

the total elapsed time according to the use of IFM/CML 

methods with each copula family on the KDD10 dataset 
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As can be seen in Figure 3, while classifying 

on the KDD10 dataset, the total elapsed time for each 

copula family has been calculated by adding the time 

elapsed as a new feature has been added (to the 

previously calculated times). When all features have 

been used on the KDD10 dataset, the copula family 

that achieved the best performance has been the 

Gaussian copula using the IFM method. When all of 

the features were applied to the KDD10 dataset, the 

family of copulas known as the Gaussian copula 

utilizing the IFM approach produced the best results. 

The performance rates of the Gaussian copula family, 

which has shown the best performance for 41 features 

of the KDD10 dataset, according to the feature series 

ranked by mRMR have been shown in Figure 4. 

 

 
Figure 4. Performance ratios of the best performing 

Gaussian copula family for 41 features of the KDD10 

dataset by feature series ranked by mRMR 

 

As can be seen in Figure 4, the accuracy rates 

obtained depending on the number of Gaussian 

copula and IFM method features have been calculated 

on the KDD10 dataset. When taking into 

consideration the accuracy rates of the Gaussian 

copula, it has been shown that the best success rates 

have been reached between the second and the 

fifteenth features. This was discovered after taking 

into consideration the accuracy rates. This 

demonstrates to us that the first 15 features in the 

feature set, when applied with the IFM approach and 

the Gaussian copula, will produce relevant results 

when applied to the problem-solving process.  

 
3. Results and Discussion 

 

In this paper, intrusion detection has been made using 

copula-based classifiers and it has been investigated 

which copula has the best performance. The 

performance criterion used in this study has been 

given in equation (10) [3], [75]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃)+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)
  (10) 

 

In Figure 5 has been shown the application 

steps of copula-based classifiers to the KDD'99 

dataset. 

 
Figure 5. Application stages of copula-based classifiers to 

KDD'99 dataset 
 

3.1. Application 1: KDD10 
 

The KDD10 dataset was used in the first application 

because it contains less data but includes all samples. 

As a result, time was saved in feature selection. 

Gumbel, Independent, Clayton, Gaussian, Student's-t, 

and Frank copula families, as well as CML and IFM 

methods, were used to detect attacks in Application 1. 

1%, 5%, 10%, and 50% of the KDD10 dataset were 

trained on a computer equipped with an Intel CPU 

(Xeon E5620), 16 GB RAM and Quadro K2000 GPU. 

Due to the large amount of data, 100% of the KDD10 

dataset was trained on an HP-Z840 workstation with 

2 10-cores Intel (Xeon E52687Wv3) processors, 

64GB RAM and Quadro P5000 GPU. The trainings 

were held in the MATLAB environment. In the 

classification phase, the 10-fold cross-validation 

method was used. Using the confusion matrix found 

in Table 8 as the basis for the classifier evaluation 

metrics allowed for its acquisition.  In the KDD10 

dataset, certain percentages of each normal and attack 

type have been taken. 1% of the KDD10 dataset 

normally consists of 4940 data. But in this study, 4956 

data have been used by taking 1% of each attack type. 

Purpose of this; it is to ensure that examples of all 

attack types are found while training the dataset. If the 

percentages of each attack type have been not taken 

at the same rate, low learning situations would occur 

in some attack types and excessive learning situations 

in others. This is true for 100%, 50%, 10% and 5% of 

the dataset. In Table 6, it has been demonstrated that 

the quantities of each attack type included in the 

KDD10 dataset correspond to the predetermined 

percentages (%) of the dataset. 
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Table 6. Quantities of each attack type found in the KDD10 dataset [3] 

Attack Type 
KDD10 

(%100) 

KDD10 

(%50) 

KDD10 

(%10) 

KDD10 

(%5) 

KDD10 

(%1) 

smurf 280790 140395 28079 14040 2808 

neptune 107201 53601 10721 5361 1073 

normal 97278 48639 9728 4864 973 

back 2203 1102 221 111 23 

satan 1589 795 159 80 16 

ipsweep 1247 624 125 63 13 

portsweep 1040 520 104 52 11 

warezclient 1020 510 102 51 11 

teardrop 979 490 98 49 10 

pod 264 132 27 14 3 

nmap 231 116 24 12 3 

guess_passwd 53 27 6 3 1 

buffer_overflow 30 15 3 2 1 

land 21 11 3 2 1 

warezmaster 20 10 2 1 1 

imap 12 6 2 1 1 

rootkit 10 5 1 1 1 

loadmodule 9 5 1 1 1 

ftp_write 8 4 1 1 1 

multihop 7 4 1 1 1 

phf 4 2 1 1 1 

perl 3 2 1 1 1 

spy 2 1 1 1 1 

Total 494021 247016 49411 24713 4956 

 

The amount of data has been calculated by 

taking the same percentages of each of the 23 attack 

types in the KDD10 dataset. For example; the data 

amount of the back attack type consists of 2203 

samples in data set. Decimal numbers have been 

rounded. For example; While 1% of 2203, 22.03 

samples should be taken from the back attack type, 23 

samples have been taken due to rounding. The same 

is true for any other attack type. In Table 7, the success 

rates of the copula families with the best three 

performances have been shown by using 1% of 

KDD10 data set. Here, among the copulas that 

showed the same success, those who achieved this 

success at least have been considered more 

successful. 

 

Table 7. Success rates of the best three performing copula families using the 1% rates of KDD10 dataset 

Copula 

Family 
Method TP TN FP FN 

Accuracy 

(%) 
Features Used 

gumbel IFM 973 3920 63 0 98.73 “23 6 1 32 5 24 33 4 3 2” 

gumbel IFM 973 3920 63 0 98.73 “23 6 1 32 5 24 33 4 3 2 7” 

independent IFM 973 3920 63 0 98.73 “23 6 1 32 5 24 33 4 3 2 7” 

gaussian IFM 973 3920 63 0 98.73 
“23 6 1 32 5 24 33 4 3 2 10 12 

22” 

gaussian IFM 973 3919 64 0 98.71 “23 6 1 32 5 24 33 4 3 2 10 12” 

independent IFM 973 3919 64 0 98.71 “23 6 1 32 5 24 33 4 3 2” 

gaussian IFM 973 3918 65 0 98.69 
“23 6 1 32 5 24 33 4 3 2 10 12 

22 29 31” 

clayton IFM 973 3918 65 0 98.69 “23 6 1 32 5 24 33 4 3 2 7” 

 

As seen in Table 7, the best success rate has 

been obtained as 98.73% with Gumbel, Independent 

and Gaussian copulas using the IFM method. For the 

Gumbel copula family, this performance has been 

achieved using the “23 6 1 32 5 24 33 4 3 2” and “23 

6 1 32 5 24 33 4 3 2 7” feature sets. Between these 

two feature sets, it should be preferred that shows the 

same performance with less features. While the 

Independent copula has achieved this success rate 

with the characteristics of “23 6 1 32 5 24 33 4 3 2 7”, 
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the Gaussian copula family has achieved this with the 

characteristics of “23 6 1 32 5 24 33 4 3 2 10 12 22”. 

In this case, the Gumbel copula family has achieved 

the best performance by using fewer features than the 

Independent copula family and the Gaussian copula 

family. For 1% of the KDD10 dataset, Gumbel copula 

family, IFM method and "23 6 1 32 5 24 33 4 3 2" 

features should be preferred. In Table 8, the success 

rates of the copula families with the best three 

performances have been shown by using 5% of 

KDD10 dataset. 

 

Table 8. The success rates of the best three performing copula families using 5% of KDD10 dataset 

Copula 

Family 
Method TP TN FP FN 

Accuracy 

(%) 
Features Used 

gaussian IFM 4788 19707 142 76 99.12 “23 6” 

frank IFM 4788 19707 142 76 99.12 “23 6” 

independent IFM 4788 19707 142 76 99.12 “23 6” 

clayton IFM 4788 19707 142 76 99.12 “23 6” 

t IFM 4788 19707 142 76 99.12 “23 6” 

gumbel IFM 4788 19707 142 76 99.12 “23 6” 

independent IFM 4853 19637 212 11 99.10 “23 6 1 32 5 24 33 4 3” 

gumbel IFM 4794 19692 157 70 99.08 “23 6 1” 

 

As seen in Table 8, the best success rate with 

99.12% has been obtained by using the IFM method 

with the characteristics of “23 6” for the Gaussian, 

Frank, Clayton, Gumbel, Independent and Student_t 

copula families. For 5% of the KDD10 data set, any 

of the Student_t, Gumbel, Clayton, Gaussian, 

Independent, and Frank copula families, IFM method 

and "23 6" features should be preferred. In Table 9, 

the success rates of the best three performing copula 

families have been shown by using 10% of KDD10 

dataset. 

 

Table 9. Success rates of the best three performing copula families using 10% of KDD10 dataset 

Copula 

Family 
Method TP TN FP FN 

Accuracy 

(%) 
Features Used 

gaussian IFM 9585 39373 310 143 99.08 “23 6” 

frank IFM 9585 39373 310 143 99.08 “23 6” 

clayton IFM 9585 39373 310 143 99.08 “23 6” 

gumbel IFM 9585 39373 310 143 99.08 “23 6” 

independent IFM 9585 39373 310 143 99.08 “23 6” 

t IFM 9585 39373 310 143 99.08 “23 6” 

gaussian IFM 9585 39373 310 143 99.08 “23 6 1” 

frank IFM 9585 39373 310 143 99.08 “23 6 1” 

independent IFM 9585 39373 310 143 99.08 “23 6 1” 

clayton IFM 9585 39373 310 143 99.08 “23 6 1” 

gumbel IFM 9585 39373 310 143 99.08 “23 6 1” 

t IFM 9584 39374 309 144 99.08 “23 6 1” 

gumbel IFM 9685 39260 423 43 99.06 “23 6 1 32 5 24 33 4 3” 

independent IFM 9617 39309 374 111 99.02 “23 6 1 32 5 24 33 4 3” 

 

As seen in Table 9, the best success rate with 

99.08% has been obtained by using the “23 6” and “23 

6 1” feature sets for the Gumbel, Independent, 

Clayton, Gaussian, Student_t, and Frank copula 

families and the IFM method. For the Gaussian, 

Frank, Clayton, Gumbel, Independent and Student_t 

copula families, 23th and 6th features with a smaller 

number of features should be preferred. For 10% of 

the KDD10 dataset, any of the Gumbel, Independent, 

Clayton, Gaussian, Student_t, and Frank copula 

families, IFM method and “23 6” features should be 

preferred. In Table 10, the success rates of the best 

three performing copula families have been shown by 

using 50% of KDD10 dataset. 
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Table 10. Success rates of the best three performing copula families using 50% of KDD10 dataset 

Copula 

Family 
Method TP TN FP FN 

Accuracy 

(%) 
Features Used 

gumbel CML 48174 196287 2090 465 98.97 

“23 6 1 32 5 24 33 4 3 2 7 8 9 

10 11 12 13 14 15 16 17 18 19 

20 21 22 25 26 27 28 29 30” 

gumbel CML 48250 196171 2206 389 98.95 

“23 6 1 32 5 24 33 4 3 2 7 8 9 

10 11 12 13 14 15 16 17 18 19 

20 21 22 25 26 27 28” 

gaussian IFM 48128 196301 2076 511 98.95 
“23 6 1 32 5 24 33 4 3 2 7 10 

11 12” 

 
As seen in Table 10, the Gumbel copula family 

has the best success rate with 98.97% by using “23 6 

1 32 5 24 33 4 3 2 7 8 9 10 11 12 13 14 15 16 17 18 

19 20 21 22 25 26 27 28 29 30” features and the CML 

method. The Gaussian copula family, on the other 

hand, has achieved a success rate of 98.95% using the 

IFM method with the characteristics of “23 6 1 32 5 

24 33 4 3 2 7 10 11 12”. For 50% of KDD10 dataset, 

Gumbel copula family, CML method and “23 6 1 32 

5 24 33 4 3 2 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

21 22 25 26 27 28 29 30” features should be preferred. 

In Table 11, the success rates of the copula families 

with the best three performances have been shown by 

using the 100% rates of KDD10 dataset. 
 

Table 11. Success rates of the best three performing copula families using 100% of KDD10 dataset 

Copula 

Family 
Method TP TN FP FN 

Accuracy 

(%) 
Features Used 

gaussian IFM 96325 391193 5550 953 98.68 
“23 6 1 32 5 24 33 4 3 2 7 9 

10 11” 

gaussian IFM 95710 391601 5142 1568 98.64 “23 6 1 32 5 24 33 4” 

gaussian IFM 96183 390323 6420 1095 98.48 “23 6 1 32 5 24 33 4 3” 

 

As seen in Table 11, the Gaussian copula 

family has obtained the best success rate with 98.68% 

by using the “23 6 1 32 5 24 33 4 3 2 7 9 10 11” 

features and the IFM method. Gaussian copula 

family, IFM method and “23 6 1 32 5 24 33 4 3 2 7 9 

10 11” features should be preferred for 100% of the 

KDD10 dataset. 

 

3.2. Application 2: KDD100 

 

In Application 2; Attack detection has been 

performed using Gaussian, Gumbel, Clayton, 

Student's-t, Independent and Frank copula families 

and CML and IFM methods. As has been seen in 

Table 12, the “23 6 1 32 5 24 33 4 3 2 7 9 10 11” 

feature set, the “23 6 1 32 5 24 33 4” feature set and 

the feature set “23 6 1 32 5 24 33 4 3” has been used 

in this study. These feature sets in the KDD100 

dataset have been selected and classification has been 

carried out using the six copula families mentioned 

above. The KDD100 dataset has been trained on an 

HP-Z840 workstation with 10 cores, 2 x Intel CPUs 

(Xeon E52687Wv3), 64GB Ram and Quadro P5000 

GPU. The trainings have been conducted in the 

MATLAB environment. In the classification phase, 

the 10-fold cross-validation method has been used. 

Since the degree of freedom (v) of the Student's-t 

copula is too large, an error has occurred while 

calculating the performance measurement. Therefore, 

the performance of the Student's-t copula has not 

shown in Table 13 and Table 14, Table 15. In Table 12 

has been shown the numbers and names of the 

features that achieve the best performance on the 

KDD100 dataset. 

 
Table 12. Numbers and names of features that achieve the 

best performance on the KDD100 dataset 

Feature Number Feature Name 

23 count 

6 dst_bytes 

1 duration 

32 dst_host_count 

5 src_bytes 

24 srv_count 

33 dst_host_srv_count 

4 flag 

 

In Table 13, the performance rates of copula 

families on the KDD100 dataset have been shown by 

using the “23 6 1 32 5 24 33 4” features. 
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Table 13. Performance rates of copula families on KDD100 dataset 

Copula Family Method TP TN FP FN 
Accuracy 

(%) 
Features Used 

independent IFM 932928 3905436 20214 39853 98.77 “23 6 1 32 5 24 33 4” 

gaussian IFM 972741 3896885 28765 40 99.41 “23 6 1 32 5 24 33 4” 

clayton IFM 872190 3909171 16479 100591 97.61 “23 6 1 32 5 24 33 4” 

frank IFM 906564 3906204 19446 66217 98.25 “23 6 1 32 5 24 33 4” 

gumbel IFM 933022 3905382 20268 39759 98.77 “23 6 1 32 5 24 33 4” 

 

As seen in Table 13, the Gaussian copula 

family has obtained the best success rate with 99.41% 

by using the “23 6 1 32 5 24 33 4” features and the 

IFM method. The worst success rate has been 97.61% 

using the “23 6 1 32 5 24 33 4” features and the IFM 

method for the Clayton copula family. Gaussian 

copula family and IFM method should be preferred 

for the “23 6 1 32 5 24 33 4” features in the KDD100 

dataset. In Table 14, the performance rates of copula 

families on the KDD100 dataset have been shown by 

using the “23 6 1 32 5 24 33 4 3” features. 

 
Table 14. Performance rates of copula families on KDD100 dataset using “23 6 1 32 5 24 33 4 3” features 

Copula 

Family 
Method TP TN FP FN 

Accuracy 

(%) 
Features Used 

independent IFM 933635 3905622 20028 39146 98.79 “23 6 1 32 5 24 33 4 3” 

gaussian IFM 972676 3894142 31508 105 99.35 “23 6 1 32 5 24 33 4 3” 

clayton IFM 831992 3912384 13266 140789 96.86 “23 6 1 32 5 24 33 4 3” 

frank IFM 906560 3906189 19461 66221 98.25 “23 6 1 32 5 24 33 4 3” 

gumbel IFM 933740 3905665 19985 39041 98.80 “23 6 1 32 5 24 33 4 3” 

 

As seen in Table 14, the Gaussian copula 

family has obtained the best success rate with 99.35% 

by using the "23 6 1 32 5 24 33 4 3" features and the 

IFM method. The worst success rate has been 96.86% 

using the "23 6 1 32 5 24 33 4 3" features and the IFM 

method for the Clayton copula family. Gaussian 

copula family and IFM method should be preferred 

for the “23 6 1 32 5 24 33 4 3” features in the KDD100 

dataset. In Table 15, the performance rates of copula 

families on the KDD100 dataset have been shown 

using the "23 6 1 32 5 24 33 4 3 2 7 9 10 11" features. 

 
Table 15. Performance rates of copula families on KDD100 dataset 

Copula 

Family 
Method TP TN FP FN 

Accuracy 

(%) 
Features Used 

independent IFM 922035 3907600 18050 50746 98.60 
“23 6 1 32 5 24 33 4 

3 2 7 9 10 11” 

gaussian IFM 972757 3895289 30361 24 99.38 
“23 6 1 32 5 24 33 4 

3 2 7 9 10 11” 

clayton IFM 910658 3908739 16911 62123 98.39 
“23 6 1 32 5 24 33 4 

3 2 7 9 10 11” 

frank IFM 658964 3909941 15709 313817 93.27 
“23 6 1 32 5 24 33 4 

3 2 7 9 10 11” 

gumbel IFM 926372 3907381 18269 46409 98.68 
“23 6 1 32 5 24 33 4 

3 2 7 9 10 11” 

 

As seen in Table 15, the Gaussian copula 

family has obtained the best success rate with 99.38% 

by using the "23 6 1 32 5 24 33 4 3 2 7 9 10 11" 

features and the IFM method. The worst success rate 

has been 93.27%, and Frank copula family has been 

obtained by using “23 6 1 32 5 24 33 4” features and 

IFM method. Gaussian copula family and IFM 

method should be preferred for the “23 6 1 32 5 24 33 

4 3 2 7 9 10 11” features in the KDD100 dataset. 

4. Conclusion and Suggestions 

 

In this study, attack detection was performed using 

copula-based classifiers. In Table 16 was shown the 

performance comparison of copula-based classifiers 

for different dataset amounts 
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Table 16. Performance comparison of copula-based classifiers for different dataset amounts 

Best Copula Algorithm Data Set Used Accuracy (%) 

Gumbel IFM KDD10 (1%) 98.73 

Independent 

Clayton 

Gumbel 

Student’s-t 

Gaussian 

Frank 

IFM KDD10 (5%) 99.12 

Independent 

Gaussian 

Frank 

Clayton 

Gumbel 

Student’s-t 

IFM KDD10 (10%) 99.08 

Gumbel CML KDD10 (50%) 98.97 

Gaussian IFM KDD10 (100%) 98.68 

Gaussian IFM KDD100 99.41 

 

As can be seen in Table 16, attack detection 

was made using copula-based classifiers according to 

various versions of the dataset. When the amount of 

data set is small, the Gumbel copula-based classifier 

achieves better performance, while the Gaussian 

copula-based classifier comes to the fore as the 

amount of data increases. In Table 17, the success 

rates of some studies on IDSs in the literature and the 

performance of the copula-based classifiers used in 

this study were compared. 
 

Table 17. Comparing the proposed study's performance to earlier IDS studies published in the literature 

Some Studies in the Literature Method Used Data Set Used Accuracy (%) 

A.Dastanpour et al.[10] GA+ANN KDD’99 100.00 

J.Esmaily et al. [13] ANN KDD’99 99.71 

This study Copula KDD’99 99.41 

W.Wang et al. [11] PCA DARPA 98.80 

Y.B.Bhavsar et al. [14] SVM NSL-KDD 98.57 

Ş.Sağıroğlu et al. [4] ANN KDD’99 97.92 

B.W.Masduki et al. [2] SVM KDD’99 96.08 

G.Poojitha et al. [15] ANN KDD’99 94.93 

S.Kumar et al. [12] ANN KDD’99 91.90 

H.A.Sonawane et al. [8] NN KDD’99 90.20 

M.Govindarajan et al. [9] RBF+SVM NSL-KDD 85.19 

B.Huyot et al. [5] Copula DARPA 79.00 
 

As can be seen in Table 17, attack detection 

was carried out using many different methods in 

IDSs. A.Dastanpour et al. [10] achieved 100% 

success by using 18 features of KDD'99 data set in 

their study. J.Esmaily et al. [13] achieved 99.71% 

success by using all of 41 features in their study. In 

this study, as seen in Table 17, 99.41% success was 

achieved by using fewer (8) features then others. 

When the results obtained from copula-based 

classifiers are compared with previous studies, quite 

remarkable results were obtained. Thus, it was shown 

that copula-based classifiers can be an alternative to 

machine learning classifiers. As a result; In this study, 

Independent, Clayton, Frank, Gaussian, Gumbel and 

Student's-t copula-based classifiers have been 

preferred, and the usability of these copula-based 

classifiers in intrusion detection systems were 

investigated. Classification was performed on 

KDD10 (10%) and KDD100 (full) datasets of 

KDD'99 using copula-based classifiers. The 10-fold 

cross-validation method has been used in the 

classification phase. While all copula classifiers 

achieved a good 99.12% performance on the KDD10 

dataset, the Gaussian copula-based classifier achieved 

the best success rate of 99.41% on the KDD100 

dataset. As can be seen in Table 17, copula-based 

classifiers achieved good values when compared to 

other methods. 

In future studies, in addition to these copula 

families, attack detection performances will be 

examined by using different copula families. In 

addition, the usability of ANN and copula-based 

approaches will be investigated. 
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