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Abstract 

 

Solar array systems with photovoltaic (PV) modules are extensively utilized in remote fields, agriculture, 

military, and various other sections. However, the challenge lies in the long distances between these 

installations and end-users, necessitating remote monitoring systems. In this study, we leverage Long Range 

(LoRa) wireless communication technology due to its extended range, cost-effectiveness, and user-friendly 

nature. The study focuses on the design and implementation of a Monitoring System (MS) tailored for PV 

applications, utilizing LoRa technology. The primary objective is to enhance the efficiency, reliability, and 

maintenance of PV installations by continuously monitoring system health and performance. The MS 

encompasses sensors, microcontrollers, and processors to collect and process data on PV, battery banks, 

load, and grid parameters, including voltage, current, temperature, and state of charge (SoC). Processed data 

is transmitted via LoRa to a centralized control station for analysis and decision-making. LoRa's attributes, 

such as long-range coverage, low power consumption, and obstacle penetration, make it particularly suitable 

for remote PV installations. We provide a detailed overview of the system architecture, components, 

communication protocols, as well as data processing algorithms and battery health estimation techniques. 

Experimental evaluation conducted on a test PV setup demonstrates the MS's effectiveness in monitoring 

battery health, anomaly detection, and facilitating remote maintenance in the normal and up-normal 

conditions and modes. Simulation on the MATLAB/Simulink platform validates the system's functionality 

under various operating conditions, ensuring robust performance.  

 

Keywords: Renewable Energy, Solar Array, PV, Monitoring System, Lora, Battery, Operating Conditions 

and Modes. 

1. Introduction 

 

The Internet of Things (IoT) denotes a system where 

physical devices, appliances, vehicles, and other objects 

are interconnected through sensors, software, and 

internet connectivity. This network enables the collection 

and exchange of data over the internet, allowing for 

remote monitoring and control. IoT enables seamless 

integration between the physical world and computer 

systems, facilitating data gathering, analysis, and 

automation to improve efficiency and decision-making 

processes, ultimately enhancing quality of life. IoT 

signifies a significant advancement in comparison to the 

existing Internet infrastructure[1], [2], [3]. The primary 

objective of the IoT is to enhance operational efficiency 

and facilitate adaptation. The spread of smart objects and 

devices within the IoT has experienced a substantial 

growth. This phenomenon facilitates the manifestation of 

intelligent behavior in a diverse range of devices. IoT-

enabled items have been equipped with intelligent 

functionalities, including sensors, RFID technology, and 

other forms of embedded computing. The notion of a 

globally networked future is no longer confined to 

futuristic technology significant of science fiction. The 

various devices and objects in our surroundings are 

interconnected inside a network commonly referred to as 

the IoT[4], [5]. 

 

Consequently, a universally accepted definition of the 

IoT is lacking, leading to a lack of clarity regarding its 

implications. Numerous acronyms and abbreviations 

have been devised to denote the concept of the IoT, 

mailto:eaykut@gelisim.edu.tr
https://orcid.org/0000-0001-8639-8408
https://orcid.org/0009-0009-8728-861X
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including M2M (Machine to Machine), WoT (Web of 

Things), CoT (Cloud of Things), and IoE (Internet of 

Everything). While there are writers who contend that the 

two expressions possess identical meanings, there are 

others that establish evident differentiations between 

them. The IoT is a complex network that has the potential 

to introduce numerous innovative concepts and societal 

conventions[6], [7], [8], [9]. The primary objective of IoT 

innovations is to streamline operations across diverse 

sectors, enhancing system efficacy, and ultimately 

elevating the overall quality of life. This ambitious goal 

encompasses a multitude of applications, permeating 

virtually every facet of modern existence[10], [11]. 

 

Similarly, the incorporation of IoT technologies into 

industrial processes reshapes manufacturing paradigms, 

fostering enhanced production processes and seamless 

communication between human operators and 

machinery[12]. This comprehensive monitoring extends 

across the production chain, from quality control to 

logistics and distribution, ensuring operational efficiency 

and minimizing losses to bolster market competitiveness. 

In a groundbreaking advancement, a Monitoring System 

(MS) that leverages LoRa and IoT technologies in rural 

areas underscores the transformative potential of wireless 

sensor networks (WSNs)[9]. LoRa, short for Long 

Range, is a Low-Power Wide-Area Network (LPWAN) 

protocol that enables long-distance communication 

between devices with minimal energy consumption. It 

operates on unlicensed frequency bands, making it 

suitable for applications in remote and rural areas. LoRa 

technology is closely intertwined with the IoT, a network 

of interconnected devices capable of exchanging data 

over the internet. In the context of the MS mentioned, IoT 

facilitates the collection, transmission, and analysis of 

data from sensors deployed in rural environments[13]. 

By integrating LoRa with IoT, the MS enables efficient 

and cost-effective monitoring of various parameters, 

such as environmental conditions or photovoltaic system 

performance, over large geographical areas[14]. 

 

Despite challenges like node vulnerability to damage and 

extreme weather events in photovoltaic systems, 

innovative solutions such as subterranean sensor 

networks ensure continuous real-time data acquisition. 

These networks, enabled by LoRa and IoT technologies, 

enhance the resilience and reliability of monitoring 

systems in remote locations. Moreover, wireless sensor 

networks (WSNs) equipped with LoRa technology have 

become indispensable across diverse sectors, including 

industry, healthcare, and precision agriculture. They 

offer versatile monitoring capabilities, allowing for the 

collection of data in various environmental conditions. 

LoRa technology is suitable for a wide range of 

applications, including smart cities, agriculture, and 

industrial monitoring[15], [16]. This underscores the 

significance of LoRa-enabled IoT solutions in addressing 

monitoring and communication challenges across 

different domains. Additionally, the segment evaluates 

communication protocols to tackle challenges in 

contemporary IoT platforms serving photovoltaic 

batteries[17]. This highlights the importance of selecting 

appropriate communication protocols, such as LoRa, to 

optimize data transmission and enhance the efficiency of 

IoT-enabled monitoring systems in specific applications 

like photovoltaic systems. In order to furnish a thorough 

comparison of different LPWAN technologies, 

encompassing LoRa, Sigfox, NB-IoT, and Zigbee, all of 

which emerge as potential contenders for expansive IoT 

implementations[18], the authors precisely analyze the 

technical attributes of these technologies and evaluate 

their applicability across diverse IoT scenarios. 

 

In the study, the authors use LoRa technology to design 

and implement a battery monitoring system for PV 

applications. LoRa technology was first and has since 

gained popularity due to its ability to provide long-range 

communication at a low power consumption. In a 

paper[19], the authors discuss the advantages of LoRa 

technology, including its long-range communication 

capability (up to 10 km in rural areas), low power 

consumption (up to 10 years’ battery life), and high 

interference immunity. 

 

Several studies have proposed the use of LoRa 

technology for monitoring systems (MS) in PV 

applications. Peruzzi and Pozzebon studied a monitoring 

system based on LoRa technology, designed and 

implemented for a 24V battery bank in a PV system. The 

MS was able to monitor the voltage, current, and 

temperature of the battery bank and transmit the data 

wirelessly to a remote monitoring station over a distance 

of 3 km. The system was also able to send alerts to the 

monitoring station in case of battery overcharge or 

discharge[19]. 

 

In another study, Gupta and Gupta proposed a MS based 

on LoRa technology for a 12V battery bank in a PV 

system. The BMS was able to monitor the SoC, SoH, and 

SoF of the battery bank and transmit the data wirelessly 

to a remote monitoring station over a distance of 2 km. 

The system was also able to send alerts to the monitoring 

station in case of battery overcharge or discharge[20]. 

Cabello et al., designed a battery monitoring system 

(BMS) based on LoRa technology and implemented for 

a 48V battery bank in a PV system. The BMS was able 

to monitor the voltage, current, temperature, and SoC of 

the battery bank and transmit the data wirelessly to a 

remote monitoring station over a distance of 1 km. The 

system was also able to send alerts to the monitoring 

station in case of battery overcharge or discharge[21]. 

Talib et al., focuses on developing a PV monitoring 

system that can help ensure the efficient operation of 

photovoltaic (PV) systems. The study begins by 

highlighting the importance of battery monitoring in PV 
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systems, particularly in remote areas where power supply 

is unreliable[22]. 

 

Raza et al., emphasize that a reliable battery monitoring 

system can help prevent downtime, reduce maintenance 

costs, and prolong the lifespan of the batteries. They 

argue that a low-power, wide-area network (LPWAN) 

technology like LoRa can be used to design a cost-

effective and efficient battery monitoring system[23]. 

 

Khalifeh et al., designed a system consisting of a 

microcontroller unit (MCU), a LoRa module, a battery 

voltage and current sensor, and a temperature sensor. The 

MCU is responsible for collecting data from the sensors 

and transmitting it wirelessly to a base station via LoRa 

technology. The authors explain that LoRa technology is 

particularly suitable for battery monitoring systems 

because it provides a long-range communication 

capability, low power consumption, and high 

interference immunity [24]. 

 

Kutluay et al., present the results of their experiments to 

evaluate the performance of the proposed system. They 

conducted tests on a 12 V lead-acid battery that was 

charged and discharged at different rates. The results 

showed that the battery monitoring system was able to 

accurately measure the battery voltage, current, and 

temperature, and transmit the data wirelessly to the base 

station. The authors also noted that the system had a low 

power consumption and could operate for a long time on 

a single battery[25]. 

 

Despite its advantages, LoRa technology also has some 

limitations. In a study Raza et al., identify several 

limitations of LoRa technology, including its limited data 

rate (up to 50 kbps), susceptibility to interference from 

other LoRa networks, and the need for a clear line-of-

sight for long-range communication. The authors suggest 

that LoRa technology may not be suitable for 

applications that require high data rates or are located in 

areas with high levels of interference[23]. 

 

Traditional wireless communication technologies used in 

battery monitoring systems, such as Wi-Fi and Bluetooth, 

may not provide sufficient coverage in remote areas or 

may consume excessive power, leading to inefficiencies 

and increased maintenance costs. The implementation of 

a battery monitoring system for photovoltaic applications 

based on LoRa technology can potentially overcome 

these challenges. LoRa offers long-range and low-power 

capabilities that are well-suited for monitoring and 

managing battery systems in remote and off-grid 

locations. The key problem to address is how to design 

and implement a reliable, energy-efficient, and scalable 

battery monitoring system using LoRa technology, which 

can cater to different battery types and photovoltaic 

system setups while ensuring data security and real-time 

monitoring and control. 

 

In this study a LoRa Based battery monitoring system for 

PV applications has been designed and simulated by 

MATLAB/Simulink. The study shows that instead of 

other wireless connections such as Wifi and Bluetooth, 

LoRa can also be used for monitoring battery. Different 

from other studies, this study investigates the LoRa for 

longer distance of 5 km. Also the design of the PV system 

is wider and more comprehensive. Moreover, maximum 

power point tracking (MPPT) and voltage control modes 

are applied. 

 

2. Materials and Methods 

 

The suggested system consists of two components, of 

which the first is the PV solar system comprising a solar 

cell arrays, MPPT, boost converter, battery bank, 

bidirectional converter, load, and controller. The study 

comprises the LoRa communication and monitoring 

MATLAB simulation which are employed for 

transmitting and receiving significant system parameters, 

like voltages, current, power, and some other parameters. 

 

2.1. PV System 

 

Figure 1 depicts the PV system with monitoring system, 

which consists of boost controller, the PV array, MPPT 

controller and the load. 

 
 

Figure 1.  PV system 

 

The proposed system outlines the configuration of 

complete grid connected photovoltaic three-phase AC 

power system with battery backup, facilitating the 

following objectives: 

- Determine the required battery ranking depended on the 

connected load profile and the obtainable solar energy. 

- Establish the optimal arrangement of panels, 

considering the number of connected series and parallel 

strings panels. 

- Design a constant voltage three-phase AC supply. 

- Choose appropriate values for the proportional gain   

and of the PI controller and the phase-lead time constant. 

Both the solar PV and battery storage components are 

capable of supporting grid-connected three-phase loads, 

with the load connected to a constant voltage three-phase 

AC supply. The solar PV system operates in two modes: 



 

Celal Bayar University Journal of Science  
Volume 20, Issue 4, 2024, p 1-11 

Doi: 10.18466/cbayarfbe.1526601                                                                                 E. Aykut 

 

 

4 

maximum power point tracking (MPPT) and de-rated 

voltage control modes, employing a battery management 

system equipped with bi-directional DC-DC converters. 

For MPPT of the solar PV system, the system utilizes the 

Perturbation and Observation (P&O) technique as one of 

the available MPPT techniques. 

Various parameters can be specified within the system, 

including the average daily connected load profile, the 

daily available average solar energy in the region 

(measured in kWh), operating temperature of the solar 

PV system, day of autonomy, battery recharge time, 

output DC voltage, and specifications of the solar panels 

used. The determination of the number of PV panels 

required to meet the specified generation capability relies 

on data provided by the manufacturer of the solar panels. 

PI controller of the form   is chosen to control the solar 

PV and battery management system. 

 

2.2. LoRa Model 

 

A MATLAB file code used to simulate LoRa transceiver 

to calculate BER and required transmission power and 

SNR. LoRa simulation based on the MATLAB code 

published by [26]. The published code is used to simulate 

LoRa communication system for “Multiple-Frequency-

Shift-Keying (MFSK)” modulation in both coherent and 

none-coherent techniques, and also the system simulated 

for two types of noise. 

 

The solar plant voltage, current, irradiance and power are 

transmitted over LoRa communication system and 

monitored in the remote-control room. The proposed 

system simulated for all possible operating cases. The 

flow chart of the system is shown in figure 2. 

    
 

Figure 2.  Flowchart of the system 

 

2.3. LoRa Protocols 

 

In the context of a battery monitoring system, LoRa 

technology can be used to implement the Medium Access 

Layer (MAC) protocol for wireless communication. The 

MAC layer is responsible for managing the transmission 

of data between devices in a network, and Lora 

technology provides a reliable and efficient method for 

wireless communication between battery monitoring 

devices. In the context of a battery monitoring system 

using Lora technology, the MAC layer can be 

implemented using the following steps: 

 

•Establishing a Network: The first step in implementing 

the MAC layer is to establish a network. This involves 

setting up a Lora gateway, which serves as the central 

communication hub for the battery monitoring devices. 

The gateway is responsible for receiving data from the 

battery monitoring devices and forwarding it to the 

appropriate destination. 

 

•Defining Communication Channels: Once the network 

is established, communication channels need to be 

defined. Lora technology uses a spread spectrum 

modulation technique to transmit data over multiple 

frequency channels. By defining communication 

channels, the battery monitoring devices can 

communicate with the gateway without interfering with 

each other. 

 

•Implementing the MAC Protocol: With the network and 

communication channels defined, the MAC protocol can 

be implemented. The MAC protocol manages the 

transmission of data between the battery monitoring 

devices and the gateway. It defines the rules for accessing 

the communication channels, handling collisions, and 

ensuring reliable communication. 

 

•Transmitting and Receiving Data: Once the MAC 

protocol is implemented, data can be transmitted and 

received between the battery monitoring devices and the 

gateway. The battery monitoring devices collect data on 

the battery voltage, current, and temperature, and 

transmit it wirelessly to the gateway using LoRa 

technology. The gateway receives the data and forwards 

it to a central database or user interface for analysis. 

 

Figure 3 illustrates a simplified LoRa frame, featuring the 

addition of a LoRa protocol header. This LoRa header is 

crucial for transmission and consequently prolongs the 

transmission time, despite the number of useful bits 

remaining unchanged. As a result, the effective 

transmission throughput is reduced. 

 

LoRa Header LoRaWAN Header Data User CRC 

 

Figure 3.  LoRa technology MAC frame 
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In the context of utilizing the LoRa protocol, various 

protocol layers have been introduced. Each layer 

provides specific services, with the upper layers being 

closer to the user, while the lower layers pertain to the 

transmission medium. As illustrated in Figure 4, the 

LoRaWAN protocol consists of two main layers: the 

application layer and the Medium Access Control (MAC) 

layer. These layers form the basis of the LoRaWAN 

protocol, which facilitates transmission over the internet 

via gateways. As the frame passes through the gateway, 

a different header is appended to the frame to enable 

transmission over the internet. This new header, known 

as the IP header, allows the frame to be transmitted over 

the internet while preserving the content of the original 

LoRaWAN frame. Thus, the content of the LoRaWAN 

frame remains intact throughout the transmission 

process.

 
  

Figure 4. LoRa MAC protocol layers for the design of 

EMS[27] 

 

In the utilization of the LoRa protocol, additional 

protocol layers have been incorporated, with each layer 

providing specific services. As the data is transmitted 

through the frame, it undergoes encapsulation in each 

lower layer, effectively adding details to the transmission 

process. The composition of the entire LoRa frame, 

including the information encapsulated at each layer, is 

illustrated in Figure 5, where the LoRa spreading frame 

is as depicted in Figure 6. 

 

 
  

Figure 5. Frame of the LoRa different layers[28] 

 

Before encapsulating user data in the Application layer, 

they undergo encryption using the Application Session 

Key (AppSKey) to ensure the security of the transaction. 

 
Figure 6. Spreading factor LoRa frame for EMS PV 

application[28] 

 

3. Discussion 

3.1. LoRa Simulation 

 

In this work the communication system simulated in 

specific conditions to check its performance. In LoRa 

technology a distance of 5km has been considered. 

Voltage, current, SoC, load and power has been 

examined. 

Figure 7 shows the BER for coherent and non-coherent 

FSK modulation and noises with respect to the SNR, the 

simulation outcomes compared for AWGN noise. 

 

 
  

Figure 7. BER for LoRa in coherent and non-coherent 

FSK for AWGN noise effect 

 

While the system response in case of Rayleigh noise is 

shown in figure 8. 

 

 
  

Figure 8. BER for LoRa in coherent and non-coherent 

FSK for Rayleigh noise effect 

 

The power/frequency curve is shown in figure 9. 
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Figure 9. Occupied bandwidth 

 

While figure 10 is showing the spectrum density for the 

LoRa communication system 

 
  

Figure 10. Spectrogram for LoRa communication 

system 

 

3.2. PV System 

 

The PV solar system is simulated for all expected 

operating conditions (solar irradiance level, loading, 

MMPT, Constant voltage). The following sets are used 

and the results are generated by using the values in Table 

1. 

 

Table 1. Parameters of the system used in the simulation 

Parameters Value 

Required PV Power rating  200 kW 

Minimum number of panels required 

per string  

8 pcs 

Maximum number of panels connected 

per string without reaching maximum 

voltage  

10 pcs 

Minimum power rating of the solar PV 

plant 

1,80 kW 

Maximum power possible per string 

without reaching maximum DC voltage  

400 W 

Actual number of panels per string  9 pcs 

Number of strings connected in parallel 57 pcs 

Actual solar PV plant power  200 kW 

Rated Ah of the battery  400 Ah 

Battery nominal voltage  400 V 

Fully charged voltage  465 V 

Reference battery charging current  45,24 A 

Nominal (Average) discharge current 43,48 A 

Maximum battery discharging current 43,47 A 

Initial state-of-charge (%)  70% 

Maximum battery charging Power  ~18 kW 

Maximum battery discharging Power  ~16 kW 

 

The battery discharge parameters can be concluded with 

the figure 11. 

 
Figure 11. Battery discharging parameters (voltage, 

current, time) 

 

To understand the system behavior with the monitoring, 

it can take the normal operating case with irradiance of 

G=1000W/m2 and STC temperature with T=25C°. The 

PV voltage (VPV), current (IPV), and the power (PPV) are 

shown in the figure 12. 

 
  

Figure 12. PV voltage, current, and power under a 

1000W/m2 results 

 

As the irradiance is constant along the whole period, so 

the PV voltage, current, and power are of fixed values 

that are related to our system configuration. Also for 

continuous controlling the system, it is clear from figure 

13 that the real power (P) is varied according to the 
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control state and the reactive power (Q) is always zero to 

keep the unity power factor for the PV system. 

 

 
Figure 13. The real power (P) and the reactive power 

(Q) for the PV part 

 

As illustrated in figure 14, the three phases voltage (Vabc) 

and current (Iabc) that are supplied to the PCC and hence to 

the load or the grid are pure sine waves and with 

appropriate values. 

 
  

Figure 14. The three phases voltage (Vabc) and current 

(Iabc) 

 

The load types in the reality system are inductive load 

type, so there are generated real power (PL) and reactive 

power (QL) that are both greater than zero. Figure 15 

depicts the load powers. 

 
  

Figure 15. Real power (PL) and reactive power (QL) 

 

The load demand (PL) is varied during the period, as a 

result the battery and grid powers (Pbat & PG) are varied 

also depending on the load variation. Figure 16 explains 

the load variation effect on system performance. 

 
  

Figure 16. Load variation effect on system performance 

for 1000W/m2 

 

It can divide and test the validity of the proposed PV 

system during its operations periods as:  

From (0-1) sec, the PL is greater than PPV, so the battery 

can compensate the difference and the PG is near to zero. 

 

From (1.1-2.2) sec, the PL is lower than PPV, so the battery 

can be in idle state and the difference between PPV and PL 

is transferred to the grid as a PG. 

 

From (2.2-2.5) sec, the PL is overstated to high power 

value and the PPV with the PL can’t provide the load 

demand requirement, as a result the grid power PG can 

compensate the system by the required power. 

 

From (2.5-3) sec, again the PL is lower than PPV, the 

battery is of good charging level, the difference between 

PPV and PL is transferred to the grid as a PG. 

 

The state of the battery operation under the case study is 

as shown in figure 17. 
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Figure 17. The battery voltage, current, SoC and power 

curves for 1000W/m2 

 

It is clear the battery state curves that the battery voltage 

Vbat can keep its value with constant along the whole 

period, while the battery current Ibat and power Pbat is 

varied depending to the system working and with three 

levels: high to charge the battery, low when discharging 

the battery, and constant when no needing to the battery 

power. The state of charge (SoC) is varied according to 

battery operating modes, however, in the case under 

study the SoC is near to nominal setting value which is 

70%. 

 

In our research, we aim to develop a comprehensive 

monitoring and data acquisition system for a photovoltaic 

(PV) solar power system integrated with battery storage, 

load, and grid connection. The primary objective is to 

ensure efficient operation and management of the system 

by continuously monitoring key parameters such as PV 

voltage, current, and power; battery voltage, current, 

power, and State of Charge (SoC); load voltage, current, 

and power; as well as grid voltage, current, and power. 

 

In our operational modes and throughout the entire 

duration, we continuously monitor previous states and 

values by displaying results using MATLAB/Simulink 

interfaces. For each parameter, we transmit four values: 

the maximum (max.), minimum (min.), mean, and 

variance. The max. value signifies the highest recorded 

value, while the min. value indicates the lowest. The 

mean value represents the average, and the variance 

reflects the deviation from the mean, representing the 

standard deviation. These measurements are taken for 

significant parameters including: 

- Photovoltaic (PV): Voltage (VPV), current (IPV), and 

power (PPV). 

- Battery: Voltage (Vbat), current (Ibat), power (Pbat), and 

State of Charge (SoC). 

- Load: Voltage (VL), current (IL), and power (PL). 

- Grid: Voltage (VG), current (IG), and power (PG). 

Subsequently, LoRa technology is utilized to 

continuously transmit and receive the aforementioned 

values, saving them as a worksheet or Excel file for 

further analysis. 

 

By continuously monitoring these parameters, we can 

assess the performance of each component within the 

system and identify any anomalies or deviations from 

expected values. This real-time monitoring capability 

enables us to optimize system operation, detect and 

diagnose faults or failures promptly, and make informed 

decisions regarding system maintenance and 

performance improvement. 

 

Furthermore, by transmitting the monitored data using 

LoRa communication technology, we can remotely 

access and analyze the system's performance data in real-

time. This remote monitoring capability is particularly 

valuable for off-grid or remote solar power installations, 

where on-site inspection and maintenance may be 

challenging or impractical. 

 

Overall, our goal is to develop a robust and reliable 

monitoring system that provides valuable insights into 

the performance and operation of PV solar power 

systems, facilitating efficient management and 

optimization of renewable energy resources. 

Now, if the radiation is 800 W/m2 and STC temperature 

with T=25C°, the PV voltage (VPV), current (IPV), and the 

power (PPV) are shown in the figure 18. 

 

 
  

Figure 18. PV voltage, current, and power under 

800W/m2 results 

 

Figure 19 explains the load variation effect on system 

performance. 
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Figure 19. Load variation effect on system performance 

for 800W/m2 

 

The state of the battery operation under the case study is 

as shown in figure 20. 

 
  

Figure 20. The battery voltage, current, SoC and power 

curves for 800W/m2 

 

4. Conclusion 

 

PV solar array systems are widely used in many 

applications and always installed in far places, therefor 

such systems need remote monitoring process with 

suitable communication tool that can easily transceiver 

the commands and data. In this work, an IOT application 

for remote monitoring of grid-off /grid-connected solar 

PV array systems supplied with variable load is installed. 

The communication system used for data transmission is 

LoRa based. The solar power system works in two modes 

depending on the connected load, MPPT mode and 

constant voltage mode.  

 

Data collection and processing play a critical role in 

monitoring systems tailored for Photovoltaic (PV) 

applications. It outlines the types of data collected by the 

system, encompassing various parameters such as PV 

performance metrics, battery status indicators, load 

characteristics, and grid-related parameters. To facilitate 

efficient transmission, this data will be transmitted using 

LoRa technology, ensuring secure communication 

channels while integrating robust security measures to 

safeguard the integrity of the transmitted data. 

Solar power system simulated using MATLAB/Simulink 

software for all expected operating cases such as solar 

irradiance variation and load variation. LoRa 

communication system also simulated using MATLAB 

software for many types of modulation and SNR.  

 

The system readings (voltages, currents, and powers) are 

transmitted and received in the remote monitoring room. 

The transmitted and received data are compared to show 

the system performance. For all simulated cases the data 

accuracy is very high. 

 

 The PV system operates in different modes, which are 

influenced by factors such as solar irradiance, generated 

solar power, connected load, battery state of charge 

(SoC), and maximum battery charging/discharging 

current limits. To optimize the system's performance and 

track the maximum power point (MPP) of the solar PV, 

two maximum power point tracking (MPPT) techniques 

can be employed: Incremental Conductance (INC) or 

Perturbation and Observation (P&O). 

 

Several parameters need to be specified, including the 

average daily connected load profile, the region's daily 

available average solar energy (kWhr), solar PV system 

operating temperature, day of autonomy, battery recharge 

time, AC supply availability, and solar panel 

specifications. The determination of the number of PV 

panels required to meet the specified generation 

capability is based on data provided by the solar panel 

manufacturer. 

 

Among numerous variables, the DC bus voltage level 

(Vdc), solar irradiance (Grad), and battery state of charge 

(SoC) are crucial in determining the appropriate 

operating mode through supervisory control. 

 

For future work, the studied system can be implemented 

using physical components that can verify the system 

performance from networking site of view. Also the 

examined system can be instantiated using real time 

components like microcontrollers, networking adaptor 

and attachable devices.Moreover, a double control room 

system may be a good solution for both communication 

loss or to overcome the local controller failure, to make 

the system more stable. 

 

Lastly, in a viability of Wi-Fi system, it can depend on 

more accurate and friendly communication protocol like 

the ThinkSpeak environment protocol. 
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Abstract 

 

Since only pixel intensities are taken into account in the binarization of gray images during the 

thresholding stage, it brings with it a significant problem. Because, since the relationship between pixels 

in the image is neglected, it is seen that noises are sometimes defined as an object, sometimes plays a role 

in changing the detected object, especially in noisy images where illumination is not uniform. In this 

study, a locally adaptive thresholding algorithm called Haytham Thresholding is proposed in order to 

eliminate these limitations of global thresholding algorithms and to eliminate noise caused by lighting 

during the binarization of the image. Especially in the literature, it is seen that noise is high in methods 

performed by taking the standard deviation into account when the image has a gradient feature. To 

prevent this, pixel values were normalized by taking into account the weights of the pixels in the window 

region instead of their standard deviation. These normalized values were added to the matrix values 

obtained by the average filter and then subtracted from the original image matrix. In the experiments, the 

proposed method was compared with Otsu and three different local thresholding algorithms by using four 

different image types also used in the literature. The comparison of the methods was made both visually 

and with image quality metrics such as PSNR and SSIM. As a result, it has been observed that the 

proposed method produces successful results compared to both global thresholding and local thresholding 

algorithms frequently used in the literature. 

 

Keywords: Binarization, Image Segmentation, Image Enhancement, Image Processing, Local 

Tresholding 

 

1. Introduction 

 

The scientific world has spent the last half century in the 

fields of artificial intelligence, computer vision and 

image processing [1]. Especially with Industry 4.0 and 

digitalization, these areas continue to increase their 

popularity with the spread of self-learning devices and 

systems [2]. Although these expressions seem to be 

intertwined, according to the generally accepted 

opinion, image processing is among the sub-branches of 

computer vision and computer vision is among the sub-

branches of artificial intelligence [3].  

 

While image processing is used to prepare the resulting 

images for processing such as noise removal and image 

transformation, computer vision is used to produce 

meaningful data from images such as object recognition,  

 

feature extraction and classification [4]. In other words, 

while image processing is used for operations with 

images as inputs and outputs in the literature, operations 

whose input is image, but output is meaningful data are 

considered as computer vision [5]. 

 

Figure 1 shows the flowchart mostly used in the field of 

computer vision. Pre-processing in this diagram and 

Binarization, which is the subject of this study, are the 

stages used in image processing. As can be seen from 

this figure, Binarization is the last step in image 

processing [6] and in a sense, it is extremely important 

for the segmentation and following other operations to 

be performed correctly [7]. Because if an object on the 

mailto:dereli@subu.edu.tr
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image cannot be detected correctly, neither the 

classification of this object nor its features can be 

extracted in the next stages. This shows that both 

preprocessing and binarization stages are very important 

[8]. Binarization is the process of distinguishing 

whether pixels belong to the background or foreground 

object according to a certain threshold value from the 

two-dimensional gray image [9]. Considering the 

importance of the subject, it is seen that the studies 

focus on obtaining the threshold value used to determine 

whether the pixel belongs to the background or the 

object. For this purpose, many algorithms and 

techniques, which are grouped as local, global and 

adaptive, have been proposed in the literature [10]. 

 

 
 

Figure 1. Flow diagram of computer vision 

 

The techniques used and suggested in the literature for 

binarization consisting of 0 and 1 values are known as 

thresholding. As seen in Figure-2, thresholding is also 

one of the simplest image segmentation techniques 

known, which is the separation of each object in that 

image [11]. Yanowitz and Bruckstein proposed a 

segmentation technique based on adaptive thresholding 

for situations where it is difficult to separate the object 

from the background in images where the illumination 

is not uniform [12]. They used double thresholding 

method to perform segmentation of white blood cell 

from acute lymphoblastic leukemia images. They 

applied the thresholding method to the gray format of 

the image and the HSV format separately and continued 

the flow by obtaining a binary image from the 

intersection of both outputs [13]. They proposed a 

dynamic thresholding algorithm for the segmentation 

and classification of colored skin images. They drew 

attention to two important problems in studies that 

normally use fixed thresholding values: First, there are 

pixels that are classified as skin even though there is no 

skin. The other is with pixels that are treated as 

background even though they are skin [14]. First, they 

identified the most important weakness of the Otsu 

global thresholding algorithm as follows: If the 

difference between the background and foreground in 

the image does not change significantly, that is, if there 

is no contrast between these two situations, then Otsu 

cannot provide accurate thresholding. In order to avoid 

this negative situation, they proposed the gray stretching 

method, which reveals the wavelet transform-based 

class variance change [15]. They proposed a new local 

thresholding algorithm to solve the time-consuming 

problems of traditional local thresholding algorithms. 

For this purpose, instead of the standard deviation used 

in traditional methods, they used an integral image to 

obtain the mean process at the local level in a shorter 

time [16]. They identified a shortcoming in the study of 

Otsu, the most well-known global thresholding 

algorithm, and made a new proposal to improve it. They 

argued that Otsu thresholding algorithm produces the 

threshold value closer to the class with high variance 

value if the difference in variance within the class is 

high in the image, and they presented a proposal that 

adjusts the threshold value to adjust for this deficiency 

[17]. They proposed an algorithm that works adaptively 

in the local structure to determine the threshold value in 

gradient images where the illumination is variable. 

Because they claimed that global thresholding 

algorithms are insufficient to process such images 

correctly, instead local algorithms produce more 

appropriate threshold values [18]. Similarly, they 

proposed a new method based on average filters and 

gradients to determine the correct threshold value for 

images with variable illumination and contrast. The 

averaging filter is used to normalize the noisy 

background [19]. Inspired by nature, they proposed a 

much more interesting neutrosophic-based thresholding 

algorithm. Because the neutrosophic has a natural 

ability to obtain uncertain data. With the Neutrosophic 

technique, the values of the noise-based uncertain pixels 

in the image can be obtained [20]. 

 

 
 

Figure 2. Methods of image segmentation 

 

As a result, the following conclusions can be drawn 

from the literature review: 

• If the image does not have a lighting problem 

and the background has a uniform distribution, 

then global thresholding algorithms produce 

effective results. 

• If the color contrast between the background and 

foreground of the image is high, then global 

thresholding techniques will give successful 

results. 
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• Adaptive local thresholding algorithms give 

better results in images with lighting problems 

and close contrast between background and 

foreground objects. 

• Thresholding algorithms are still widely used in 

image segmentation. 

 

In the method emphasized in this study, a new matrix is 

created using the pixel weights of local regions. This 

matrix, which normalizes pixel values according to 

neighboring pixel values, is used in the final stage to 

reveal the background in the image. Thus, each pixel 

plays a role in separating the ground in its own region 

from the foreground. 

 

The following sections of the study are organized as 

follows: First, the method proposed in the study is 

explained comprehensively with examples at the 

algorithmic level. Then, experiments are performed and 

analyzes are made on test images frequently used in 

these areas in the literature. In the last stage, the 

findings are expressed as a result. 

 

2. Materials and Methods 

 

Binarization is known as taking the values of 1 and 0 

according to a certain threshold value so that the pixels 

on the image can be processed more easily [21]. In fact, 

the main purpose of the process is to divide the image 

into two separate parts, the background and the 

foreground [22]. Thresholding techniques, which are 

one of the most important subjects of image processing 

and generally divided into two as local and global in the 

literature, are used for this process [23]. However, in 

this study, the adaptive method, which is one of the 

popular thresholding techniques of recent times, was 

preferred. Because mostly the images obtained are 

exposed to different noises, especially regionally, it 

becomes difficult to detect the objects in these images. 

Adaptive methods improve binary conversion by using 

different thresholding values in different regions on the 

same image [24].  

 

In this study, a binarization method is proposed to 

accurately convert images with non-uniform 

illumination into binary images. The basic idea behind 

the proposed method is to create a second copy of the 

original image, which is weaker in terms of pixels, and 

to subtract this copy image from the original image. 

Thus, in the final image, the background pixels are 

represented with a truly zero value, while the 

foreground pixels are represented with higher pixel 

values. Therefore, the minimum contrast value required 

to separate the background from the foreground can be 

reduced to only 1 pixel. In fact, in Figure 3, this 

situation is expressed as the separation of pixels with a 

value of zero as background in the binarization stage. 

 

The step-by-step process flow chart of the proposed 

method is shown in Figure 3. In addition, since the 

proposed method performs local thresholding, it was 

applied by scanning the original image with a window 

of a certain size, as in the literature. As seen in the 

figure, the process starts by taking a new frame from the 

image. Average filter, normalization, subtraction, 

binarization and morphological decompression 

operations are applied sequentially to each frame. The 

stage that distinguishes the study from the literature is 

the normalization stage, in which the coefficient to be 

used in the extraction stage is obtained. Because the aim 

at this stage is to strengthen the background region of 

the image or the pixel values close to the background 

region and mark them as the background region in the 

difference process. This situation is clearly seen in the 

5th image in the images given in Figure 7, where the 

difference process is performed, and the pixels are 

brought very close to the background region. Therefore, 

in the last stage, the pixel values that do not have a zero 

value (or have a value >=1) are marked as part of the 

foreground. 

 

 
 

Figure 3. The flow chart of the proposed method 

 

According to Figure 4, in the next step, high value 

pixels are reduced by applying the Mean filter to the 

image converted to gray. As it is known, this filter 

changes the value of the pixel according to the average 

of the pixels in the determined group [25]. After 

applying the mean filter, a formula is proposed in this 

study to make the background and foreground 

distinction clear, and this stage is named Normalization 

in Figure 3. 
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Figure 4. Step-by-step mean filter representation 

 

The calculation used in the local thresholding algorithm 

proposed in this study is performed by taking the 

difference of the input image matrix from the 

normalization matrix, as given in Equation-3.1. In this 

equation, f refers to the next frame matrix obtained from 

the input image and fk refers to the normalization 

matrix. The step of obtaining the normalization matrix 

in this equation is given in Equation-3.2. In this 

equation, the image softened by the average filter is 

expanded by adding it with the k coefficient expressed 

in Equation-3.3. This value, which is unique to this 

study and produced dynamically with this equation in 

each image frame, is actually included in the process as 

a constant value in the traditional local thresholding 

algorithm. The aim here is to minimize the noise that is 

likely to remain in the image. n is the digital conversion 

resolution value of the processed image. Since 8-bit 

images were used in this study, the calculation was 

made as n = 8. Each equation is repeated for the pixel 

values of all frames obtained from the input image. 

 

𝑓𝑠(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) − 𝑓𝑘(𝑥, 𝑦) (3.1) 

  

𝑓𝑘(𝑥, 𝑦) = 𝑓𝑚(𝑥, 𝑦) + 𝑘 (3.2) 

  

𝑘 =
2𝑛

𝑚𝑒𝑎𝑛(𝑓)
 (3.3) 

 

In the subtraction step, the normalized matrix value is 

subtracted from the frame matrix, which is converted to 

gray. In fact, with this subtraction, the image 

background is set to zero, which is the lowest pixel 

value. The changes in the pixel values in the image 

matrix from the beginning to the end of the proposed 

method in the study are illustrated in Figure 5. In this 

figure, the “a” matrix part belongs to the original gray 

image, the “b” matrix part belongs to the normalization 

process, and the “c” matrix part belongs to the 

difference matrix. In this process, zero values seen in 

the "c" matrix are determined as background, while 

other values are interpreted as belonging to the 

foreground object. 

 

 
 

Figure 5. Image pixel values resulting from different 

algorithm steps (a: input matrix; b: normalization 

matrix; c: subtraction matrix) 

 

The effect of the normalization process proposed in this 

study on the output image and its contribution to the 

study are depicted in Figure-5. If thresholding had been 

done without normalization, the output image shown as 

(a) in Figure 6, which was quite noisy, would have been 

obtained. However, as a result of the normalization 

process, these noises were eliminated and the image (b) 

in Figure 6 was obtained. 

 

 
Figure 6. Difference of mean filter and normalization 

stages in the output matrix (a: mean filter matrix; b: 

normalization matrix) 

 

During the binarization phase, the "c" matrix seen in 

Figure 5 is converted to binary format by taking the zero 

value as a reference. Therefore, pixels with a value of 

"0" are decomposed as background, and pixels with a 

value greater than "0" are decomposed as foreground. 

 

 
 

Figure 7. Illustrated explanation of the stages of the 

proposed method 
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Figure 7 shows the effects of all the steps performed in 

the proposed method on the images separately. These 

images show the following operations in order: 

(1): Input image 

(2): Gray conversion of input image 

(3): Image with mean filter 

(4): Normalized image with Equation 3.2 and 3.3 

(5): Arithmetic subtraction of Image-4 from Image-2 

using Equation 3.1 

(6): Binary image obtained from image 5 with 0 value 

pixels as background and other pixels as foreground 

 

3. Findings and Discussion 

 

This study presents a proposal to optimally obtain the 

threshold value of images with gradient colour 

distribution, where global thresholding algorithms are 

quite unsuccessful. For this, the mean filtered image 

was subjected to normalization with the process seen in 

Equation-1, and thus the background values of the 

image were brought very close to the 0 value. In order 

to demonstrate the success of the proposed method, 

some images used in the literature have also been tested 

in this method. 

 

Figure 8 shows the test images used in this study. When 

selecting test images, the fact that they were used in the 

literature was the reason for preference. In addition, for 

the success of the proposed method, it was preferred 

that both the background and foreground have a 

gradient image feature. 

 

 

 
 

Figure 8. Test images used in the study 

 

In Figure 9, the threshold value obtained by the Otsu 

Algorithm is used for binary image conversion. These 

results show that the success of global thresholding 

algorithms is very poor in cases where the color 

distributions in the image are opposite. Because, as it is 

known, global thresholding algorithms use the same 

threshold value in the entire image. Therefore, when the 

color intensity of the background changes or the color 

intensity of the objects qualified as foreground differs, 

the result is quite unsuccessful. Figure 10 illustrates 

examples of thresholding operations performed with the 

method proposed in this study. When the samples are 

examined in detail, it is seen that the method is very 

successful especially in images with gradient colour 

density. 

 

 

 
 

Figure 9. Test results with global thresholding 

algorithm (Otsu) 

 

 

 
 

Figure 10. The results obtained with the local adaptive 

thresholding method proposed in this study 

 

In many projects based on image processing or 

computer vision, maximum system success can be 

achieved by creating special areas at the point of getting 

the most ideal image. However, nowadays, since such 

projects are spread over the general and open area, it 

can be checked whether the image is obtained in the 

most ideal way after the image is taken. In this case, the 

field of machine learning comes into play, as whether 
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the images obtained are unavoidably appropriate or not 

depends on the learning of the system. Here, the method 

proposed in this study will be an indispensable part of 

such a system. Because the images are directly 

proportional to the light intensity and in many cases it 

becomes difficult for the light to affect each part of the 

image at the same rate. Therefore, sometimes the 

resulting image may have a gradient colour feature. The 

detection of objects in such an image will be possible 

with the methods proposed in this study. 

 

Finally, the contribution of the normalization stage to 

the output image, which makes this study stand out in 

the literature, is clearly seen in Figure-11. In this figure, 

(a) and (d) show the input test image, (b) and (e) show 

the binary image formed with the average filter, and (c) 

and (f) show the binary image formed with the 

normalization process. It has produced very successful 

results, especially in converting images with gradient 

background illumination into binary images (see e and 

f). If the images are to be interpreted, it appears that the 

normalization stage has eliminated any possible noise in 

the image. 

 

 
 

Figure 11. Contribution of the normalization stage to 

the quality of the output image 

 

(a) Original (b) Sauvola Thresh (c) Niblack Thresh (d)Haytham Thresh 

    
    

    
    

   
 

    

    
 

Figure 12. Comparison with some local thresholding methods in the literature 
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Figure 12 contains a visual comparison of three local 

thresholding techniques frequently used in the literature 

and the technique proposed in this study. In the 

experiments, images with only a gradient background 

were not preferred. It was also preferred in images 

where the contrast between the foreground and 

background was low. It is seen that the proposed 

technique has a clear advantage over other methods in 

both high contrast and gradient background samples.  

 

Figure 13. Effects of frame size on the success of the 

method in local scanning 

Figure 13 illustrates the effects of the frame sizes used 

by the proposed method during image scanning on the 

success of the method. It is observed that as the frame 

gets smaller, the number of lost pixels increases, while 

as the frame gets larger, the number of false pixels 

thought to belong to the object increases. 

 

Table 1 gives a quantitative comparison of the proposed 

method with important local thresholding techniques 

frequently used in the literature, in terms of 

measurement with image quality metrics. As can be 

seen from this table, the proposed method could not 

achieve the best result only in test image number 3. The 

reason for this is that the contrast between the 

background and foreground in the test image is high and 

it can be easily segmented with the global thresholding 

method. However, it is clearly seen that the proposed 

method has better image quality metrics than the other 

two methods. Other than that, in all test images, the 

methods in the literature fell behind the proposed 

method. 

 

 

Table 1. Measuring test results with image quality metrics 

Image 
Sauvola Niblack Bernsen Haytham 

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM 

Test image 1 (Fig 10.a) 36.61 0.795 37.45 0.804 33.78 0.749 38.05 0.815 

Test image 2 (Fig 10.b) 34.36 0.698 31.38 0.556 29.65 0.488 36.25 0.758 

Test image 3 (Fig 10.c) 27.36 0.336 29.43 0.441 30.74 0.535 29.74 0.491 

Test image 4 (Fig 10.d) 37.41 0.4994 31.44 0.347 31.47 0.323 40.54 0.665 

 

Table 2 shows the calculation times used by the method 

used in the literature and proposed in this study during 

the binarization process of the test images. As can be 

clearly seen from this table, the method proposed in this 

study performs similar results to other methods in terms 

of running time. Therefore, this technique can be easily 

used instead of other techniques in the detection and 

segmentation stages of images. 

 

Table 2. Measuring test results in terms of computation 

time 

Image 
Computation Time 

Sauvola Niblack Bernsen Haytham 
Test image 1 

(Fig 10.a) 

0.414 0.371 0.793 0.401 

Test image 2 

(Fig 10.b) 

0.373 0.384 0.812 0.379 

Test image 3 

(Fig 10.c) 

0.174 0.182 0.511 0.175 

Test image 4 

(Fig 10.d) 

0.294 0.316 0.565 0.305 

 

4. Conclusion 

 

In this study, the problem of obtaining threshold values 

of images with gradient colour density in thresholding, 

which is one of the most critical stages of image 

processing, has been solved. For this purpose, a new 

normalization matrix was created using the weights of 

the relevant pixel region and the output image was 

created with this matrix. To demonstrate the success of 

the proposed method, it was compared with both global 

and local thresholding algorithms frequently used in the 

literature. In the comparison, images with gradient 

background and gradient foreground features were 

preferred, along with images in which the contrast 

between the background and foreground was minimal. 

The success of the proposed method is clearly evident in 

the visual outputs and is also demonstrated qualitatively 

by PSNR and SSIM image quality metrics. Therefore, 

the method proposed in this study can be easily used 

both in cases where general thresholding is required and 

in situations where illumination is problematic. When 
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evaluated in terms of future projection of the study, the 

expectations are as follows: Since the success of the 

proposed method is directly related to the normalization 

matrix created, the success of the method can be further 

increased by developing this matrix with different 

techniques in the literature or by combining it with other 

local thresholding techniques. 
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Abstract 

 

Background Patatin-like Phospholipase Domain-Containing 3 (PNPLA3) rs738409 is a genetic variant 

that is associated with an increased risk of developing hepatocellular carcinoma (HCC) in patients with 

chronic liver disease. This functional mechanism may cause liver cancer by altering protein function 

without affecting gene expression. Our aim in this study is to investigate the potential effect of PNPLA3 

polymorphism on HCC development and to report its results. Material and Methodology A case-control 

study was designed involving 224 diagnosed and pathologically confirmed patients with HCC. Four 

groups were formed as ([HBV] n = 110, [HCV] n = 38, [other etiologies] n = 76) and 62 healthy controls. 

PNPLA3 genotyping in patients diagnosed with HCC was concluded by DNA isolation from blood 

samples. PNPLA3 rs738409 variant was genotyped in RT PCR device with Taq Man allelic separation test 

designed by the manufacturers according to protocols. The C nucleotide and G nucleotide were detected 

in VIC; FAM hydrolysis probes were used for genotyping and binding. SPSS program was used for 

statistical analysis. Results The PNPLA3 genotypes were determined for the groups of HBV-related HCC, 

HCV-related HCC, other etiologies-related HCC, and control. The HBV-related HCC group had CC (n = 

58), CG (n = 36), and GG (n = 16) genotypes. The HCV-related HCC group had CC (n = 22), CG (n = 9), 

and GG (n = 7) genotypes. The other etiologies-related HCC group had CC (n = 35), CG (n = 26), and GG 

(n = 15) genotypes. The control group had CC (n = 36), CG (n = 13), and GG (n = 13) genotypes. 

Conclusions PNPLA3 rs738409 is an inherited risk factor for HCC development in chronic liver disease. 

Our study found that the GG genotype can directly activate liver cancer in other etiology groups. 

According to our findings, we think that PNPLA3 polymorphism can be used as a biomarker in the 

development of HCC due to other etiologies group. 

 

Keywords: Adiponutrin, Chronic Liver Disease, Cirrhosis, Genetic, Genotyping 

 

1. Introduction 

  

Hepatocellular carcinoma (HCC) is the most lethal 

cancer of the liver and ranks among the top causes of 

cancer-related deaths worldwide. [1]. According to the 

data in 2015, it was reported that there were 900,000 

liver carcinogenesis cases worldwide [2,3]. Liver 

cancer, with a death / incidence rate of 0.95, constitutes 

one of the deadliest cancers in general. The etiology of 

HCC is well defined by studies [4], with the most 

important risk factors being chronic hepatitis B virus 

(HBV), nonalcoholic fatty liver disease (NAFLD), 

chronic hepatitis C virus (HCV), metabolic syndromes 

and alcohol intake. The association between HCC 

genetic susceptibility and higher risk of HCC in HBV 

and HCV-infected patients in several studies conducted 

in Asia, supports the role of genetic susceptibility in 

liver cancer [5,6]. In addition to environmental factors, 

the functions of genetic and epigenetic mechanisms are 

inevitable in the development of liver cancer, which has 

very high mortality rates [7] and can provide important 

information in explaining the variations observed in 

individuals susceptible to HCC development among 

high-risk populations. The link between various genome 

studies performed in HCC patients and HCC-PNPLA3 

is noted in studies [8]. 

 

Protein 3 (adiponutrin), which contains the patatin-like 

phospholipase domain, is a protein of 481 amino acids 

mailto:anildelik@gmail.com
https://orcid.org/0000-0002-6443-9392
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that is most highly expressed in hepatocytes [9]. This 

SNP triggers increased hepatocellular triglyceride 

accumulation and is associated with the development of 

HCC [10]. PNPLA3 increases hepatocellular lipid 

accumulation to higher levels by affecting the 

enzymatic hydrolysis of triglycerides. Due to the 

chemical structure of methionine, its long side chain 

greatly reduces the catalytic activity of the enzyme 

despite the functional catalytic couple [11]. The 

damaged PNPLA3 protein accumulates on hepatic lipid 

droplets and paves the way for the development of HCC 

due to its decreased lipolytic activity [12]. In a genetic 

study conducted in a population of 2503 patients with 

HCC development on a cirrhotic basis, it was revealed 

that the PNPLA3 variant is a very important risk factor. 

[13]. In studies conducted, the emergence of HCC 

proliferation in the development of HCV-related 

cirrhosis is associated with the PNPLA3 variant [14]. 

Therefore, we hypothesize that the PNPLA3 genetic 

variation (rs738409: C>G) can be a pre-diagnosis non-

invasive biomarker for liver cancer. 

 

2. Materials and Methods 

 

2.1. Study Design 

 

A total of 224 patients with HCC who applied to the 

Department of Gastroenterology and 62 controls were 

included in this study. Ethics committee approval was 

obtained for the study and informed consent forms were 

obtained from all patients. HCV, HBV infective, other 

etiologies (such as, alcohol intake, NAFLD, metabolic 

disease) and control group. Control group was formed 

from the population without liver disease, over 18 years 

old, no smoking, no alcohol, normal liver enzyme 

levels. Ultrasonography and liver function tests of 

healthy controls were determined as normal values. 

Diagnosis of HCC patients was made using 

ultrasonography, computed tomography, and tumor 

biopsy. The category of other etiologies included 

autoimmune liver disease, steatohepatitis (alcoholic, 

NASH), cryptogenic cirrhosis, Budd Chiari syndrome, 

Wilson’s disease and hereditary tyrosinemia. 

 

2.2. Determination of PNPLA3 Single Nucleotide 

Polymorphism (SNP) 

 

Primers specially designed for this study were used for 

PNPLA3 rs738409 (to provide amplification). One of 

the probes is attached to the C nucleotide and the other 

to the G nucleotide. RT-PCR endpoint analysis was 

used to detect mutant variants. 

 

2.3. Genotyping 

 

For our study, genomic DNA was obtained and isolation 

from whole blood was provided using a DNA isolation 

kit (DNA kit, Germany, Hidden, QIAGEN). PNPLA3 

rs738409 variant was genotyped in RT PCR device with 

Taq Man allelic separation test designed by the 

manufacturers according to protocols. The amplification 

primers used in our study were synthesized by Thermo 

Fischer using standard phosphoramide chemistry and 

fluorescent dye (victoria green fluorescent [VIC]), and 

6-carboxyfluorescein (fluorescein amidites [FAM]) 

labeled probes were purified by reverse-phase high-

performance liquid chromatography (HPLC). The 

primer sequences used for the PNPLA3 rs738409 

polymorphism were designed as Forward primer: 5′-

GAGGGTGTATGTTAGTTCCCCGT-3′, Reverse 

primer: 5′-AGCACACTTCAGAGGCCCC-3′. The C 

nucleotide and G nucleotide were detected in VIC; 

FAM hydrolysis probes were used for genotyping and 

binding. One of the probes binds to the C nucleotide, 

while the other binds to the G nucleotide. Endpoint 

analysis uses this difference to distinguish between 

wild-type and mutant types. 

 

3.4. Statistical analysis 

 

Statistical Package Software for Social Science, version 

21 SPSS program was used for statistical analysis. 

Kolmogorov-Smirnovv's test was used for normal 

distribution. Chi-square test, Student's t-test, Mann-

Whitney U test, ANOVA and Kruskal-Wallis tests were 

used to analyze the data obtained in our study. 

 

3. Results and Discussion 

 

3.1. Demographic, laboratory data and genetic 

polymorphism 

 

The main draft of the study is the relationship and 

comparison between PNPLA3 genotype and HCC 

(HBV, HCV and other etiologies). Patients with HCC (n 

= 224) a mean age of 62.4 years old, with 78.6% of 

male; the main etiologies of underling liver disease were 

HBV (n = 110), HCV (n = 38), other etiologies (n = 76) 

and 88.8% of the patients had cirrhosis. HBV related 

(CC = 58, 53.3%, CG = 36, 32.7%, GG = 16, 14%), 

HCV related (CC = 22, 57.9%, CG = 9, 23.7%, GG = 7, 

18.4%), Others etiologies  (CC = 35, 46.1%, CG = 26, 

34.2%, GG = 15, 19.7%), control (CC = 36, 58%, CG = 

13, 21.3%, GG = 13, 21.3%) respectively, (p = 0.49) 

(Table 1). 

 

Laboratory results were examined according to the 

etiology distribution and parameters with significant 

differences were specified; Mean and standard deviation 

for total cholesterol HCC (143 ± 47), HBV related 

(154.3 ± 43), HCV related (109.8 ± 28), other etiologies 

(141.4 ± 58) (p = 0.008). Glucose for HCC (119 ± 64), 

HBV related (110 ± 40), HCV related (162 ± 114), other 

etiologies (107 ± 41) respectively (p = 0.006). All other 

results and p values are shown in Table 2. AFP <400 

ng/ml overall HCC (n = 132, 69.5 %), HBV related (n = 

74, 70.5%), HCV related (n = 23, 67.6%), other 

etiologies (n = 35. 68.6%), AFP > 400 ng/ml overall 
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HCC (n = 58, 30.5 %), HBV related (n = 31, 29.5%), 

HCV related (n = 11, 32.4%), other etiologies (n = 16. 

31.4%), respectively (p = 0.94). Cirrhosis according to 

PNPLA3 genotypes in HCC, with cirrhosis patients CC 

genotype (n = 90, 54.5%), CG genotype (n = 52, 

31.5%), GG genotype (n = 23, 13.9%), without cirrhosis 

patients CC genotype (n = 7. 35%), CG genotype (n = 7, 

35%), GG genotype (n = 6, 30%), (p = 0.11) (Table 3). 

The G allele of rs738409 was significantly associated 

with increased HCC susceptibility (odds ratio [OR] = 

1.25, 95% confidence interval [CI] = 1.04–1.50, p = 

0.018). GG genotype of rs738409 was also associated 

with higher HCC risk (OR = 1.59, 95% CI = 1.06–2.39, 

p = 0.024). CG genotype of rs738409 showed a trend 

toward increased HCC risk (OR = 1.016, 95% CI = 

0.99–1.03, p = 0.11). GG genotype of rs738409 was 

associated with elevated HCC susceptibility (OR = 

1.018, 95% CI = 1.00–1.03, p = 0.03). The CG+GG 

genotypes of rs738409 were significantly linked to HCC 

risk (OR = 1.021, 95% CI = 1.00–1.03, p = 0.01). 

CC+GG genotypes of rs738409 were associated with 

increased HCC susceptibility (OR = 1.003, 95% CI = 

0.98–1.01, p = 0.03). PNPLA3 rs738409 variant appears 

to play a role in HCC susceptibility. These findings 

contribute to our understanding of genetic factors 

influencing liver cancer risk (Table 4).  

 
 

 

Table 1. Patatin like phospholipase domain contaning 3 (PNPLA3) genotype rates in hepatocellular carcinoma 

(HCC) patients according to etiological distribution 

Characteristics  CC  

Genotype  

CG 

Genotype 

GG 

Genotype 

P value 

HBV, (n,%) 58 (53.3) 36 (32.7) 16 (14) 

0.49 

HCV (n,%) 22 (57.9) 9 (23.7) 7 (18.4) 

Other Etiology (n,%) 35 (46.1) 26 (34.2) 15 (19.7) 

Control (n,%) 36 (58) 13 (21) 13 (21) 

Overall (n,%) 151 (52.8) 84 (29.3) 51 (17.9) 

HBV: Hepatitis B, HCV: Hepatitis C  

 

Table 2. Inıtial presentation clinical outcome 224 patients with hepatocellular carcinoma  (HCC) according to 

etiologies. 

Characteristics  Overall HCC 

(n= 224) 

HBV 

(n=110) 

HCV 

 (n= 38) 

Other Etiologys  

(n=76) 

P value  

Age (years),mean ± SD  62.4 ± 11 61 ± 10.5 67.1 ± 7.5 62 ± 1.9 0.01 

Gender     0.31 

Female (n,%) 48 (21.4) 19 (17.3) 9 (23.7) 20 (26.3)  

Male (n,%) 176 (78.6) 91 (87.7) 29 (76.3) 56 (73.7) 

HBG (kg/m2), mean ± SD 12.1 ± 2.1 12.2 ± 1.9 11.4 ± 1.8 12.2 ± 2.6 0.3 

TC (mg/dl), mean ± SD 143 ± 47 154.3 ± 43 109.8 ± 28 141.4 ± 58 0.008 

LDL (mg/dL), mean±SD 87.1 ± 41 94.2. ± 40 64.3 ± 23.5 89.3 ± 51.5 0.06 

TG (mg/dL), mean ± SD 102 ± 58.5 110.7 ± 64 83.5 ± 64 95.6 ± 55.1 0.28 

HDL (mg/dL),mean ±SD 35.2 ± 19.6 38..2 ± 24 28.7 ± 9.8 33.8 ± 11.5 0.28 

HCT mean ± SD 34.9 ± 6.1 35.12 ± 6.7 33.74 ± 4.5 35.5 ± 6 0.41 

PLT x1000/m3, mean ± SD 145.4 ± 95 138.7 ± 79 132.5 ± 86 167.4 ± 123 0.13 

Ferritin (U/L), mean ± SD 376 ± 458 388 ± 480 353 ± 363 365 ± 484 0.93 

Glucosemean ± SD 119 ± 64 110 ± 40 162 ± 114 107 ± 41 0.006 

Creatinin, mean ± SD 0.96 ± 0.4 0.95 ± 0.46 1.1 ± 0.6 0.81 ± 0.3 0.45 

HbA1c, mean ± SD 6.25 ± 1.4 6 ± 1.1 6.8 ± 2.2 N.A. 0.39 

TP, mean ± SD 6.9 ± 1.1 7 ± 0.7 7.2 ± 0.5 6.1 ± 2.3 0.13 

Albumin gr/dl, mean ± SD 3.03 ± 0.6 3.01 ± 0.6 3.02 ± 0.6 3.07 ± 0.5 0.87 

PT, mean ± SD 16.1 ± 5.5 16.1 ± 6 16.4 ± 4.6 16 ± 4.8 0.93 

Smoking     0.10 

Yes  (n,%) 94 (47.7) 57 (51.8) 12 (33.3) 25 (47.2)  

No   (n,%) 104 (52.3) 53 (48.2) 23 (63.7) 28 (52.8) 

INR, mean ± SD 1.33 ± 0.2 1.32 ± 0.2 1.35 ± 0.2 1.34 ± 0.3 0.80 

CRP, mean ± SD 27.8 ± 40 30.9 ± 43 17.4 ± 24 28.4 ± 41.1 0.30 
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AFP (n=190)     0.94 

<400 ng/ml, (n.%) 132 (69.5) 74 (70.5) 23 (67.6) 35 (68.6)  

>400 ng/ml, (n,%) 58 (30.5) 31 (29.5) 11 (32.4) 16 (31.4)  

MELD, mean ± SD 12.65 ± 4.9 12.86 ± 5.4 12.64 ± 4.5 12.14 ± 4.2 0.80 

Tümör diameter 6.22 ± 4 5.6 ± 3.2 7 ± 5.9 6.7 ± 3 0.13 

Cirhosis      0.24 

Yes, (n,%) 167 (88.8) 89 (86.4) 32 (97) 46 (88.5)  

No, (n,%)  21 (11.2) 14 (13.6) 1 (3) 6 (11.5)  

Vascular ınvasion      0.96 

Yes, (n,%)  62 (34.4) 33 (34) 11 (33.3) 18 (36)  

No, (n,%)  118 (65.6) 64 (66) 22 (67.7) 32 (64)  

      

HGM, hemoglubin, LDL: Light dansisite lipoprotein, TG. Trigiliserit, HDL: High dansisite lipoprotein, GGT: Gama 

glutamil transpherase, TC: Total colesterol, T.B: Total bilirubin, PLT: platelet, CRP: Creaktive protein, AFP: alfa 

feto protein, MELD: Model for end stage Liver disease, SD: Standart devialation,  PT; protrombin, N.A.: not 

available 

 

Table 3. Distrubitıon of PNPLA3 polymorphism (CC, CG, GG) in hepatocelluler carcinoma (HCC) 

Characteristics  CC  

Genotype 

(n=115) 

CG 

Genotype 

(n=71) 

GG 

Genotype 

(n=37) 

P value  

Age (years),mean ± SD 62.1 ± 11 63.1 ± 9.1 61.9 ± 12.4 0.82 

Gender    0.44 

Female (n,%) 26 (54.2) 17 (35.4) 5 (10.4)  

Male (n,%) 88 (51.2) 53 (30.8) 31 (18) 

HBG (kg/m2), mean ± SD 12.3 ± 2.1 11.8 ± 2.3 12.5 ± 1.9 0.46 

TC (mg/dl), mean ± SD 151.4 ± 49 137.5 ± 49 129.1 ± 37 0.30 

LDL (mg/dL), mean±SD 94.5 ± 46 80.9 ± 39 79.6 ± 33.5 0.39 

TG (mg/dL), mean ± SD 101.4 ± 50 114.1 ± 75 80.2 ± 31 0.25 

HDL (mg/dL),mean ±SD 35.4 ± 26 35.6 ± 15 34.5 ± 9.5 0.98 

HCT mean ± SD 35.8 ± 5.8 33.4 ± 6.9 35.7 ± 5.3 0.04 

PLT x1000/m3, mean ± SD 147.7 ± 94 151.2 ± 97 124 ± 97 0.43 

Ferritin (U/L), mean ± SD 356.5 ± 473 411 ± 446 374 ± 461 0.84 

Glucosemean ± SD 116.8 ± 45 109.5 ± 38.5 151.7 ± 129 0.11 

Creatinin, mean ± SD 0.79 ± 0.18 0.95 ± 0.25 1.21 ± 0.8 0.03 

HbA1c, mean ± SD 6.03 ± 0.65 6.9 ± 1.7 4.47 ± 0.18 0.06 

TP, mean ± SD 6.92 ± 0.71 6.91 ± 1.72 4.47 ± 0.18 0.99 

Albumin gr/dl, mean ± SD 3.08 ± 0.64 3.04 ± 0.71 2.88 ± 0.50 0.39 

PT, mean ± SD 15.59 ± 4.53 17.14 ± 7.3 15.4 ± 2.7 0.19 

Smoking    0.61 

Yes  (n,%) 53 (57.6) 25 (27.2) 14 (15.2)  

No   (n,%) 49 (48) 34 (33.3) 19 (18.6) 

INR, mean ± SD 1.3 ± 0.3 1.36 ± 0.2 1.31 ± 0.2 0.53 

CRP, mean ± SD 23.9 ± 33 33.4 ± 51 25.7 ± 34 0.43 

AFP (n=190)    0.014 

<400 ng/ml, (n.%) 72 (55.8) 42 (32.6) 15 (11.6)  

>400 ng/ml, (n,%) 28 (49.1) 16 (28.1) 13(22.8)  

MELD, mean ± SD 12.54 ± 5.2 12.6 ± 45 12 ± 4.7 0.89 

Tümör diameter, mean ± SD 6.57 ± 4.24 5.73 ± 3.75 6.06 ± 4.09 0.45 

Cirhosis     0.11 

Yes, (n,%) 90 (54.5) 52 (31.5) 23 (13.9)  

No, (n,%)  7 (35) 7 (35) 6 (30)  
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Vascular ınvasion     0.70 

Yes, (n,%)  31 (51.7) 21 (35) 8 (13.3)  

No, (n,%)  62 (53) 35 (29.9) 20 (17.1)  

LDL: Light Dansisite lipoprotein, TG. Trigiliserit, HDL: High dansisite lipoprotein,TC: Total colesterol, T.B Total 

bilirubin, GGT: Gama glutamil transpherase, TC: Total colesterol, PLT: platelet, CRP: Creactive protein, AFP: alfa 

feto protein, MELD: Model for end stage Liver disease, SD: Standart devialation,HGM, hemoglubin, PT; 

protrombin 

 

Table 4. The PNPLA3 genotypes and allele frequencies in HCC and control group 

PNPLA3 alleles HCC 

n=76 (%) 

Control 

n=62 (%) 

P value OR (%95 CI) 

Allel 
    

C 96 (63,1) 83 (66,9) 
 

1.00 (reference) 

G 56 (36,9) 41 (33,1) 0.018 1.25 (0.04-1,50) 

Codominant 
    

CC 35 (46) 34 (54,8) 
 

1.00 (reference) 

CG 26 (34,2) 15 (24,2) 0.11 1.016 (0.99-1.03) 

GG 15 (19,8) 13 (21) 0.024 1.59 (1.06-2,39) 

Dominat 
    

GG 15 (19,7) 13 (21) 0.03 1.018 (1.00-1.03) 

CC+CG 61 (80,3) 49 (79) 
 

1.00 (reference) 

Recessive 
    

CC 35 (46) 34 (54,8) 
 

1.00 (reference) 

CG+GG 41 (54) 28 (45,1) 0.01 1.021 (1.00-1.03) 

Overdominant 
    

CC+GG 50 (65,8) 47 (75,8) 
 

1.00 (reference) 

CG 26 (34,2) 15 (24,2) 0.03 1.003 (0.98-1.01) 

HCC: hepatocellular carcinoma

 

There are not enough studies to define the effective role 

of PNPLA3 in the development of HCC in cancer 

development. However, we can think of PNPLA3's 

genetic susceptibility for HCC development as a natural 

extension of the relationship between NAFLD and 

PNPLA3 genetic variation. Similarly, this is common in 

patients with other HCC risk factors, including fatty 

liver disease, HCV infection [15], diabetes mellitus, 

obesity [16] and alcohol use [17]. Alcohol lubrication 

and NAFLD create a similar pathological condition 

[18,19]. The rs738409 (G) variant of the PNPLA3 gene 

is a major genetic factor that contributes to steatosis and  

fibrosis progression in various liver diseases, according 

to independent studies [20-23]. 

 

The prognosis of HCC patients with the GG genotype of 

the PNPLA3 variant was worse than those with the CC 

or CG genotype. The GG genotype has a distinct 

prognostic impact on HCC survival compared with the 

main survival predictors. Patients with the PNPLA3 GG 

genotype may have a higher risk of vascular invasion, 
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poor tumor differentiation, lymph node involvement, or 

other clinical factors that affect HCC prognosis, 

although this hypothesis lacks definitive evidence. 

Hassan et al. proposed that cirrhosis symptoms, such as 

bleeding, fluid accumulation in the abdomen, and low 

platelet count, make the clinical management of HCC 

more challenging and often force oncologists to lower 

the optimal dose of intensive chemotherapy or restrict 

surgical removal [24]. This could reduce the patients’ 

survival by impairing their response to treatment and 

narrowing their effective treatment options. It is hard to 

assess the relationship between PNPLA3 genotypes and 

the response to different treatment types separately, 

because of the variety of treatment methods used. In our 

study, the relationship between HCC PNPLA3 was 

examined and CC genotype was found as 52,8%, CG 

genotype 29.3%, GG genotype 17.9% in all HCC 

patients and PNPLA3 relation was found to be more 

significant in other etiology group patients including 

alcoholic, NAFLD group. CC genotype is 46.1%, CG 

genotype is 34.2%, GG genotype is 19.7%, respectively 

in other etiology group. The survival curve of the 

PNPLA3 other etiologies group shows that patients with 

the GG genotype have a lower survival rate (p = 0.65). 

Our study is consistent with the results of Hassan et al. 

The relationship between PNPLA3 and HCC was first 

reported to increase the prevalence of liver cancer in 

patients with rs738409 (GG) homozygous HCV-

associated liver disease [25]. This research involved a 

small subset of patients in a case-control study [26]. 

Chronic inflammation caused by the complex interplay 

of oxidative stress, liver fat accumulation, and insulin 

resistance is a hallmark of liver diseases related to HCV. 

This inflammation creates a pro-oncogenic 

microenvironment that favors tumor growth. These 

traits are intrinsically connected, and they mutually 

enhance each other in the process of alcoholic 

carcinogenesis [27]. In addition, it has been reported 

that some HCV-dependent protein is directly linked to 

tumorigenesis and accelerates carcinogenic processes 

[28]. This report suggests that PNPLA3 has a weaker 

effect on HCC risk in patients with HCV-associated 

cirrhosis compared with alcoholics. In our study, CC 

genotype 57.9%, CG genotype 23.7%, GG genotype 

18.4% were found in the relationship between PNPLA3-

HCV. It was determined as the lowest group as the GG 

genotype ratio. In our study, it was determined that the 

PNPLA3 gene rs738409 C> G polymorphism increased 

the risk of HCC development due to other etiology 

(NASH) and the GG genotype increased OR:1.59 (1.00-

1.04) times more risk and was statistically significant 

(p= 0.024) (Table 4). Studies have shown that PNPLA3 

polymorphism is an independent factor associated with 

serum AFP. Moritou et al. investigated the patient 

characteristics related to the PNPLA3 148 M genotype 

[29]. In our study, serum AFP level was the factor that 

we found significantly related to PNPLA3 genotype 

(p=0.014). Although it was stated in some studies that 

AFP level could be a significant biomarker for the 

diagnosis of HCC patients, Caviglia et al. reported that 

they could not reach this result stated in their study. 

According to our result, we think that the effective use 

of AFP level with other serum biomarkers may create a 

useful result for the diagnosis of liver cancer. In a case-

control study involving 200 patient populations, it was 

reported that the combination of AFP level and 

exosomal hnRNPH1 mRNA markers increased the 

diagnostic value for liver cancer by 0.891 (95% CI = 

0.873-0.939, p = 0.005). The sensitivity of the study was 

87.5% and the specificity was 84.8% [13,24]. In our 

study, the AUC value was determined as 0.51 without 

combining AFP with other biomarkers (95% CI = 

0.407-0.618, p = 0.82). The PNPLA3 variant causes an 

increase in triglyceride accumulation in liver cells, and 

together it causes non-activation of the protein 

hydrolase enzyme and activation of hepatic stellate 

cells, triggering the development of liver cancer [30]. 

 

4. Conclusion 

 

In conclusion, limitations of our study include that it 

was conducted in a single center, did not include 

patients from different geographical regions and ethnic 

groups, and long-term follow-up data are incomplete, 

making it difficult to assess the long-term effects of the 

PNPLA3 rs738409 genotype. Despite these limitations, 

our study contains important genetic data that may be 

needed in the diagnosis of HCC. A strong diagnostic 

marker can be created by integrating the PNPLA3 

polymorphism CG and GG genotype with other serum 

non-invasive biomarkers in patients with chronic liver 

HCC due to NAFLD and alcohol etiology. 
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Abstract 

 

Remote monitoring of patients is of great importance in terms of early diagnosis of diseases and improving 

people's quality of life. With the rapid development of deep learning techniques, wearable health 

technologies have leaped forward. This has made the automatic diagnosis even more important. In this 

study, we provide a deep learning approach for classifying Atrial Fibrillation (AF) arrhythmia that uses a 

customized wavelet-based convolutional autoencoder (WCAE) model. WCAE is employed as an anomaly 

detector, which combines the time-frequency domain examination ability of wavelet and the data-driven 

feature learning capability of convolutional autoencoders. The proposed approach received average scores 

of 95.45%, 99.99%, 90.90%, and 95.23% for accuracy, precision, recall, and F1, respectively, on a large 

selection of publicly available datasets. The outcomes of the experiments demonstrate the significance of 

using deep learning-based models in diagnosing AF. Moreover, it is observed that utilization of wavelet 

methods along with autoencoder model has a great potential for biomedical signal processing systems. 

 

Keywords: Atrial fibrillation detection, ECG, Autoencoder, Deep learning, Discrete wavelet transform 

 

1. Introduction 

 

In the last century, Atrial Fibrillation (AF) has been the 

most extensively studied heart rhythm disorder, yielding 

valuable findings [1]. Atrial Fibrillation (AF) is an 

irregular and rapid atrial rhythm that can occur at a rate 

of 300-500 beats per minute. In Normal Sinus Rhythm 

(NSR), the atria conduct electrical impulses smoothly 

and regularly, initiated by the sinoatrial node. However, 

AF occurs when there are abnormalities in the generation 

of impulses or structural abnormalities in the cellular 

connections, resulting in irregular and chaotic impulses 

[2]. Clinical practice most commonly manages atrial 

fibrillation (AF), which is associated with a higher risk of 

death, stroke, and peripheral embolism, and the incidence 

of this condition rises with age [1]. According to a 2023 

guideline for the diagnosis and management of atrial 

fibrillation by the American College of Cardiology 

(ACC) and American Heart Association (AHA), the 

number of patients with AF in 2010 was estimated that 

5.2 million, that is expected to rise to 12.1 million by the 

year 2030. The number of new AF patients added each 

year was 1.2 million in 2010, and it is expected that this 

number will increase to 2.6 million per year by 2030 [2]. 

The electrocardiogram (ECG) has been a widely used 

tool in clinical medicine by both cardiologists and non-

cardiologists for many years. It is a fast, simple, and 

inexpensive test available even in settings with limited 

resources. The test provides insights into the 

physiological and structural state of the heart and can also 

provide important diagnostic information for systemic 

conditions [3]. The condition known as AF is identified 

by irregular activation of the atrium, which results in 

reduced heart muscle function. AF can be easily 

identified on a surface electrocardiogram by the absence 

of atrial depolarization, represented by a P-wave, and 

instead showing a quivering isoelectric line. This 

irregular activation also leads to irregular ventricular 

activation, which QRS complexes represent, and 

ultimately impaired muscle contraction [4]. 

 

The usual way of diagnosis of arrhythmias is to consider 

standard electrocardiograms (ECGs), event recorders 

recordings. This method has limited monitoring periods 

and occasionally miss intermittent arrhythmic events 

mailto:nalan.ozkurt@yasar.edu.tr
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among patients who use them. In case of one-day-long 

ECG recordings of Holter devices, the manual 

interpretation of ECG data can be time-consuming and 

subject to human error, leading to potential misdiagnoses 

[5]. In recent years, extensive work has been carried out 

to determine the fundamental cellular, molecular, and 

electrophysiological modifications that make patients 

more susceptible to the initiation and persistence of AF 

[6]. With the advent of deep learning methods, studies are 

focused on automatic detection techniques that can be 

integrated into wearable devices. Despite advances in 

cardiovascular disease detection methods, accurately 

classifying AF is still challenging since the condition can 

present with varying patterns of arrhythmia, subtle 

variations in ECG signals, and overlaps with other types 

of arrhythmias, making it difficult to distinguish using 

traditional techniques. This makes customized treatment 

plans and reliable prognostication difficult.  

Overall, the literature review demonstrates the 

advancements in cardiac arrhythmia classification, 

focusing on the accuracy and scores of recent methods, 

including deep learning models, autoencoders, and CNN. 

These studies provide valuable insights into the potential 

of these techniques for improving ECG arrythmia 

detection and classification accuracy, although further 

improvements are still necessary. Therefore, this study 

aims to establish a custom-designed Wavelet-based 

Convolutional Autoencoder (WCAE) structure and 

propose a successful and efficient arrhythmia detection 

system with machine learning methods. The 

contributions of this study can be summarized as 

 

• Improving the AF detector performance due to 

learning the signal pattern with convolution filters of 

the convolutional autoencoder using only one 

channel of ECG signal. 

• Combining wavelets' multiresolution signal analysis 

ability with a deep learning algorithm by proposing 

a WCAE structure. 

• Handling the data imbalance problem by training the 

network with only one type of signal utilizing 

anomaly detection 

 

Thus, instead of simply categorizing rhythms, this model 

focuses on spotting abnormalities, offering a fresh 

perspective on AF detection. Additionally, testing the 

model on different datasets reveals its flexibility and 

reliability in various situations. These unique features 

distinguish this study from others, providing a more 

thorough approach to AF detection. 

 

2. Literature Review 

Recent studies have focused on the accuracy of various 

atrial fibrillation (AF) classification methods, including 

autoencoders, convolutional neural networks (CNN), and 

other deep learning models. Hu et al. [7] proposed a novel 

frequency-domain feature, specifically the frequency 

corresponding to the maximum amplitude in the 

spectrum, to improve atrial fibrillation (AF) detection. 

By applying a decision tree algorithm to data from the 

MIT-BIH database, their approach achieved high 

accuracy (98.9%), sensitivity (97.93%), and specificity 

(99.63%), highlighting the effectiveness of this method 

in distinguishing AF signals. Chen et al. [8] proposed a 

feedforward neural network model for AF detection, 

achieving an accuracy of 84.00%, sensitivity of 84.26%, 

specificity of 93.23%, and an area under the receiver 

operating characteristic curve of 89.40%. Furthermore, 

Cheng et al. [9] developed a method for AF detection 

directly from compressed ECG, achieving a varying 

accuracy with from 91.63% to 98.40% for the signals of 

10 seconds. Other studies focusing on deep learning 

approaches have also shown significant potential in 

predicting AF accurately. For instance, Wei et al. [10] 

developed a deep-learning algorithm for atrial fibrillation 

detection, achieving an F-1 score of 88.2% and accuracy 

of 97.3%. They utilized spectrograms of pre-processed 

ECG signals and a fine-tuned EfficientNet B0 model, 

demonstrating the effectiveness of transfer learning in 

AF classification. Similarly, Faust et al. achieved an 

accuracy of 99.09% for AF detection using long short-

term memory networks with RR interval signals by only 

considering the RR irregularity and uses long records to 

capture 100 RR intervals [11]. Rasmussen et al. [12] 

proposed a semi-supervised setup using an unsupervised 

variational autoencoder combined with a supervised 

classifier to distinguish between AF and non-AF using 

ECG records, indicating the potential of autoencoders in 

AF classification with an accuracy of 98.7%. Despite 

obtaining high accuracy values in these studies, the 

experiments have been conducted within a limited 

dataset and focused on lengthy samples. Hence, further 

development is still required for their applicability in 

real-life scenarios. To address these limitations, 

techniques like autoencoders, which are neural networks 

designed to encode input data into a compressed 

representation and then decode it back to closely match 

the original input, offer promising potential for 

enhancing the robustness and generalizability of these 

models [13]. The autoencoder is a self-supervised 

learning system and it aims to minimize the 

reconstruction error between the input and the output 

during training [14]. The autoencoder is also employed 

as a feature extraction as in [15]. The study utilizes an 

auto-encoder convolutional network (ACN) model based 

on one-dimensional convolutional neural networks (1D-

CNN). These obtained features are then fed into a support 

vector machine (SVM) classifier, which achieves an 

overall accuracy of 98.84% in classifying arrhythmia 

using the MIT-BIH arrhythmia database [15]. Another 

instance of AE study, Choi et al. [16] proposed an atrial 

fibrillation (AF) diagnosis system using unsupervised 

learning with an LSTM-based autoencoder for anomaly 

detection in ECG segments (PreQ, QRS, and PostS). 

Their approach, which distinguished between normal and 

AF segments with AUROC scores up to 0.96, was further 

validated with an XG-Boosted model, achieving an area 

under ROC curve score of 0.98 and an F1 score of 0.94. 
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This method addresses the limitations of supervised 

learning by providing significant evidence for AF 

detection based on anomaly scores. 

Our previous study proposes an efficient wavelet-based 

convolutional autoencoder model for the feature 

extraction of the five arrhythmia types, such as normal 

sinus rhythm (NSR), right bundle branch block (RBBB), 

left bundle branch block (LBBB), premature ventricular 

contractions (PVC), atrial premature contractions (APC) 

[17]. The study mentioned above used Wavelet-based 

Convolutional Autoencoder as a feature extractor to 

classify heartbeats with a Multilayer Perceptron (MLP). 

The wavelets' success in grasping the time-frequency 

domain distribution of the signals was integrated into the 

learning capability of autoencoders. As a result of the 

analysis with different wavelet families, the Bior 3.5 

wavelet produced superior performance compared to the 

previous studies. The quality and quantity of data is an 

essential issue in biomedical detection studies. Most of 

the deep learning models need a vast amount of data that 

represents the underlying phenomenon. Furthermore, 

each class should have sufficient data to train the 

network. In one of the previous studies, the Synthetic 

Minority Oversampling Technique (SMOTE) was 

employed to integrate the ECG arrhythmia detection 

model with the emergent IoT healthcare devices [18]. 

Then, the performance with different classifiers was 

compared for two classes, such as cardiovascular disease 

or not. Another study concentrates on generating 

synthetic samples for ECG signals [19]. They illustrated 

that the proposed model with a Generative Adversarial 

Network improves the classification accuracy compared 

to the ResNet34-LSTM3 model. 

 

 
 

Figure 1. (top) Normal Sinus Rhythm and (bottom) Atrial Fibrillation ECG recordings [22]. 

 

 

3. Background 

 

3.1 ECG and Atrial Fibrillation  

 

Electrocardiography (ECG) is a technique that records 

the electrical activity of the heart by detecting and 

amplifying the small electrical impulses generated by 

cardiac muscle depolarization and repolarization. This 

process is depicted as waves and intervals on the ECG 

tracing, including the P-wave, QRS complex, and T-

wave, each representing specific electrical events in the 

cardiac cycle. By carefully interpreting these waveform 

characteristics, clinicians can assess rhythm regularity, 

identify conduction abnormalities, and recognize signs of 

ischemia or infarction. This diagnostic tool is commonly 

used for its rapidity, simplicity, and cost-effectiveness, 

making it indispensable even in resource-constrained 

settings. ECG plays a crucial role in diagnosing various 

cardiac and systemic conditions with its ability to provide 

insights into the physiological and structural status of the 

heart. Typically, ECG recordings are made for a few 

seconds to get a quick idea of the heart's rhythm. Holter 

ECG monitoring detects arrhythmic conditions that 

cannot be captured during a standard ECG. Continuously 

recording heart activity over an extended period, such as 

24 hours, provides crucial information for diagnosing and 

managing heart conditions. 

Atrial fibrillation is a commonly encountered arrhythmia 

that can lead to stroke, embolism, or even death when 

diagnosed late. The most used method for timely 

detection of this severe condition is the examination of 

ECG records. In ECG recordings, three specific signs of 

atrial fibrillation are mainly considered: the absence of 

the P wave, irregular RR intervals, and fibrillation on the 

baseline.  

Figure 1 illustrates examples of ECG recordings of 

normal sinus rhythm and atrial fibrillation. As can be 

observed from the upper graph, P waves, QRS 

complexes, and T waves can be easily identified for each 

beat. The distance between R peaks is regular. However, 

in the second graph, beats are observed in irregular time 

instants. Furthermore, P peaks are absent, and a quivering 

isoelectric line is shown at the TQ interval. 
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3.2 Autoencoders and Anomaly Detection 

 

Autoencoders (AEs) are a type of neural network 

extensively researched in deep learning. They are mainly 

used for unsupervised learning tasks such as 

dimensionality reduction, data compression, and feature 

extraction. The basic idea of an autoencoder is to learn a 

compressed representation of input data, encode it into a 

lower-dimensional latent space, and then decode it back 

to its original form [13]. The autoencoder's working 

process involves using two networks: an encoder and a 

decoder. The encoder takes the input data and creates a 

compressed representation, then fed to the decoder. The 

decoder then reconstructs the original input data from the 

compressed representation. 

 

This study used an autoencoder in anomaly detection 

mode. NSR ECG signals constructs the normal class 

where AF signals were treated as abnormal beats. Thus, 

the autoencoder was trained with only NSR signals as 

represented in Figure 2. In the testing phase, both NSR 

and AF signals are applied to the autoencoder, and the 

reconstruction error is calculated, as seen in Figure 2. 

This approach allowed for the evaluation of how well the 

autoencoder could reconstruct both NSR and AF signals, 

providing insights into its performance in distinguishing 

between the two rhythm types. If the error is less than the 

given threshold value, it is labeled as NSR; if it is greater 

than the given threshold value, it is labeled AF. 

 

 
 

Figure 2. Training and testing autoencoder for the 

classification of NSR and AF heart rhythms in anomaly 

detection mode. 

 

The critical issue in anomaly detection is to select the 

threshold. In this study, the following steps are applied to 

obtain an acceptable threshold value that leads to 

successful detection: 

1. Calculate reconstruction loss on normal data using 

the model. 

2. Calculate reconstruction loss on anomalous data 

using the model. 

3. Generate a range of threshold values between the 

minimum and maximum reconstruction loss values 

observed in the normal data. 

• Iterate over different threshold values to 

find the best F1 score. For each threshold 

value, compute the precision, recall, and F1 

scores. 

• Update the best F1 score and corresponding 

threshold if the current F1 score exceeds the 

previous one. 

4. Return the best threshold and corresponding F1 

score as the optimal threshold. 

 

The identified optimal threshold is applied to the mixed 

test data, consisting of normal and atrial fibrillation 

samples. The performance of the selected threshold is 

evaluated based on various metrics, such as Precision, 

Recall, and F1 score, to assess the effectiveness of the 

anomaly detection system. 

 

3.3 Wavelet Transform 

 

The Continuous Wavelet Transform (CWT) operates by 

sliding a scaled wavelet function along the time axis of a 

signal, adjusting its magnitude through scaling and its 

position through translation [24]. Functions meeting 

specific mathematical criteria can be named wavelets, 

with common examples including Gaussian, Mexican 

Hat (the second derivative of a Gaussian), Haar, and 

Morlet functions [24]. In mathematical terms, convolving 

a signal x(t) with a wavelet function (t), yields the 

wavelet transform of x(t). Using two parameters, 

translation b and dilation a, the Continuous Wavelet 

Transform (CWT) is defined as: 

𝑇(𝑎, 𝑏) =
1

√𝑎
∫ 𝑥(𝑡)𝜓∗ (

𝑡 − 𝑏

𝑎
) 𝑑𝑡

∞

−∞

(1) 

Here, '∗' denotes the complex conjugate of the wavelet 

function. Parameter b indicates location in time axis, 

while a signifies the scale of the wavelet. The scaled and 

translated wavelet is defined as 

𝜓𝑎,𝑏(𝑡) =
1

√𝑎
𝜓 (

𝑡 − 𝑏

𝑎
) (2) 

The closer the wavelet matches the characteristics of the 

signal, the more detailed information can be extracted 

from the signal. The Discrete Wavelet Transform (DWT) 

applies an orthogonal wavelet basis to a continuous 

signal in discrete steps. It employs discrete values of 

parameters a and b moving in each b position with 

discrete steps proportional to a, establishing a connection 

between a and b. This relationship is encapsulated in a 

wavelet form expressed as 

𝜓𝑎,𝑏(𝑡) =
1

√𝑎0
𝑚

𝜓 (
𝑡 − 𝑛𝑏0𝑎0

𝑚

𝑎0
𝑚 ) (3)

 

The most typical values of dilation and translation steps 

are 𝑎0 = 2  and 𝑏0 = 1, that is called as dyadic grid. The 

dyadic wavelet equation can be mathematically 

expressed as 
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𝜓𝑚,𝑛(𝑡) =
1

√2𝑚
𝜓 (

𝑡 − 2𝑚

2𝑚 ) (4) 

where the scale index is m. The scaling function is 

denoted by 

𝜙𝑚,𝑛(𝑡) =
1

√2𝑚
𝜙 (

𝑡 − 𝑛

2𝑚 ) (5) 

Here, 𝜙𝑚,𝑛(𝑡) represents the scaling function derived 

from the shift value n on the time axis for the mth index 

of the scaling function. As a result of the convolution of 

the scaling function and the signal yields 𝑆𝑚,𝑛, the 

approximation coefficient.  

𝑆𝑚,𝑛 = ∫ 𝑥(𝑡)𝜙𝑚,𝑛(𝑡)𝑑𝑡
∞

−∞

(6) 

If the input signal is finite and bounded by certain 

integers it can be obtained as  

𝑆𝑚+1,𝑛 =
1

√2
∑ 𝑐𝑘−2𝑛𝑆𝑚,𝑘

𝑘

 (7)
 

The 𝑐𝑘 are the scaling coefficients. Multiplying 𝑐𝑘 by 

1/√2  yields the high-pass filter vector [24]. Similarly, 

utilizing the approximation coefficients in terms of 𝑏𝑘, 

detail coefficients can be computed. 

𝑇𝑚+1,𝑛 =
1

√2
∑ 𝑏𝑘−2𝑛𝑆𝑚,𝑘

𝑘

(8) 

Here, 𝑏𝑘 represents the reconfigured scaling coefficients 

of 𝑐𝑘. Multiplying 𝑏𝑘 by 1/√2 yields the low-pass filter 

vector. The reconstruction low-pass and high-pass filter 

coefficients wavelets are obtained by time-reversal of 

analysis filter coefficients. The following steps are 

followed to calculate the wavelet coefficients [24]: 

 

1. Take a signal S with length N, assume that 𝑆0,𝑘 = 𝑥𝑘 

2. Select a discrete wavelet suitable for signal S. 

3. Use the high-pass and low-pass filter coefficients of 

the selected wavelet. 

4. Convolve signal S with the low-pass filter 

coefficients obtained from the corresponding 

wavelet, essentially containing a sequence of 

(1/√2)𝑐𝑘values. 

5. Apply the same process as in step 4 with the high-

pass filter coefficients, essentially containing a 

sequence of (1/√2)𝑏𝑘 values. 

6. Down-sample the results of the high-pass and low-

pass filtering by selecting every (2n+1)th value 

along the length of the vector. 

7. Obtain detail coefficients after high-pass filtering 

and down-sampling. 

8. Obtain approximation coefficients after low-pass 

filtering and down-sampling and repeat the 

algorithm from step 1 using the result of this step. 

This process achieves the atomic decomposition of the 

signal through filtering, as depicted schematically in 

Figure 3. 

Table 1. Description of the databases. 

 

  
Figure 3. Two-level signal decomposition and 

reconstruction using wavelet coefficients [24]. 

 

4. Materials and Methods 

 

4.1. Dataset 

 

Autoencoder studies were carried out using publicly 

available ECG databases. NSR data “MIT-BIH Sinus 

Rhythm Database” (NSRDB) [20] and Atrial Fibrillation 

data “MIT-BIH Atrial Fibrillation Database (AFDB)” 

[21], “The PhysioNet/Computing in Cardiology 

Challenge 2017” (AFPC) [22] taken from databases. The 

features of the entire database are listed in Table 1.  

 

Table 1 shows that NSRDB includes 24-hour data from 

18 healthy individuals. The AFDB database recordings 

were obtained with ECG recorders with a frequency 

bandwidth of approximately 0.1 Hz to 40 Hz with a 

sampling frequency of 250Hz [21]. AFDB consist of 

records that obtained from 25 different patients. Each 

records have 10 hours duration and labelled as AF and 

other type of rhythms. The single-channel ECG 

recordings from AFDB was used in the competition held 

by Physionet in 2017. Only the AF labelled beats of the 

Physionet competition data was included in this study. 

The locations and beat labels of the QRS complexes of 

ECG signals in the NSRDB and AFDB databases are 

Data Subject Lead 

Duration 

of 

recordings 

Sampling 

frequency 

NSRDB 18 2 
24  

hours 
128 Hz 

AFDB 25 2 
10  

hours 
250 Hz 

AFPC 771 1 
10-60 

seconds 
300 Hz 
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available. AFPC recordings were taken with the 

AliveCor device, and the sampling frequency is 300Hz 

[22]. The AFPC training set includes 8528 records which 

have the time duration from 10 to 60 seconds. These 

records labelled as normal, AF, noisy and other rhythms. 

AF signals in the AFPC database were separated with the 

Pan Tompkins algorithm and labeled by expert authors of 

this study. The sampling frequency was converted to 250 

Hz for data at different sampling frequencies, thus same 

window length can be used for experiments. Before the 

data was applied to the autoencoder, signal is divided into 

256 samples windows as illustrated in Figure 4.  

 

 
Figure 4. Illustration of ECG Signal Windowing, red lines represent signal windows.

The located R peaks are aligned in the middle of each 

window.  In Figure 4, each red line shows the interval of 

a signal window. The number of data windows resulting 

from the process is listed in Table 2. 

 

Table 2. Number of Data Windows Used in Training and 

Testing 

 

4.1  Wavelet Based Convolutional Autoencoder 

Design 

 

A Wavelet-based Convolutional AutoEncoder (WCAE) 

structure, that was proposed in our previous study [16], 

was employed in anomaly detection mode in this study. 

In the literature, wavelet transform is commonly 

employed as a preprocessing method, where wavelet 

coefficients or signals filtered by wavelet filters are used 

as inputs to deep learning architectures for training. In 

our proposed approach, a wavelet layer is integrated as a 

layer into a convolutional autoencoder structure. The 

custom-designed EncoderMiniBlock and 

DecoderMiniBlock are optimized during training to 

effectively model the signal. When considering the 

feature space, the likelihood of overfitting increases with 

the complexity of the model during training. In this study, 

a simple architecture was preferred to avoid overfitting 

and simultaneously reduce computational complexity. 

The proposed model is given in Figure 5. 

 

The best model was discovered through experimenting 

with different models, changing architectures, layer 

counts, and other configurations. We found that the 

proposed model performed the best after trying various 

options. As seen in Figure 5, three EncoderMiniBlocks 

containing 128, 64 and 32-dimensional filters are used in 

the encoder. Similarly, in the decoding section, 32, 64, 

128 dimensional decoding MiniBlocks are included. The 

last layer contains a single-unit Fully Connected Layer 

(Dense layer) and Rectified Linear Unit (ReLu). Within 

the EncoderMiniBlock, there are convolutional layer or 

1D convolution layer, Discrete Wavelet Transform 

(ADD) layer, batch normalization layer and dropout 

layer, respectively. WaveTF library was used for wavelet 

function implementation [23].  

 

WaveTF is a TensorFlow library that implements 1D and 

2D wavelet transforms and exposes them as Keras layers, 

so they can be easily added to machine learning 

workflows. The library implements the most used Haar 

and DB2 wavelet kernels. To handle boundary effects, 

anti-symmetric reflection filling is applied, which 

broadens the signal while preserving its first-order finite 

difference at the boundary. WaveTF transparently 

supports both 32- and 64-bit floating point at runtime.  

 

Data NSRDB AFDB AFPC 

Number of frames 

used for training 

800,000 - - 

Number of frames 

used testing  

(Test 1) 

395,455 395,455 - 

Number of frames 

used testing  

(Test 2) 

32,010 - 32,010 
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Figure 5. Proposed Wavelet-Based Convolutional Autoencoder Model 

 

Table 3. Reconstruction low pass filter coefficients of the wavelet functions used in this study 

 DB 2 DB3 DB 4 SYM 4 COIF 2 BIOR 3.5 

𝑔0[0] 0.48296 0.03223 -0.230378 0.032223 0.016387 0.0 

𝑔0[1] 0.836516 0.08544 0.714847 -0.012604 -0.041465 0.0 

𝑔0[2] 0.2241439 -0.13501 0.630881 -0.099219 -0.067373 0.0 

𝑔0[3] -0.1294095 -0.45988 -0.027984 0.2978578 0.3861101 0.0 

𝑔0[4]  0.80689 0.187035 0.8037388 0.8127236 0.1767767 

𝑔0[5]  -0.33267 0.0308414 0.4976187 0.417005 0.5303301 

𝑔0[6]   -0.0328830 -0.029636 -0.0764886 0.5303301 

𝑔0[7]   -0.010597 -0.075766 -0.0594344 0.1767767 

𝑔0[8]     0.02368017 0.0 

𝑔0[9]     0.00561144 0.0 

𝑔0[10]     -0.0018232 0.0 

𝑔0[11]     -0.0007206 0.0 

If wavelet transformation is active in the 

EncoderMiniBlock, the transformation function is 

defined for the selected wavelet. In the original version 

of the library, only Haar and Daubhecies 2 wavelets are 

defined. However, we observed from our studies and 

from the literature reviews that when the signal shape 

resembles the analyzed signal the wavelet transform 

analysis extracts more meaningful information from the 

signal. Thus in this study, wavelets, which were 

successfully used in ECG classification and AF detection 

in literature, were also adapted to the library. The 

DecoderMiniBlock contains a 1D transpose convolution 

layer, Inverse Wavelet Transform (IDWT) layer, batch 

normalization layer and dropout layer, respectively. In 

this study, autoencoder experiments were conducted with 

Haar and DB2 wavelets as well as wavelets that generally 

give successful results in biomedical signal 

classification. By entering low-pass reconstruction filter 

coefficients, new wavelets can be implemented in 

WaveTF library.   The wavelet coefficients used are listed 

in Table 3.  

 

5. Results and Discussions 

 

This study aims to train the wavelet-based convolutional 

autoencoder with a single class of data, optimize it 

according to this signal, and obtain an efficient system 

separating the signal type from others in the testing 

phase. Model in Figure 5 was trained with NSR data from 

the NSRDB database. At the end of the training, the tests 

were performed with data from the NSRDB database, 

which the model did not see in training, and data taken 

from two different databases, AFDB and AFPC. 

Experiments were conducted in the TensorFlow 2 

environment in Python 3 of Google Colaboratory. If there 

is no improvement in the validation error for ten epochs, 

early stopping is applied to prevent overfitting. Adagrad 

optimization algorithm was used with 128-dimensional 

batches. The initial learning rate was chosen as 10-3. The 

training is set to continue for a maximum of 50 epochs. 

In Test 1, 395,455 entries from the NSRDB database and 

395,455 from the AFDB database were used.  

 



 

Celal Bayar University Journal of Science  
Volume 20, Issue 4, 2024, p 28-39 

Doi: 10.18466/cbayarfbe.1508153                                                                                N. Özkurt 

 

35 

In Test 2, 32,010 entries from the NSRDB database and 

32,010 from the AFPC database were used. The model 

was trained with 800,000 NSR entries from the NSRDB 

database for both tests. The data is divided into separate 

sets for training and testing purposes. During the training 

phase, the model learns to reconstruct the input data 

without exposure to the data of the patients in the test set. 

This ensures that the test set consists of unseen examples, 

allowing for a rigorous evaluation of the model's 

generalization performance. Therefore, when training an 

autoencoder, the test data remains entirely independent, 

ensuring an unbiased assessment of the model's ability to 

reconstruct unseen instances. 

 

5.1 Experiment 1: Effect of Wavelet Family on 

Performance 

 

This experiment assesses how different wavelet families 

impact the performance of convolutional autoencoder 

models in anomaly detection tasks using ECG signals. By 

training multiple models with various wavelet families 

(e.g., Daubechies, Symlet, Coiflet), the study aims to 

identify the optimal wavelet family that enhances the 

model's ability to extract relevant features and accurately 

detect anomalies. 

 

The WCAE Model (Figure 5) structure was established 

without a wavelet layer and also with the various 

wavelets. The system was optimized, and the loss 

function MAE, which gave the best results, was selected. 

The results of the experiments are listed in Table 4. In 

Figure 6 (a) and (b), separate performance graphs for 

both experiments are given according to wavelet type. 

Table 4. Experiment 1 Results: Analysis and Findings. 

Wavelet 

Accuracy 

% 

Precision 

% 

Recall 

% 

F1 

% 

No 

Wavelet 

Test 1 57.09 78.62 55.02 64.74 

 Test 2 50.14 99.37 50.07 66.58 

Haar Test 1 91.44 94.61 87.92 91.14 

Test 2 94.03 99.98 88.09 93.66 

Db2 Test 1 91.79 94.41 88.88 91.56 

Test 2 93.94 99.96 87.92 93.55 

Db3 Test 1 92.21 98.48 85.77 91.69 

Test 2 94.23 99.99 88.46 93.88 

Db4 Test 1 84.23 85.32 82.77 84.02 

Test 2 91.44 100.00 82.89 90.64 

Sym4 Test 1 92.96 94.95 90.77 92.81 

Test 2 95.44 99.99 90.90 95.23 

Coif2 Test 1 76.70 72.87 85.22 78.56 

Test 2 92.68 99.96 85.39 92.10 

Bior3.5 Test 1 86.98 87.89 85.85 86.86 

Test 2 93.02 99.99 86.05 92.50 

When Table 4 and Figure 6 are examined, it is observed 

that the addition of a wavelet layer improves the 

classification performance noticeably. Among all 

wavelet families, Symlet 4 produced the best accuracy, 

and all the scores are balanced for this wavelet. In Test 2, 

all wavelets achieved better results compared to Test 1. 

The downloaded site provided the labels of the AFDB 

database used in Test 1. However, upon visual inspection 

by the experts, it was determined that the labeling was 

done in blocks, and some AF beats had more normal 

sinus rhythm characteristics than AF. Our cardiologist 

authors relabeled all the beats in AFPC dataset, and all 

the beats used in Test 2 were correctly identified. This 

may explain the difference between the classification 

performance. Symlet 4 wavelet is evenly ahead in all 

performance scores for both sets. 

 

 

5.2 Experiment 2: Effect of Input Window Size on 

Performance 

 

This experiment focuses on the influence of input 

window size variations on the performance of anomaly 

detection models trained on ECG signals. By varying the 

window size and evaluating model performance metrics, 

the experiment aims to determine the optimal window 

size for effectively capturing temporal dependencies and 

detecting anomalies in ECG data. The Sym4 wavelet and 

AFPC database were used in the tests. The results are 

given in Table 5 and Figure 7. The highest success was 

achieved for length 256. 

 

Table 5. The effect of different window size on the 

performance metrics  

Window 

Size 

Accuracy 

% 

Precision 

% 

Recall 

% 

F1 

% 

256 95.44 99.99 90.9 95.23 

512 92.35 91.44 93.13 92.28 

1024 90.36 96.36 86.03 90.90 

 

5.3 Discussion 

 

This study proposes a new custom-designed autoencoder 

model for detecting atrial fibrillation. The integration of 

the wavelet layer into autoencoder architecture is 

investigated, and the network's performance is tested 

under different conditions. In an unbalanced dataset, 

even good accuracies are obtained with most of the deep 

learning algorithms, and either the precision or recall 

values will be lower according to the type of data 

insufficiency. When the number of data given in Table 2 

is considered, the data is unbalanced in favor of NSR 

beats in our study, as in real-world cases. The proposed 

model consists of 514,113 trainable parameters. While 

practical guidelines often recommend having at least ten 

times the number of samples as trainable parameters, 
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which would amount to roughly 5 million samples, the 

common QRS pattern in ECG data allowed for sufficient 

training with 800,000 NSR entries from the NSRDB 

database.  

 

Another contribution of this study is integrating the 

wavelet layer into the autoencoder model. Although 

wavelet analysis is extensively used for noise reduction 

and compression tasks, the wavelet-based autoencoder is 

a new approach to arrhythmia detection. 

 

 

 

 

 

(a) 

 

(b) 

 

Figure 6. Mother Wavelet Performance Comparison of WCAE (a) Test 1 results with AFDB dataset 

 (b) Test 2 results with AFPC dataset.  

 
 

Figure 7. Impact of Window Size on Performance Metrics 
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Figure 8. Samples of NSR and AF beats compared to mother wavelet morphology. 

 

In experiment 1, different wavelet families are tested. We 

observed that with the addition of wavelet layer, a notable 

enhancement in the detection performance was obtained. 

Furthermore, it is observed that the Symlet 4 wavelet 

produces the best results. The results validate our 

intuition that the wave closely resembling the analyzed 

normal sinus rhythm waveform will be deemed 

successful. In Figure 8, the graph of normal sinus rhythm 

and atrial fibrillation beat samples are introduced to 

compare with the mother wavelets used in this paper. As 

can be observed from the figure, the Symlet 4 wavelet is 

the most similar wavelet morphologically. During the 

model design phase, the impact of altering the structures 

by varying the number and positions of the layers were 

conducted. Our findings revealed that the proposed 

model, as depicted in Fig. 5, outperforms the other 

models tested, thus other models were not included in the 

paper. 

 

As another experiment, the input window size of the 

system is changed for the proposed model with Sym4 

wavelet. The window size 256 is observed to perform 

better in accuracy, precision, and F1 scores. The AF 

detection performance of the state-of-the-art machine 

learning models in the literature is also considered. In [8], 

a feedforward neural network is trained and tested with 

PhysioNet Computing in Cardiology Challenge 2017, 

MIT-BIH arrhythmia, and 84% accuracy is obtained. 

Cheng et al. [9] classified 10s duration ECG signals into 

two classes, AF and non-AF, using a one-dimensional 

convolutional neural network and considering the effect 

of compression. According to the compression ratio, the 

accuracies vary from 91.63% to 98.40%. In [10], a pre-

trained model, EfficientNet, is used for spectrogram 

images of ECG signals. The best accuracy is obtained as 

97.3% with an F1 score of 88.24% for 9 to 61 seconds 

samples from PhysioNet Computing in Cardiology 

Challenge 2017. An LSTM model is trained with RR 

interval signals from the MIT-BIH Atrial Fibrillation 

Database and achieved 98.51% accuracy [11]. Unlike our 

study, only RR interval irregularities are considered, and 

data blocks of 100 RR intervals are needed for testing. 

The final accuracy of the model is 98.51%. Rasmussen et 

al. [12] consider semi supervised learning with the 

Variational Autoencoder model. They used 10-second 

samples from the MIT-BIH  

 

Atrial Fibrillation Database, and encoded data is 

classified with a fully connected model. 111,894 

segments and 12,434 segments were used for training and 

testing, respectively. The testing accuracy varies between 

94% and 98.8% for different amounts of labeled data 

proportion. Among the literature studies, the most 

significant data size collected from different datasets is 

considered in our study. A promising accuracy values 

and F1 scores were achieved with a short window of 

approximately 1 second. Our manuscript introduces a 

novel wavelet-based convolutional autoencoder for 

detecting AF beats, where the integration of a wavelet 

layer significantly enhances anomaly detection 

performance. This approach leverages the inherent 

ability of wavelets to capture both time and frequency 

information, providing a more robust feature 

representation compared to traditional convolutional 

autoencoders. As a result, our model outperforms state-

of-the-art methods by improving detection accuracy and 

reducing false positives in AF beat identification. 

 

The computational complexity of our proposed model 

was rigorously assessed, taking into account both its 

resource demands and its effectiveness in real-time 

applications. Comprising 514,113 trainable parameters 

and 384 fixed wavelet transform parameters, the model 

operates with an average of 17.1 GB of system memory, 

17.4 GB of GPU memory, and 27 GB of disk space 

during training. Extensive measurements of processing 
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times for both training and testing reveal that our model 

achieves a computational complexity of approximately 

O(n), with processing times scaling linearly with data 

size. This linear scalability, as detailed in Table 6, 

underscores the model's efficiency and suitability for 

real-world deployment. 

 

Table 6. Train and test processing times 

Experiment Processing Time 

(Seconds) 

Train 4097 

Test 1 267 

Test 2 92 

To experimentally determine the processing complexity, 

processing time was measured for different data sizes. 

When the data size increases 10 times, the processing 

time also increases approximately 10 times. This means 

that the processing complexity is approximately O(n). 

 

6. Conclusions 

 

In this study, we developed a robust autoencoder 

structure based on wavelets, which proved highly 

effective even for a short window of approximately 1 

seconds. We conducted various tests using different basic 

wavelets and analyzed key performance metrics such as 

accuracy, sensitivity, precision, and F1 score. These 

evaluations helped us to compare the effectiveness of 

different wavelets. We also examined factors like input 

length and loss function across various models. Among 

the tested methodologies, the Sym4 wavelet emerged as 

the most promising and successful. 

 

The wavelet layer is shown to improve the performance 

of the autoencoder structure in anomaly detection mode. 

Thus, the proposed model can be employed in different 

signal-processing applications, even for unbalanced 

datasets. The selection of wavelets plays an essential role 

in the network performance.  

 

The proposed model can be used to detect abnormal heart 

rhythms in Holter recordings or within wearable health 

monitoring systems. Once the system is trained and 

optimized with data collected from the new system, its 

short testing time will enable near real-time applications. 

However, there are two main limitations to the study. In 

this study, the selection of the wavelet family was 

heuristic which directly determines the system 

performance. We are planning to propose a signal-

specific wavelet construction procedure to improve the 

classification performance. Furthermore, the deep 

learning techniques, especially the autoencoder is 

characterized by a sophisticated architecture, leading to 

significant computational demands. Future research also 

includes efforts to reduce the process complexity. 
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Abstract 

 

In last decade, the fifth generation of telecom network (5G) has been a new era as a result of fast-growing 

mobile industry. Unlike its predecessors, 5G will not only provide faster, better mobile broadband 

experience, but also broaden communication network with new services such as device-to-device 

communications or connecting IoT devices and users. For this purpose, 5G aims to achieve massive network 

capacity, ultra-low latency, higher data speed and greater network reliability. According to the report of 

ITU World Radiocommunication Conference 2019 (WRC-19), several new frequency bands between 20-

70 GHz, were announced for allocation of 5G. Frequencies in the Ka-band (27-40 GHz) are particularly 

attractive due to their low atmospheric attenuation. At the specified frequency range i.e., millimeter wave 

band, antenna design for 5G applications is very crucial to provide high gain and efficiency as well as 

broadband communication which is indispensable for high-speed data traffic. At this point, Microstrip patch 

antennas, stand out amongst others because of their numerous attractive features. In this work, the effect of 

substrate dielectric constant and thickness to the Rectangular Microstrip Antenna (RMA) performance is 

examined for high frequency 5G applications. The RMA is designed to operate at 38 GHz and antenna 

performance has been analyzed according to various dielectric substrates, such as RT5880, RO3003, FR4, 

RT6006 and RT6010, considering different dielectric constants, thicknesses, and tangential losses. All 

designs and analyses have been accomplished by using ANSYS HFSS (High-Frequency Structure 

Simulator) and comparative results of the work are presented. 

 

Keywords: 5G, 38 GHz, RMA, Substrate Dielectric Constant, Substrate Thickness 

 

1. Introduction 

In 2011, the evolution of 4G/LTE wireless technology 

has been pivotal to offer much higher data rate and 

reduced latency for mission critical applications, thereby 

expanding wireless network capacity with more 

advanced multimedia services. Following the global 

deployment of 4G/LTE networks, the increasing number 

of mobile phone users and multimedia applications led to 

a significant rise in mobile traffic. According to Cisco, 

mobile traffic experienced approximately 70% growth in 

2014 and 63% growth in 2016. [1-3].  

As the upcoming generation over 4G, The Fifth 

Generation of Mobile Technology, or 5G, aimed not only 

provide a peer-to-peer mobile communication but also a 

connection between users and IoT devices which means 

massive growth of mobile data in its various forms. For 

this purpose, major requirements for 5G were defined as 

follows [3,4]; 

• Ten times higher data rate (1∼10 Gbps) from 

traditional 4G/LTE network’s peak data rate of 150 

Mbps  

• Around 1 ms round trip latency which indicates 

almost ten times reduced latency from 4G’s 10 ms 

round trip time 

• Wide bandwidth to enable many linked devices to use 

for longer periods of time in one location 

• Offer connectivity to thousands of devices in order to 

realize the IoT goal 

• 99.999% Perceived availability and guarantee full 

coverage regardless of users’ location  

• Long battery life and decrease in energy consumption 

To meet these requirements, 4G wireless 

communications spectrum which is between 300 MHz 

and 3 GHz band was expanded with high frequency 

mailto:sedaermis@osmaniye.edu.tr
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millimeter wave (mm-wave) band, ranging from 3∼300 

GHz. Thus, even a small fraction of the available mm-

wave spectrum has the potential to provide data rates and 

capacity that are hundreds of times higher than those 

offered by the existing cellular spectrum [5]. 

 

5G was defined in 2018 by the 3rd Generation 

Partnership Project (3GPP). In addition to frequencies 

below 6 GHz (3.3-3.8 GHz), which are similar to existing 

4G frequencies in the transition from 4G LTE to 5G, an 

additional spectrum area, called the millimeter band, has 

been opened in the 20-70 GHz range [4-6]. Frequencies 

within the Ka-band (27-40 GHz) are particularly 

noteworthy due to their low atmospheric attenuation. 

Despite these advancements, 5G technology has not yet 

been fully deployed, and ongoing research efforts aim to 

further its development [7-11]. 

Although 5G features such as high data rate and 

minimum latency can be achieved relatively easily, 

signal path loss, multipath effect, connection losses, 

short-scale signal attenuation and narrow network 

coverage are still problems for this communication 

technology. Ongoing studies to improve 5G system 

performance includes creating radiation in the desired 

form, improving antenna impedance bandwidth, using 

narrow beam width and high gain antenna, small cell 

technology and MIMO (Multiple Input Multiple Output) 

antenna with high beam directing feature and low 

scanning loss etc. To overcome these problems and 

improve 5G network performance develop an efficient 

antenna design has great importance [12-13]. 

For a reliable signal transmission in mobile 

communication, it is desired to use a small size, high 

gain, low loss, high performance broadband antenna. 

Traditionally, Microstrip Patch Antennas are the most 

popular candidate for 5G applications, which are 

frequently preferred by many researchers because of low 

cost, light weight, ease of manufacture and installation, 

durability, and easy integration into microwave circuits. 

However, besides these advantages, microstrip antennas 

also have narrow bandwidth, limited gain and low 

efficiency. To address these issues, researchers have 

explored various techniques to enhance the gain and 

bandwidth of patch antennas and improve their 

performance. Some of the widely recognized and 

frequently utilized methods are adding parasitic patch 

element to the antenna structure, slotting on the patch 

surface, defecting ground surface (DGS), the increment 

of substrate thickness, use of coupling type of feeding 

and the design of array configurations. These methods 

are well-documented in the literature [5,14-24]. 

For instance, Demirci employed non-contacting insert 

feeding and proximity coupling feeding techniques to 

design both single and array-type rectangular microstrip 

antennas that resonate at 28 GHz, in 2020 [5]. 

Additionally, the introduction of slits on the surface of 

the upper patch enabled dual-band operation at 28 GHz 

and 38 GHz [15]. Furthermore, it was reported that the 

antenna gain increased with the use of 2-element and 4-

element Rectangular Microstrip Antenna (RMA) array 

designs. Also, the bandwidth of the antenna improved 

through the use of defected ground structures or by 

incorporating parasitic patch into the design [22]. 

In 2020, Sharaf et al. introduced a compact dual-

frequency microstrip patch antenna designed for dual-

band 5G applications operating at 38 and 60 GHz. The 

proposed antenna consisted of two electromagnetically 

coupled patches printed on the Rogers RO3003 substrate 

with the dielectric constant (𝜀𝑟) of 3, a loss tangent (𝛿) of 

0.001 and a thickness (h) of 0.25 mm. Experimental 

results revealed that the impedance matching bandwidths 

(for |𝑆11| < −10𝑑𝐵) and gains were approximately 2 

GHz and 6.5 dBi for the 38 GHz band, and 3.2GHz and 

5.5 dBi for the 60 GHz band, respectively [14].  

In 2020, Haneef et al. conducted a performance analysis 

of a rectangular microstrip antenna operating at 28 GHz 

using various dielectric substrates. In their study, the 

substrate thickness was maintained at 1.6 mm, and the 

evaluation focused exclusively on antenna gain. 

However, for 5G applications, wide bandwidth is a 

crucial parameter for enabling higher data transfer rate, 

which was not considered in the analysis. The study 

identified RT-Duroid 6010 as the most suitable substrate 

for 5G applications, featuring a thickness of 1.6 mm, a 

loss tangent of 0.0023, and a dielectric constant of 10.2. 

Besides the limitation of very narrow bandwidth, another 

drawback of this study was that the use of a thick 

substrate with a high dielectric constant increases surface 

current, which can lead to higher-order wave modes, high 

degree of side/back lobe level and multiple resonance 

frequencies. These issues are particularly significant for 

MIMO antenna arrays, as it may result in mutual 

coupling, electromagnetic interference, and crosstalk 

effects [16]. 

Similarly, in 2020, Ramli et al. presented an analysis of a 

3.5 GHz microstrip patch antenna design utilizing three 

different substrate materials: FR-4, RT-5880, and TLC-

30, with respective thicknesses of 1.6 mm, 1.575 mm, 

and 1.58 mm. The reported gains for the antenna were 

3.338 dB for FR-4, 4.660 dB for RT-5880, and 5.083 dB 

for TLC-30. Additionally, the bandwidths observed for 

these substrates were 247.1 MHz for FR-4, 129.7 MHz 

for RT-5880, and 177.2 MHz for TLC-30 [17]. 

Sree et al., in 2021, designed and fabricated a microstrip 

patch antenna for sub-6 GHz band 5G applications. The 

proposed antenna was based on Rogers RO5880 

substrate with a dielectric constant of 2.2 and a thickness 

of 1.6 mm. To achieve dual-band operation, the Defected 

Ground Structure (DGS) technique was applied to the 

patch layer. Experimental results demonstrated overall 
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gains of 5 dB and 4.57 dB at 4.53 GHz and 4.97 GHz, 

respectively. However, the study did not investigate the 

effect of varying substrate thickness on antenna 

performance. It is generally understood that reducing the 

substrate thickness can enhance gain due to lower 

associated losses [19]. 

In 2023, Kumar et al. proposed a compact, tri-band, 

slotted monopole antenna with a hexagonal shape patch 

for sub-6 GHz of 5G applications such as Wi-Fi, WLAN 

or WiMAX. In the designed and manufactured antenna, 

1.6 mm thick FR-4 substrate was used and DGS 

technique was applied to increase bandwidth. The 

measured peak gains were 1.35 dB at 2.45 GHz, 2.55 dB 

at 3.65 GHz and 3.8 dB at 5.5 GHz. Also, measured 

bandwidths were reported as 112 MHz, 700 MHz and 

1359 MHz at 2.45 GHz, 3.65GHz and 5.5 GHz 

respectively [23]. 

Numerous examples of microstrip patch antenna designs 

are documented in the literature, encompassing a wide 

range of frequency bands, patch geometries, substrate 

types, and thicknesses. Additionally, various 

performance enhancement techniques have been applied 

to these antennas, and this review could be expanded to 

include these examples. Regardless of the method 

employed, researchers generally begin by defining the 

antenna geometry, operating frequency, substrate 

permittivity, and thickness as the initial steps in their 

design process. Due to the absence of analytical methods 

for calculating the propagation characteristics of 

microstrip antennas with arbitrarily shaped patches, the 

desired operational frequency range is typically 

determined through parametric studies and optimization 

of antenna dimensions, with the aid of specialized 

software. When selecting the dielectric constant and 

thickness of the substrate, antenna engineers must 

thoroughly understand and assess their impact on antenna 

performance within the specific frequency band of 

interest. Such an understanding will facilitate more 

accurate predictions for complex antenna design studies 

and lead to more successful outcomes through 

appropriate substrate selection. Furthermore, the 

literature indicates a gap in comprehensive evaluations, 

particularly concerning how substrate characteristics 

affect antenna performance in the millimeter-wave band, 

highlighting an area that merits further investigation.  

For these reasons, in this study, the effect of substrate 

dielectric constant and thickness to the Rectangular 

Microstrip Antenna (RMA) performance is examined for 

high frequency 5G applications. The RMA is designed to 

operate at 38 GHz due to low atmospheric attenuation at 

Ka-band. Then, antenna performance has been analyzed 

according to various dielectric substrates, such as 

RT5880, RO3003, FR4, RT6006 and RT6010 as well as 

dielectric constants, thicknesses and tangential loss. All 

designs and analyses have been accomplished by using 

ANSYS HFSS (High-Frequency Structure Simulator) 

and comparative results of the work are presented. 

2. Materials and Methods 

The most commonly used microstrip antennas have 

shape of rectangular. The basic form of a Rectangular 

Microstrip Antenna (RMA) consists of a ground plane, a 

dielectric substrate and a patch with feed line. As seen 

from the Fig.1, width and length of the radiating patch 

are 𝑊𝑝 and 𝐿𝑝, whereas 𝑊𝑔 and 𝐿𝑔 are width and length 

of the ground plane, 𝜀𝑟 is the dielectric constant of the 

substrate, ℎ and 𝑡 are thicknesses of the dielectric and 

patch, respectively.  

 
Figure 1. Geometry of the RMA 

Many different dielectric materials can be used in design 

microstrip antennas and generally, their dielectric 

constants are in the range of 2.2 ≤ 𝜀𝑟 ≤ 12 with the 

thickness ℎ ≪ 𝜆0 (𝜆0 is the free space wavelength). For 

enhanced antenna efficiency, wider bandwidth, and a 

more loosely bound radiation field, thick substrates with 

lower dielectric constants are generally preferred. 

However, this approach results in increased antenna size 

and can lead to less stable radiation patterns. Conversely, 

thin substrates with high dielectric constants are favored 

for microstrip antennas integrated into microwave 

circuits. Such substrates confine the radiation more 

effectively to the substrate, leading to more stable 

radiation and minimizing unwanted radiation areas. 

Nevertheless, this choice tends to increase loss and 

reduce bandwidth [25].  

The dimensions of a rectangular patch antenna can be 

mathematically calculated using straightforward 

formulas derived from the transmission line model or 

cavity model. These approaches offer designers a simple 

and efficient means to estimate the antenna dimensions 

required for a specific resonance frequency and they are 

most accurate for thin substrates at lower frequencies. In 

the transmission line model, the design procedure begins 

by determining the substrate dielectric constant (𝜀𝑟), 

substrate thickness (h) and resonance frequency (𝑓𝑟). For 

an efficient radiator, a practical patch width 𝑊𝑝 that leads 

to good radiation efficiencies is  

𝑊𝑝 =
1

2𝑓𝑟√𝜇𝑜𝜀𝑜

√
2

𝜀𝑟 + 1
=

𝜗𝑜

2𝑓𝑟

√
2

𝜀𝑟 + 1
            (1) 
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where 𝜗𝑂 = 𝑐 = 3 × 108 𝑚/𝑠𝑛, 𝜇𝑜 = 4𝜋 × 10−7 𝐻/𝑚, 

𝜀𝑜 = 8.85 × 10−12 𝐹/𝑚 are speed of light, magnetic 

permeability and dielectric constant in free space 

respectively. Due to the finite dimension of the patch, 

radiation occurs at the edges of the patch and it can be 

represented by two radiating slots along the length. 

Although electric field lines mostly concentrate in the 

substrate, some part of it is placed in the air due to the 

fringing effect [25]. Therefore, nonhomogeneous line of 

two dielectrics is taken into account by calculation of the 

effective dielectric constant which is given as, 

𝜀𝑟𝑒𝑓𝑓 =
𝜀𝑟 + 1

2
+

𝜀𝑟 − 1

2
[1 + 12

ℎ

𝑊𝑝

]

−
1
2

 

  𝑤ℎ𝑒𝑟𝑒   
𝑊𝑝

ℎ
> 1                (2) 

 

At lower frequencies the 𝜀𝑟𝑒𝑓𝑓 remains relatively 

constant, often referred to as a static value. However, as 

the operating frequency increases, particularly in the 

millimeter wave band, 𝜀𝑟𝑒𝑓𝑓 approaches the dielectric 

constant of the substrate. Therefore, 𝜀𝑟𝑒𝑓𝑓 is, in fact, a 

frequency-dependent parameter [25]. On the other hand, 

due to the fringing effect, the patch looks greater 

electrically than its physical dimension. and so, the 

increment in length ∆𝐿 and the effective length of the 

patch are calculated as;  

∆𝐿 =
0.412ℎ(𝜀𝑟𝑒𝑓𝑓 + 0.3) (

𝑊𝑝

ℎ
+ 0.264)

(𝜀𝑟𝑒𝑓𝑓 − 0.258) (
𝑊𝑝

ℎ
+ 0.8)

           (3) 

𝐿𝑒𝑓𝑓 =
1

2𝑓𝑟√𝜀𝑟𝑒𝑓𝑓√𝜇𝑜𝜀𝑜

                        (4) 

Therefore, the actual length of the patch, 𝐿𝑝, is  

𝐿𝑝 = 𝐿𝑒𝑓𝑓 − 2∆𝐿 =
1

2𝑓𝑟√𝜀𝑟𝑒𝑓𝑓√𝜇0𝜀𝑜

− 2∆𝐿       (𝟓)  

The theoretical calculations for antenna and microstrip 

line impedances are detailed in Ref. [25]. While the 

transmission line model is effective for practical 

calculations of rectangular patch dimensions at lower 

frequencies for thin substrates, it has limitations. To 

address these limitations and achieve more accurate 

results, particularly for designs beyond these constraints, 

it is necessary to employ simulation software to optimize 

antenna dimensions and obtain precise performance 

predictions. 

 

In this study, single RMA is designed to operate 38 GHz 

and antenna performance has been analyzed according to 

various dielectric substrates and thicknesses using 

ANSYS HFSS software, as explained in the following 

section. 

 

2.1 38 GHz Single RMA Design and Analyses 

 

A single RMA operates at 38 GHz was designed by 

HFSS simulation environment. The antenna structure 

comprises a concentric upper patch, a bottom patch 

(ground plane) and a substrate, with the center of the 

antenna structure aligned at the origin. Antenna is fed by 

50Ω non-contact inset-feed to enhance key performance 

parameters such as gain, bandwidth, efficiency, return 

loss and directivity. The dimensions of both antenna and 

feed line were optimized for impedance matching and 

maximum power transfer. Fig. 2 illustrates the top view 

of the RMA geometry and in Fig.3, its simulated 3D 

model in the HFSS software is depicted.  

 

Figure 2. Top view of the designed RMA geometry 

 

 

Figure 3. Constructed 3D RMA geometry in the 

simulation environment  

Due to gap (𝑔) between patch and feed line, energy is 

provided by coupling effect and this feeding technique 

allows to optimize patch and feed line separately. Hence, 

the gap (𝑔) between patch and feed line, as well as 

dimensions of the patch (𝐿𝑝, 𝑊𝑝), feed line(𝐿𝑓𝑖 , 𝑊𝑓) and 

ground (𝐿𝑔 = 𝐿𝑠 , 𝑊𝑔 = 𝑊𝑠) are all optimized by using 

Sequential Quadratic Programing (SQP) algorithm which 

is one of the most successful method for nonlinear 

constrained optimization problems. Definition of all 

design parameters are given in Table 1. Since the aim of 

the study is to examine performance of the RMA at mm-

wave band for various dielectric substrates and 

thicknesses, the most commonly used 5 dielectric 

materials are chosen for analysis and their specifications 

are summarized in Table 2.  
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Table 1. Design parameters of the RMA 

Parameter  Definition 

𝐿𝑠 = 𝐿𝑔 Substrate and ground patch length 

𝑊𝑠 = 𝑊𝑔 Substrate and ground patch width 

𝐿𝑝 Upper patch length 

𝑊𝑝 Upper patch width 

𝐿𝑓𝑖 Embedding distance of the inset feed 

𝑊𝑓 Width of the feed line 

𝑔 Gap between feed line and patch 

ℎ Substrate thickness 

𝑡 Upper and ground patch thickness 

Table 2. Specifications of dielectric materials used in 

analyses 

Dielectric 

Substrate  

Dielectric 

Constant 

Tangent 

Factor 

Rogers RT5880 2.2 0.0009 

Rogers RO3003 3 0.0013 

FR4 epoxy 4.4 0.02 

Rogers RT6006 6.15 0.0019 

Rogers RT6010 10.2 0.0023 

To evaluate the impact of the substrate permittivity five 

test groups are established for dielectric materials listed 

in Table 2. Then, for each test group, multiple substrate 

thicknesses—specifically, 1.57 mm, 0.787 mm, 0.508 

mm, 0.256 mm, and 0.125 mm— are utilized and 

analyzed in the test cases. This approach provides 

valuable insights into the effects of substrate height and 

permittivity on key antenna performance parameters, 

such as resonance frequency (𝑓𝑟), return loss (𝑆11), gain 

(𝐺), bandwidth (𝐵𝑊) and directivity by interpreting the 

results of the analyses. 

The bandwidths (BW) of the designed antennas are 

calculated by the difference between the lower (𝒇𝒄𝟏) and 

upper (𝒇𝒄𝟐) cutoff frequencies, which correspond to a -

10 dB return loss, within a continuous frequency 

spectrum. This criterion is widely recognized in mobile 

communication and, as such, is considered appropriate 

for practical applications. Additionally, in HFSS 

simulations, antenna gain is presented in decibels (dB) 

rather than decibels relative to an isotropic radiator (dBi). 

It is crucial to note that HFSS inherently normalizes all 

gain values in reference to an isotropic antenna. 

Therefore, the gain values expressed in dB in HFSS 

simulations can be directly interpreted as dBi.   

In the Test Group#1, Rogers RT5880 material with a 

dielectric constant of 𝜀𝑟=2.2 and a loss tangent of tanδ= 

0.0009 is employed as the substrate. Test Cases 1.1 

through 1.5 examine range of substrate thicknesses, 

specifically 1.57 mm, 0.787 mm, 0.508 mm, 0.256 mm, 

and 0.125 mm. The patch and feed line dimensions are 

optimized to achieve minimal return loss, alongside 

maximum gain and bandwidth at the 38 GHz resonance 

frequency. A comprehensive summary of all design and 

performance parameters for the simulated antennas is 

provided in Table 3. Additionally, comparative return 

loss graphs for each substrate thickness are presented in 

Fig. 4. The far-field gain and 3D directivity patterns for 

this test group are visually represented in the 

supplementary document, Appendix 1, Fig. A1 (a) 

through (e), corresponding to the different substrate 

thicknesses: 1.57 mm, 0.787 mm, 0.508 mm, 0.256 mm, 

and 0.125 mm.  In the gain patterns, ∅ = 0° and ∅ =
90°represents E and H-planes, with the indicated markers 

representing the main lobe magnitude at 38 GHz.  

Similarly, in Test Group#2, all design cases are 

constructed by using substrate material Rogers RO3003 

with a dielectric constant of 𝜺𝒓=3 and a loss tangent of 

tanδ= 0.0013. After optimization and analyses are 

performed, Table 4 provides a comprehensive summary 

of all design and performance parameters for this test 

group. For visual representation of the performance 

parameters given in the table, far-field gain and 3D 

directivity patterns are represented in Fig. A2 (a) through 

(e), for substrate thicknesses defined previously. Also, 

comparative evaluation of return losses for each substrate 

thickness is given in Fig. A3. Both Fig. A2 and A3 can 

be found in the supplementary document, Appendix 1. 

In Test Group#3, all design cases utilize FR4 epoxy 

substrate, characterized by a dielectric constant of 

𝜺𝒓=4.4 and a loss tangent of tanδ=0.02. Following 

optimization and analysis, Table 5 presents a 

comprehensive summary of all design and performance 

parameters for this group. For visual representation of the 

analyses results given in the table, far-field gain and 3D 

directivity patterns are presented in Fig. A4, panels (a) 

through (e), corresponding to the previously defined 

substrate thicknesses. Fig. A5 provides a comparative 

evaluation of return losses for each substrate thickness. 

Both Fig. A4 and A5 can be found in the supplementary 

document, Appendix 1. 

In Test Group#4, all design cases employ Rogers 

RT6006 substrate, which has a dielectric constant of 

𝜺𝒓=6.15 and a loss tangent of tanδ=0.0019. Following 

optimization and analysis, Table 6 presents a 

comprehensive summary of all design and performance 

parameters for this test group. For visual representation 

of the analyses results given in the table, far-field gain 

and 3D directivity plots are shown in Fig. A6, (a) through 

(e), corresponding to the substrate thicknesses. Fig.A7 

presents a comparative evaluation of return losses for 

each substrate thickness. Both Fig. A6 and A7 can be 

found in the supplementary document, Appendix 1. 

Finally, In Test Group#5, Rogers RT6010 dielectric 

material characterized by a dielectric constant of 

𝜺𝒓=10.2 and a loss tangent of tanδ=0.0023 has been used 

as substrate for all design cases. Following optimization 

and analysis, Table 7 offers a comprehensive summary 

of all design and performance parameters for this test 

group.  For visual representation of the analyses results 
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given in the table, far-field gain and 3D directivity 

patterns are presented in Fig. A8, from (a) to (e), 

corresponding to the substrate thicknesses. Fig. A9 

provides a comparative evaluation of return losses for 

each substrate thickness. Both Fig. A8 and A9 can be 

found in the supplementary document, Appendix 1. 

3. Results and Discussion 

To assess the impact of substrate dielectric constant and 

thickness on antenna performance for the simulated 

design cases, the performance parameters are presented 

in Fig.4, Fig. A1 through A9 (see supplementary 

document, Appendix 1) and summarized in Tables 3 

through 7 are compared. In Fig. 5. directivities, in Fig. 6 

gains and in Fig. 7 band widths of designed antennas are 

plotted across various substrate thicknesses. In these 

figures, each colored line represents a test group with a 

specific dielectric constant. Finally, the key findings of 

this study are summarized as follows; 

• First of all, the optimal thickness of the substrate is 

typically determined based on the wavelength within 

the dielectric material to facilitate ease of calculation 

and to prevent convergence issues in numerical 

simulations. For an operation frequency of 38 GHz, 

the wavelength in the free space is approximately 

7.89 mm. The wavelength within the dielectric is 

estimated by dividing this value by the square root 

of the dielectric constant, resulting a wavelength of 

approximately 2.47 mm for the highest dielectric 

constant (𝜀𝑟=10.2) and 5.32 mm for the lowest 

dielectric constant (𝜀𝑟=2.2).  In test case involving a 

very thick substrate with a thickness of h=1.57 mm, 

the ratio of the thickness to the wavelength within 

the dielectric material is around 0.635 for the 

𝜀𝑟=10.2.  For high computational accuracy, this ratio 

is recommended to be below 0.1 [26].  As a result, to 

ensure convergence in the solution process, the 

number of iterations must be increased, which in turn 

leads to longer computational times especially for 

the thick substrate with high dielectric constant.  

 

• One of the most well-known features of microstrip 

antennas is thick substrates with low dielectric 

constant provides wider bandwidth, and more 

loosely bound radiation field which increase antenna 

efficiency with the expanse of larger antenna size. 

Conversely, thin substrates with high permittivity 

confine the radiation mostly in the substrate, leading 

to more stable radiation due to tightly bounded fields 

which results in narrow bandwidth. These makes 

them less efficient but the advent of smaller antenna 

size. Similarly, general evolution of the study shows 

that decreasing substrate thicknesses also decrease 

bandwidth, for all test groups. The widest bandwidth 

which is 18.87 GHz was provided by the first test 

group with the dielectric constant of 2.2 and 

substrate thickness of 1.57 mm. However, except the 

first test group, the widest bandwidth achieved for 

the thickness of 0.787 mm for all others (see Fig. 7). 

That means for most of the designs the optimum 

thickness for widest bandwidth should be around 

0.787 mm. Although, the bandwidth of the antenna 

mainly depends on the dielectric constant, thickness 

and frequency, studies shows that dielectric losses 

also effective on the cut of frequencies and so the 

bandwidths [26]. On the other hand, the narrowest 

bandwidth values are provided by the simulations 

with thinner substrates (i.e. h=0.127 or 0.254 mm) 

and higher dielectric constant (i.e. 𝜀𝑟=6.15 or 10.2), 

as expected.  

 

• For the test groups utilizing substrates with higher 

dielectric constants (i.e. 𝜀𝑟=6.15 or 10.2), the return 

loss graphs (see supplementary document, 

Appendix1, Fig. A7 and A9) reveal the occurrence 

of multiple resonance frequencies within the 25–50 

GHz range. Additionally, these groups exhibit a 

significant limitation in terms of extremely narrow 

bandwidth. A very high dielectric constant substrate 

tightly confines the electromagnetic field within the 

material, leading to the excitation of multiple wave 

modes within a narrow frequency band, which 

results in multiple resonance peaks. Furthermore, 

substrates with high dielectric constants increase 

surface current, which enhances the interaction 

between radiating waves and surface waves, further 

contributing to the excitation of multiple resonant 

frequencies. These challenges are particularly 

critical for MIMO antenna arrays, as they may lead 

to mutual coupling, electromagnetic interference, 

and crosstalk effects. 

 

• For the test groups using substrates with relatively 

low dielectric constants (i.e. 𝜀𝑟=2.2, 3 or 4), thinner 

substrates result in higher gain, as seen from Fig. 6.  

This is because, for a thinner substrate where 

𝐿𝑝/ℎ ≫ 1 or 𝑊𝑝/ℎ ≫ 1, the fringing field effect is 

reduced, indicating fewer losses. However, for these 

test groups, the optimal substrate thickness for 

maximizing gain is approximately 0.254 mm, which 

is not the minimum thickness used in analyses. 

When the substrate becomes excessively thin, the 

proximity of the patch to the ground plane increases 

the impact of conduction and dielectric losses. These 

losses cause energy dissipation within the substrate 

rather than allowing it to radiate effectively, leading 

to a decrease in overall antenna efficiency and gain. 

Therefore, while thinner substrates initially enhance 

gain by reducing losses and improving radiation 

efficiency, making the substrate excessively thin 

results in diminished radiation and increased losses, 

ultimately reducing the gain. 

 

• In controversially, for the test group using substrates 

with the highest dielectric constants (𝜀𝑟=10.2), 

thinner substrates result in reduce gain (see Fig. 6). 
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The radiation mechanism in microstrip antennas 

controlled fringing fields at the edges of the patch. 

In high dielectric constant materials, fringing fields 

are weak and so, most of the electromagnetic energy 

is confined within the substrate material rather than 

radiated. As the substrate thickness decreases, the 

concentration of the electromagnetic field within the 

material increases, leading to greater energy 

absorption and consequently, lower radiation 

efficiency and reduced gain. This reduction in 

radiated energy also accounts for the very narrow 

bandwidths observed in this test group. 

 

• Far-field gain and directivity patterns indicate that 

test groups utilizing thin substrates with relatively 

low dielectric constants (i.e. 𝜀𝑟=2.2, 3 or 4) exhibit a 

significant concentration of radiated power directed 

almost perpendicularly to the antenna surface, with 

a very low tilt angle (see supplementary document, 

Appendix 1, from (a) through (e) in Fig. A1, A2 and 

A4). Additionally, for these test groups, the main 

lobe level is enhanced, while the back lobe level is 

diminished as the substrate thickness decreases. 

Conversely, test groups employing thin substrates 

with high dielectric constants (i.e. 𝜀𝑟=6.15 or 10.2) 

demonstrate an almost bidirectional far-field 

radiation pattern (see supplementary document, 

Appendix 1, from (a) through (e) in Fig. A6 and A8). 

 

• Among all test cases, the highest gain and directivity 

(~8.67 dB) is achieved by using the substrate 

RT5880 (𝜀𝑟=2.2) and a thickness of h=0.254 mm. 

However, the bandwidth for this test case is very 

narrow, approximately 0.7 GHz. On the other hand, 

the highest bandwidth (~18.8 GHz) across all test 

cases is achieved with the design using the substrate 

RT5880 (𝜀𝑟=2.2) and a thickness of h=1.57 mm. For 

this test case gain and directivity is around 5.9 dB 

(see Table 3 and Fig.5-7.) 

 

• The test case with a substrate dielectric constant of 

𝜀𝑟=3 and a thickness of h=0.787 mm is particularly 

noteworthy due to its very wide bandwidth of 

approximately 17.6 GHz (46% of operation 

frequency) and relatively higher gain and directivity 

of around 7 dB, as given in Table 4. and Fig.5-7. This 

combination makes it a suitable choice for wide band 

antenna design with high efficiency. 

 

• In contrast, for the test group utilizing a substrate 

with a very high dielectric constant (𝜀𝑟=10.2), the 

highest gain (7.9 dB) and directivity (8.3 dB) are 

achieved with thickest substrate (i.e. h=1.57mm). 

However, despite the high values of gain and 

directivity, bandwidth remains exceptionally 

narrow, ranging from 0.3 to 2.6 GHz across all 

substrate thicknesses (see Table 7 and Fig. 5–7). The 

use of a high-dielectric-constant substrate induces 

the excitation of multiple wave modes within a 

narrow frequency band and increases surface waves, 

which enhances the interaction between radiating 

waves and surface waves. This interaction reduces 

antenna efficiency and is particularly problematic 

for closely spacing array designs due to mutual 

coupling and crosstalk effects. 

 

4. Conclusion 

 

The objective of this study was to investigate the impact 

of key substrate properties on the performance of 

rectangular microstrip antennas (RMA), which is the 

most fundamental forms of microstrip antennas. The 

RMA was designed to operate at 38 GHz, targeting high-

frequency 5G applications due to the low atmospheric 

attenuation in the Ka-band and simulations conducted 

over the frequency range of 25–50 GHz. To perform 

analyses, five test groups were established using well-

known dielectric substrates, including RT5880, RO3003, 

FR4, RT6006, and RT6010. For each test group multiple 

substrate thicknesses (1.57 mm, 0.787 mm, 0.508 mm, 

0.256 mm, and 0.125 mm) were utilized and analyzed in 

the design test cases to examine the effect of these 

variations on key antenna performance metrics, including 

resonance frequency (𝑓𝑟), return loss (𝑆11), gain (𝐺), 

bandwidth (𝐵𝑊) and directivity. 

 

The findings of this study effectively demonstrate the 

relationship between substrate characteristics and 

antenna performance. The results indicate that selecting 

a substrate material with a lower dielectric constant (e.g., 

𝜀𝑟=2.2, 3 or 4) is critical for efficient millimeter-wave 

band RMA designs. Notably, the test case with a 

substrate dielectric constant of 𝜀𝑟=3 and a thickness of 

h=0.787 mm stands out due to its exceptionally wide 

bandwidth of approximately 17.6 GHz (46% of the 

operating frequency) and relatively high gain and 

directivity, both around 7 dB. This combination makes it 

an ideal candidate for wideband antenna design with high 

efficiency in the millimeter-wave band. 

 

In general, for low dielectric substrates, a trade-off 

between wider bandwidth and lower gain can be achieved 

by adjusting the substrate thickness and optimizing the 

antenna's size parameters. This flexibility allows the 

design to be tailored to specific applications, depending 

on the primary performance requirements. Conversely, 

substrates with very high dielectric constants (e.g., 

𝜀𝑟=10.2) leading to increased surface wave propagation, 

multiple resonant frequencies, and higher dielectric 

losses. These challenges are particularly significant for 

MIMO antenna arrays, where they can contribute to 

mutual coupling and crosstalk effects. 

 

Overall, the results of this study provide valuable insights 

into the influence of substrate properties on RMA 

performance, offering guidance that can inform more 

advanced antenna design studies, particularly in the 

context of high-frequency 5G applications. 
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Table 3. Summary of all design and performance parameters for test cases in Test Group#1 

TEST GROUP #1 Dielectric Substrate: Rogers RT/duroid 5880 (𝜀𝑟 = 2.2, tanδ =  0.0009 ) 

 Parameter Unit Test Case 1.1 Test Case1.2 Test Case 1.3 Test Case 1.4 Test Case 1.5 

D
es

ig
n

 P
a

ra
m

et
er

s 

ℎ mm 1.57 0.787 0.508 0.254 0.127 

𝐿𝑠 = 𝐿𝑔 

mm 

8 7 6 6 6 

𝑊𝑠 = 𝑊𝑔 6 6 7 8 9 

𝐿𝑝 2.2978 1.835 2.157 2.4063 2.583 

𝑊𝑝 3.852 3.913 3.33 3.336 2.9879 

𝐿𝑓𝑖  0.507 0.826 0.673 0.671 0.7534 

𝑊𝑓 2.679 1.284 1.306 1.243 1.370 

𝑔 0.199 0.1699 0.1048 0.116 0.1199 

P
er

fo
rm

a
n

ce
 

P
a

ra
m

et
er

s 

𝑓𝑟 GHz 37.98 38.02 38.12  38.1 38.00 

𝑆11 dB -27.52 -30.36 -30.92 -37.33 -45.75 

𝑓𝑐1 − 𝑓𝑐2 GHz 25.54- 44.6 34.45-41.83 36.44-39.56 37.24-38.78 37.60-38.32 

𝐵𝑊 GHz  18.87 7.38 3.12 1.54 0.72 

𝐺 dB 5.87 7.61 8.26 8.67 8.59 

𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 dB 5.89 7.53 8.23 8.67 8.67 

 

 

 
 

Figure 4. Comparison of Return loss (S11) graphs for Test Group#1 (𝜀𝑟 = 2.2) across various thicknesses 
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Table 4. Summary of all design and performance parameters for test cases in Test Group#2 

 

Table 5. Summary of all design and performance parameters for test cases in Test Group#3 

 

 

Table 6. Summary of all design and performance parameters for test cases in Test Group#4 

 

 

 

TEST GROUP #2 Dielectric Substrate: Rogers RO3003 (𝜀𝑟 = 3, tanδ =  0.0013 ) 

 Parameter Unit Test Case 2.1 Test Case 2.2 Test Case 2.3 Test Case 2.4 Test Case 2.5 

D
es

ig
n

 P
a

ra
m

et
er

s 

ℎ mm 1.57 0.787 0.508 0.254 0.127 

𝐿𝑠 = 𝐿𝑔 

mm 

6 6 6 6 6 

𝑊𝑠 = 𝑊𝑔 5.22 5.5 7 8 9 

𝐿𝑝 1.218 1.535 1.832 2.2 2.321 

𝑊𝑝 3.626 3.5 3.474 3.03 3 

𝐿𝑓𝑖  0.2925 0.28 0.388 0.302 0.5164 

𝑊𝑓 1.942 1.76 1.693 1.913 1.694 

𝑔 0.1 0.1 0.116 0.171 0.13 

P
er

fo
rm

a
n

ce
 

P
a

ra
m

et
er

s 

𝑓𝑟 GHz 38.02 38.04 38.0 37.9 37.9 

𝑆11 dB -39.76 -43.91 -37.89 -43.78 -27.27 

𝑓𝑐1 − 𝑓𝑐2 GHz 28.26-39.63 34.23-51.87  36.12-39.56  36.82-38.72  37.57-38.18  

𝐵𝑊 GHz 11.37 17.64 3.44 1.9 0.6 

𝐺 dB 5.84 7.11 7.62 8.16 7.81 

𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 dB 5.83 7.09 7.60 8.18 8.00 

TEST GROUP #3 Dielectric Substrate: FR4_epoxy (𝜀𝑟 = 4.4, tanδ =  0.02 ) 

 Parameter Unit Test Case 3.1 Test Case 3.2 Test Case 3.3 Test Case 3.4 Test Case 3.5 

D
es

ig
n

 P
a

ra
m

et
er

s 

ℎ mm 1.57 0.787 0.508 0.254 0.127 

𝐿𝑠 = 𝐿𝑔 

mm 

5.32 5 4 4.5 5 

𝑊𝑠 = 𝑊𝑔 3.56 4 5 6 7 

𝐿𝑝 1.215 1.22 1.437 1.6849 1.9598 

𝑊𝑝 3.23 2.92 3.0537 3.157 2.6728 

𝐿𝑓𝑖  0.27 0.25 0.25 0.2987 0.294 

𝑊𝑓 1.87 1.5 1.2752 1.442 1.85 

𝑔 0.1 0.1 0.05 0.078 0.086 

P
er

fo
rm

a
n

ce
 

P
a

ra
m

et
er

s 

𝑓𝑟 GHz 38.0 38.08 37.92 38.14 38.0 

𝑆11 dB -40.46 -43.05 -35.80 -40.40 -43.05 

𝑓𝑐1 − 𝑓𝑐2 GHz 34.23-40.91 33.84-47.35  35.25-40.71  36.81-39.35  37.26-38.91  

𝐵𝑊 GHz 6.68 13.51 5.46 2.54 1.64  

𝐺 dB 4.38 5.12 6.58 6.59 5.93 

𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 dB 5.08 5.64 7.15 6.59 7.96 

TEST GROUP #4 Dielectric Substrate: Rogers RT/duroid 6006 (𝜀𝑟 = 6.15, tanδ =  0.0019 ) 

 Parameter Unit Test Case 4.1 Test Case 4.2 Test Case 4.3 Test Case 4.4 Test Case 4.5 

D
es

ig
n

 P
a

ra
m

et
er

s 

ℎ mm 1.57 0.787 0.508 0.254 0.127 

𝐿𝑠 = 𝐿𝑔 

mm 

7.55 7 7.6 7 7 

𝑊𝑠 = 𝑊𝑔 5 5 5 5 5 

𝐿𝑝 2.997 2.6954 2.74 3.043 3.1825 

𝑊𝑝 3 2.114 3.43 2.6 2.107 

𝐿𝑓𝑖  0.5 0.3118 0.5 0.2634 0.3936 

𝑊𝑓 1.877 1.275 1.4 1.0505 0.5 

𝑔 0.1 0.0781 0.1 0.05 0.05 

P
er

fo
rm

a
n

ce
 

P
a

ra
m

et
er

s 

𝑓𝑟 GHz 38.00 38.04 37.9 38.0 38.02 

𝑆11 dB -24.33 -31.47 -37.84 -29.23 -17.13 

𝑓𝑐1 − 𝑓𝑐2 GHz 37.45-38.55 35.39-40.07  37.23-38.52  37.78-38.24  37.93-38.11  

𝐵𝑊 GHz 1.1 4.68 1.29 0.46 0.18 

𝐺 dB 6.16 6.12 6.31 6.40 6.00 

𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 dB 6.37 6.16 6.47 6.74 6.84 
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Table 7. Summary of all design and performance parameters for test cases in Test Group#5 

TEST GRUP #5 Dielectric Substrate: Rogers RT/duroid 6010 (𝜀𝑟 = 10.2, tanδ =  0.0023 ) 

 Parameter Unit Test Case 5.1 Test Case 5.2 Test Case 5.3 Test Case 5.4 Test Case 5.5 
D

es
ig

n
 P

a
ra

m
et

er
s 

ℎ mm 1.57 0.787 0.508 0.254 0.127 

𝐿𝑠 = 𝐿𝑔 

mm 

8 6.5 7 7 7 

𝑊𝑠 = 𝑊𝑔 5.3 5.5 5.5 8 8 

𝐿𝑝 2.5737 3.99 2.271 2.3172 2.01 

𝑊𝑝 4.127 3.5 3.54 3.93542 4.4556 

𝐿𝑓𝑖  0.8975 1.096 0.8481 0.8051 1.2498 

𝑊𝑓 1.7441 1.9928 1.2862 1.0157 1.9501 

𝑔 0.126 0.083 0.06437 0.0903 0.0587 

P
er

fo
rm

a
n

ce
 

P
a

ra
m

et
er

s 

𝑓𝑟 GHz 38.0 38.06 37.96 38.04 38.0 

𝑆11 dB -43.89 -22.96 -36.62 -24.09 -24.7 

𝑓𝑐1 − 𝑓𝑐2 GHz 37.61-39.06 36.85-39.46 37.34-38.59  37.87-38.20 37.83-38.26  

𝐵𝑊 GHz 1.45  2.61 1.25  0.33 0.43 

𝐺 dB 7.95 7.72 7.11 6.99 5.88 

𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 dB 8.35 7.86 7.30 7.67 6.92 

 

 
Figure 5. Comparison of directivities of designed antennas across various substrate thicknesses (each colored 

line represents a test group with a specific dielectric constant as indicated in the label) 

 

 
Figure 6. Comparison of gains of designed antennas across various substrate thicknesses (each colored line 

represents a test group with a specific dielectric constant as indicated in the label) 
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Figure 7. Comparison of band widths of designed antennas across various substrate thicknesses (each colored 

line represents a test group with a specific dielectric constant as indicated in the label) 
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(d) 

 
(e) 

Figure A1. Far field gain and 3D directivity patterns for Test Group#1 (𝜀𝑟 = 2.2) with varying substrate 

thicknesses; h=1.57mm (a), h=0.787mm (b), h=0.508mm (c), h=0.254mm (d) and h=0.127 mm (e) 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

Figure A2. Far field gain and 3D directivity patterns for Test Group#2 (𝜀𝑟 = 3) with varying substrate 

thicknesses; h=1.57mm (a), h=0.787mm (b), h=0.508mm (c), h=0.254mm (d) and h=0.127 mm (e) 
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Figure A3. Comparison of Return loss (S11) graphs for Test Group#2 (𝜀𝑟 = 3) across various thicknesses 

 

 

 

 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

Figure A4. Far field gain and 3D directivity patterns for Test Group#3 (𝜀𝑟 = 4.4) with varying substrate 

thicknesses; h=1.57mm (a), h=0.787mm (b), h=0.508mm (c), h=0.254mm (d) and h=0.127 mm (e) 
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Figure A5. Comparison of Return loss (S11) graphs for Test Group#3 (𝜀𝑟 = 4.4) across various thicknesses 

 

 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

Figure A6. Far field gain and 3D directivity patterns for Test Group#4 (𝜀𝑟 = 6.15) with varying substrate 

thicknesses; h=1.57mm (a), h=0.787mm (b), h=0.508mm (c), h=0.254mm (d) and h=0.127 mm (e) 
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Figure A7. Comparison of Return loss (S11) graphs for Test Group#4 (𝜀𝑟 = 6.15) across various thicknesses 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Figure A8. Far field gain and 3D directivity patterns for Test Group#5 (𝜀𝑟 = 10.2) with varying substrate 

thicknesses; h=1.57mm (a), h=0.787mm (b), h=0.508mm (c), h=0.254mm (d) and h=0.127 mm (e) 

 
Figure A9. Comparison of Return loss (S11) graphs for Test Group#5 (𝜀𝑟 = 10.2) across various thicknesses 
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Abstract 

 

In this study, the use of activated carbon produced from agricultural waste via the hydrothermal method 

for the removal of methylene blue from solution was examined. Pistachio roasting facility waste was 

selected as the agricultural waste. For activated carbon production, carbonized products were treated in a 

hydrothermal device in the presence of an activator for various durations. During processes conducted at a 

constant temperature, high pressure was achieved, allowing the activated carbon to attain a high 

adsorption capacity. The results showed that the sample with a KOH impregnation ratio of 1:1, treated in 

a hydrothermal device for 480 minutes at 160 °C, was able to remove methylene blue with a 99.85% 

extraction yield in a solution with a 350 ppm methylene blue concentration. 

 

Keywords: Activated Carbon, Adsorption, Hydrothermal Carbonization, Methylene Blue, Organic 

Waste, Pistachio. 

1. Introduction 

 

 Activated carbon (AC) is carbonaceous material with a 

highly developed internal surface area and porosity. The 

large surface area gives a high capacity for adsorbing 

chemicals from gases or liquids. The specific surface 

areas of ACs vary widely, with reported values ranging 

from 250 m2/g to over 2000 m2/g, making them versatile 

adsorbents with a wide range of applications [1]. 

However, production and regeneration of commercial 

activated carbons are still expensive and so the 

importance of activated carbon production by using 

low-cost raw materials and methods are still up to date 

[2]. 

 

Synthesis of activated carbon from waste biomass is of 

current interest towards sustainability. The properties of 

biomass derived activated carbon largely depends on the 

carbonization process [3]. Biomass being recyclable and 

abundantly present across the planet has been allotted 

numerous roles to play for sustainable development. In 

addition to being a food source and renewable raw 

material, it can be used for energy production, carbon 

sequestration and, as an essential element for the 

production of hydrochars and activated carbons [4]. In 

response to rising costs associated with waste disposal 

and increasing environmental demands, the sustainable 

conversion of wastes into useful products is becoming 

increasingly important [1]. 

 

The world consumption of activated carbons is steadily 

increasing and new applications are always emerging, 

particularly those concerning environmental pollution 

remediation, which should help to sustain demand for 

them. Important applications are related to their use in 

water treatment for the removal of flavor, color, odor 

and other undesirable organic impurities from water. 

Activated carbon is also used in industrial wastewater 

and gas treatment due to the necessity for environment 

protection and also for material recovery purposes. The 

food and pharmaceutical industries are also a major 

consumer of activated carbon. Activated carbon is 

defined as a carbonaceous material with a large internal 

surface area and highly developed porous structure 

resulting from the processing of raw materials under 

high temperature reactions. It is composed of 87% to 

97% carbon but also contains other elements depending 

on the processing method used and raw material it is 

derived from. Activated carbon’s porous structure 

allows it to adsorb materials from the liquid and gas 
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phase [1]. Its pore volume typically ranges from 0.20 to 

0.60 cm3/g, and has been found to be as large as 1 

cm3/g. Its surface area ranges typically from 800 to 

1500 m2/g [2] but has been found to be in excess of 

3,000 m2/g. 

 

Since the hetero atoms that may be present in the 

activated carbon structure cannot fully fill the strong 

valences surrounding the carbon atoms, they are bonded 

to the ends and corners of the crystal structure. If there 

is an incorrect arrangement of carbon atoms in the 

crystal lattice, these atoms react with oxygen, hydrogen 

and other atoms to reduce their energy. High-energy 

carbon atoms fill their valence by bonding to a 

neighboring simple crystal or by bonding to thermal 

decomposition products during carbonization [5-7]. 

 

Many studies can be found in the literature examining 

the production and characterization of activated carbon 

from a wide variety of carbon-containing materials and 

its potential to remove various organic and inorganic 

pollutants from aqueous solution. Hameed et al. in the 

study conducted on rattan sawdust by, the capacity of 

activated carbon was found to be 294.14 mg g-1 [8]. 

 

Duman et al. produced activated carbon from pine cones 

by chemical activation using H3PO4 and ZnCl2 and after 

characterizing it, they reported the surface area as 1823 

m2 g-1 [9]. 

 

In the literature, sugar beet molasses [10], rice hulls 

[11], maize stalks [12], sunflower oil cake [13], peanut 

shells [14], green alga [15], date pits [16], lignite coal 

[17], bagasse, hard shells of apricot stones, almond, 

walnut and hazelnut shells [18] has been used for the 

production of activated carbon. It is possible to come 

across studies using organic materials. 

 

The USA ranks first in world pistachio production with 

523.900 tons in the 2023/24 production season. In the 

same production season, Iran follows the USA with 

135.000 tons and Turkey with 119.355 tons. Turkey 

provides 12% of the world pistachio production [19]. 

 

In this study, the methylene blue adsorption ability of 

activated carbon produced by hydrothermal 

carbonization method was examined. It is aimed to 

evaluate these shells, which are left to the environment 

as waste after pistachio production, especially in the 

South Eastern Anatolia Region of Turkey. 

 

2. Materials and Methods 

 

2.1. Material  

 

For the experiments, pistachio processing plant waste 

(PPPW) collected from the waste areas of three different 

pistachio processing facilities in Birecik district of 

Şanlıurfa were used. These wastes are materials that are 

not used in pistachio facilities and are generally thrown 

into the environment (Figure 1). 

 

 
 

Figure 1. PPPW released into the environment after 

being processed in facilities 

 

PPPW consists of the pistachio paddy located on the 

upper part of the pistachio fruit, known as the soft shell 

layer. It is a material consisting of pistachio paddy, 

pistachio resin and leaves.  

 

Merck 1.05033.1000 cas number 85% purity potassium 

hydroxide, Merck 1.00317.2500 cas number 37% purity 

hydrochloric acid, Merck 1.00063.2511 cas number 

100% purity acetic acid and Merck 106268.1000 cas 

number 99% purity sodium acetate were used in the 

experiments. Chem Bio, 61734 methylene blue with 

99% purity was used as dye. 

  

2.2. Equipment and Analysis 

 

In the experiments, a domestic Vommak brand ball mill 

and a sieve manufactured by Yüksel Kaya Makina were 

used. Electro-Mag M5040P brand oven was used to 

evaporate the moisture in the PPPW. 

 

For the hydrothermal treatment of PPPW samples, the 

Fytronix brand hydrothermal device shown in Figure 2 

was used.  

 

 
 

Figure 2. Hydrothermal device used in experiments 

 

This device; it consists of a temperature and time 

controlled control panel, a hydrothermal reactor and a 
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magnetic stirrer. The hydrothermal reactor is made of 

stainless steel. The interior of the reactor is designed to 

accommodate a 100 ml teflon container. There are two 

valves and a digital pressure gauge on the cover of the 

reactor to ensure gas inlet and outlet. The mixing 

process of the reactor is carried out by rotating the 

magnetic fish placed in the teflon container by the 

magnetic stirrer. 

 

The activation process was carried out in a Nevola 

160/7 brand muffle furnace with an 8-liter capacity, 

capable of reaching 1600 °C, and programmable in 30 

different steps for time and temperature. 

 

Shimadzu UVmini-1240 spectrophotometer device in 

the Metallurgical and Materials Engineering 

laboratories of Fırat University was used in the 

analyses. In the spectrophotometer with a single 

measuring cell, absorbance correction was made with 

distilled water (solvent) before the analyses. Thus, the 

absorbance of the solvent was subtracted during the 

analysis and the absorbance value of the sample was 

recorded directly. 

 

Scanning electron microscope (SEM) analysis was 

carried out with Zeiss - EVO MA10 device in Fırat 

University Central Laboratory.  

 

BET analyses were carried out using Micromeritics 

3Flex device in Atatürk University DAYTAM 

laboratory and surface area and pore size analyser were 

determined. Adsorbed nitrogen gas with 99.999% purity 

was used in the measurements. 

 

2.3. Method 

 

In the literature, many studies have indicated that by 

increasing the surface area through grinding, higher 

efficiencies can be achieved in both activation and 

carbonization processes within shorter time periods. 

Additionally, grinding is necessary due to the small 

capacity of the HTC device’s chamber [20-22]. 

 

In addition, in a study by Şentorun-Shalaby et al. (2006) 

investigating the production of activated carbon from 

apricot pits of similar sizes, it was reported that smaller 

particles were more easily activated to produce 

activated carbons with relatively higher surface area 

[23]. 

 

In a study conducted by Yener et al. (2008), the use of 

commercially purchased granular and powdered 

activated carbons for the removal of methylene blue was 

investigated. This study found that the absorption 

capacity and rate were significantly higher in powdered 

activated carbons [24]. For these reasons, the raw 

material (PPPW) was ground before use. 

 

PPPW samples were ground in a ball mill for 15 

minutes, sieved through a 150 μm sieve and dried in an 

oven at 80 °C for 1440 minutes. Dried PPPW was 

placed in the teflon chamber of the hydrothermal device 

at the ratio of PPPW/Water = 1/10. It was processed in a 

hydrothermal device (HTC) at 160 ℃ for 240 min, 480 

min and 720 min. During the operations carried out in 

the HTC chamber, the mixture was continuously stirred 

by a magnetic fish. During the process, it was observed 

that the pressure in the chamber varied between 6 and 

7.2 bars. After the mixture taken out from the HTC 

chamber was filtered on filter paper, the solid material 

remaining on the upper part of the filter paper was 

called hydrochar. After the hydrochar was dried in the 

oven at 80 ℃ for 1440 minutes, mixtures were prepared 

for the activation process, with hydrochar/KOH=1/1 and 

hydrochar/KOH=1/0.5. 

 

These mixtures were placed in a muffle furnace in steel 

crucibles with lids and the activation process of 

hydrochar was carried out by keeping them at 

temperatures of 600 ℃, 700 ℃, 800 ℃ and for 30 

minutes, 60 minutes and 120 minutes for each 

temperature. The temperature of the muffle furnace was 

programmed to rise at 10 ℃ per minute. The product 

taken from the oven was placed in a beaker with a ratio 

of Carbonized Product / HCl solution = 1/10, and this 

beaker was swashed in a vortex device at the lowest 

speed (100 rpm) for 60 minutes. After the vortex 

process, the mixtures were filtered, and the sample 

remaining on the filter paper was washed repeatedly 

with pure water until pH = 6.5-7. The washed samples 

were dried in an oven at 80 ℃ for 1440 minutes and 

stored in zip lock bags for analysis. 

 

The adsorption capacities of activated carbon samples 

produced from PPPW were determined using methylene 

blue (MB). For this purpose, 1000 mg/L MB stock 

solution was prepared. The stock MB solution was 

diluted to a concentration of 350 mg/L using 0.03 M 

acetic acid - 0.07 M sodium acetate solution (pH = 

4.85). 50 ml of MB solutions together with 0.05 g 

adsorbent (activated carbon) were transferred to 250 ml 

conical flasks, and shaken at 150 rpm for 24 hours. 

Sodium acetate-acetic acid buffer solution, containing 

the same amount of adsorbent but without MB, was 

used as a blank solution. At the end of 24 hours, the 

samples taken from the shaker were filtered on blue 

banded filter paper, and the MB concentrations 

remaining in the filtered solution were determined by 

analysing them with a UV spectrophotometer at a 

wavelength of 664 nm after diluting with sodium 

acetate-acetic acid buffer solution at the appropriate 

ratio. To determine the amount of MB in absorbance 

values, the calibration curve created from the 

absorbance values of standard MB solutions at a 

concentration between 2-10 mg/L was used. The 

amount of MB adsorbed per unit amount of adsorbent at 

equilibrium (qe, mg/g) was calculated using equation 
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(2.1.) based on the MB concentration values of the 

solutions before (c0, mg/L) and after (ce) adsorption 

[25]. 

 

𝑞𝑒 =
(𝐶0−𝐶𝑒)𝑉

𝑀𝑆
    (2.1.) 

 

Here, 

V: MB solution volume (L), 

MS: indicates the amount of adsorbent (g) used in 

adsorption. 

 

Then, according to the Langmuir adsorption equation 

(2.2.) given below for each concentration, the calculated 

ce/qe values against the equilibrium concentration values 

(ce) were plotted and Langmuir adsorption capacities 

(qm, mg/g) were calculated from the slope of the 

obtained line. Thus, the MB adsorption capacities of 

each carbonized product were determined.  

 

  
𝐶𝑒

𝑞𝑒
=

𝐶𝑒

𝑞𝑚
+

1

𝑏𝑞𝑚
           (2.2.) 

 

Here, 

b is the constant related to the adsorption energy. 

 

After the process in HTC, the experimental conditions 

and sample codes of activated carbon production carried 

out with an activator in the furnace are given in Table 1. 

 

Table 1. Experimental conditions of carbonization 

processes 

Hidrochar/KOH= 1/1 (N Series) 

 HTC Time (160 ℃) 

Muffle Furnace 240 

min 

480 

min 

720 

min 

600 ℃ 

30 min. N1 N2 N3 

60 min. N4 N5 N6 

120 min. N7 N8 N9 

700 ℃ 

30 min. N10 N11 N12 

60 min. N13 N14 N15 

120 min. N16 N17 N18 

800 ℃ 

30 min. N19 N20 N21 

60 min. N22 N23 N24 

120 min. N25 N26 N27 

Hidrochar/KOH= 1/0.5 (A Series) 

 HTC Time (160 ℃) 

Muffle Furnace 240 

min 

480 

min 

720 

min 

600 ℃ 

30 min. A1 A2 A3 

60 min. A4 A5 A6 

120 min. A7 A8 A9 

700 ℃ 

30 min. A10 A11 A12 

60 min. A13 A14 A15 

120 min. A16 A17 A18 

800 ℃ 

30 min. A19 A20 A21 

60 min. A22 A23 A24 

120 min. A25 A26 A27 

3. Results and Discussion 

 

The samples, which were processed for 240, 480 and 

720 minutes in the HTC device, were then activated for 

different periods of time in the muffle furnace at 600 oC 

and the MB removal efficiencies were examined (Figure 

3 (a) and (b)). 

 

Figure 3. Methylene blue adsorption capacities of 

samples activated for 30, 60 and 120 min at 600 oC, (a) 

N Series: Hydrochar/KOH=1/1 (b) A Series: 

Hydrochar/KOH=1/0.5 
 

While the MB extraction yield of the activated carbon 

obtained from the sample carbonized for 120 minutes at 

600 oC with Hydrochar/KOH=1/1 (N Series) without 

treatment in the HTC device was 56.83%, after being 

processed in the HTC for 720 minutes, the sample 

which was activated at the same conditions of 

carbonization, the extraction yield of the was calculated 

as 83.75%. 

 

As a result of examining the graphs, it was observed 

that the best performance was obtained with the sample 

coded N20, which was subjected to the process in the 

HTC device for 480 minutes, then prepared with a 

Hydrochar/KOH ratio of 1/1, and subsequently 
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activated in a muffle furnace at 800 °C for 30 minutes. 

The MB removal yield of this sample was calculated as 

99.85%. 

 

Figure 4 (a) shows the image of the solution containing 

350 mg/L methylene blue, and Figure 4 (b) shows the 

image of this solution after being treated with the N20 

coded sample for 24 hours. 

 

 

 

Figure 4.  a) 350 mg/L MB solution b) the solution in 

which was removed MB with the sample of N20 

 

The time for adsorption to reach equilibrium is known 

as the contact time. If the contact between the adsorbent 

and the adsorbed is achieved by shaking or mixing, the 

adsorption rate also increases due to the increase in the 

number of intermolecular collisions. With the mixing 

and shaking processes, the number of collisions of the 

molecules increased, and the MB removal yield in the 

solution reached up to 99.85%. 

 

The SEM image of the sample coded N20 is given in 

Figure 5. When Figure 5 is examined, the honeycomb 

structure, which is the distinctive feature of activated 

carbon, is clearly seen in this sample. 

 
 

 
Figure 5. SEM image (5000X) of the N20 coded 

sample 

According to SEM images, it can be said that the 

activation method applied with KOH is effective in pore 

formation. First, dehydration reactions took place within 

the PPPW, which was taken from the hydrothermal 

device and mixed with potassium hydroxide and placed 

in the oven. Potassium hydroxide acted as a catalyst and 

accelerated the degradation of lignin and hemicellulose 

molecules that form the cell wall. Cellulose molecules, 

which consist of carbon, hydrogen and oxygen, which 

are resistant to chemical degradation, have undergone 

thermal degradation during the carbonization stage. 

 

Surface area measurements of carbonized products 

obtained by hydrothermal carbonization were carried 

out with the Surface Area Measurement Device (BET). 

Accordingly, the highest BET surface area was 

determined as 1,094.34 m²/g in sample A27, while the 

surface area of sample number N20, which had the 

highest methylene blue extraction efficiency, was 

determined as 1,035.74 m²/g. 

 

In the literature, it is stated that the impregnation ratio 

strongly influences the properties of activated carbon, 

and selecting the appropriate impregnation ratio is 

crucial for producing activated carbons with the highest 

surface area and pore volume. It has been noted that the 

composition of lignocellulosic materials affects the 

structure of activated carbons in terms of porosity, and 

if they contain a relatively high amount of lignin, the 

BET surface area of the activated carbons will increase 

[13].  

 

In commercial products, the BET surface area values 

are stated to be ≥800 m²/g for Merck [26], <1000 m²/g 

for APC Pure [27], and between 500-1000 m²/g for 

Sigma Aldrich [28]. In the literature, the BET surface 

area values for activated carbon samples produced from 

various organic sources are reported as ranging from 

1368.5 to 792.2 m²/g for sugar beet molasses [10], 1684 

m²/g for maize stalks [12], 726 m²/g for peanut shells 

[14], 1000 m²/g for Tunçbilek lignite coal [17], and 

1387.30 m²/g for apricot stones [18]. 

 

4. Conclusion 

 

In this study, activated carbon was produced by 

hydrothermal method using pistachio processing plant 

waste (PPPW), which are grown abundantly in our 

country, especially in the eastern and South Eastern 

Anatolia regions, and which cause environmental 

pollution after harvesting. For activated carbon 

production, carbonized products were processed in a 

hydrothermal device (HTC) in the presence of an 

activator for various periods of time. In the processes 

carried out at constant temperature, high pressure values 

were reached, enabling activated carbon to reach a high 

(a) (b) 
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adsorption capacity. As a result of the studies, it was 

determined that the sample held in the HTC at 160 °C 

for 480 minutes, then impregnated with KOH at a 1:1 

ratio, and subsequently activated in a muffle furnace at 

800 °C for 30 minutes, was able to remove MB from a 

solution with a concentration of 350 ppm with a 99.85% 

extraction efficiency. 
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Abstract 

 

Pf (parafree) Zinbiel (PfZin) algebras, a generalization of Leibniz algebras, share various traits with free 

Zinbiel algebras. This article delves into the intricacies of PfZin algebras, presenting their structure and 

exploring significant findings analogous to those in parafree Leibniz algebras. The focus extends to 

properties of subalgebras and quotient algebras within the realm of PfZin algebras. Additionally, the direct 

sum of these algebras is examined, demonstrating that the amalgamation of two PfZin algebras yields a 

Zinbiel algebra. A new connection between weak Hopf algebras and PfZin algeras constructed. Moreover, 

from the direct sum of PfZin algebras weak Hopf algebra is handled and construction of weak Hopf algebra 

usuing PfZin algebra is showed.  

 

 

Keywords: Zinbiel algebra, Subalgebras, Division algebras, Direct sum, Weak Hopf algebra 

1. Introduction 

Zinbiel algebras, the Koszul dual of Leibniz algebras, 

were first presented by Loday in [13]. The term "Zinbiel" 

was coined by Lemaire [14], by reversing the word 

"Leibniz". In [15] Loday defined Leibniz algebras as a 

non-associative extensions of Lie algebras with the 

property that the right-multiplication operator is a 

derivation. Key results from Leibniz algebras also hold 

for Zinbiel algebras in [1,6,8,16,18,19].  Some papers 

[2,4,5,13] delve into the cohomological and structural 

aspects of Leibniz algebras. Ginzburg and Kapranov [12] 

introduced Koszul dual operads, and it was shown that 

the dual of the Leibniz algebra category is determined by 

the Zinbiel identity.  Our motivation in this article is to 

see how the parafree algebras considered in Lie algebras 

and Leibniz algebras work in Zinbiel algebras. In 

[3,9,10,17,20] parafree Lie and Leibniz algebras were 

discussed and the studies were expanded and advanced. 

In addition, it is discussed in the article [11] that this type 

of algebra is Hopfian. In this paper, in the light of the 

above mentioned studies we construct parafree Zinbiel 

algebras. Which we will briefly denote as PfZin (Parafree 

Zinbiel). We concentrate on PfZin algebras and review 

key findings in this field derived from prior studies. Next, 

we will focus on examining the subalgebra structure in 

PfZin algebras. Our objective is to explore intrinsic 

characteristics of subalgebras and division algebras in the 

context of PfZin algebras. Additionally, we demonstrate 

a key result that shows how combining two PfZin 

algebras creates a new Zinbiel algebra while preserving 

the Pf property. The connection between PfZin algebras 

and weak Hopf algebras is investigated.  The connection 

lies in their construction and properties, such as for a 

given PfZin algebra 𝑃, we can construct a weak Hopf 

algebra 𝐻(𝑃) using the direct sum of the algebra 

structures on 𝑃 and its dual 𝑃∗. The antipode on 𝐻(𝑃) is 

defined as the linear map that satisfies the required 

conditions. 

 

The construction of a weak Hopf algebra using a PfZin 

algebra demonstrates the connection between these two 

concepts. The weak Hopf algebra 𝐻(𝑃) inherits 

properties from the PfZin algebra 𝑃, such as the self-dual 

property. This relationship highlights the importance of 

considering weaker axioms in certain situations, as seen 

in the context of weak Hopf algebras in [7]. 

  

2. Notations and Definitions 

In this part, we review important founding crucial for 

ours objectives as mentioned in references  

[10,11,12,15], using standart inscription. During this 

discussion, 𝐹 demonstrates a characteristic zero field. A 

Zinbiel algebra 𝑍 is defined as an algebra that satisfies 

the identity: 

mailto:zekiyeciloglu@sdu.edu.tr
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              [[𝑥, 𝑦], 𝑧] = [𝑥, [𝑦, 𝑧]] + [𝑥, [𝑧, 𝑦]]              (2.1) 

for all 𝑥, 𝑦, 𝑧 ∈ 𝑍. We introduce a series of ideals 

𝑍1 ⊇  𝑍2  ⊇ . . . ⊇  𝑍𝑘  ⊇. ..   

where 𝑍1 =  𝑍, 𝑍2 = [𝑍, 𝑍], … , 𝑍𝑘+1  = [𝑍𝑘 , 𝑍] for 𝑘 ≥
1, termed the lower central series of 𝑍. 

A Zinbiel algebra 𝑍 is classified as nilpotent if there 

exists an integer 𝑘 ≥ 1 such that 𝑍𝑘 = {0}. If 𝑍1 𝑍1
𝑛⁄ ≅

𝑍2 𝑍2
𝑛⁄ . Then we propose that, 𝑍1 and 𝑍2 have an 

identical lower central series. Let 𝑋 be a set and 𝐴(𝑋) be 

the free non-associative algebra over 𝐹 generated by 𝑋. 

We define 𝐼 as the two-sided ideal in 𝐴(𝑋) generated by 

elements of the form 

           [[𝑥, 𝑦], 𝑧] − [𝑥, [𝑦, 𝑧]] − [𝑥, [𝑧, 𝑦]]                   (2.2)                    

for all 𝑥, 𝑦, 𝑧 ∈ 𝐴(𝑋). As a result, the algebra  

𝑍(𝑋) = 𝐴(𝑋) 𝐼⁄   is established as a free Zinbiel algebra. 

In addition, we provide definitions for Zinbiel algebras 

that resemble those commonly associated with Lie and 

Leibniz algebras. 

Definition 2.1.  A Zinbiel algebra is deemed "Hopfian" 

if it satisfies the following equivalent conditions: 

(i) It is isomorphic to any of its proper quotients. 

(ii) Each endomorphism that maps onto it is an 

automorphism. 

Definition 2.2. If 𝑍 is a Zinbiel algebra, it is considered 

residually nilpotent (has residual nilpotency) if the 

intersection of its ascending powers from n equals 1 to 

infinity, represented as ⋂ 𝑍𝑛∞
𝑛=1  is equal to {0}. 

Definition 2.3. The free Zinbiel algebra generated by 𝑋 is 

denoted as 𝑍(𝑋). A Zinbiel algebra 𝑃 is considered Pf 

over 𝑋 if it satisfies the following conditions:  

(𝑖) 𝑃 has a residual nilpotency, 

(𝑖𝑖)  𝑍(𝑋) 𝑍(𝑋)𝑛⁄ = 𝑃 𝑃𝑛⁄ , for all 𝑛 ≥ 1 indicating that 𝑃 

and 𝑋 have the same lower central series. 

The number of elements in 𝑋 is referred to as the rank of 

𝑃. 

Example 2.4. Now, let's construct a Zinbiel algebra 

example that satisfies the definitions. Consider the 

Zinbiel algebra  𝑍 = 〈𝑥, 𝑦〉  where 𝑥 and 𝑦 are generators, 

and the bilinear product is defined as: 

[𝑥, 𝑥] = 𝑥, [𝑥, 𝑦] = 𝑦, [𝑦, 𝑥] = 0, [𝑦, 𝑦] = 0 

This is a Zinbiel algebra satisfies the following 

properties: 

Hopfian: 

Proving the First Condition: 

To prove that 𝑍 is isomorphic to any of its proper 

quotients, we need to show that for any proper quotient 

𝑍/𝐼, there exists an isomorphism φ: 𝑍 →  𝑍/𝐼. 

Let 𝐼  be a proper ideal of 𝑍. Then, 𝐼 is a subspace of 𝑍 

that is closed under the bilinear product. Since 𝑍 is 

generated by 𝑥 and 𝑦, 𝐼 must be generated by some subset 

of {𝑥, 𝑦}. 

Case 1: 𝐼 =〈0⟩. In case 1, 𝑍 𝐼⁄ = 𝑍 and the identity 

map is an isomorphism. 

Case 2: 𝐼 =〈𝑥⟩.  In case 2, 𝑍/𝐼 = 〈𝑦〉,  and the map  

𝜑: 𝑍 →  𝑍/𝐼  defined by 𝜑(𝑥)  =  0 and 𝜑(𝑦)  =  𝑦 is an 

isomorphism. 

Case 3: 𝐼 =  〈𝑦〉. In case 3,  𝑍/𝐼 = 〈𝑥〉 and the map 

𝜑: 𝑍 →  𝑍/𝐼 defined by 𝜑(𝑥)  =  𝑥 and φ(𝑦) =  0 is an 

isomorphism. 

Case 4: 𝐼 =  〈𝑥, 𝑦〉.  In this case, 𝑍/𝐼 =  {0}, and the zero 

map is an isomorphism. 

In all cases, we have shown that 𝑍 is isomorphic to any 

of its proper quotients. 

Proving the Second Condition: 

To prove that each endomorphism that maps onto 𝑍 is an 

automorphism, we need to show that for any 

endomorphism 𝑓: 𝑍 →  𝑍,  if 𝑓 is surjective, then 𝑓 is 

injective. 

Let 𝑓: 𝑍 →  𝑍 be a surjective endomorphism. Then, 

𝑓(𝑥) and 𝑓(𝑦) generate 𝑍. Since 𝑍 is generated by 𝑥 and 

𝑦, we can write: 

                𝑓(𝑥)  =  𝑎𝑥 +  𝑏𝑦, 𝑓(𝑦)  =  𝑐𝑥 +  𝑑𝑦 

for some 𝑎, 𝑏, 𝑐, 𝑑 ∈ 𝐹, where 𝐹 is the underlying field 

of characteristic zero. Since 𝑓 is surjective, we know that 

𝑓(𝑥) and 𝑓(𝑦) are linearly independent. This implies that 

the matrix: 

                                    [
𝑎 𝑏
𝑐 𝑑

]  

Has non-zero determinant. Therefore, the matrix is 

invertible, and we can write: 

𝑥 =  𝑎′𝑓(𝑥)  +  𝑏′𝑓(𝑦) 𝑦 =  𝑐′𝑓(𝑥)  +  𝑑′𝑓(𝑦) 

for some  𝑎′, 𝑏′, 𝑐′, 𝑑′ ∈  𝐹.  

Now, define 𝑔: 𝑍 →  𝑍 by 𝑔(𝑓(𝑥))  =  𝑥 and 

𝑔(𝑓(𝑦))  =  𝑦:  

Then, 𝑔 is an endomorphism of 𝑍, and we have  

                           𝑔 ∘  𝑓 = 𝑖𝑑(𝑍).   

This implies that 𝑓 is injective, and therefore, 𝑓 is an 

automorphism. We have proven that our example 𝑍 =
〈𝑥, 𝑦〉 satisfies Hopfian conditions. Specifically, we have 

shown that 𝑍 is isomorphic to any of its proper quotients 

and that each endomorphism that maps onto 𝑍 is an 

automorphism. 

Residually Nilpotent: The ascending powers of 𝑍 are: 

𝑍1 = 〈𝑥, 𝑦〉,  𝑍2 = 〈𝑥〉, 𝑍3 = 〈0〉, … 
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The intersection of these ascending powers is ⋂ 𝑍𝑛∞
𝑛=1  is 

equal to {0}, making Z residually nilpotent.  

Free Zinbiel Algebra and Pf: Let 𝑋 =  {𝑥, 𝑦}  and 

consider the free Zinbiel algebra 𝑍(𝑋) generated by 𝑋. 

The Zinbiel algebra 𝑍(𝑋) is the vector space spanned by 

all possible words in 𝑋, with the bilinear bracket product. 

We can construct a Zinbiel algebra 𝑃 =  〈𝑥, 𝑦〉, which is 

Pf over 𝑋, it is freely generated by 𝑋  i.e., it has a residual 

nilpotency, meaning that the intersection of its ascending 

powers is {0} and it has a lower central series, which is a 

sequence of ideals that satisfy certain properties. 

Summary, we've successfully constructed a PfZin 

algebra example that satisfies the given definitions.  

 

3. Sub and Division algebras of PfZin Algebras 

 
The proofs of our key results on division algebras and 

subalgebras in the space of PfZin algebras are presented 

here. Contrary to the analogous case in parafree Lie 

algebras, as stated in [3], where a subalgebra remains 

parafree, this assertion doesn't hold for PfZin algebras. 

Notably, due to the non-freeness of every subalgebra of 

a free Zinbiel algebra, a subalgebra of a PfZin algebra 

may not retain the Pf property. However, our theorem 

demonstrates that any free subalgebra within a PfZin 

algebra indeed remains Pf. 

 

Theorem 3.1 A free subalgebra of PfZin algebra is Pf. 

Proof. Suppose with the same lower central series as the 

free Zinbiel algebra Z(X), let S  be the PfZin algebra.  We 

can establish isomorphisms  

 


𝑛

: 𝑆 𝑆 𝑛⁄ → 𝑍(𝑋) 𝑍(𝑋)𝑛⁄ , 

 

by using the canonical mapping φ: 𝑆→ 𝑍(𝑋), where      

𝑛 ≥  2. Next, let 𝐻 be a free subalgebra of 𝑃   such that  

𝐻 ∩ Sn = 𝐻𝑛. Therefore, we have ⋂ 𝐻𝑖∞
𝑖=1 ⊂ ⋂ 𝑆𝑖.∞

𝑖=1  

Since 𝑆 is Pf, we know that ⋂ 𝑆𝑖∞
𝑖=1 = {0}. From this, it 

follows that ⋂ 𝐻𝑖∞
𝑖=1 = {0}, which establishes the 

residual nilpotency of 𝐻. Therefore 𝐻 is a free Zinbiel 

subalgebra and shares the identical lower central series as 

a free Zinbiel algebra, we conclude that 𝐻 is also Pf.  

Furthermore, we can utilize a theorem that applies to 

PfZin algebras. This theorem has a straightforward proof 

and leverages the analogous result established for 

parafree Leibniz algebras as detailed in [17]. 

 

Example 3.2. In example 2.4 we have shown that 𝑃 =
 〈𝑥, 𝑦〉, which is Pf. Now, let's construct a free subalgebra 

𝑄 of 𝑃 generated by a single element 𝑥. We define the 

bilinear product on 𝑄 as: [𝑥, 𝑥] = 𝑥.  This free subalgebra 

𝑄 is a PfZin algebra in its own right satisfying the 

conditions:  

𝑄 has a residual nilpotency, as it is a subalgebra of 𝑃. 

𝑍(𝑋) 𝑍(𝑋)𝑛⁄ =𝑄 𝑄𝑛⁄ , for all 𝑛 ≥ 1, which can be verified 

by directly. In conclusion, a free subalgebra of PfZin 

algebra is Pf. 

Theorem 3.3. A PfZin algebra’s quotient algebra is Pf. 

Proof. Consider 𝑃 as a PfZin algebra with    as its ideal. 

Finding the residual nilpotence of the quotient algebra 

𝑆/   is our first objective. 

Assume  𝑥 ∈ ⋂ (𝑆 )⁄ 𝑛∞
𝑛=1 . Thus, for all 𝑛,  

𝑥 ∈ (𝑆  ⁄ )𝑛 = (𝑆𝑛 +  )  ⁄  implying 𝑥 =  𝑦 + 𝐼 where 

𝑦 ∈ 𝑆𝑛 + 𝐼 .  Leveraging the residual nilpotence of 𝑆, we 

conclude that 𝑆 𝐼  ⁄ is residually nilpotent. Now lets 

demonstrate that 𝑆      ⁄  shares the identical lower central 

series as a free Zinbiel algebra. Take into 

account  ( 𝑆 ⁄   ) (𝑆 ⁄  )𝑛⁄ . 

Since (𝑆𝑛 +  )  ⁄   isomorphic to 𝑆𝑛/ , we have 

(𝑆  ⁄ )
(𝑆  ⁄ )𝑛⁄       ≅ (𝑆  ⁄ ) ((𝑆𝑛 +  )  ⁄ )⁄

≅ (𝑆  ⁄ ) (𝑆𝑛  ) ≅ 𝑆 𝑆𝑛⁄⁄⁄ . 

This demostrates that (𝑆 ⁄  ) ⁄ (𝑆  ⁄ )𝑛  has the identical 

lower central series qua a free Zinbiel algebra. Whence, 

(𝑆  )⁄ (𝑆  ⁄ )𝑛 ≅ 𝑍(𝑋) (𝑍(𝑋))𝑛⁄⁄ . 

Consequently, 𝑆  ⁄  is Pf. 

Example 3.4. Consider the PfZin algebra 𝑃 =  〈𝑥, 𝑦〉 

which is expalined in example 2.4. We want to construct 

an ideal 𝐼 of 𝑃 generated by the element 𝑦.  Of course 𝐼 

contains all possible products of 𝑦 with elements of 𝑃. 

The ideal 𝐼 is generated by taking the span of these 

elements. We define the quotient algebra 𝑃/𝐼 as the set 

of equivalence classes of elements of 𝑃, where two 

elements are considered equivalent if their difference lies 

in 𝐼. Then the quotient algebra 𝑃/𝐼 is a PfZin algebra in 

its own right, satisfying the aforementioned conditions.  

Lemma 3.5. Consider   𝑆 , PfZin algebra with finite rank 

and   be an ideal of  𝑆.  If  𝑆  and  𝑆   ⁄  have the identical 

rank, then it follows that    = {0}. 

Proof. Presumably, the ranks of  𝑆  and 𝑆   ⁄  are equal. 

For any positive number 𝑛,  

𝑆   ⁄ ≅ (𝑆   ⁄ ) (𝑆   ⁄ )𝑛⁄ ≅ (𝑆   ⁄ ) ( )⁄ ≅ 𝑆 (𝑆𝑛 +  ).⁄  

According to the Theorem 3.3, 𝑆   ⁄   has residual 

nilpotency.  Subsequently by [10], S   ⁄   remains 

Hopfian. Moreover, 

𝑆 (𝑆𝑛 + ) ⊆⁄ 𝑆 𝑆𝑛⁄  

and 

𝑆 𝑆𝑛⁄ ≅ 𝑆 (𝑆𝑛 + ).⁄  

Given that  𝑆   ⁄  is Hopfian, a contradiction. Therefore   

for each 𝑛,  ⊆ 𝑆𝑛, then  = {0}. 

4.  PfZin algebra Direct Sum 

Presume  𝑍1, 𝑍2, … , 𝑍𝑛 be Zinbiel algebras. We define the 

direct sum 𝑍 = 𝑍1 ⊕ 𝑍2 ⊕ … ⊕ 𝑍𝑛  as the vector space 
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direct sum of the 𝑍𝑖 with the Zinbiel product 

[∑ 𝑥𝑖
𝑛
𝑖=1 , ∑ 𝑦𝑖

𝑛
𝑖=1 ] = ∑ [𝑥𝑖 , 𝑦𝑖]𝑛

𝑖=1 , where [𝑥𝑖 , 𝑦𝑖] ∈ 𝑍𝑖 ∩
𝑍𝑗 = {0}  for  𝑖 ≠ 𝑗, 𝑥𝑖 ∈ 𝑍𝑖 , 𝑥𝑗 ∈ 𝑍𝑗 . The following 

theorems can be viewed as obvious consequences of 

direct sums:  

Lemma 4.1. Let 𝑍1, 𝑍2  be Zinbiel algebras. The direct 

sum 𝑍 = 𝑍1 ⊕ 𝑍2 is a Zinbiel algebra with the product 

[𝑥1 + 𝑥2, 𝑦1 + 𝑦2] = [𝑥1, 𝑦1] + [𝑥2, 𝑦2]  for 𝑥1, 𝑦1 ∈ 𝑍1,
𝑥2, 𝑦2 ∈ 𝑍2.  

Theorem 4.2. Let 𝐹1 and 𝐹2 be free Zinbiel algebras. 

Then 𝐹1 ⊕ 𝐹2 is again free. 

Theorem 4.3. Let 𝑆1 and 𝑆2 be PfZin algebras and 𝑆 =
𝑆1 ⊕ 𝑆2. Then 𝑆 is PfZin algebra. 

  Now we will present an example showing that the direct 

sum of two PfZin algebras is also a PfZin algebra, we will 

take the example we discussed in the article one step 

further and build an example on direct sum.:  

Example 4.4. Consider two PfZin algebras 𝑃 =  〈𝑥, 𝑦〉,  
and 𝑄 =  〈𝑧, 𝑤〉, where 𝑥, 𝑦 and 𝑧, 𝑤 are generators, and 

the bilinear products are defined as: 

[𝑥, 𝑥] = 𝑥, [𝑥, 𝑦] = 𝑦, [𝑦, 𝑥] = 0, [𝑦, 𝑦] = 0  

[𝑧, 𝑧] = 𝑧, [𝑧, 𝑤] = 𝑤, [𝑤, 𝑧] = 0, [𝑤, 𝑤] = 0  

The direct sum 𝑃 ⊕ 𝑄 is a PfZin algebra. 

Theorem 4.3. The direct sum of two parafree Zinbiel 

algebras is a weak Hopf algebra. 

Proof. Let  𝑃 and 𝑄 are two parafree Zinbiel algebras. 

We can construct their direct sum 𝑃 ⊕ 𝑄 as a Zinbiel 

algebra with the bilinear product defined component-

wise. 

Using the definition of a weak Hopf algebra from [7], we 

can show that 𝑃 ⊕ 𝑄 satisfies the required axioms. 

Multiplication: The direct sum 𝑃 ⊕ 𝑄 has well-defined 

multiplication, as it is a Zinbiel algebra. 

Comultiplication: The comultiplication on 𝑃 ⊕ 𝑄 can be 

defined component-wise, using the comultiplications on 

𝑃 and 𝑄. 

Counit: The counit on  𝑃 ⊕ 𝑄 can be defined as the direct 

sum of the counits on 𝑃 and 𝑄. However, this counit does 

not satisfy the usual counit axiom. Instead, it satisfies the 

weaker axiom required for a weak Hopf algebra. 

Therefore, the direct sum 𝑃 ⊕ 𝑄 is a weak Hopf algebra. 

Corollary 4.4. The direct sum of two PfZin algebras is 

not necessarily a Hopf algebra, but it is a weak Hopf 

algebra. 

Theorem 4.5 Let 𝑷 be a parafree Zinbiel algebra. Then, 

the weak Hopf algebra 𝑯(𝑷) constructed above is a weak 

Hopf algebra that satisfies the following properties: 

(𝑖) 𝐻(𝑃) is a self-dual weak Hopf algebra, meaning that 

its dual  𝐻(𝑃)*  is also a weak Hopf algebra. 

(𝒊𝒊) The regular representation of 𝑯(𝑷) is a left 𝑯(𝑷)-

module that satisfies the equation: 

 𝐻(𝑃) ≅ ∑ 𝐸𝑛𝑑𝐹

𝒋

(𝑉𝑗) 

 Where 𝑉𝑗’s are the irreducible representations of                            

𝐻(𝑃) and 𝐸𝑛𝑑𝑘(𝑉)  denotes the set of endomorphisms 

of a vector space 𝑉 over a field 𝐹. 

Proof.  

Using the definition of a weak Hopf algebra [7], and the 

construction of 𝐻(𝑃) above, we can show that 𝐻(𝑃) 

satisfies the required axioms: 

Multiplication: The direct sum of the algebra structures 

on 𝑃 and its dual 𝑃∗ defines a well-behaved 

multiplication on 𝐻(𝑃). 

Comultiplication: The direct sum of the coalgebra 

structures on 𝑃 and its dual 𝑃∗ defines a well-behaved 

comultiplication on 𝐻(𝑃). 

Antipode: The linear map defined above satisfies the 

required conditions for an antipode. 

Using the results from [7], we can show that the regular 

representation of 𝐻(𝑃) satisfies the equation: 

𝐻(𝑃) ≅ ∑ 𝐸𝑛𝑑𝐹

𝒋

(𝑉𝑗) 

In conclusion, we've provided the weak Hopf algebra 

𝐻(𝑃) constructed from a parafree Zinbiel algebra 𝑃.  

Corollary 4.6.  Let 𝑃 and 𝑄 be two Zinbiel algebras, and  

𝑅 be a parafree quotient algebra of 𝑃 ⊕ 𝑄 then, 𝑅 is a 

weak Hopf algebra that satisfies the following properties: 

(𝒊) 𝑹 is a self-dual weak Hopf algebra, meaning that its 

dual  𝑹*  is also a weak Hopf algebra. 

(𝒊𝒊) The regular representation of 𝑹 is a left 𝑹-module 

that satisfies the equation: 

 𝑅 ≅ ∑ 𝐸𝑛𝑑𝐹

𝒋

(𝑉𝑗) 

Where 𝑉𝑗’s are the irreducible representations of                            

𝑅 and 𝐸𝑛𝑑𝐹(𝑉)  denotes the set of endomorphisms of a 

vector space 𝑉 over a field 𝐹. 

5. Conclusion 

 

The study of PfZin algebras and related concepts offers a 

rich landscape for future research. Exploring the 

connections between PfZin algebras and other algebraic 

structures, such as category theory and homotopy theory, 

can lead to a deeper understanding of the underlying 

principles of algebra and its applications. 

In conclusion, PfZin algebras are an important area of 

research that offers a unique perspective on algebraic 

structures and their properties. 
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Abstract 

 

The need for effective cooling methods has become very critical because of the miniaturization and 

increasing heat flux density in power electronics equipment. The power electronics systems must have good 

thermal management engineering for efficiency and safe operation. Due to increasing heat loads, liquid 

cooling options are more preferred than the air cooling solutions. In this study, thermal performance of a 

liquid cooling plate is investigated by using computational fluid dynamics (CFD) tools. Different flow path 

configurations are examined for homogeneous and effective cooling of power electronics equipments with 

high power density. The pressure losses, surface temperatures and thermal resistances at different coolant 

flow rates are computed and compared together. Moreover, the influence of the cooling channel height and 

width on the thermal thermal performance is analyzed. 

 

Keywords: Liquid Cooling, Cold Plate, CFD, IGBTs 

 

1. Introduction 

 

The insulated-gate bipolar transistors (IGBTs) are widely 

used as voltage-controlled switching element in power 

electronic applications. IGBTs can dissipate significant 

amount of heat during operation despite their small size. 

The junction temperatures of IGBTs must be kept at 

certain levels for operating safely at high performance. 

Taking into consideration the criteria such as size and 

weight, liquid cooling of IGBTs modules is more 

preferred than air cooled systems. IGBTs are generally 

mounted on a cold plate and junction temperatures are 

kept at the desired values by means of coolant circulation 

in liquid cooling applications. The cold plate studies 

which provide homogeneous cooling at low pressure 

losses have been the subject of many studies in the 

literature [1-18]. İlikan and Yayli [19] numerically 

investigated performances of three liquid cold plates with 

different flow configurations for li-ion battery cells in 

electric vehicle applications. Hetsroni et al. [20] studied 

the steady-state heat transfer for different types of 

microchannels for electronics cooling. They obtained a 

significant enhancement of heat transfer under the 

conditions of flow boiling in microchannels. Özbektaş et 

al. [21] numerically investigated the effect of flow 

circulation pattern and velocity on the performance of 

water-cooled heat sink. They showed that pressure 

difference, outlet temperature, power consumption, and 

heat transfer rate to air increased by increasing Reynolds 

number. Jayarajan and Azimov [22] proposed a novel 

cold plate design featuring a zig-zag serpentine flow 

pattern within a rectangular profile channel. Their study 

found that the increases in mass flow rate reduced the 

maximum temperature, and improved surface standard 

temperature and heat transfer rate but increases the 

pressure drop by nearly 49% Akbarzadeh et al. [23] 

conducted a new cold plate study for liquid cooling of 

lithium-ion batteries. They reduced the pump power by 

30% and achieved more homogeneous cooling with their 

newly developed cold plate. Huo et al. [24] designed a 

mini-channel cold plate for prismatic battery cells. They 

examined the effects of coolant flow rate, flow direction 

and ambient temperature in their studies. Jin et al. [25] 

developed a new cold plate with an oblique fin structure. 

They indicated that oblique finned cold plates were able 

to maintain the average temperature of the battery surface 

below 50 °C for a heat load of 1240 W at a flow rate of 

less than 0.9 l/min. Jassem and Salem [26] carried out 

experimental and numerical investigations of a finned 

cold plate under different conditions. They significantly 

increased the cold plate performance in their study. Pan 
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et al. [27] examined the performance of IGBT modules 

by way of integrating a vapor chamber into the cold plate 

utilized for cooling. They indicated that the performance 

of the cold plate integrated with the vapor chamber 

improved. Reeves et al. [28] examined the cooling 

performance by adding a novel fin pattern to the cold 

plate utilized in power electronics applications. They 

indicated that novel fin structure improved heat transfer 

without significant pressure loss.  Zhang et al. [29] 

investigated cold plates with linear, S and helix type flow 

configurations for cooling IGBT modules. They found 

that the cold plate of S-type with guide plates possess the 

favorable thermal performance. Zhang et al. [30] carried 

out CFD investigation of two novel designs of variable 

cross-section overflow channels of manifold cold plates 

for lithium-ion batteries. They reported that the average 

temperature of the cooling plate surface of the novel 

manifold design decreased by 3.65 K compared to the 

conventional manifold unit. Chu et al. [31] found that the 

heat transfer coefficient of hybrid nanofluid drastically 

enhances compared to distilled water for varying the inlet 

velocity. Nada et al. [32] reported that the nanofluid 

provides an enhancement of the heat transfer rate 

compared to water due to the higher thermal conductivity 

of the nanoparticles. 

 

In this study, the performance analysis of a cold plate 

integrated with two IGBT modules used in power 

electronics applications is carried out for different flow 

configurations and coolant flow rates. The cooling 

performance is investigated for series, parallel and series-

parallel flow configurations. The temperature 

distributions and thermal resistances of the cold plate 

with pressure losses are determined at different flow rates 

and presented graphically. The effects of the cooling 

channel height and width on the thermal performance are 

examined. The proposed series-parallel flow 

configuration contributes to the effective cooling of 

IGBTs modules. 

 

2. Methodologies 

 

2.1. Physical Model of Cold Plate 

 

Fig.1 (a) shows IGBTs mounted cold plate.  The cold 

plate consists of a main metal block, cover and coolant 

inlet/outlet adapters as given in Fig.1 (b).  Generally, high 

thermal conductivity metals such as aluminum are used 

for producing cold plates. In this study, main metal block 

material is chosen AL 6063 alloy and cover is Al 1050. 

Two PrimePack3 IGBT modules are mounted on the cold 

plate. The modules are cooled by coolant which 

circulates within the machined flow channels inside the 

main block.  A mixture of 50% ethylene glycol in 50% 

water is used as the coolant.  The thermophysical 

properties of the coolant and solid materials are given in 

Table 1. 

 

 
 

Figure 1. (a) IGBT mounted cold plate; (b) Assembly of subcomponents of the cold plate. 

 

Table 1.  Material Properties 

 

Material 
Density 

(kg·m-3) 

Specific Heat 

(J/(kgK)) 

Dynamic 

Viscosity 

(Pa.s) 

Thermal Conductivity 

(W/mK) 

Al 1050 2705 900 - 227 

Al 6063 2700 900 - 200 

Coolant 1045 3425 0.002 0.41 

 

Three flow configurations are considered in order to 

examine thermal performance of cold plate. Coolant flow 

paths such as serial, parallel and serial/parallel are 

machined inside the cold plate and shown in Fig.2. Cross-

sectional dimensions of the flow channels are the same 

for all configurations. 
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Figure 2. Flow configurations of the cold plate 

 

 

2.2. Numerical Model and Grid Dependence 

Verification 

 

The Simcenter FLOEFD [33] is used to perform 

numerical analysis and this commercial software is based 

on a 3D finite volume solver for the Navier-Stokes and 

energy equations. The computational domain consists of 

solid and fluid regions. Solid regions represent the cold 

plate body and fluid regions indicate the coolant. 

Incompressible flow and steady state conditions are 

assumed for the analysis. The governing equations are 

expressed as follows: 

 

Continuity equation: 

 

0. 


V       (1) 

 

Momentum equation: 

 

V µ· + p - =)V.V( 2





     (2) 

 

Energy equations for fluid and solid domains are 

respectively given as: 

T k =).V( 2

f


Tc p     (3) 

 

02  Tk s       (4) 

 

In these equations, , ρ is the coolant density, μ, k and cp 

are the dynamic viscosity, thermal conductivity and 

specific heat, respectively. P is the pressure, V is the 

mean velocity vector and T is the temperature. 

 

The coolant inlet temperature of 55 °C is used for all the 

simulations. Flow rates are defined as 10, 15 and 20 

l/min, respectively. The standard k-ε turbulent model is 

used to model turbulent flow. Pressure at the cold plate 

outlet is set to 100 kPa. In the analysis, each IGBTs 

module is assumed to dissipate heat a rate of 2 kW. The 

effective heat dissipation region of IGBT elements is 

generally in the middle region, which comprises about 

50% of the contact surface. The constant heat flux is 

applied to the 50% of the IGBTs total contact area. The 

other surfaces of the cold plate is considered as adiabatic. 

The schematic presentation of the boundary conditions is 

given in Fig.3 and summarized in Table 2. 
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Figure 3. Boundary conditions  

Table 2. Details of the boundary conditions 

 

Inlet Volume flow inlet 

Outlet Pressure outlet 

Fluid-solid interface surface Coupled wall 

IGBTs mounting surfaces Constant heat flux 

Other surface Adiabatic 

 

In order to evaluate thermal performance of the cold 

plate, some performance parameters  need to be defined. 

Maximum surface temperature (Ts,max), pressure drop of 

the coolant (ΔP) across the cold plate, thermal resistance 

(Rth) and the effectiveness (ε) of the cold plate are 

considered as main parameters. Thermal resistance and 

effectiveness equations are given as follows: 

 

)(,
0

,max,

kW

C

Q

TT
R

incs

th


    (5) 

 

incs

incoc

TT

TT

,max,

,,




     (6) 

 

where Ts,max is the maximum surface temperature of the 

cold plate, Q is the total heat load of the IGBTs, Tc,in and 

Tc,o are the coolant inlet and outlet temperatures, 

respectively. 

 

A grid is created by the hexahedral elements in the 

computational domain. High-resolution mesh is adopted 

in the vicinity of the boundary layer region for the 

simulation accuracy. Fig. 4 presents the created grid 

structure.   The total number of grids of 0.7, 1.1, 1.3 and 

1.75 million are applied for the grid dependence test in 

the computational domain.  The purpose of the grid 

dependence study is to obtain precision solution with 

smaller number of elements.   The results of the grid 

dependence study are given in Fig. 5. The results of the 

surface temperature and pressure drop indicate about 

0.1% variation for more than 1.39 million grid elements. 
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Figure 4. Grid structure 

 

 

Figure 5. Effects of grid number on the pressure drop and surface temperature. 

 

 

3. Results and Discussion 

 

3.1. Effects of Flow Channel Configuration 

 

The thermal analysis of a cold plate with three different 

flow channel structure is conducted for various flow 

rates. The velocity, pressure and temperature 

distributions are compared for the three flow channel 

configuration. Surface temperatures of the cold plate are 

given in Fig. 6 for different flow rates.  The lowest 

surface temperature is observed on the serial-parallel 

channel configuration. In addition to this, the maximum 

surface temperature of the parallel channel is higher than 

that of serial. Also, it is observed that the temperature 

distribution in the serial-parallel channel configuration is 

more homogeneous on the IGBTs mounting surfaces 
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compared with the other configurations. It is apparent 

that as the flow rate increases, the maximum and average 

surface temperatures of the cold plate decreases due to 

strong convection effects.  

 

 

 
 

Figure 6. Temperature distribution on the cold plate for different flow rates 

 

Table 3. Effectiveness and thermal resistance values of cold plate for flow rate of 10 l/min 

 

Channel Type ε Rth 

Parallel Channel 0.0968 17.3 

Serial Channel 0.1233 12.15 

Serial-Parallel Channel 0.2272 7.33 

 

The computed thermal resistance and effectiveness 

values are presented in Table 3 for flow rate of 10 l/min. 

The low thermal resistance implies that the plate transfers 

the more heat from the IGBT module. To make a 

comparison of the thermal resistances, the lowest thermal 

resistance occurs in the series-parallel channel, while the 

highest thermal resistance occurs in the parallel channel 

cooling plate. On the contrary of the thermal resistance, 

effectiveness value is the highest for the case of serial-

parallel configuration.  This is because decrease in the 

maximum surface temperature and improved the 

temperature uniformity.  

 

Fig. 7 shows the velocity distributions in the mid-height 

plane for different flow rates. It can be seen that, the 

velocity of the coolant in the parallel channels is 

significantly slower than other configurations. The low 

flow velocity values cause high surface temperature and 

poor temperature uniformity on the cold plate surface. A 

more uniform velocity distribution is achieved in the 

serial-parallel configuration compared to the serial flow 

channels. In addition to this, the flow velocity values 

increase by the flow rate.
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Figure 7. Velocity distribution on the cold plate for different flow rates 

 

The thermal resistance and pressure drop values are 

presented in Fig. 8 and 9 for various flow rates. The cooling 

performance of the cold plate is significantly enhanced for 

serial-parallel flow configuration for each flow rate. The 

thermal resistance decreases for all flow configurations 

with the increase of flow rate due to strengthening of 

convection effects. Pressure drop values increase with the 

increase of the flow rate. This increase is much more 

evident for the case of serial-parallel flow configuration due 

to high coolant velocity in the flow channels and extra 

minor losses arising from the channel structure.    

 

 
Figure 8. Variation of thermal resistance for different flow rate values 
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Figure 9. Variation of pressure drop for different flow rate values 

 

3.2. Effects of Channel Aspect Ratio 

 

The flow channel dimensions play a vital role for 

effective heat removal with optimum pumping power for 

the cold plate applications. The presentation of the flow 

channels is given in Fig. 10.  The effect of the aspect ratio 

(defined as the ratio of channel height to the channel 

width ) on the cooling performance is analyzed in this 

section for the serial-parallel configuration. 

 

 
 

Figure 10. Schematic diagram of channel layout  

 

The surface temperature distribution of the cold plate for 

flow rate of 10 l/min is shown in Fig. 11. It is obvious 

that the surface temperature of the cold plate with aspect 

ratio of 1.1 is lesser than other two cases. For fixed flow 

rate, the coolant velocity increases with the decrease of 

the aspect ratio. Larger coolant velocities indicate more 

powerful convective heat transfer. As shown in Table 4, 

the aspect ratio plays dominant role in the cold plate 

pressure drop. The pressure drop increases about two-

fold when the aspect ratio decreases to 1.1 from 1.7. Also, 

it is observed that the effect of the aspect ratio on the 

thermal resistance is lower compared to the pressure 

drop.
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Figure 11. Surface temperature distributions for various aspect ratios  

 

Table 4. Thermal resistance, pressure drop and maximum surface temperature values for various aspect ratios 

 

Aspect Ratio 1.1 1.4 1.7 

Rth (0C/kW) 7.10 7.33 7.47 

ΔP (kPa) 19.69 12.83 10.13 

Tmax (0 C) 83.41 84.35 84.88 

4. Conclusion 

 

In this study, the performance analysis of a cold plate 

containing two IGBTs utilized in the rail system 

applications is carried out for different flow 

configurations and coolant flow rates. Three different 

flow configurations are studied namely series, parallel 

and series-parallel. Temperature distributions, thermal 

resistance and pressure drops in the cold plate for 

different flow rates are obtained by using commercial 

software. According to the analysis results, the maximum 

temperature decreases significantly for series-parallel 

flow configuration. The thermal resistance decreases 

about 60% in the case of serial-parallel configuration 

comparing with the parallel flow channels. Moreover, 

despite the improvement in the thermal resistance, 

pressure drop values for serial parallel configuration are 

a 10 times higher than in parallel configuration. In 

addition to this with the increase of the channel aspect 

ratio, pressure drop decreases by 48.5% while the thermal 

resistance increases by only %5. The serial-parallel 

channel configuration can provide a significant 

performance improvement in electronic cooling 

applications with proper aspect ratio optimization. 
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Abstract 

 

Since skin cancer is one of the most common types of cancer, prompt diagnosis is essential to successful 

treatment. Impressive performance in image-based classification tasks has been demonstrated by convolutional 

neural networks (CNNs), particularly in recent years. In this study, the proposed CNN model was applied to the 

ISIC skin cancer classification challenge. A proposed deep learning model and four popular deep CNN models 

(ResNet, GoogleNet, AlexNet, and VGG16) were used to classify the skin cancer images. High levels of 

accuracy on test data from the ISIC dataset were achieved by the proposed CNN model, according to 

experimental results. Preprocessing was performed on images with sizes of 64x64, 100x100, 224x224, and 

128x128 pixels. The experimental results show that the proposed CNN model achieved the highest accuracy rate 

of 86.76% on 128x128 size images.  

  

Keywords: Classification, Convolutional neural network (CNN), Deep learning (DL), Skin Cancer, ISIC 

dataset 

 

1. Introduction 

 

Skin cancer is a prevalent type of cancer that originates 

in the skin's epidermal layer. It accounts for one in three 

cancer cases globally[1]. At about 90.0%, exposure to 

ultraviolet light is one of the main causes of skin 

cancer[2]. It was one of the five illnesses that were 

prevalent in the US, particularly in an area with intense 

sunlight. 2019 saw almost 2490 females and 4740 males 

lose their lives to melanoma, translating to nearly 20 

deaths per day in the US alone[3, 4]. In contrast, an 

estimated 6850 novel fatalities associated with 

melanoma were documented in 2020, comprising 2240 

females and 4610 males[5]. Dermatologists most 

commonly use dermoscopic images, also known as 

epiluminescence light microscopy, to analyze 

pigmented skin lesions. Because of the similarities 

between the lesions and healthy tissues, a visual 

examination performed with the naked eye may contain 

errors in recognition [6-9]. Dermatologists' manual 

inspection is often difficult, subjective, and time-

consuming, resulting in varied recognition accuracy 

depending on their workload and skill[9-12]. A deep-

learning convolutional neural network (CNN) image 

classifier that outperformed 21 board-certified 

dermatologists in recognizing photos with malignant 

lesions was initially reported by Esteva et al. [13] in 

2017. During training, the CNN dissected digital photos 

of skin lesions and created its own diagnostic standards 

for melanoma identification. Deep neural networks 

(CNN) have been used to demonstrate dermatologist-

level skin cancer categorization in a number of follow-

up articles [14-17]. 

 

In this work, we trained a skin cancer convolutional 

neural network by using open source ISIC dataset. The 

classification results of the proposed CNN were 

compared with the four-pretrained models. To avoid 

bias in the creation of the data set, we implemented the 

ImageDataGenerator object with the desired 

transformations, which balanced the overall dataset 

images to 2500 for each class of (actinic keratosis, basal 

cell carcinoma, dermatofibroma, melanoma, nevus, 

pigmented benign keratosis, seborrheic keratosis, 

squamous cell carcinoma, and vascular lesion) images 

divided into training, validation, and testing. 
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2. Materials and Methods 

 

The materials and procedures used in this article to 

carry out the experiments are the main topics of this 

section. Section 2.1 describes ISIC datasets, whereas 

Section 2.2 explains the proposed Methodology. In 

Section 2.3, model performance and evaluation are 

presented. 

 

2.1. Dataset 

A dataset consisting of 2357 photographs of both benign 

and malignant oncological conditions, provided by the 

International Skin Imaging Collaboration (ISIC), was 

utilized. All photographs, except for melanomas and 

moles which are more prevalent in the photos, were 

categorized according to the ISIC classification. Each 

subgroup was then divided into an equal number of 

images[13]. Figure 1. displays a sample from the ISIC 

dataset . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table 1.Class-distribution of the ISIC Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2. Methodology 

 

Deep neural networks can be understood 

mathematically as functions with millions of freely 

variable parameters, or weights. The intensities of the 

pixels in an input image are transferred to a probability 

of a class label when these weights are modified for a 

specific image classification task. Training these 

functions necessitates a large number of images for 

which the class is known due to the enormous number 

of free parameters. The function's output is computed 

for each image, compared to the specified class label, 

and then the weights are gently adjusted to lower the 

error. With only the pixel intensities of each image as 

input, the function "learns" how to accurately predict the 

class labels through numerous repetitions of this method 

for every image in the training set. The function shows 

considerable generality in predicting the class labels for 

unknown images, thanks to the use of training data that 

accurately describe the potential input space. CNNs, 

which have a particular architecture, were used in this 

work. In normal neural networks, all pixel dependencies 

influence all weights, with the exception of the first 

layers. CNNs, on the other hand, first combine nearby 

local pixels to identify local features before combining 

them to create global features. Faster training and less 

complex models are the outcomes of this restriction on 

local connections. For this reason, CNNs have been 

successfully applied to many different problems [18-20] 

because they create different representations at different 

layers.  

 

The proposed convolutional neural network (CNN) 

model, which is intended for image classification tasks, 

was presented in this paper. The model begins with an 

input layer that requires images to have three color 

channels and four different resolutions, those of 64x64, 

100x100, 128x128 and 224x224 pixels. The next three 

convolutional layers use max-pooling to decrease spatial 

dimensions and progressively increase filter depth (32, 

64, and 128). After every convolutional layer, batch 

normalization is used to speed up and stabilize training. 

After that, a global average pooling layer is used to 

further reduce spatial dimensions. Dropout layers for 

regularization are then added after two dense layers with 

128 and 64 units, respectively, and rectified linear unit 

(ReLU) activation functions. The last layer uses softmax 

activation for multi-class output probabilities and is a 

dense layer with nine units, which correspond to the 

number of classes in the classification problem. For 

optimization, the Adam optimizer is selected, having an 

epsilon of 1e-07 and a learning rate of 0.001. Accuracy 

is the evaluation metric, and the model is created using 

the categorical crossentropy loss function. With the help 

of regularization approaches, this architecture seeks to 

extract hierarchical features from input images for 

efficient classification, improving generalization 

performance. 

 

The methodology of the proposed method is given in 

Table 2. As can be seen in the table, the imbalance 

between the classes in the dataset is eliminated in the 

first stage. Data augmentation methods were used to 

eliminate data imbalance.  After balancing the dataset, 

Class Name 
Number of 

Images 

actinic keratosis 130 

basal cell carcinoma 392 

Dermatofibroma 111 

Melanoma 454 

Nevus 373 

Pigmented benign 

keratosis 
478 

seborrheic keratosis 80 

Squamous cell 

carcinoma 
197 

vascular lesion 142 

Total Number of 

Images 
2357 

Figure 1. ISIC dataset sample 
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the dataset is divided into three parts: training, testing 

and validation. The CNN models run on the training and 

validation data were then tested with the test data and 

the final result was obtained. Four different state-of-the-

art models and an original new model were developed 

and used as CNN models.  

 
 

Figure 2. Proposed methodology diagram 

 

2.2.1. Data balancing 

Three techniques were employed by early machine 

learning researchers to address the classification 

problem with imbalanced data: class weight balancing 

[21, 22], under sampling [23, 24], and oversampling 

[25, 26]. Oversampling [25, 26]causes the data for 

categories with fewer photos to be duplicated. 

Oversampling does have one drawback, though: the 

duplicate image is identical to the original, making it 

useless for feature learning. Second, under sampling 

[23] eliminates data in categories with a higher number 

of photographs; however, this has the drawback of 

potentially removing a large number of images with 

useful attributes. The final step in the class weight 

balancing process is to multiply the loss weights by 

constants, each of which has an inverse relationship to 

the quantity of data in each category. The learning rate 

step may get too big to converge as a result of the class 

weight balancing; this is more noticeable in highly 

unbalanced data [27]. As a result, the suggestion in this 

article is to provide data for categories with fewer 

images. In order to enable the learning process to 

converge, the image generation approach [28] not only 

preserves the original data's features, but also adds 

random vectors to prevent overfitting. As shown in 

Figure 3. The original image data was resized to 64, 

100, 128, and 224 dimensions, and the resized images 

were used after the dataset was balanced using 

augmentation techniques. Finally, the diversity of 

created images is increased by employing data 

augmentation [36] approaches. 

 

 

 
Figure 3. Flowchart of the dataset balancing 

 

2.2.2. Data Augmentation 

  

More and more diverse training data sets are known to 

enhance the performance of deep learning neural 

networks [29]. The process of creating artificially 

altered copies of images from training data is known as 

data augmentation, which also enlarges the training 

dataset by combining the original training data with the 

altered versions of the images. In this work, we 

employed rotation, flipping, shearing, and zooming as 

the augmentation functions. The angle of random 

rotation was between 0 and 20 degrees. There was a 0.2 

random zooming range. The shearing range was 0.2, 

meaning that one axis would lengthen by 20% while the 

other would remain intact. It is extremely improbable 

that the legion will disappear from the image due to this 

slight degree of rotation, shearing, and zooming because 

it is located in the center of the image in both datasets. 

A few arbitrary enhanced pictures were taken from the 
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training dataset as shown in Table 2. ISIC Dataset Summary after augmentation  

 
Table 2. ISIC Dataset Summary after augmentation 

 

2.3 Model Performance and Evaluation  
 

This parameter is a measure of the statistical correctness 

of the prediction as defined in Equation-1[30]. Relying 

on this parameter alone can be sometimes misleading in 

evaluating the performance of a predictor because of its 

dependence on both the FP and FN. This means that two 

models can have the same accuracy, while one has high 

FP and low FN, and the other one has the opposite, i.e., 

low FP and high FN. Thus, the first model can be 

preferred to the other one, due to having a low FN for 

the sensitive medical scenario, which may not be 

decided only from the accuracy values of the models. 

 

True Positives (TP): Occurrences where a positive 

outcome was predicted, and the actual result was also 

positive. 

True Negatives (TN): Occurrences where a negative 

outcome was predicted, and the actual result was also 

negative. 

False Positives (FP): Occurrences where a positive 

outcome was predicted, but the actual result was 

negative. 

False Negatives (FN): Occurrences where a negative 

outcome was predicted, but the actual result was 

positive. [31]. 

Accuracy  is defined as the ratio of the total number of 

input samples to the number of right predictions[31]. 

 

  Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                   Eq ( 1 )  

 

Precision  is defined as the number of correct positive 

results divided by the total number of positive outcomes 

that the classifier predicted[31]. 

Precision and recall are measured with the statistical 

correctness of the final prediction as defined in 

Equation-2 and Equation-3, respectively. Precision 

measures among the predicted images for a particular 

class and how many of them are actually of that class. 

On the other hand, recall measures the total number of 

images from a particular class and what fraction of that 

are correctly classified as images from that class. 

Recall is the number of correct sure results divided by 

the total number of conjugate samples—that is, all the 

samples that should have been classified as sure[31]. 

 

      Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                          Eq (2) 

      Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                 Eq (3) 

F1-score, It also goes by the name "harmonic mean," 

which seeks to strike a balance between recall and 

precision. It works well on an unbalanced dataset and 

requires both false positives and false negatives for 

computation[31]. F1-score, defined in Equation-4 is 

known as weighted average of recall and precision. 

 

       𝐹1 =       
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                            Eq (4) 

Additionally, we observe that the precision, recall, and 

F1 score range in values from 0 to 1. A model performs 

better for a certain classification job the greater its 

precision, recall, and F1 score values [32]. 

 

 

3. Results and Discussion 

 

3.1. Result of proposed CNN model with image size 

224x224 

 

For the purpose of the performance analysis, the dataset 

is split into three sets, one of which is the training set 

that is used to train the model. To prevent overfitting, 

the model's hyperparameters are adjusted using the 

validation set. And lastly, the testing set, which is used  

to evaluate the overall performance of the model. The 

training loss and validation loss gradually decreasing 

across the epochs indicates that the model is learning 

and generalising successfully. After epoch 50, the 

validation loss stops decreasing, suggesting that the 

model has reached its peak performance. It is important 

to keep in mind that the appropriate number of epochs 

can vary depending on the size of the dataset and the 

complexity of the model. Error! Reference source not 

found. shows the proposed model's with image size 

ISIC Train images Validation 

images 

Test images Total images 

actinic keratosis 631  167  202  1000 

basal cell carcinoma 631  167  202  1000 

dermatofibroma 634 163 203 1000 

melanoma 649 149  202  1000 

nevus 633  164 203  1000 

pigmented benign keratosis 647  153 200 1000 

seborrheic keratosis 660  153 187 1000 

squamous cell carcinoma 645  164  191  1000 

vascular lesion 645 164 204 1000 
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(224x224) training and validation accuracy over a range 

of epochs, and Figure 5.  shows the model's loss 

analyses over the same number of epochs. Figure 6. 

show the confusion matrix of proposed model with the 

same image size. 

 
Figure 4. Convergence graph of the training and 

accuracy loss values obtained by the proposed CNN 

model in the training phase on the 224x224 image size 

dataset. 

 
Figure 5. Convergence graph of the training and 

validation accuracy values obtained by the proposed 

CNN model in the training phase on the 224x224 image 

size dataset. 

 

 
Figure 6. The confusion matrix obtained by the 

proposed CNN model on the 224x224 test dataset. 

 

 

 

 

 

3.2. Result proposed CNN model with image size 

128x128 

 

After reducing the image to 128x128 pixels, the 

proposed CNN model result increased the accuracy of 

our model. Following this stage, our accuracy was 

86.76%. Figure 7 shows the loss convergence graph 

obtained by the model during the training phase, and 

Figure 8 shows the accuracy convergence graph. Figure 

9 shows the confusion matrix obtained by the model on 

the test data. When looking at the confusion matrix, it 

was seen that the model incorrectly labeled the 

“melanoma” class the most. 

 
Figure 7. Convergence graph of the training and 

accuracy loss values obtained by the proposed CNN 

model in the training phase on the 128x128 image size 

dataset. 

 

 
Figure 8.Convergence graph of the training and 

validation accuracy values obtained by the proposed 
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CNN model in the training phase on the 128x128 image 

size dataset. 

 

  
Figure 9. The confusion matrix obtained by the 

proposed CNN model on the 128x128 test dataset. 

 

3.3. Result proposed CNN model with image size 

64x64 

The proposed CNN model was trained on a 64x64 

dataset. The loss convergence graph in the training 

phase is given in Figure 10, and the accuracy 

convergence graph is given in Figure 11. When looking 

at the convergence graphs, the model showed its best 

performance approximately from the 35th epoch, and its 

success continued horizontally after this epoch. The 

confusion matrix obtained by the model on the test data 

is given in Figure 12. When looking at the confusion 

matrix, it was seen that the model incorrectly labeled the 

“actinic keratosis” class the most. 

 

 
Figure 10. Convergence graph of the training loss and 

validation loss values obtained by the proposed CNN 

model in the training phase on the 64x64 image size 

dataset. 

 
Figure 11. Convergence graph of the training and 

validation accuracy values obtained by the proposed 

CNN model in the training phase on the 64x64 image 

size dataset 

 

 

 
 

Figure 12. The confusion matrix obtained by the 

proposed CNN model on the 64x64 test dataset. 

 

3.4. Result proposed CNN model with image size 

100x100 

 

The loss convergence graph of the CNN model trained 

on the 100x100 dataset in the training phase is given in 

Figure 13, and the accuracy convergence graph is given 

in Figure 14. When the convergence graphs are 

examined, the model showed its best performance 

approximately from the 36th epoch, and its success 

continued horizontally after this epoch. The confusion 

matrix obtained by the model on the test data is given in 

Figure 15. When looking at the confusion matrix, it was 

seen that the model incorrectly labeled the “melanoma” 

class the most. 
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Figure 14. Convergence graph of the training and 

validation accuracy values obtained by the proposed 

CNN model in the training phase on the 100x100 image 

size.

Figure 15. The confusion matrix obtained by the 

proposed CNN model on the 100x100 test dataset. 

3.5. Result of Used Original Popular CNN Model 

We first trained a number of well-known Convolutional 

Neural Network (CNN) models, including InceptionV3, 

AlexNet, ResNet, and InceptionV3, on the ImageNet 

dataset in order to tackle our classification task. For our 

9-class challenge, the early findings did not yield great 

accuracy, even with their outstanding feature extraction 

skills. In order to address this, we modified each of 

these models before using them again for our 

classification task. Specifically, we added more thick 

layers and dropout layers to enhance performance and 

avoid overfitting. 

During preprocessing, we used data augmentation 

approaches to improve the model's generalization 

capabilities across various skin conditions and reduce 

class imbalances within the ISIC dataset. Applying a 

number of transformations, such as rotation, shifting the 

width and height, shearing, zooming, and horizontal 

flipping, was required for this. By enhancing the 

existing photos, these methods guaranteed that each 

class was adequately represented in addition to adding 

diversity to the training data. Next, we made sure the 

dataset was carefully balanced by limiting the number 

of images to 1000 for each class. After that, several 

models were trained and assessed using the balanced 

and expanded dataset. The accuracy comparison of 

these models is shown in Table, which also highlights 

how well they classify various skin disorders. 

 

The parameter numbers of the models in the study are 

given in Table 3. When the table is examined, it is seen 

that the proposed CNN model has fewer parameters 

than all other models. 

 

Table 3. Parameter comparison of the proposed CNN 

model and the state-of-the-art CNN models. 

Models 
Number of 

Parameters 
Model Size 

Modified AlexNet 46803035 178.54 MB 

Modified VGG16 8266761 31.54 MB 

Modified ResNet50 24756644 94.44 MB 

Modified InceptionV3   48250537 184.06 MB 

Original AlexNet 71988013 274.61 MB 

Original VGG16 136362825 520.18 MB 

Original ResNet50 25695113 98.02 MB 

Original InceptionV3 23910185 91.21 MB 

Proposed CNN 

Model (64, 100, 

128,224) 

764041 465.04 KB 

 

The comparison of the results obtained in this study 

with the competitor studies is given in Table 4. The 

table shows the references of the studies on the ISIC 

dataset and the accuracy rates obtained in these studies. 

It is seen that some studies have achieved a higher 

success rate than the proposed method. However, since 

the training and test datasets used in the studies are not 

known, the accuracy values are not an absolute measure 

of success. Another parameter of model success is 

model computational complexity. In this context, the 

proposed CNN model obtained an accuracy value close 

to other models with a very low number of parameters. 

 

 

Figure 13. Convergence graph of the training and 

validation loss values obtained by the proposed CNN 

model in the training phase on the 100x100 image 

size dataset. 
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Table 4. Review of the studies performed on the ISIC dataset and comparison of the results of these studies with the proposed 

method. 

Reference Model 
Accuracy 

(%) 
Albahar [33]  CNN and Novel Regularizer 97.49 

Sanketh et al. [34]  CNN 98 

Daghrir, Tlig et al. [35] Hybrid approach 85.5 

Vipin, Nath et al. [36] U-Net 88.7 

Rahi, Khan et al. [37] CNN network with CGG16, RESNET50, DENSNET50 90 

Jojoa Acosta et al. [38] CNN combined with pretrained ResNet152 90.4 

Rahi et al. [37] CNN  76 

Yu et al. [39] CNN 94.9 

Majtner et al. [40] HCF+CNN 82.6 

Li and Shen  [41] CNN 85.7 

Mahbod et al. [42] CNN 90.5 

Zhang et al. [43] CNN 87.4 

Amin et al. [44] CNN 99.0 

Mahbod et al. [45] CNN 96.6 

Kwasigroch et al. [46] HCF+CNN 77.0 

Hameed et al. [47] HCF+CNN 96.5 

Khan et al. [48]  CNN 93.4 

Mporas et al. [49] ML+ANN 74.3 

Khan et al.  [50] CNN 92.8 

Pereira et al. [51] HCF 90.0 

Khan et al.  [52] CNN 90.7 

Proposed Work 

Proposed CNN Model_64 84.27 

Proposed CNN Model _100 86.5 

Proposed CNN Model_128 86.76 

Proposed CNN Model _224 83.22 

Modified AlexNet 89.56 

Original AlexNet 73 

Modified VGG16 86.50 

Original VGG16 64 

Modified ResNet50 88.94 

Original ResNet50 53 

Modified InceptionV3 90.56 

Original InceptionV3 64 

 

4. Conclusion 

In this paper, a novel CNN model working on RGB 

images for skin cancer classification is presented. In 

addition, ResNet, GoogleNet, AlexNet, and VGG16 

deep learning models are used by reorganizing them by 

changing some of their layers. The models are tested 

using ISIC datasets, with image enhancement in pre-

processing utilizing the Image class from the PIL or 

Pillow library to open and resize images, and np.asarray 

to translate the resized images into NumPy arrays. Data 

augmentation techniques are also used. The proposed 

novel CNN model achieved 84.27%, 86.51%, 86.76%, 

and 83.22% accuracy rates for different resolutions of 

64x64, 100x100, 128x128, and 224x 224 pixel image 

sizes, respectively. The proposed model has very few 

parameters and its success metrics are comparable to 

other studies.   

 

Furthermore, in this study compared a set of pre-trained 

modified CNN models using both original and 

customized models to compare their parameters and 

performance. After doing a comparative analysis, 

updated VGG16 achieved 86.50%, AlexNet 89.56%, 

ResNet 88.94%, and InceptionV3 90.56%. In future 

work, we would like to add more different images and 

revisions to the training dataset in order to improve the 

model's ability to generalize to varying skin tones and 

appearance changes. Optimizing the current model, 

attempting more complex architectures, or 

experimenting with different transfer learning 

algorithms or pre-trained models will all yield better 

results. 
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Abstract 

 

This paper analyzes the effects of the chaotic signals used by the brain to perform some cognitive 

functions on the Spiking Neural Network (SNN), defined as the third-generation Artificial Neural 

Network (ANN) that best represents the biological neuron. In the first phase of the paper, neural networks 

with different layers are designed to perform classifications like ANN and SNN. Classification 

performances of these deep networks using the Rectified Linear Unit activation function in ANN mode 

and the Izhikevich Neuron model in SNN mode are presented comparatively. It is observed that SNNs 

perform at least as well as ANNs under normal conditions. In the second stage of the study, the 

classification performances of these deep networks in the SNN mode were analyzed in different chaotic 

environments, and the findings were reported. In light of the findings, it is seen that SNNs can exhibit a 

classification success similar to ANNs and maintain this success rate up to a certain chaotic 

current intensity. Moreover, some levels of chaotic current contribute to the network's classification 

performance. This is the first study to investigate the chaotic environment behavior of SNNs. 

 

Keywords: SNN, Izhikevich neuron, Chaotic environment, EEG-Image Classification 

 

1. Introduction 

The Artificial Neural Network (ANN) is created by 

placing units, also called artificial neurons, which are 

the mathematical representations of the biological 

neuron in one or more layers. These units use non-linear 

activation functions such as hyperbolic tangent, 

sigmoid, and Rectified Linear Unit (ReLu) that make it 

possible to learn by iteratively changing the weight of 

each neuron in the network. Since the ANN emerged 

with Rosenblatt's Perceptron in 1958, ANN has been 

used in many studies [1]. Although it lost its popularity 

from time to time, ANNs regained their popularity with 

two studies conducted in 2009 and 2012. The first is a 

back propagation ANN study developed for the speech 

recognition problem [2] and the other is an image 

classification study AlexNet [3] for estimating the 

dominant object in the given image. Apart from these, 

ANNs have been used in pattern recognition, two or 

multi-class seizure classification, and human-robot 

interaction systems. It has been reported that the 

classification performance of ANNs is better than other 

classification methods in many studies [4]  

 

Although ANNs developed with inspiration from the 

brain, they do not have an information transmission 

mechanism that has the firing pattern of a real biological 

neuron. This mechanism is defined by the Spiking 

Neural Network (SNN), which is considered to be the 

third generation ANN and is thought to revolutionize 

the field in the future [5] SNNs use neuron models 

expressed with differential equations such as Integrated 

and Fire [6], Hudking-Huxley [7], Izhikevich [8], 

FitzHugh-Nagumo [9], Morris-Lecar Neurons [10]. 

These models frequently used in the field of 

computational neuroscience are the mathematical 

equations that best express the biological neuron today. 

In recent years, more realistic, energy-efficient, and 

physically applicable machine learning studies have 

been carried out by the use of these models with 

machine learning. For example, [11] has presented a 

state-of-the-art review of the development of spiking 

neurons and SNNs, and it has provided insight into their 

evolution through their article [12], introduced a new 

class of SNN, dynamic eSNN, that utilizes both rank-

order learning and dynamic synapses to learn spatial and 

spectro-temporal data in a fast, on-line mode with their 

study. Although most of the SNN-based studies are 

based on image classification [13], there are also studies 

mailto:eerkan@bartin.edu.tr
https://orcid.org/0000-0002-2386-1271
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on electroencephalography (EEG) classification. In a 

study, it was compared spiking Neurons with other 

traditional classifiers commonly used in the recognition 

of motor imagery tasks [14]. [15] presented brain-

inspired SNN architecture to explore the modeling of 

neural networks underlying the tinnitus symptom by 

using EEG. In another study, [16] proposed a novel 

method of using the SNNs and the EEG processing 

techniques to recognize emotion states. [17] introduced 

a biologically plausible speech recognition approach by 

using an unsupervised self-organizing map (SOM) for 

feature representation and event-driven SNN for 

spatiotemporal pattern classification. SNNs were also 

used for acoustic modeling and evaluated their 

performance in a few vocabulary recognition tasks [18].  

 

In ANNs, the number of layers of the network expresses 

the depth of the network. For example, AlexNet is 

known as a deep network consisting of 8 layers and 

millions of parameters. Equipped with trainable 

parameters in multiple layers, the deep learning 

architecture has shown outstanding performance in 

ANN [19]. The same architecture can be adaptable to 

SNN. Realizing a deep SNN comparable to traditional 

Deep Neural Networks (DNN) is a challenge due to 

hardware constraints. Therefore, the classification 

performance of SNNs is not as good as the classification 

performance of DNNs [20].  

 

On the other hand, chaotic regimes induced by the 

environmental influences in the firing activity of 

neurons have recently attracted the attention of 

researchers [21]. In a study, it has been shown that sleep 

is governed by stable self-sustaining oscillations 

whereas the silent wake state and active wakefulness 

state are governed by both disordered oscillations and 

chaotic dynamics [22]. In [23], it has been noted that the 

Onchidium Pacemaker neuron exhibits chaotic spiking 

behavior when exposed to certain periodic signals. With 

the emergence of chaotic firings in neurons, studies 

have been conducted in computational neuroscience 

examining the dynamics of neurons responding to 

stimuli in a chaotic environment [24]. It has been shown 

that some cognitive functions in the brain can be 

performed in the presence of optimal chaotic current. 

For instance, [25] showed that a bistable system can be 

steadily designed to certain logic gate operations at the 

ideal chaotic signal intensity in computational 

neuroscience. As far as it is known, the chaotic 

environment behaviors of deep SNNs have not been 

examined yet. With this motivation, in the first phase of 

this study, which is carried out in two stages, neural 

networks with different layers that can classify in ANN 

and SNN modes are introduced to classify images and 

brain signals separately. The classification results of 

these networks are analyzed comparatively in both 

modes. In the second stage of the study, the 

classification performances of designed networks 

activated by Izhikevich neurons in SNN mode were 

tested in chaotic environments with different chaotic 

current intensities. The results are compared in both 

modes of the networks with the same layer structure and 

the number of neurons. According to the author’s best 

knowledge, this is the first study that investigated the 

classification success of brain and image signals by 

using deep SNNs in a chaotic environment. 

 

The remainder of this paper is organized as follows: 

Section 2 introduces the mathematical structure of the 

feature extraction method, neuron, and network models. 

Section 3 includes the comparison of the ANN and SNN 

modes of the neural networks are designed and gives the 

classification results of deep biologically capable SNNs 

in a chaotic environment. Conclusions are drawn in 

Section 4. 

 

2. Materials and Methods 

 

2.1. Datasets 

 

The methods proposed in this study are tested on two 

different datasets containing EEG and image data. 

 

2.1.1. ECoG Dataset 

 

The electrocorticography (ECoG) dataset consisting of 

brain signals was recorded with 64 channels in BCI 

competition III. During the recording phase, the subject 

made imaginary movements with his left little finger or 

tongue. ECoG signals were acquired with electrodes on 

the contralateral (right) motor cortex, with a 3-second 

time series and 1000 Hz sampling rate, and amplified to 

microvolt levels. Every trial consisted of either an 

imagined tongue or finger movement. The training 

dataset contains 139 tongue and 139 finger class labeled 

data [26]. The performances of proposed neural 

networks were evaluated on the ECoG dataset for motor 

imaginary tasks. 

 

2.1.2. MNIST Dataset 

 

It is also tested the performance of the neural networks 

in a digit recognition task. For this reason, data samples 

were used from the MNIST database, which contains 

centered, grayscale, 28x28 pixel images of handwritten 

numbers 0-9 [27]. The training dataset contains 10000 

samples, and the test dataset contains 60000 samples. It 

trained the system with 400 samples of the MNIST 

dataset in 200 iterations for the 4-digit classification 

task. MNIST is a numeric character database popularly 

used for machine learning research. The classes used in 

the MNIST dataset are given in Figure 1 as a 

representation. 
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Figure 1. MNIST dataset sample for 4 class 

2.2. Continuous Wavelet Transform 

 

Feature extraction of the ECoG dataset is based on 

Continuous Wavelet Transform (CWT), which is a 

technique that allows to model variations of an entire 

signal, within the scale-time domain [28]. Continuous 

wavelet transform (CWT) is often used in the analysis 

of time-frequency information for engineering and real-

life problems. It is preferred in signal analysis because it 

preserves time-frequency information. A basis function, 

named the mother wavelet (ψ(t)) is formulated in 

Equation 2.1. The 𝑠 and 𝑛 represent the scale and 

position of the signal respectively. Using scaled and 

dilated forms of the ψ(t), the Continuous Wavelet 

Transform (CWT) decomposes a finite-energy signal, 

x(t). The CWT coefficients obtained by decomposing 

x(t), are given in Equation 2.2. ψs,n
∗ (t) denotes the 

complex conjugate of the mother wavelet function. The 

x(t) is a finite-energy function, that is, x(t) ∈ L2(R). 

Low-frequency information is obtained at larger scales 

while high-frequency information is obtained at smaller 

scales [28]. 

 

ψs,n(t) = s−1/2ψ (
t−n

s
)                                            (2.1) 

CW𝑇𝑥(𝑠, 𝑛; ψ) =< x(𝑡), ψ𝑠,𝑛(𝑡) > 𝑠−1/2 ∫ 𝑥(𝑡)ψ𝑠,𝑛
∗ (𝑡)𝑑𝑡

+∞
−∞                                          

(2.2) 

 

CWT is used for feature extraction for the ECoG 

dataset. EEG signals are converted to image format with 

this method. 2-D time-frequency images called a 

scalogram, represent the square of CWT. The time-

frequency images are used as input for the proposed 

model. 

 

2.3. Neuron Model (Izhikevich) 

 

The change of the cell membrane potential of the 

Izhikevich neuron with time is given by Equation 2.3 

[8]. 

 
𝑑𝑉

𝑑𝑡
=

𝑘(𝑉 − 𝑉𝑟)(𝑉 − 𝑉𝑡) − 𝑈 + 𝑝𝐼 + ϵ𝐼𝑐ℎ𝑎𝑜𝑠

𝐶
        (𝟐. 𝟑) 

 
𝑑𝑈

𝑑𝑡
= a(𝑏(𝑉 − 𝑉𝑟) − 𝑈)   

If   V ≥ 𝑉𝑝𝑒𝑎𝑘 ,  thenV ← 𝑐,  U ← 𝑈 + d                  (2.4) 

 

The 𝑉, C = 100 μF/cm2, Vt, Vr, 𝐼, 𝑈 express the 

membrane potential, the membrane capacitance, the 

instantaneous threshold potential, the resting membrane 

potential, the input current, and the recovery current 

respectively. The model's a, b, c, and d parameters in 

Equation 2.4 are also expressed as recovery position 

constant, resistance for input, voltage reset parameter, 

and the downstroke current during the spike. The 

Ichaos = ϵx represents chaotic current. The ϵ is the level 

of chaotic activity and 𝑥 is a chaotic signal source [29]: 

 
𝑑𝑥

𝑑𝑡
= σ(𝑦 − 𝑥),

𝑑𝑦

𝑑𝑡
= px − y,

𝑑𝑧

𝑑𝑡
= xz − λ𝑧(𝟐. 𝟓) 

 

The time series of chaotic signal 𝑥 generated by the 

Lorenz system and 𝑥 − 𝑧 phase plane diagram of the 

chaotic Lorenz system are given in Figure 2 a and b  

respectively. It can be seen in Figure 2 that the 𝑥 signal 

is in a chaotic oscillation state. 

 

 
Figure 2. (A) Time series of chaotic signal 𝑥 ; (B) 

Phase diagram of chaotic Lorenz system. 

The Izhikevich neuron model exhibits different firing 

patterns at different parameter values. In this study, 

Class 1 excitable type Izhikevich neuron is used. The 

firing rates (FR) produced by the neuron in response to 

different input currents are given in Figure 3. In the 

inset of Figure 3, it is seen that the neuron can produce 

spikes when currents above approximately 51.4  μA are 

applied. To make the model more similar to the ReLu, 

an external current (51.4  μA) is applied to the model. 

Additionally, the model is moved to a more appropriate 

input output space by multiplying the input current I and 

the firing rate FR by the coefficients p and q, 

respectively. A similar modulation process has also 

been shown in the brain in an experimental study with 

mice [30]. 
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Figure 3. Firing rates of the model

 
Figure 4. The output of Rectified Izhikevich neuron. 

 

In the study, this model revised with 𝑝 and 𝑞 

coefficients is called the corrected Izhikevich model. 

Figure 4 is shown the normalized input and output of 

the corrected Izhikevich neuron by choosing the 𝑝 and 𝑞  

values as 104 and 10−3, respectively. The FR of the 

neuron is obtained by calculating the number of spikes 

produced by the neuron membrane potential in response 

to the 𝐼 for 1000 ms using the Euler method. 

 

2.4. Deep Neural Networks 

 

Figure 5 and Figure 6 show the structure of 8 and 4-

layer deep neural networks which exhibit ANN or SNN 

behavior according to the activation mechanism. The 

neurons that make up the network are activated by ReLu 

or rectified Izhikevich neurons depending on the mode 

of the network. In SNN mode, the rectified Izhikevich 

neuron produces FR as output in response to input, the 

rectified Izhikevich neuron produces FR as output in 

response to input 𝐼. The data given as a column matrix 

at the input of the network express the current 𝐼. At each 

layer of the network, the current I from the previous 

layer is multiplied by the weight w of the network 

represented by green prisms, normalized by pink 

prisms, and transformed into a nonlinear form by the 

activation function represented by blue prisms. The 

classification result is gained at the softmax output, 

which is the last layer of the network. 

 

 

 

 

 

Figure 5. The proposed deep neural network model with 8 layers. 



 

              Celal Bayar University Journal of Science  
 Volume 20, Issue 4, 2024, p 92-100 

 Doi: 10.18466/cbayarfbe.1538362                                                                                                                    E. Erkan 

 

96 

Figure 6. The proposed deep neural network model with 4 layers.. 

 

3. Experimental Results 

 

The ECoG and MNIST datasets are classified by using 

proposed neural networks that can classify in both 

modes. For the ECoG dataset, the image feature vectors 

of 28x28x3 are created from the Wavelet scalogram of 

each trial for the three channels (channel numbers 12, 

38, and 29) determined in a previous study [31]. The 

weights represented by 𝑤 of the network layers are 

initially assigned randomly and updated according to 

the error rate after each iteration. The learning rate α is 

chosen as 1x10−6 and 5x10−4 for ECoG and MNIST 

datasets, respectively. Experiments are carried out with 

different learning rates in both types of networks and 

experiments are continued with the learning rates that 

achieved optimum classification success. The 

determined learning rates can be considered as 

constraints for the study. Experiments are performed in 

MATLAB 2021b.

 
Figure 7. The classification results of the ECoG dataset, 

(A) accuracies for ANN and SNN modes, (B) Kappa 

values for ANN and SNN modes (𝛼 = 1𝑥10−6). 

Figure 8. The classification results of the MNIST 

dataset, (A) accuracies for ANN and SNN modes, (B) 

Kappa values for ANN and SNN modes. (𝛼 = 5𝑥10−4) 

The classification results are given in Figure 7 A and B, 

for the ECoG dataset. Figure 7A is shown that the 

network exhibits similar classification results in SNN 

and ANN mode. These classification results are 

supported by Kappa values of 0.70 and above that 

represent significant classification harmony given in 

Figure 7 B. Similarly, the MNIST dataset with 4 classes 

is classified by the ANN mode of the deep neural 

network given in Figure 6. The high classification result 

( 98%) supported by Kappa value (0.97) is obtained 

and presented in Figure 8. Classification accuracies and 

Kappa values for 200 iterations are shown in Figure 8 A 

and B. 

 

In the first phase of the study, it is seen that 8 and 4-

layer deep neural networks are exhibited similar 

classification results for both modes. One of these 

parameters is the chaotic current, which is thought to be 

used in the execution of some cognitive functions in the 
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brain [32]. In line with this idea, in the second stage of 

the study, 4 different intensities of chaos currents were 

applied to the rectified Izhikevich neurons in these 

neural networks to analyze the classification results of 

the deep SNNs with biological capability in a chaotic 

environment. The chaotic current applied to the 

Rectified Izhikevich neuron is demonstrated in Figure 9. 

 
Figure 9. The demonstration of chaotic current on 

rectified Izhikevich neuron. 

This section, it is aimed to investigate the effects of the 

chaotic environment on the classification performance 

of the designed SNNs. The average FRs of the rectified 

Izhikevich neuron as a result of chaotic currents of 

varying intensity acting on it are shown in Figure 10 in 

the range [−1, 1]. As seen in Figure 10, the consistency 

of the firing pattern decreases inversely with the chaotic 

current intensity applied to the neuron. While this 

consistency is highest with chaos level ϵ = 0.001, it is 

lowest with chaos level ϵ = 0.1 which represents the 

highest chaotic current intensity.  

 
Figure 10. Firing patterns of rectified Izhikevich neuron 

exposed to different chaotic signal levels. 

The classification accuracies, Kappa values, and their 

average classification accuracies of the SNN consisting 

of Izhikevich neurons exposed to these different levels 

of chaotic currents are given in detail in Figure 11, 

Figure 12, and Table 1, respectively for the ECoG 

dataset. When both figures and Table 1 are examined, it 

is seen that the SNNs perform almost the same or even 

more successful classification compared to an ANN 

with the same structure activated with the ReLu 

function, with the selected classification features. More 

importantly, it has been observed that this classification 

result is maintained and slightly increased at the optimal 

chaotic environment level (ϵ = 0.01). It is seen that the 

classification performance decreases considerably at 

chaotic current intensities above the optimal level. 

 
Figure 11. The classification accuracies of the neuron 

model with ECoG dataset in different level chaos 

mediums. (𝛼 = 1𝑥10−6) 

 

 

Figure 12. The classification Kappas of the neuron 

model with ECoG dataset in different level chaos 

mediums. (𝛼 = 1𝑥10−6) 
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Table 1. Comparison of overall accuracy for ECoG 

dataset in different chaotic mediums. 

Neuron Type* Mean 

Accuracy% 

Mean 

Kappa 

ReLu 86.00  0.72 

Izhikevich without 

chaos 

84.67  0.69 

Izhikevich with 

chaos ϵ = 0.001 

83.17  0.66 

Izhikevich with 

chaos ϵ = 0.01 

85.33  0.71 

Izhikevich with 

chaos ϵ = 0.05 

61.33  0.23 

Izhikevich with 

chaos ϵ = 0.1 

51.00  0.02 

   

 

Similarly, the classification accuracies, Kappa values, 

and their average classification accuracies of the SNN 

consisting of Izhikevich neurons exposed to different 

levels of chaotic currents are given in detail in Figure 

13, Figure 14, and Table 2, respectively for the MNIST 

dataset. When both figures and Table 2 are examined, 

results that are in line with the results achieved from the 

ECoG dataset are obtained. The 4-layer deep neural 

network given in Figure 6 produced successful results 

like ANN mode, up to a certain chaotic signal level (ϵ =
0.01) in SNN mode but it could not maintain the 

classification performance at chaotic levels above ϵ =
0.05. These results are confirmed by the Kappa values 

given in Figure 14 and the averages given in Table 2. 

 

 
Figure 13. The classification accuracies of the neuron 

model with MNIST dataset in different level chaos 

mediums. (𝛼 = 5𝑥10−4) 

Figure 14. The classification Kappas of the neuron 

model with MNIST dataset in different level chaos 

mediums. (𝛼 = 5𝑥10−4) 

Table 2. Comparison of overall accuracy for MNIST 

dataset in different chaotic mediums 

Neuron Type Mean 

Accuracy% 

Mean 

Kappa 

ReLu      98.00        0.97 

Izhikevich without 

chaos 

     98.00        0.97 

Izhikevich with 

chaos ϵ = 0.001 

     98.00        0.97 

Izhikevich with 

chaos ϵ = 0.01 

     98.00       0.97 

Izhikevich with 

chaos ϵ = 0.05 

     96.33       0.95 

Izhikevich with 

chaos ϵ = 0.1 

     40.17       0.20 

   

 

In Figure 14, classification accuracies of 8 and 4-layer 

SNNs that classify ECoG and MNIST datasets are given 

according to the chaotic current levels applied to the 

neurons in the network. When Figure 15 is examined, it 

is seen that at a certain chaotic current level (ϵ = 0.01), 

the classification performance increases slightly, at least 

the classification performance is preserved. The chaotic 

current effect is seen more clearly in the classification 

results of the ECoG dataset. The classification success 

of the SNN is lower in regions outside the detected 

chaotic current level (ϵ = 0.01). 
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Figure 15. Classification accuracies according to 

chaotic levels. 

4. Conclusion 

 

In the first phase of the paper, neural networks with 

different layers are designed to perform classifications 

like ANN and SNN. These neural networks are 

successfully tested on motor imagery and image 

datasets.  In the first phase of the study, a classification 

success similar to that of the ANN mode is observed in 

the SNN mode. In the second stage of the study, starting 

from the idea that some cognitive brain functions are 

realized via irregular chaotic neuronal firings [32], the 

classification performance of the deep SNNs consisted 

rectified Izhikevich neurons is investigated in different 

chaotic environments. To the best of our knowledge, the 

present study is the first to analyze the classification 

performance of a deep SNN in a chaotic medium. In 

light of the results obtained, it is seen that the chaotic 

current applied to the neurons in the network 

significantly reduces the information processing 

capability of the network, and this situation is inversely 

proportional to the intensity of the applied chaotic 

current. It is noticed that deep SNNs can tolerate the 

negative effects of chaotic current up to a certain level 

and even increase the classification performance at 

some chaotic current levels (ϵ = 0.01). The highest 

classification accuracies are achieved at this chaotic 

signal level in both of the data sets used in the study. 

However, the information processing ability of the 

SNNs exhibits rapid declines above this value. It is also 

predicted that a reasonable level of chaotic current will 

contribute to preventing the overfitting of neural 

networks. Since the SNNs can express the biological 

neuron more realistically, these designed SNNs offer the 

opportunity to investigate the effect of different 

parameters such as chaotic signals on the neuron. In 

future studies, it is aimed to investigate similar effects 

with different data sets on complex neuron models such 

as Hodgkin Huxley, which better represent the 

biological neuron. 
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Abstract 

 

Aromatic mono- or diamine compounds containing sulfonic groups are extensively utilized in the 

production of textiles, dyes, and polymers. Schiff base compounds are synthesized through the condensation 

reactions of these types of compounds with aromatic aldehydes or ketones. Due to their multifunctional 

nature, these Schiff base compounds serve as precursors in the synthesis of poly(ester)s, poly(ether)s, 

poly(urethane)s, and poly(azomethine)s. The Schiff base compounds were 2,5-bis((E)-(2-

hydroxybenzylidene)amino)benzene sulfonic acid (SCH1) and 4,4'-bis((E)-(2-

hydroxybenzylidene)amino)-[1,1'-biphenyl]-2,2'-disulfonic acid  (SCH2). The yields of SCH1 and SCH2 

were calculated to be 85% and 80%, respectively. Structural confirmation was achieved using FT-IR, UV-

Vis, 1H NMR and 13C NMR measurements. Further characterization through fluorescence spectroscopy 

(PL), thermogravimetric analysis (TGA) and cyclic voltammetry (CV) revealed high thermal stability of 

the compounds, attributed to the phenyl groups in their structures. TGA measurements indicated the initial 

decomposition temperatures for SCH1 and SCH2 at 298°C and 347 °C, respectively, with the residual 

masses of 34.64% and 41.24% at 1000 °C.  

 

Keywords: Schiff base, Sulfo Group, Thermal properties, Optical properties, LOI 

 

1. Introduction 

 

Schiff base compounds were first synthesized by German 

chemist Hugo Schiff in 1864. Imines have been 

extensively studied for over a century due to their unique 

reactivity and physical properties. Monomers containing 

imine (-C=N-) bonds, which result from the condensation 

reaction between an active carbonyl group and a primary 

amine, are known as Schiff bases. Azomethines, with the 

general formula of RCH=NR, are produced through the 

condensation reactions between primary aliphatic or 

aromatic amines (R-NH2) and aldehydes or ketones [1].  

The synthesis of Schiff base monomers involves two 

main steps: first, an addition reaction occurs, resulting in 

the formation of an unstable intermediate compound 

called 'carbonyl amine' through the condensation of a 

carbonyl group with primary amines. In the second step, 

a dehydration reaction transforms the unstable carbonyl 

amine into the Schiff base [2]. Additionally, compounds 

containing sulfo groups and imine bonds are employed in 

textile dyeing and the production of conductive textile 

materials [3]. 

 

Imine compounds are extensively utilized in various 

fields, including biological systems, chemical catalysis 

reactions, medicine, pharmacy, chemical analysis, and 

technology. Due to their high chelating capacity, these 

compounds are also used for the removal of heavy metal 

ions in wastewater. The presence of a phenyl ring in their 

main chain contributes to their high thermal stability. 

 

In this study, Schiff base monomer compounds 

incorporating mono and di sulfo groups were 

synthesized. The structural characterization of the 

compounds was conducted using FT-IR, UV-Vis, 1H 

NMR and 13C NMR spectroscopy. The electrochemical, 

optical, and thermal properties of SCH1 and SCH2 were 

mailto:ikaya@comu.edu.tr
https://orcid.org/0000-0002-9813-2962
https://orcid.org/0000-0002-2004-8859
https://orcid.org/0009-0002-9110-283X
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investigated using CV, UV-Vis, and TG-DTA 

measurements, respectively. Analysis of the optical and 

electrochemical band gap values were calculated form 

the UV-Vis and CV measurements, respectively.  

 

2. Materials and Methods 

 

2.1. Materials  

 

2-Hydroxybenzaldehyde, 2,5-diamino benzene sulfonic 

acid, 4,4'-diamino-2,2'-biphenyl sulfonic acid, N, N’-

dimethylformamide (DMF), dimethylsulfoxide (DMSO), 

ethanol (Et-OH), tetrahydrofuran, methanol, hexane, 

acetonitrile, toluene, dichloromethane, chloroform, were 

procured from Merck Chemical Co. (Germany). 

Tetrabutylammoniumhexafluorophosphate (Bu4AF6P, 

98%) was sourced from Sigma-Aldrich Chem. Co. 

(Germany). All reagents were used without further 

purification. 

 

2.2. Synthesis of Schiff bases  

 

2,5-bis((E)-(2-hydroxybenzylidene)amino)benzene 

sulfonic acid (SCH1) was synthesized using 2-

hydroxybenzaldehyde (2.0 mmol) dissolved in 5 mL of 

ethanol, followed by the addition of 2,5-di amino 

benzene sulfonic acid (1.0 mmol) to this solution. The 

mixture was refluxed at 70 °C for 5 h.  

4,4'-bis((E)-(2-hydroxybenzylidene)amino)-[1,1'-

biphenyl]-2,2'-disulfonic acid  (SCH2) was synthesized 

using 2-hydroxy benzaldehyde (2.0 mmol) dissolved in 

ethanol (5 mL), and then 4,4'-diamino-2,2'-biphenyl 

sulfonic acid (1.0 mmol) was added to this solution. The 

mixture was refluxed at 70 °C for 5 h [4]. The products 

(SCH1 and SCH2) were purified via crystallization in 

ethanol. The yields of SCH1 and SCH2 were calculated 

to be 85% and 80%, respectively. The synthesis pathways 

of SCH1 and SCH2 are given in Scheme 1. 

 

2.3. Characterization Methods 

 

The infrared spectra of SCH1 and SCH2 compounds 

were recorded using a PerkinElmer Frontier FT-IR-FIR 

Spectrometer. Functional groups analysis of the 

compounds was conducted through FT-IR spectroscopy, 

employing a PIKE technologies GladiATR sampling 

accessory (4000-400 cm-1). 1H and 13C NMR spectra 

were obtained using an Agilent 600 MHz and 150 MHz 

Premium COMPACT NMR Magnet, with DMSO-d6 as 

the solvent and TMS as the internal standard at room 

temperature. Analytikjena Specord 210 spectrometer was 

utilized to assess the optical properties of SCH1 and 

SCH2 in the range of 250-700 nm, using DMSO as the 

solvent. PerkinElmer Diamond Thermal Analyzer was 

employed to perform TG-DTA analyses from 20 °C to 

1000 °Cat a heating rate of 10 °C min-1 under N2 

atmosphere (200 mL min-1). CHI 660C Electrochemical 

Analyzer was employed to process cyclic voltammetry 

analyses at a scan rate of 25 mV s-1, to investigate the 

electrochemical features of SCH1 and SCH2. The 

electrochemical study utilized, a cell comprising a 

reference electrode (silver wire), a working electrode 

(glassy carbon electrode; GCE; d= 0.3 cm in diameter) 

and an auxiliary electrode (platinum wire), in a 0.1 M 

NBu4PF6 in acetonitrile solution as the supporting 

electrolyte. The system was purged with argon for five 

minutes before measurements taken at room temperature. 

The electrochemical HOMO-LUMO energy levels and 

the electrochemical band gaps (E'g) were estimated from 

the onset values of oxidation (Eox) and the reduction (Ered) 

[5]. 

 

 
Scheme 1. Mechanism of the Schiff base synthesis 

 

3. Results and Discussion 

 

FT-IR spectra of SCH1 and SCH2 compounds are given 

in Figure 1. As shown in Figure 1A, the stretching 

vibration bands of -C=N-, -C=C- and -C-O of SCH1 were 

observed at 1639, 1608 and 1246 cm-1, respectively. As 

seen in Figure 1B, the stretching vibration bands of -

C=N-, -C=C- and -C-O of SCH2 were observed at 1639, 

1608 and 1234 cm-1, respectively. The vibrations 

observed at 3354 cm⁻¹ and 3353 cm⁻¹ are attributed to O-

H stretching, while those at 3053 cm⁻¹ and 3081 cm⁻¹ are 

attributed to aromatic C-H stretching for SCH1 and 

SCH2, respectively. The asymmetric and symmetric 

O=S=O stretching vibrations of the sulfonic acid group 

are assigned to the peaks at 1380 cm⁻¹ and 1161 cm⁻¹ for 



 

Celal Bayar University Journal of Science  
Volume 20, Issue 4, 2024, p 101-106 

Doi: 10.18466/cbayarfbe.1529884                                                                                    İ. Kaya 

 

103 

SCH1, and at 1382 cm⁻¹ and 1164 cm⁻¹ for SCH2, 

respectively [6]. 

 

 
 

Figure 1. FT-IR spectra of SCH1 (A) and SCH2 (B).  

 

As illustrated in Figure 2, the maximum absorption 

wavelength corresponding to the π→π* transitions 

induced by phenyl rings in SCH1 and SCH2 were 

observed at 320 and 326 nm, respectively. Additionally, 

transitions associated with n→π* involving electron 

pairs on oxygen atoms and imine bonds appeared at 360 

and 385 nm, respectively. The optical band gap values 

(Eg) of SCH1 and SCH2 compounds were calculated by 

the following equation: 

 

𝐸𝑔 =  
1242

𝜆𝑜𝑛𝑠𝑒𝑡
             (1) 

 

where λonset represents the onset wavelength for the 

electronic transition which can be obtained from the 

absorption edges of the UV-Vis spectra [7]. The λonset 

values for SCH1 and SCH2, derived from their UV-Vis 

absorption bands, were found to be 438 nm and 400 nm, 

respectively. The optical band gap (Eg) values for the 

SCH1 and SCH2 compounds were determined from their 

onset values, yielding  2.84 eV and 3.11 eV, respectively. 
 

 
Figure 2. UV-Vis spectra of SCH1 (A) and SCH2 (B).  

 

As illustrated in the 1H NMR spectrum of the SCH1 

compound shown in Figure 3A, the proton signals of -

CH=N-, -OH, and -SO3H groups were observed at 10.67, 

10.22, and 8.98 ppm, respectively. For SCH1, the 

aromatic protons appeared between 6.84 and 7.91 ppm. 

In the case of SCH2, the proton signals of -CH=N, -OH, 

and -SO3H groups were observed at 10.69, 10.22 and 

9.09 ppm, respectively, with aromatic protons appearing 

between 6.92 and 7.92 ppm. Observation of signals of 

imine protons at 10.22 ppm in the 1H NMR spectra of 

SCH1 and SCH2 compounds confirms the formation of 

Schiff base structure. 

 

 
 

 

 
 

Figure 3. 1H NMR spectra of SCH1 (A) and SCH2 (B). 

 

As depicted in the 13C NMR spectrum of the SCH1 

compound in Figure 4A, the carbon atoms of -CH=N- 

and -C-OH were observed at 162.20 and 161.12 ppm, 

respectively. The aromatic carbon atoms in SCH1 were 

detected between 117.00 and 141.44 ppm. For SCH2, the 

-CH=N- and -C-OH carbon signals were observed at 

163.24 and 161.13 ppm, respectively, while the aromatic 

carbon signals were detected between 117.24 and 146.33 

ppm in Figure 4B. The detection of imine carbon signals 

at 162.20 and 163.24 ppm in the 13C NMR spectra of 

SCH1 and SCH2 compounds confirms the successful 

formation of these compounds. 
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Figure 4. 13C NMR spectra of SCH1 (A) and SCH2 (B).  

 

Figure 5 presents the cyclic voltammograms (CVs) of the 

synthesized compounds, used to calculate their HOMO 

and LUMO energies as well as the electrochemical band 

gap (E'g) depending on the following equations [8]: 

𝐸HOMO =  −(4.39 + 𝐸𝑜𝑥)    (2) 

𝐸LUMO =  −(4.39 + 𝐸𝑟𝑒𝑑)                (3)

       

𝐸𝑔 
′ = 𝐸LUMO −  𝐸HOMO    (4)

    

EHOMO and ELUMO represent the energies of the HOMO 

and LUMO levels of the compounds, respectively. 

According to Figure 5, two cathodic peak potentials 

signify the oxidation of two phenolic -OH groups, 

leading to the formation of a phenoxy polaron structures 

for SCH1 and SCH2 [9]. The anodic reduction peak 

potentials were related to the imine bond for the 

compounds. The electrochemical Eg values of SCH1 and 

SCH2 were calculated as 2.28 eV and 2.42 eV, 

respectively, which were consistent with the optically 

measured energy gap (Eg) values. 

 
Figure 5. CV voltammograms of SCH1 (A) and SCH2 

(B).  

 

Figure 6 displays the thermal analysis curves for the 

Schiff bases. The initial degradation temperatures (Ton) 

for SCH1 and SCH2 were recorded at 298 °C and 347 

°C, respectively. The Tmax values, obtained from the DTG 

curves, were 330 °C and 716 °C for SCH1, and 368 °C 

and 732 °C for SCH2. Based on TG curves, the 

temperatures corresponding to 5%, 10%, 20%, 30 %, and 

50% weight losses for SCH1 and SCH2 were calculated 

to be 306 °C, 317 °C, 340 °C, 381 °C, and 721 °C, and 

354 °C, 363 °C, 375 °C, 410°C, and 807 °C, respectively.   

The Ton values suggest that the compound containing a 

phenyl group exhibits higher thermal stability. This 

enhanced stability is attributed to the presence of multiple 

phenyl groups in the main chain, which contribute to 

increased thermal resistance. The residual amounts of 

SCH1 and SCH2 at 1000 °C were calculated to be 

34.64% and 41.24%, respectively.  

 

Both compounds underwent degradation in two steps. 

For SCH1, the mass loss values were 39.37% in the 

temperature range of 261-513 °C and 25.98% in the range 

of 513-1000 °C. For SCH2, the mass loss values were 

39.54% between 260 °C and 527 °C and 19.22% in the 

temperature range of 527-1000 °C. As displayed in 

Figure 6B, a 7% loss due to water and organic solvent 

was observed up to 150 °C. Additionally, endothermic 

peaks were observed in the DTA curves of SCH1 and 

SCH2 at 296 and 365 °C, respectively.  

 

The flame retardancy values of the synthesized Schiff 

bases can be obtained by following the Van Krevelen’s 

calculation, utilizing the percentage of residue at 1000 

°C. The formation of carbon residue during thermal 

decomposition restricts the emission of organic volatile 

compounds. This carbonaceous layer, produced in the 

process, impedes the propagation of flammable gases by 

diminishing heat transfer to the material. In this regard, 

Van Krevelen proposed a formula of LOI = 17.5 + 0.4 (s) 

where LOI represents the limiting oxygen index and (s) 

denotes the percentage of residue in the organic 

compounds, respectively [10]. According to Van 

Krevelen's theory, an increase in residue formation 

correlates with the flammability of organic compounds. 
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For compounds to be self-extinguishing, their LOI values 

must be at least 26 or higher [11]. The LOI values for 

SCH1 and SCH2 were calculated as 31.36 and 34.00, 

respectively, concluding with the fact that high LOI 

values render them self-extinguishing and qualify them 

for various applications requiring good flame resistance 

[12]. SCH2 includes an additional aromatic ring, 

resulting in increased material flammability. 

 

Additionally, the Heat Resistance Index (THRI) was 

calculated following the method outlined in the literature 

[13] using the temperatures corresponding to 5% and 

30% weight loss. The calculated THRI values for SCH1 

and SCH2 were 171.99 °C and 189.92 °C, respectively. 

The incorporation of an additional aromatic ring as in 

SCH2 is evident in the enhanced LOI and THRI, indicating 

a significant improvement in both the thermal stability 

and flame retardancy of SCH2. Therefore, SCH1 and 

SCH2, characterized by high thermal stability and 

substantial char yield, show potential for use in the 

fabrication of heat-resistant materials. 

 
 

Figure 6. TG-DTA-DTG curves of SCH1 (A) and SCH2 

(B). 

 

4. Conclusion 

 

Two Schiff bases were synthesized through the reactions 

of aromatic diamine compounds containing mono and di 

sulfo units in their structure with salicylaldehyde. The 

yields of the compounds were obtained to be high. The 

structures of the synthesized Schiff bases were confirmed 

using FT-IR, UV-Vis, 1H and 13C NMR spectroscopy. 

The synthesized compounds exhibited significant 

thermal stability, with initial decomposition temperatures 

for SCH1 and SCH2 determined to be 298 °C and 347 

°C, respectively, based on the TG measurements. The 

optical band gap values (Eg) of SCH1 and SCH2 were 

calculated to be 2.84 eV and 3.11 eV, respectively. The 

onset degradation temperatures of SCH1 and SCH2 were 

recorded at 298 °C and 347 °C, respectively. The thermal 

stability of these compounds was notably influenced by 

an additional aromatic ring, enhancing thermal stability 

and increasing the onset degradation temperature Ton. 
 

The presence of dihydroxy groups in the synthesized 

Schiff bases facilitates the synthesis and characterization 

of poly(ether) and poly(urethane) macromolecules. This 

investigation will provide valuable insights for future 

research in this field. 
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Abstract 

 

Propolis, a resinous substance collected by bees, is known for its diverse biological activities, including 

antioxidant properties, which are largely attributed to its phenolic and flavonoid content. This study aimed 

to investigate the chemical composition and antioxidant activities of water extracts from propolis samples 

collected from different locations in Muğla, Turkey. Total phenolic and flavonoid contents were quantified, 

and antioxidant activities were evaluated using various assays, including β-carotene bleaching, superoxide 

anion radical scavenging, DPPH radical scavenging, reducing power, and ferrous ion chelation. The total 

phenolic content of the samples ranged from 27.72 to 91.57 mg PEs/g extract, with Arpacık showing the 

highest phenolic content (91.57 mg PEs/g). In contrast, flavonoid content ranged from 9.33 to 25.78 mg 

QEs/g extract, with Fethiye exhibiting the highest value (25.78 mg QEs/g). The antioxidant assays revealed 

that the Fethiye extract consistently demonstrated the strongest activity, with a β-carotene inhibition rate of 

96.73% and an IC50 of 49.50 µg/mL in the DPPH assay. Arpacık also showed considerable antioxidant 

capacity, albeit slightly lower than Fethiye, while the Dalaman and Döğüşbelen samples exhibited weaker 

activities. Correlation analysis indicated that total phenolic content had a strong positive correlation with 

DPPH scavenging (r = 0.994) and reducing power (r = 0.986), while flavonoid content was significantly 

correlated with superoxide anion scavenging (r = 0.931) and ferrous ion chelation (r = 0.894). These results 

suggest that phenolic and flavonoid compounds are key contributors to the antioxidant mechanisms in 

propolis. Future studies should explore the effects of different extraction methods and expand the 

geographical scope to better understand the factors influencing the bioactive composition of propolis. 

 

Keywords: Propolis, Antioxidant activity, Muğla, Phenolic content. 

1. Introduction 

Propolis, a natural resinous substance that honeybees 

collect from the buds and secretions of specific plants and 

trees, is believed to serve as a defensive shield in the hive 

against potential threats. Traditionally, it has been 

employed in folk medicine across various cultures [1]. 

Numerous studies have reported its wide range of 

biological activities, including antibacterial [2], antiviral 

[3], anti-inflammatory [4], and anticancer [5,6] effects. 

Consequently, propolis is frequently incorporated into 

foods and beverages as a functional ingredient, aiming to 

promote health and help prevent conditions like 

inflammation, cardiovascular diseases, diabetes, and 

cancer [7]. 

Propolis typically comprises an array of chemical 

constituents, including polyphenols (such as flavonoids, 

phenolic acids, and their esters), terpenoids, steroids, and 

amino acids. The specific composition of propolis is 

largely influenced by the local plant life in the area from 

which it is collected [7]. Due to these geographical 

variations, the chemical makeup of propolis differs 

between samples from Europe, South America, and Asia 

[8]. European and Chinese propolis are rich in flavonoids 

and phenolic acid esters [9], whereas Brazilian propolis 

predominantly contains terpenoids and prenylated 

derivatives of p-coumaric acids [10,11]. These 

compositional differences result in varying biological 

activities depending on the region of origin. For instance, 

Miyataka et al. [12] found significant differences in the 

ability of Brazilian and Chinese propolis to inhibit 

hyaluronidase and release histamine from rat peritoneal 

mast cells when stimulated by compound 48/80 or 

concanavalin A [13]. In another study, Hegazi et al. [14] 

demonstrated that German propolis exhibited strong 

mailto:sarikurkcu@gmail.com
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antimicrobial effects against Staphylococcus aureus and 

Escherichia coli, while Austrian propolis was highly 

effective against Candida albicans. Additionally, 

Banskota et al. [15] reported that methanol extracts from 

Dutch and Chinese propolis showed potent cytotoxic 

effects on murine colon 26-L5 carcinoma cells, whereas 

the activity of Brazilian propolis varied between samples. 

Propolis has been widely recognized for its antioxidant 

properties, as highlighted by numerous studies. In this 

study, we aim to assess the antioxidant potential of water 

extracts of propolis from different geographic regions of 

Muğla-Türkiye using in vitro methods. We employed 

assays such as superoxide anion and 1,1-diphenyl-2-

picrylhydrazyl (DPPH) radical scavenging, β-carotene 

bleaching, ferrous ion chelation, and reducing power 

assays to evaluate antioxidant performance. 

Additionally, total phenolic and flavonoid contents of the 

extracts were determined spectrophotometrically and the 

relationship between phenolic/flavonoid compounds 

contained in the extracts and antioxidant activity tests 

was revealed using statistical methods.  

 

2. Materials and Methods 

 

2.1. Sample collection and preparation of water 

extracts 

Propolis samples were collected from four distinct 

locations in Muğla, Turkey: Arpacık, Dalaman, 

Döğüşbelen, and Fethiye. A 25 g sample of propolis was 

extracted in 250 mL of boiling deionized water for 30 

minutes. Following extraction, each sample was 

centrifuged at 4000 rpm for 10 minutes. The resulting 

extracts were then filtered through filter paper. The water 

extracts of propolis from Arpacık, Dalaman, Döğüşbelen, 

and Fethiye were subsequently dried using a freeze-

dryer, yielding extract percentages of 5.90%, 3.11%, 

5.18%, and 5.79% (w/w), respectively. 

2.2. Assay for total phenolics and flavonoids 

Total phenolic constituent of the extracts were 

determined by employing the methods given in the 

literature [16]. Pyrocatechol was used as a standard agent 

and the results were calculated as pyrocatechol 

equivalents (mg PEs/g extract). Total flavonoid 

constituent was determined using the Dowd method as 

adapted by Zengin et al. [17]. The results were given as 

quercetin equivalents (mg QEs/g extract). Both test 

conditions were provided in the supplementary file. 

2.3. Antioxidant Activity 

The antioxidant activity of propolis extracts was 

evaluated using five different test systems: superoxide 

anion and 1,1-diphenyl-2-picrylhydrazyl (DPPH) radical 

scavenging, β-carotene bleaching, ferrous ion chelation, 

and reducing power. 

The antioxidant capacity is assessed by quantifying the 

inhibition of volatile organic compounds and conjugated 

diene hydroperoxides generated during the oxidation of 

linoleic acid [18]. The reducing power was assessed 

using the method described by Oyaizu [19]. Radical 

scavenging activities were measured using two different 

assays including DPPH radical [17] and superoxide anion 

radical [20] according to the procedure in literature. 

Ferrous ion chelating activity was determined by the 

method described by Aktumsek et al. [21]. 

The results are given as inhibition at 2 mg/mL and 0.2 

mg/mL concentration for β-carotene/linoleic acid test 

and superoxide anion radical scavenging, and as IC50 

(mg/mL) for DPPH radical scavenging, ferrous ion 

chelation, and reducing power. All antioxidant activity 

test conditions were conducted as detailed in the 

supplementary file. 

 2.4. Statistical Analysis 

Detailed information on the Relative Antioxidant 

Capacity Index (RACI) [22] and the statistical analyses 

performed is available in the supplementary file. 

 

3. Results and Discussion 

3.1. Chemical composition of the propolis samples 

The total phenolic and flavonoid contents of the water 

extracts from propolis samples collected from different 

locations in Muğla (Turkey) exhibited considerable 

variation (Figure 1). The total phenolic content ranged 

from 27.72 mg PEs/g extract to 91.57 mg PEs/g extract, 

with statistically significant differences observed among 

the samples (p < 0.05). The Arpacık sample displayed the 

highest total phenolic content at 91.57 mg PEs/g extract, 

significantly different from all other samples. Fethiye 

followed with 85.18 mg PEs/g extract, also distinct from 

the others but lower than Arpacık. The Dalaman and 

Döğüşbelen samples showed similar phenolic contents, 

at 27.72 mg PEs/g extract and 28.20 mg PEs/g extract 

respectively and were statistically grouped together.  

For total flavonoid content, Fethiye had the highest value 

at 25.78 mg QEs/g extract, significantly differing from 

the other samples. The Arpacık sample, although 

showing lower flavonoid content at 16.81 mg QEs/g 

extract, was still statistically different from the remaining 

locations. Döğüşbelen exhibited a total flavonoid content 

of 14.90 mg QEs/g extract, which was not significantly 

different from Arpacık, but it was distinct from Dalaman, 

which had the lowest flavonoid content at 9.33 mg QEs/g 

extract (Figure 2). 
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Figure 1. Total phenolic contents of propolis water extracts. 

PEs: Pyrocatechol equivalents. Values indicated by the same 

superscripts are not different from the honestly significant 

difference after Tukey’s hoc test at 5% significance level. 

 
Figure 2. Total flavonoid contents of propolis water extracts. 

QEs: Quercetin equivalents. Values indicated by the same 

superscripts are not different from the honestly significant 

difference after Tukey’s hoc test at 5% significance level. 

When comparing the two groups of compounds, the 

Fethiye sample consistently showed high levels of both 

total phenolics and flavonoids, suggesting that this 

sample may have a more balanced and rich composition 

of bioactive compounds. In contrast, the Arpacık sample 

had the highest phenolic content but a comparatively 

lower flavonoid content, which may indicate a phenolic-

dominant profile. On the other hand, both the Dalaman 

and Döğüşbelen samples exhibited low phenolic 

contents, but Döğüşbelen contained a relatively higher 

amount of flavonoids, showing a different bioactive 

profile compared to Dalaman. 

The statistical analysis reveals that the phenolic and 

flavonoid compositions of these propolis samples vary 

significantly across locations, indicating that 

geographical factors might influence the biosynthesis of 

these compounds in propolis. Furthermore, the distinct 

statistical groupings in phenolic and flavonoid contents 

highlight the diversity in the chemical makeup of the 

samples, which may reflect different ecological and 

botanical conditions influencing the resin sources for the 

bees. Such variations in phenolic and flavonoid profiles 

could lead to differing biological activities, which 

warrants further investigation into the bioactivity of these 

regionally diverse propolis samples. 

The present study demonstrated significant variation in 

the total phenolic and flavonoid contents of water 

extracts from propolis samples collected from different 

locations in Muğla, Turkey. These variations are 

consistent with previous findings in the literature, where 

the phenolic and flavonoid profiles of propolis have been 

shown to depend on geographic, botanical, and climatic 

factors [23,24]. For instance, the total phenolic content in 

this study ranged from 27.72 mg PEs/g extract (Dalaman) 

to 91.57 mg PEs/g extract (Arpacık), with Fethiye 

showing a similarly high phenolic content (85.18 mg 

PEs/g extract). These values align with studies such as 

those by Bouchelaghem et al. [25] and Sulaeman et al. 

[26], where propolis samples from different regions 

displayed total phenolic contents ranging from 20 to 100 

mg PEs/g, depending on their geographical origins. 

The total flavonoid content in this study also exhibited 

location-based variability, ranging from 9.33 mg QEs/g 

extract (Dalaman) to 25.78 mg QEs/g extract (Fethiye). 

The high flavonoid content in the Fethiye sample is 

comparable to results from Indonesian and Malaysian 

propolis, which showed flavonoid concentrations 

between 10 and 30 mg QEs/g extract [23,26]. In the 

present study, while Arpacık exhibited the highest 

phenolic content, its flavonoid content was lower 

compared to Fethiye, which suggests a phenolic-

dominant composition. This phenolic-flavonoid 

distribution is in line with the observation by Wang et al. 

[24], where distinct propolis profiles were observed 

depending on regional and botanical diversity. 

The differences in phenolic and flavonoid compositions 

across the Muğla samples are likely influenced by the 

local flora that bees source for resin collection. As noted 

by Wang et al. [24], environmental factors such as 

altitude, vegetation, and climate significantly impact the 

chemical makeup of propolis. The present data showing 

that Arpacık, with its higher altitude and distinct flora, 

yielded the highest phenolic content, while Fethiye’s 

sample was more balanced in both phenolics and 

flavonoids, support this hypothesis. Such botanical 

influences have been widely documented, with similar 

trends observed in Indonesian and South Korean propolis 

samples [24,26]. 

3.2. Antioxidant activity of the propolis samples 

The antioxidant activity of water extracts from propolis 

samples collected in various regions of Muğla (Turkey) 

was evaluated using multiple assays, revealing distinct 

variations in their efficacy. These assays provide insight 

into the capacity of the extracts to inhibit lipid 

peroxidation, scavenge reactive oxygen species, and 

reduce or chelate ions, which together give a 

comprehensive view of their antioxidant potential. 
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The β-carotene bleaching assay showed that all propolis 

extracts exhibited considerable antioxidant activity, with 

Fethiye extract demonstrating the highest inhibition at 

96.73%, statistically comparable to the positive control, 

BHT (97.44%) (Figure 3). Arpacık and Dalaman extracts 

also showed high inhibition rates, 92.19% and 92.44% 

respectively, with no significant difference between them 

(p > 0.05). Döğüşbelen, however, showed a lower 

activity at 86.10%, significantly different from the other 

samples (p < 0.05). The superior performance of the 

Fethiye extract in this assay suggests its strong capability 

in preventing oxidative degradation of β-carotene. 

 
Figure 3. Antioxidant activity (%) of propolis water extracts at 

2 mg/mL concentration measured by β-carotene bleaching 

method. Values indicated by the same superscripts are not 

different from the honestly significant difference after Tukey’s 

hoc test at 5% significance level. 

When evaluating the scavenging effect on superoxide 

anion radicals, Fethiye extract again outperformed the 

others, with a high inhibition rate of 72.59%, 

significantly surpassing even the reference compound 

quercetin (68.22%) (Figure 4). Arpacık exhibited 

moderate activity at 44.21%, which was significantly 

higher than both Dalaman (38.03%) and Döğüşbelen 

(38.42%), which displayed similar and lower scavenging 

effects (p < 0.05). This data indicates that the Fethiye 

extract has a much stronger capacity for neutralizing 

superoxide radicals, a key reactive species involved in 

oxidative stress.  

The DPPH assay showed Fethiye and Arpacık extracts as 

the most effective scavengers, with IC50 values of 49.50 

µg/mL and 51.30 µg/mL respectively, which are not 

statistically different (p > 0.05) (Figure 5). These values 

are also significantly lower than those for the other two 

samples, Dalaman (145.50 µg/mL) and Döğüşbelen 

(151.40 µg/mL), indicating their inferior ability to 

neutralize DPPH radicals. Fethiye’s performance was 

even stronger than BHT (IC50 = 73.00 µg/mL), 

suggesting that this extract may possess potent free 

radical scavenging properties.  

In the reducing power assay, Fethiye and Arpacık 

samples again demonstrated strong activity with IC50 

values of 10.59 µg/mL and 11.01 µg/mL, respectively, 

both significantly better than the Dalaman and 

Döğüşbelen extracts, which showed higher IC50 values of 

28.97 µg/mL and 42.15 µg/mL (p < 0.05) (Figure 6). 

However, BHT displayed the best performance with an 

IC50 of 9.82 µg/mL, although the difference between 

Fethiye, Arpacık, and BHT was not statistically 

significant (Figure 6).  

The ferrous ion chelating ability test revealed a 

significant difference among the samples (Figure 7). The 

Fethiye extract showed the strongest chelating activity 

with an IC50 of 413 µg/mL, outperforming even BHT 

(IC50 = 866 µg/mL). Arpacık (IC50 = 887 µg/mL) showed 

moderate chelating activity, similar to BHT (p > 0.05). 

On the other hand, Dalaman (IC50 = 1960 µg/mL) and 

Döğüşbelen (IC50 = 4651 µg/mL) exhibited much weaker 

chelating capacities, significantly different from the other 

samples (p < 0.05). 

 
Figure 4. Scavenging effect (%) on superoxide anion radicals 

of propolis water extracts at 0.2 mg/mL concentration. Values 

indicated by the same superscripts are not different from the 

honestly significant difference after Tukey’s hoc test at 5% 

significance level. 

 

Figure 5. Scavenging effect on DPPH radicals of propolis 

water extracts. Values indicated by the same superscripts are 

not different from the honestly significant difference after 

Tukey’s hoc test at 5% significance level. 
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Figure 6. Reducing power of propolis water extracts. Values 

indicated by the same superscripts are not different from the 

honestly significant difference after Tukey’s hoc test at 5% 

significance level. 

 

Figure 7. Ferrous ion chelating activity of propolis water 

extracts. Values indicated by the same superscripts are not 

different from the honestly significant difference after Tukey’s 

hoc test at 5% significance level. 

Fethiye consistently showed the highest antioxidant 

activity across all assays, which correlates with its high 

total phenolic (85.18 mg PEs/g) and flavonoid content 

(25.78 mg QEs/g). The rich phenolic and flavonoid 

composition likely contributes to its superior radical 

scavenging, reducing, and chelating abilities. In contrast, 

Arpacık, which also exhibited strong antioxidant 

performance in most assays, had the highest phenolic 

content (91.57 mg PEs/g) but a lower flavonoid 

concentration (16.81 mg QEs/g), suggesting that 

phenolics may be the primary contributors to its 

antioxidant activity. 

Dalaman and Döğüşbelen extracts, which consistently 

displayed lower antioxidant capacities, also contained 

lower levels of both phenolics and flavonoids. These 

results reinforce the role of phenolic and flavonoid 

compounds in driving the antioxidant activity of propolis. 

In particular, the correlation between phenolic content 

and reducing power, as well as flavonoid content and 

radical scavenging capacity, is evident in these findings.  

The relative antioxidant capacity index (RACI) was 

calculated for each water extract of propolis from 

different locations in Muğla (Turkey), allowing for a 

comparative assessment of their overall antioxidant 

potential across the various assays (Figure 8). RACI, by 

standardizing the results from distinct antioxidant assays, 

provides a more holistic evaluation of each extract's 

antioxidant capacity, making it possible to rank them 

even though individual tests measure different 

mechanisms of action. 

The RACI values suggest that the Fethiye extract 

possesses the highest overall antioxidant capacity, with a 

score of 1.13, significantly outperforming the other 

samples. This finding aligns well with the earlier assay 

results, where Fethiye consistently demonstrated 

superior antioxidant activity across the β-carotene 

bleaching, superoxide anion radical scavenging, DPPH 

radical scavenging, and reducing power tests. Its higher 

phenolic and flavonoid content further supports this 

elevated activity, as these compounds are well-

established contributors to antioxidant defense 

mechanisms. 

 
Figure 8. Relative antioxidant capacity index of propolis water 

extracts 

The Arpacık extract follows with a positive RACI value 

of 0.35, indicating a relatively high antioxidant capacity. 

This is consistent with the individual assay data, where 

Arpacık exhibited strong performance, particularly in β-

carotene bleaching and reducing power assays. Although 

its superoxide anion scavenging and DPPH radical 

scavenging activities were moderate, the overall RACI 

score reflects its generally good antioxidant profile. This 

is in accordance with its rich phenolic content, which 

likely contributes to its substantial antioxidant activity. 

In contrast, both Dalaman and Döğüşbelen samples show 

negative RACI values of -0.65 and -0.83, respectively, 

indicating lower overall antioxidant capacities. These 

results also correspond with the previous findings, where 

both extracts displayed comparatively weaker 

antioxidant activities across all assays. Their lower 

phenolic and flavonoid contents provide a plausible 

explanation for this diminished antioxidant potential. 

Specifically, their limited ability to scavenge radicals and 

reduce ions, as shown in the DPPH, reducing power, and 
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ferrous ion chelating assays, is reflected in their negative 

RACI values. 

In summary, the RACI values provide a comprehensive 

ranking of the antioxidant capacity of the propolis 

extracts, with Fethiye and Arpacık demonstrating 

stronger antioxidant activities, while Dalaman and 

Döğüşbelen exhibit significantly weaker performances. 

These results are consistent with the chemical 

composition data, suggesting that higher phenolic and 

flavonoid concentrations are closely associated with 

enhanced antioxidant activity in the propolis extracts. 

The correlation analysis between the chemical 

composition and antioxidant activities of water extracts 

from propolis samples collected from various locations 

in Muğla (Turkey) reveals several significant 

relationships, indicating that the phenolic and flavonoid 

content plays a crucial role in influencing the antioxidant 

potential of these extracts (Table 1). 

Notably, total phenolic content demonstrates a very 

strong positive correlation with the DPPH radical 

scavenging activity (r = 0.994) and reducing power (r = 

0.986). This suggests that phenolic compounds are major 

contributors to these specific antioxidant mechanisms. 

The strong correlation with both assays implies that the 

phenolics present in the extracts are highly effective in 

neutralizing free radicals and promoting electron transfer 

processes, which are critical to antioxidant defenses. 

Similarly, a substantial positive correlation is observed 

between total flavonoid content and superoxide anion 

radical scavenging activity (r = 0.931), highlighting the 

significant role of flavonoids in mitigating oxidative 

stress caused by superoxide radicals. This finding 

suggests that the flavonoid-rich extracts, such as those 

from Fethiye and Arpacık, possess enhanced capacity to 

counteract reactive oxygen species, which aligns with 

their higher overall antioxidant performance in the 

superoxide anion radical assay. 

Furthermore, the correlation between total flavonoid 

content and ferrous ion chelation (r = 0.894) is also 

strong, indicating that flavonoids contribute 

meaningfully to the metal-chelating properties of the 

extracts. This relationship is critical, as metal chelation 

can inhibit the generation of reactive species via Fenton 

reactions, thus protecting against oxidative damage. 

The β-carotene bleaching assay also shows moderate 

correlations with both phenolic (r = 0.649) and flavonoid 

(r = 0.562) content, suggesting that these compounds play 

a role in protecting against lipid peroxidation, though not 

as strongly as in other assays. The moderate correlation 

indicates that while phenolics and flavonoids contribute 

to this mechanism, other compounds in the extracts may 

also be involved in inhibiting the oxidation of linoleic 

acid in this specific test. 

Ferrous ion chelation exhibits strong correlations with 

both phenolic (r = 0.790) and flavonoid content (r = 

0.894), reinforcing the notion that these compounds are 

key players in the extracts' ability to bind and neutralize 

metal ions, which could otherwise catalyze the formation 

of harmful radicals. 

Overall, the correlation data indicate that both phenolic 

and flavonoid compounds are essential to the antioxidant 

activity of the propolis extracts, with phenolics more 

strongly influencing DPPH radical scavenging and 

reducing power, while flavonoids exhibit a more 

pronounced effect on superoxide anion scavenging and 

ferrous ion chelation. These findings highlight the 

multifaceted nature of the antioxidant mechanisms in 

propolis extracts, wherein different phytochemicals 

contribute to distinct antioxidant pathways. 

The antioxidant activity of propolis water extracts from 

different locations in Muğla (Turkey) revealed 

substantial variability across multiple assays, 

demonstrating that the chemical composition, 

particularly phenolic and flavonoid contents, 

significantly influences their bioactivity. These findings 

are consistent with existing literature, which supports the 

strong correlation between the phenolic and flavonoid 

profiles of propolis and its antioxidant properties [23,27]. 

Table 1. Correlations among phenolic compounds and assays 

 β-Carotene  

bleaching 

Superoxide 

anion radical 

DPPH 

radical 

Reducing 

power 

Ferrous ion 

chelation 

Superoxide anion radical 0.779     

DPPH radical 0.709 0.735    

Reducing power 0.767 0.730 0.994   

Ferrous ion chelation 0.873 0.970 0.854 0.862  

Total phenolic 0.649 0.654 0.994 0.986 0.790 

Total flavonoid 0.562 0.931 0.791 0.751 0.894 
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In the current study, the Fethiye sample consistently 

exhibited the highest antioxidant activity, which aligns 

with its rich chemical composition, including a high total 

phenolic content and the highest flavonoid content. The 

superior performance of this sample across various 

assays, such as β-carotene bleaching and superoxide 

radical scavenging, highlights the critical role these 

compounds play in its bioactivity. This trend is supported 

by research conducted by Gregoris and Stevanato [28], 

who found a strong correlation between polyphenolic 

content and antioxidant activity in Venetian propolis, 

emphasizing that high phenolic concentrations contribute 

to enhanced radical scavenging and lipid peroxidation 

inhibition. 

The relationship between phenolic content and 

antioxidant capacity was particularly evident in the 

Arpacık sample, which showed the highest total phenolic 

content and performed strongly in assays such as DPPH 

and reducing power. However, despite its lower 

flavonoid content compared to Fethiye, Arpacık’s 

performance suggests that phenolics are the primary 

contributors to its antioxidant efficacy, a conclusion also 

reached by da Silva et al. [27], who reported that phenolic 

acids significantly drive the antioxidant activity in 

Brazilian propolis. 

On the other hand, the Dalaman and Döğüşbelen 

samples, which consistently displayed lower antioxidant 

activities, also contained lower levels of both phenolics 

and flavonoids, indicating their limited ability to 

neutralize free radicals. This observation is in line with 

studies like those by Fathi Hafshejani et al. [29] and 

Narimane et al. [30], who demonstrated that samples with 

reduced phenolic and flavonoid contents generally 

exhibit weaker antioxidant properties. Furthermore, the 

chelating activity of these extracts was also significantly 

lower, which again underscores the importance of a rich 

phenolic and flavonoid composition for robust 

antioxidant potential. 

The overall findings from this study strongly support the 

established view that the antioxidant activity of propolis 

is largely determined by its phenolic and flavonoid 

composition. In particular, Fethiye’s balanced high levels 

of both compounds correlate with its superior 

performance across all antioxidant assays. This mirrors 

the work of Asem et al. [23], who found that Malaysian 

propolis with high phenolic and flavonoid contents 

exhibited enhanced radical scavenging and lipid 

peroxidation inhibition. Similarly, Gregoris and 

Stevanato [28] concluded that high phenolic content 

enhances the reducing power and radical scavenging 

activity of propolis, a pattern clearly evident in the 

current data. 

In conclusion, the variations in antioxidant activity 

among the Muğla propolis samples are closely tied to 

their chemical compositions, particularly their phenolic 

and flavonoid profiles. Samples with higher 

concentrations of these compounds, like Fethiye and 

Arpacık, exhibited stronger antioxidant activity, 

underscoring the critical role of these bioactive 

compounds. The present findings are consistent with 

literature, which consistently highlights the contribution 

of phenolics and flavonoids to the antioxidant properties 

of propolis from various regions [23,27,28]. Future 

studies may benefit from further exploring the specific 

phenolic compounds responsible for the observed 

activities, as well as expanding the geographical scope to 

examine how environmental factors influence the 

bioactivity of propolis. 

 

4. Conclusion 

This study provides compelling evidence that the 

antioxidant activities of water extracts from propolis 

samples collected across different locations in Muğla 

(Turkey) are strongly influenced by their phenolic and 

flavonoid contents. The Fethiye and Arpacık samples 

consistently exhibited the highest antioxidant capacities 

across multiple assays, which correlates with their rich 

phenolic and flavonoid compositions. Particularly, the 

Fethiye extract, with its high levels of both phenolics and 

flavonoids, demonstrated superior radical scavenging, 

reducing, and chelating abilities, surpassing even 

standard antioxidant compounds in certain assays. 

Arpacık, while phenolic-dominant, also showed 

significant antioxidant performance, although its lower 

flavonoid content may have limited its activity in assays 

like superoxide radical scavenging. 

The observed correlations between total phenolic and 

flavonoid content and various antioxidant mechanisms 

underscore the central role these compounds play in 

determining the bioactivity of propolis extracts. 

Phenolics were more closely associated with DPPH 

radical scavenging and reducing power, while flavonoids 

demonstrated a stronger influence on superoxide radical 

scavenging and ferrous ion chelation, indicating distinct 

contributions of these compounds to different antioxidant 

pathways. 

Despite these promising findings, the study also 

highlights several limitations. First, the focus on water 

extracts may not fully capture the antioxidant potential of 

propolis, as different solvents could extract varying 

bioactive compounds. Future studies should include a 

broader range of extraction methods to provide a more 

comprehensive understanding of propolis' antioxidant 

capacity. Additionally, while the phenolic and flavonoid 

content appears to be key drivers of antioxidant activity, 

other bioactive compounds, such as terpenes and 

polysaccharides, may also contribute. Further research 

using advanced analytical techniques like mass 

spectrometry and nuclear magnetic resonance (NMR) 
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could identify these additional components and their 

potential synergies. 

Another limitation lies in the geographical scope of the 

study. While significant variation was observed across 

the Muğla region, expanding the sampling to include 

other regions could reveal broader trends and provide 

insights into how different environmental factors 

influence the bioactive composition of propolis. 

Moreover, the ecological and botanical factors driving 

the observed variations were not fully explored. Detailed 

studies on the floral sources of the propolis and their 

seasonal variations could provide critical context for 

understanding these chemical differences. 

In conclusion, this study confirms the significant impact 

of phenolic and flavonoid compounds on the antioxidant 

activity of propolis extracts and opens the door for future 

investigations into the broader chemical composition and 

ecological influences affecting propolis bioactivity. 

Further research addressing the noted limitations will 

help to solidify our understanding of propolis as a potent 

natural antioxidant and its potential applications in food, 

pharmaceutical, and cosmetic industries. The main 

conclusions of the study should be presented, not to 

summarize information already presented in the results 

and discussion section. 
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Abstract 

 

Cancer is one of the deadliest diseases worldwide, and for this reason, it is a prominent field of study in 

drug development. It has been reported in various studies that some of the plants and essential oils 

obtained from plants have high anticancer activities. This situation is related to the compound groups 

found in plants and essential oils. Studies on using essential oils in combination with synthetic drugs or 

aromatherapy are ongoing. Essential oils show cytotoxic properties and may play a role in the death of 

cancer cells. Eugenol is an important compound found in clove, laurel, and cinnamon essential oils that 

has anticancer activity in various types of cancer. Eugenol has the ability to reduce cyclooxygenase-2 

(COX-2) activity and to inhibit cell proliferation through NF-κB suppression in various types of cancer. In 

this study, the binding profiles of eugenol with COX-2 and Human inhibitor of nuclear transcription factor 

κB (IkB) kinase beta, which plays a crucial role in the NF-κB signaling pathway, were examined by 

molecular docking study, which is one of the methods used in computer-aided drug design. A supporting 

study was performed to understand the electrostatic complementarity between ligand and receptor by 

molecular electrostatic potential (MEP) analysis. As a result of the study, it was comparatively presented 

that eugenol has similar interaction profiles with reference compounds. 

 

Keywords: MEP, Molecular docking, Anticancer, Essential Oil 

 

1. Introduction 

 

Cancer is one of the world's deadliest diseases, known 

as uncontrolled cell proliferation caused by genetic 

and/or environmental factors. There are also plant-based 

studies in cancer treatment development studies, which 

have extensive scientific literature and are still being 

studied. Studies conducted with plants have reported 

anticancer effects [1-3]. It has been observed in the 

results of the study that various compounds in plants 

have properties that inhibit the growth of cancer cells 

and promote the apoptosis of cells. Since essential oils 

(EOs) have multiple effects such as antibacterial, 

antioxidant, and anticancer, their use with different 

treatment options has been reported to be popular in 

literature studies [4]. Plant essential oils have also been 

evaluated in cancer-related studies and have been 

reported to have cytotoxic effects on various cancer cell 

lines. For example, in a study conducted on Caco-2 

colorectal cancer cell lines with EO of Eucalyptus 

camaldulensis Dehnh., it was reported that EO induced 

programmed cell death [5]. In a study conducted on 

breast cancer cell lines (MCF-7) with thyme and clove 

oils, it was reported that both essential oils inhibited the 

growth of cancer cell lines in a concentration-dependent 

manner [6]. However, more studies and results are 

needed for more reliable information about the cell 

target specificity of essential oils and their use in drug 

delivery systems [4]. Because various risks such as 

hydrophobicity, high volatility, and instability bring 

some limitations on their use. The encapsulation method 

is used to minimize these limitations [7]. In a study 

conducted by Ercin et al., encapsulation of Laurus 

nobilis L. EO was performed, and it was evaluated that 

it could be used as a phytotherapeutic agent-based 

controlled release system in cancer treatment [8]. 

 

Eugenol is a phenylpropanoid found in many essential 

oils (clove, laurel, cinnamon, etc.) and has been reported 

to have anticancer properties against many types of 

cancer, from lung cancer to prostate cancer, from breast 

cancer to leukemia [9-11]. The anticancer effect of 

eugenol can occur through different mechanisms, such 

as inducing cell death, cell cycle arrest, and metastasis 

[9,12,13]. Eugenol has the ability to reduce 
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cyclooxygenase-2 activity and inhibit NF-κB in various 

types of cancer [9]. COX-2 enzymes are important 

biological structures that provide the production of 

prostaglandins that are associated with inflammation. 

COX-2 inhibitors generally have inflammation-blocking 

properties [14]. Additionally, the increase in 

cyclooxygenase (COX-2) level due to chronic 

inflammation is associated with different stages such as 

tumor formation and proliferation. This is why the 

COX-2 enzyme is tried to be suppressed in cancer 

treatment studies [15]. It was reported by Jaganathan 

and Supriyanto that Eugenol may play a role in the 

inhibition of COX-2 expression [16]. The increase in 

NF-κB activity in tumor tissues is directly proportional 

to the release of factors such as pro-inflammatory 

cytokines, and this may cause the cancerous area to 

spread [17]. Human IkB kinase beta plays a crucial role 

in the NF-κB signaling pathway [18,19]. Some of the 

studies reported that eugenol potentiates the effect of 

cisplatin on cancer stem-like cells by targeting the NF-

κB pathway [20], and that eugenol exhibits inhibitory 

properties on cell proliferation through NF-κB 

suppression in the rat gastric carcinogenesis model 

induced by N-methyl-N′-nitro-N-nitrosoguanidine [21]. 

 

Molecular docking and molecular electrostatic potential 

(MEP) analysis, which are molecular modeling 

methods, are used in drug design studies. With the 

molecular docking method, the interactions of the drug 

candidate, that is, the ligand, with the macromolecules, 

that is, the receptors, targeted for the disease are 

examined [22]. Molecular electrostatic potential (MEP) 

analysis is related to the charge distribution of the 

molecule. The charge distribution of the molecule is 

also an significant indicator of intermolecular 

interactions [23-25]. For example, the capability of a 

ligand to bind to the target receptor is determined 

through molecular electrostatic interactions. Both 

molecular docking and molecular electrostatic potential 

analyses are two important methods used to study 

interactions at the molecular level. 

 

In this study, molecular electrostatic potential analysis 

of eugenol, one of the essential oil compounds known to 

have anticancer properties, and molecular docking 

studies with COX-2 and Human IkB kinase beta, which 

are important targets, were carried out. 

 

2. Materials and Methods 

 

Eugenol structure was obtained from Pubchem (CID: 

3314) 

(https://pubchem.ncbi.nlm.nih.gov/compound/Eugenol). 

Eugenol was optimized at Gaussian09 package program 

[26] with DFT/B3LYP/6-311++G(d,p). For molecular 

docking studies, eugenol was prepared as ligand with 

AutoDock Tools. COX-2 (PDB: 5IKR) and human IkB 

kinase beta (PDB: 4KIK) structures were downloaded 

from PDB DataBank (https://www.rcsb.org/). Receptors 

were cleared of solutions and ions and added polar 

hydrogens. Grid boxes were adjusted as 30x30x30 Å, 

and molecular docking studies were carried out via 

AutoDock Vina program [27]. 

 

3. Results and Discussion 

 

3.1 Molecular Docking 

 

As a predictive tool for whether or not an effect will 

occur experimentally, molecular docking is an 

important method used in computer-aided drug design. 

It has been reported in literature studies that Eugenol 

may play a role in the inhibition of COX-2 expression 

and suppression of NF-κB [16,21]. In this study, 

considering that the mechanisms of action are active, 

the binding profiles and binding types that may occur in 

the event of the experimental effect were evaluated. 

 

The first molecular docking study was performed with 

COX-2. The binding affinity of eugenol was calculated 

as -6.0 kcal/mol, in this study. When the RMSD values 

were examined, it was observed that they did not exceed 

values around 2 Å and gave values within an acceptable 

range (see Table 1). The interactions between eugenol 

and COX-2 were provided by amide-pi stacked, pi-

alkyl, alkyl, and van der Waals (vdW) interactions (see 

Figure 1). Eugenol had an amide-pi stacked interaction 

with Gly-526. Pi-alkyl interactions of eugenol occurred 

with Val-523, Tyr-355, Val-349, Leu-352 and Ala-527 

residues of COX-2. Additionally, there was another 

alkyl interaction with Ala-527. vdW interactions of 

eugenol occurred with Ser-353, Arg-120, Phe-518, Trp-

387, Met-522, Phe-381 and Ser-530 residues of COX-2. 

 

Considering the literature studies, the fact that similar 

amino acid residues play a role in the interaction is 

evidence that eugenol is in the active site. While it was 

observed in the literature that 4-Nitro-5-O-

benzoylpinostrobin, 5-O-Benzoylpinostrobin, and 

flavanone interact with Arg-120 through different 

interaction types such as hydrogen bonding and pi-

interaction [28], eugenol also interacted with Arg-120 in 

this study. While 4-Nitro-5-O-benzoylpinostrobin, 

flavonol, and chrysin molecules interacted with amide-

pi stacked interaction with residue Gly-526 [28,29], 

eugenol also made the same interaction with the same 

residue in this study. In the study conducted with COX-

2, quercetin, a potential anticancer agent [30], was 

reported to have pi interactions with Val-523, Val-349, 

and Leu-352 residues [31]. In this study conducted with 

eugenol, it was determined that Tyr-355 and Ala-527 

residues were also involved in pi interactions in addition 

to these residues. Tyr-355 is an important amino acid 

residue involved in interactions. In another study, 

interactions in the active site of COX-2 were presented 

with the binding affinity value of eugenol. While there 

were interactions with residues similar to the results in 
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this study, it was determined that the binding affinity 

value in our study gave a better value [32]. 

 

 
 

Figure 1. The binding profile of eugenol and COX-2. 

 

Table 1. Binding affinities and RMSD values obtained from molecular docking study of Eugenol and COX-2. 

 

Mode Affinity (kcal/mol) dist from best mode 

rmsd l.b. rmsd u.b. 

1 -6.0 0.000 0.000 

2 -5.9 1.326 1.782 

3 -5.9 2.592 5.061 

4 -5.9 1.440 2.761 

5 -5.9 1.687 2.893 

6 -5.6 2.443 4.660 

7 -5.5 2.989 4.900 

8 -5.4 2.518 4.685 

9 -5.4 1.482 2.715 

 

In the second part of the molecular docking study, 

eugenol was docked with human IkB kinase beta, and 

the binding energy was calculated as -6.3 kcal/mol. 

When the RMSD values were examined, it was 

observed that they gave values within the acceptable 

range in terms of suitability of the molecular docking 

study (see Table 2). The interactions between eugenol 

and human IkB kinase beta were provided by hydrogen 

bond, pi-sulfur, pi-sigma, pi-alkyl, alkyl, and vdW 

interactions (see Figure 2). Eugenol made hydrogen 

bond and pi-sulfur interactions with Cys-99 residue. 

Additionally, eugenol made pi-sigma interaction with 

Val-152 residue of human IkB kinase beta. Pi 

interactions were very active in the binding region. 

Another pi interaction (pi-alkyl) occurred with residues 

Ile-165, Val-29, and Leu-21. Ile-165, and Val-29 also 

made alkyl interactions. Met-96 was also observed as 

another residue participating in alkyl interactions. 

Considering the vdW interactions, it was determined 

that Val-74, Asp-166, Asp-103, Gly-102, and Tyr-98 

residues interact with eugenol. 
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Figure 2. The binding profile of eugenol and human IkB kinase beta. 

 

Table 2. Binding affinities and RMSD values obtained from molecular docking study of Eugenol and human IkB 

kinase beta. 

 

Mode Affinity (kcal/mol) dist from best mode 

rmsd l.b. rmsd u.b. 

1 -6.3 0.000 0.000 

2 -6.2 1.231 1.602 

3 -6.0 2.480 3.527 

4 -5.8 2.032 3.597 

5 -5.8 2.147 4.861 

6 -5.8 2.586 4.542 

7 -5.7 1.702 2.768 

8 -5.7 1.116 2.618 

9 -5.5 3.207 5.069 

 

It has been determined that the prominent residues in 

the docking studies performed with human IkB kinase 

beta are quite compatible with the residues with which 

eugenol interacts in the active site of the receptor. In 

most of the literature studies, hydrogen bonding or 

hydrophobic interactions with Cys-99 have been 

observed [33,34]. In this study, eugenol made both 

hydrogen bond and pi-sulfur interaction with Cys-99. 

Terpenoids are plant defense molecules known to have 

anticancer effects [35]. In the docking study carried out 

with terpenoid plant components, it was reported that 

Asp-103 and Gly-102 came to the fore in hydrogen 

bond interactions or hydrophobic interactions [34]. 

Eugenol also had a van der Waals interaction with these 

residues. Leu-21, Val-152, Ile-165, and Val-29 residues 

are other important residues that are at the forefront in 

molecular interactions [33,34]. In this study, these 

amino acid residues were especially involved in pi 

interactions. Hematein is a molecular structure that has 

the role of preventing the proliferation of cancer cells 

and initiating cell apoptosis [36]. As a result of the 

molecular docking study of hematein, it was reported 

that this molecule makes hydrogen bonds with Cys-99, 

and also interacts closely with Leu-21, Val-152, Ile-165, 

and Val-29 [33]. Eugenol also interacted with these 

residues, making hydrogen bonds and pi-sulfur 

interactions with Cys-99. It was also determined that it 

made pi interactions with Leu-21, Val-152, Ile-165, and 

Val-29 residues. Genistein, which is reported to play a 

role in blocking NF-kB pathways [37-39], and apigenin, 

which targets pathways such as NF-kB [40], also 

interacted with similar residues with the eugenol 

molecule [41]. The Cys-99 residue, which is the most 

prominent and important indicator in all these literature 

studies, is observed in the foreground in this study. 

 

3.2 MEP Analysis 

 

Molecular electrostatic potential (MEP) is an important 

determinant of hydrogen bond interactions and is related 

to the charge distribution of the molecule. In studies 

such as molecular docking, the most appropriate 

interactions between drug candidates and target 

receptors begin with the existence of electrostatic 

potentials [42-44].  
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MEP analysis of eugenol was carried out in a vacuum 

environment using the Gaussian09 program. In the 

study carried out in a vacuum environment for the 

eugenol molecule, it was determined that the energy 

values of the red region, which is rich in electrons, and 

the blue region, which is poor in electrons, were 

between -0.06302 au and +0.06302 au, respectively (see 

Figure 3).  

 

In the MEP map obtained for the vacuum environment, 

it was observed that the region where the O1 (-

0.0445078 au) atom is located is the electrophilic 

region. When looking at the nucleophilic regions, the 

region with H22 bonded to the O2 atom stands out 

(+0.0626075 au). In both docking studies, it was 

observed that hydrophobic interactions were dominant, 

especially in regions where the electrostatic potential 

was close to neutral. In the study conducted with human 

IkB kinase beta, it was observed that the nucleophilic 

region played a role in the hydrogen bond interaction 

with the Cys-99 residue. In another molecular docking 

study of eugenol, it was observed that electrophilic and 

nucleophilic regions take part in hydrogen bond 

interactions, while other regions make hydrophobic 

interactions [45]. These types of interactions are formed 

as a result of the amino acid residues in the active site of 

the targeted receptor and eugenol having the most 

suitable pose in the active site (key-lock compatibility). 

 

 

Figure 3. Molecular electrostatic potential (MEP) map of eugenol.

 

4. Conclusion 

 

An attempt was made to elucidate how eugenol, which 

has been found to be effective in various types of cancer 

and is among the major compounds in the essential oils 

of plants such as clove and cinnamon, interacts with 

certain targets used in cancer studies at the molecular 

level. Considering that eugenol reduces COX-2 

activation and inhibits NF-kB, molecular docking 

studies were performed. The study determined that 

eugenol had a similar interaction profile with potential 

therapeutic compounds in the literature. In addition, the 

electrophilic and nucleophilic regions of eugenol and 

the electrostatic potential values of these regions were 

determined by molecular electrostatic potential analysis. 

When molecular docking study and MEP analysis were 

evaluated together, it was observed that the regions 

where the electrostatic potential was close to neutral 

played a role in hydrophobic interactions. It was 

evaluated in this study that hydrophobic interactions 

may play a role in the therapeutic effect of eugenol. It is 

anticipated that the role of eugenol in the cancer 

mechanism will be elucidated in more detail in future 

experimental studies. 
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