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INTRODUCTION
In order to implement field observations, there are several 
methods using different technologies or approaches. The main 
issue for those positional evaluations arises from the required 
precision of the subject, the offered accuracy of the method 
and the accomplished detail level of the scene (building, field, 
etc.), whether it is a direct technique or an indirect method. In 
this context, total station, Global Navigation Satellite System 
(GNSS), laser-scanning and terrestrial/aerial photogrammetry 
are the most common procedures today. However, the final 
solution for all those methods includes the representation of 
the field, whether by a 2D/3D point cloud (laser scanning and 
photogrammetry) or the characteristic edges of the scene 
material (total station and GNSS) (1-4).

Unmanned Aerial Vehicles, known as UAVs or drones, are 
commonly used in many applications to acquire point clouds, 
which include high-precision observations of an area. With 
the possibility of collecting digital images and technological 
advancements within UAVs, it is possible to create a 3D model 
of a ground surface in a short time period economically 
using an aerial photogrammetric approach (5-7). This 
technique requires less expensive equipment and minimal 
time-consuming process in the field compared to the other 
mentioned methods above with several advantages, which 
include:

- High-precision and dense point cloud data,
- Economic evaluation of metric information from the 3D 
model (volume, area, etc.), 
- Repeated measurements on the model at any time 
without new flights or processes (6-9).

During the process, acquired data including overlapped 
images from the field lead to the creation of point clouds, 
orthophoto maps and DTMs which can be used in mapping, 

inspection of constructions, emergency applications, 
archaeology, architecture, monitoring topographic alterations, 
preservation of cultural heritage, etc. (4, 10-15). The main 
output of those photogrammetric procedures includes the 
processing of multi-spectral, thermal, or visible-light images 
taken at regular intervals from the scene and linking them 
to the ground coordinate system. That process is defined 
as “georeferencing” and has two different approaches: (i) 
direct and (ii) indirect georeferencing. The direct method 
is implemented by using the camera’s position information 
collected by an onboard GNSS receiver. The other method 
can be performed by using the coordinates of specific points 
(GCPs) on the ground but requires additional observations 
on the field. The accuracy of those methods generally 
depends on the flight route and height, image resolution, 
and especially preferred georeferencing solution. Either way, 
those approaches enable operators to link their 3D model to 
the ground truth, which is produced by Structure from Motion 
(SfM), a multi-image photogrammetry technique, and have 
an arbitrary reference coordinate system for the final outputs 
(6-7, 9, 14, 16-18).

The 3D positioning accuracy of a UAV model strongly 
depends on the GNSS type used on the board. If the GNSS 
sensor has the ability to process code-based signals, the 
accuracy is about ±5-10 m in both horizontal and vertical 
directions, but the capability to use dual-frequency satellite 
signals enables the procurement of cm-level 3D positioning 
(7, 18-20). The first case requires additional fieldwork. Here, 
GCPs are essential to convert the photogrammetric model 
into a ground coordinate system by scaling the whole cloud 
of points, and according to the current regulations in Türkiye, 
one should conduct at least 2 hours of GNSS observations 
(rapid-static surveys) on all of the GCPs in the scene (6, 21). 
There is no consensus on the number and distribution of the 
GCPs in a scene, but some theoretical studies indicate that a 
well-distributed 5-10 GCPs are sufficient to create a 3D model 
independent from the area of the process. If the number of 
GCPs increases, operating costs will also rise accordingly (4, 7, 
22). The other case can be achieved by using UAVs with Real-
Time Kinematic (RTK) capabilities which allow the collection 
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of field data with direct georeferencing. That situation 
eliminates the need for GCPs (4, 23-25). 

Photogrammetric solutions based on either of those 
approaches have specific drawbacks inherent to the 
techniques themselves. They include gathering permissions 
for each flight, weather conditions, flight duration, time 
window during the daylight, GCP establishment and 
observation via GNSS, etc., and the after-flight process of 
constructing a DTM. Nevertheless, a general evaluation of 
those methods indicates that GCP establishment in the field 
is the most prominent obstacle to 3D model creation (18, 26-
29).

In this study, the positional accuracy of three different 
models generated from UAV flights at altitudes of 30, 45, 
and 60 meters over a test field were tested against GNSS 
observations on the same object points. The position data 
of those points were generated using the photogrammetric 
point clouds, and the correlation with the reference 
coordinates was examined. That situation enables the test 
for whether the photogrammetric models could achieve the 
theoretical accuracy of GNSS observations based on the 
Continuously Operating Reference Stations (CORS (TUSAGA-
AKTİFTR)) system (23). Additionally, the necessity of GCPs, 
which are considered C3-level reference points according 
to regulations in Türkiye and used for georeferencing, was 
comparatively analyzed. UAV-based photogrammetry in 
large-scale mapping and terrestrial positioning projects was 
also evaluated, while the effects of UAV flight altitudes on the 
current map production accuracy were examined in detail. 
This study also aims to evaluate the accuracy and reliability 
of UAV-based photogrammetric methods and to reveal 
their compatibility with terrestrial GNSS measurements. 
Additionally, by discussing the role and necessity of GCPs 
in photogrammetric processes, important insights into how 
those technologies can be used more effectively within the 
framework of existing regulations in Türkiye were presented.

METHODOLOGY
Test field assessment and CP selection
To compare GNSS observations with the UAV photogrammetric 
model in terms of precision, an area with prominent markers 
was selected (Figure 1). This test field is the parking lot of the 
Faculty of Science and Literature at Hitit University in Çorum 
Province, Türkiye, and was chosen due to the presence of 
distinctive and well-distributed markers.

The absence of obstacles at the specified flight altitudes is 
another reason for selecting this site. Also, the calculated 
ground height of selected Control Points (CP) were used with 
their original computed elevation, because no embossed 
paint was applied. One can assume that this situation in 
the field simulates real-world conditions often encountered 
in practice for distinctive objects, such as road edges, field 
boundaries, and building corners. Therefore, CPs are selected 
as features like road edge lines and arrows (Figure 2).

Figure 1 Test field used in this study. A well-distributed set of 22 
points was chosen from the parking lot (mostly covered with straight 
lines and arrows).

Figure 2 West side of the parking lot from 30 m flight altitude. CPs on 
this part of the field were marked with red circles (CPs 3-6 and 20).

GNSS observations
A total of 22 distinctive objects in the field were selected as 
CPs, and their coordinates were calculated as the average of 
two different GNSS sessions with one-hour intervals. During 
the process, a GNSS receiver compatible with the CORS-TR 
network was used, and calculated positions of the CPs were 
considered as reference coordinates for further evaluation. 
Such observations are considered as RTK or Network-RTK, 
according to the used base stations. This is accomplished 
by using a base station (via RTK) or a whole network 
(Network-RTK) that sends correction vectors to the rover 
(in this case GNSS receiver and UAV) and applying those 
values to precisely generate the 3D position. Network-RTK 
observations, preferred to collect the reference coordinates 
in this study, offer real-time corrections for centimeter-level 
accuracy theoretically. Although current regulations in Türkiye 
suggest a minimum of 3 epochs for detail points, 10 epochs of 
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observations were executed for each session, adhering to the 
primary criterion for polygon coordinate calculations (21, 31).

UAV flights
Autonomous flights over the field were performed with a 
UAV with RTK capability at altitudes of 30, 45, and 60 meters. 
The UAV used in this study was the DJI Mavic 3 Enterprise, 
which offers robust performance with a weight of 915 grams 
and a maximum flight speed of 15 m/s. It is equipped with 
a GNSS system which can operate with multiple satellite 
constellations, and a wide camera sensor with a resolution of 
20 megapixels, producing images up to 5280 x 3956 pixels. 
The UAV’s gimbal stabilization is three-axis, ensuring stable 
and clear images and the RTK module positioning accuracy is 
within 1 cm + 1 ppm horizontally and 1.5 cm + 1 ppm vertically 
(Table 1).

Table 1 Key specifications of the UAV used in this study (URL-5).

Brand/Model DJI/Mavic 3 Enterprise

Weight 915 g

Max flight speed 15 m/s

Used GNSS GPS+Galileo+BeiDou+GLONASS

Wide camera sensor 4/3 CMOS, 20 MP

Max image size 5280x3956

Gimbal stabilization 3-axis

RTK module positioning 
accuracy (RTK Fix)

Horizontal: 1 cm + 1 ppm
Vertical: 1.5 cm + 1 ppm

During the UAV flights, a GNSS receiver inside the parking lot 
is used as a reference station. In this step, a random location 
for the point was selected, and 3D coordinates were computed 
with a 60-epoch observation. The coordinates were then used 
as reference coordinates for all the photogrammetric models. 
Then, the GNSS receiver was linked to the UAV control unit 
and started to send correction values via Bluetooth during the 
flights. 

Figure 3 Top view of the flight routes and initial image positions for 
30-45-60m flights, respectively. The green line represents the flight 
route of the UAV, with a big blue dot (starting point) and black dots 
(camera positions). Direct lines from the last points of the routes to 
the center of the models represent the UAV height correction route. 
That feature enables the collection of images with a 45-degree 
camera angle and develops the estimation of the whole model’s 
elevation data (URL-5).

A total of 138, 65, and 39 digital images were collected during 
the autonomous flights at 30 m, 45 m, and 60 m altitudes, 
respectively. Forward and side image overlap ratios were 
selected as 80% and 70% respectively, to ensure an accurate 
3D photogrammetric model of the field with a 90-degree 

camera angle. The camera, which is embedded in the UAV 
(M3E_12.3 RGB), provides sufficient resolution for all flights 
in the study; and the ground sampling distance (GSD), area 
covered, and the number of images for each flight altitude 
detailed in Table 2. This setup ensured comprehensive 
coverage and high-resolution data collection for subsequent 
photogrammetric processing (Figure 3, 4, 5).

Table 2 Specifications of flight altitudes. Processed areas differ 
from each other; thus, the flight altitudes enable to collect images 
with a larger perspective as the height increases. This situation has a 
drawback on the Ground Sampling Distance.

Flight Altitude Ground Sampling 
Distance (GSD)

Area Covered Number of 
Images

30 m 0.85 cm 1.6673 ha. 138

45 m 1.27 cm 2.3190 ha. 65

60 m 1.68 cm 3.2324 ha. 39

Photogrammetric model generation
To generate a 3D DTM of a field, third-party applications 
such as Agisoft Photoscan, Pix4D, and Terra can be used. 
Those software programs can process all the aerial digital 
images with aerial triangulation and bundle block adjustment 
procedures to generate ortho-mosaic maps and point clouds. 
In this study, Pix4D was selected for all the digital processing 
steps. That software enables users to create point clouds, 
orthophotos, and accurate DTMs from aerial images (7, 9, 22, 
33). The generated point clouds then were used to derive the 
3D coordinates of the CPs.

The processed data enables high-resolution ortho-mosaic 
images and detailed DTMs for each flight altitude, and those 
are critical for assessing the accuracy and reliability of the 
photogrammetric models. The ortho-mosaic images provide 
a precise and geometrically corrected view of the field, 
ensuring that spatial relationships are accurately represented. 
The DTMs, on the other hand, represent the elevation data of 
the field’s surface, capturing the subtle variations in height 
that are crucial for various analytical purposes (Figure 4). 

In Figure 4, details and covered area have an inverse 
proportion; as the altitude increases, the area increases, but 
resolution decreases as expected. That can be observed 
clearly on the roof of the building in the north-west.

In order to assess the reliability of the models, geolocation 
variance for all flights has significant importance (Table 3). 
Those values indicate the difference between the 
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Figure 4 Ortho-mosaic and DTM were generated for 30-45-60m UAV 
flights, respectively. 

According to Table 3, even with the higher altitudes up to 60 
m, the 3D positional accuracy of the models is adequate for 
further evaluation. Also, all the geolocation errors are below 
1 cm, but vertical accuracy might need careful consideration. 
Overall, the 45m flight offers the best correlation between 
horizontal and vertical precision. 

Table 3 Geolocation errors for all photogrammetric models. 

Geolocation 
Error X

Geolocation 
Error Y

Geolocation 
Error H

RMS Error (m) [30 m] 0.005488 0.006392 0.006464

RMS Error (m) [45 m] 0.004127 0.004216 0.005418

RMS Error (m) [60 m] 0.003225 0.003213 0.007683

Data comparison and discussion
To analyze the differences between the ground truth at the 22 
CPs and the photogrammetric models, all data was evaluated 
to determine if they have a normal distribution or not. For 
this purpose, the Shapiro-Wilk test was executed to assess 
the normality of the differences in all 3 axes, and the Paired 
t-test and Wilcoxon tests were applied, when necessary,
to figure out if there was a systematic diversity (34-36). In
addition, the mean error, root mean square error (RMSE), and 
standard deviations (σ) were calculated for each coordinate
diversity pair to verify the variability and reliability of the

photogrammetric models. Those analyses are crucial for 
evaluating the accuracy and reliability. Specifically, the mean 
error indicates the degree of deviation in the models, while 
the RMSE and σ values are important metrics for assessing 
the overall accuracy and data dispersion.

RESULTS
The average coordinates of two different GNSS sessions for 
22 different CPs in the field were accepted as the reference 
coordinates. Subsequently, the coordinates of those points 
were calculated from each point cloud generated using Pix4D 
software for the 30, 45 and 60 m flights (22). As expected, 
there are distinctive differences in the Y, X, and H coordinates 
between the data sets (Table 4, Figure 5).

According to Table 4, the differences are below the specified 
values required by regulations in Türkiye (21). Maximum 
deviation and mean error for all axes promote the situation. 
Specifically, elevations for all altitudes indicate a careful 
approach for this axis.

Figure 5. Coordinate differences for all axes. Average and maximum
 deviations (as absolute value) are given under the graphs.
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Table 5. Tests for coordinate differences. According to Shapiro-Wilk 
test results, Paired t-test was applied to 30 m (Y) and 45 m (Y, X, 
H) flights. Values without normal distribution are evaluated through
Wilcoxon test.

Metric 30m 45m 60m

Shapiro-Wilk 
Test (Y)

W=0.9707, 
p=0.7282

W=0.9543, 
p=0.3826

W=0.9693, 
p=0.6955

Shapiro-Wilk 
Test (X)

W=0.8644, 
p=0.0062

W=0.9283, 
p=0.1129

W=0.9825, 
p=0.9507

Shapiro-Wilk 
Test (H)

W=0.8475, 
p=0.0031

W=0.9510, 
p=0.3303

W=0.9643, 
p=0.5808

Paired t-test 
(Y)

t=6.632, 
p=1.449e-06

t=3.1813, 
p=0.0045

-

Paired t-test 
(X)

-
t=-5.3123, 
p=0.0000

-

Paired t-test 
(H)

-
t=-8.5361, 
p=0.0000

-

Wilcoxon Test 
(Y)

- -
W=92.5, 

p=0.2902

Wilcoxon Test 
(X)

W=33.0, 
p=0.0041

-
W=59.5, 

p=0.0893

Wilcoxon Test 
(H)

W=0.0, 
p=4.768e-07

-
W=1.0, 

p=9.536e-07

At this step, it is necessary to statistically evaluate whether 
those differences are significant or systematic. For this 
purpose, the Shapiro-Wilk test was initially used to determine 
whether the coordinate differences for all three axes have 
a normal distribution or not (35). The components with a 
normal distribution (p>0.05) were assessed using the Paired 
t-test, while those without a normal distribution (p≤0.05)
were evaluated by a non-parametric (Wilcoxon) test (34, 36).
For this purpose, the test results for each flight at 30, 45, and
60 meters were examined (Table 5).

The results of the Shapiro-Wilk test indicated that only the 
Y coordinate differences at 30m and all axes for 45m have 
a normal distribution. The paired t-test results showed 
significant differences in the Y axis at 30m and in the Y, X, 
and H axes at 45m. Also, 60m altitude does not have a normal 
distribution; thus, the Wilcoxon test is applied for this flight 
route. The analysis of the differences in coordinates obtained 
from GNSS and photogrammetric methods for flights from 30 
m and 45 m altitudes indicates varied statistical significance. 
That leads to systematic differences amongst them. Despite 
those differences, RMSE and σ values indicate that both 
the photogrammetric model and GNSS measurements are 
generally consistent and reliable, and systematic errors may 
arise from the uncertainty in the RTK technique (Figure 6). 
However, the photogrammetric model from the 60 m flight 
altitude exhibits different characteristics from the other 
models. In this case, coordinate differences along Y and X 
axes are not significant, indicating random errors around this 

Table 4. CP Coordinate differences between GNSS observations and photogrammetric models.

30m flight 45m flight 60m flight

# ΔY(m) ΔX(m) ΔH(m) ΔY(m) ΔX(m) ΔH(m) ΔY(m) ΔX(m) ΔH(m)

1 0.024 0.009 -0.039 -0.006 0.000 -0.083 -0.016 0.020 -0.086

2 0.006 0.014 -0.066 -0.004 0.004 -0.032 -0.004 0.004 -0.080

3 0.014 -0.011 -0.020 0.014 -0.011 -0.047 0.005 0.000 -0.019

4 0.005 -0.010 -0.028 -0.015 -0.009 -0.031 -0.015 -0.009 -0.047

5 -0.007 -0.011 -0.012 -0.007 -0.011 -0.030 -0.027 -0.010 -0.047

6 0.010 -0.029 -0.025 0.010 -0.039 -0.046 0.010 -0.029 -0.067

7 0.009 -0.011 -0.021 -0.001 -0.010 -0.027 0.009 -0.011 -0.064

8 0.011 -0.002 -0.037 0.001 -0.001 -0.050 0.011 -0.012 -0.049

9 0.002 0.014 -0.022 0.002 0.004 -0.050 0.002 0.004 -0.038

10 0.023 -0.017 -0.005 0.013 -0.027 -0.031 0.023 -0.017 -0.044

11 0.023 -0.019 -0.026 0.013 -0.019 -0.041 0.023 -0.009 0.003

12 0.028 -0.015 -0.033 0.018 -0.005 -0.024 0.018 -0.005 -0.043

13 0.011 -0.013 -0.020 0.021 -0.003 -0.018 0.01-2 0.007 -0.032

14 0.009 -0.016 -0.017 0.019 -0.016 -0.016 -0.001 -0.005 -0.039

15 0.019 -0.011 -0.014 0.018 -0.021 0.012 0.009 0.000 -0.030

16 0.019 0.000 -0.026 0.019 -0.010 -0.023 0.020 0.010 -0.021

17 0.010 -0.010 -0.019 0.010 -0.010 -0.047 0.010 -0.010 -0.048

18 0.002 -0.009 -0.026 0.002 -0.019 -0.055 -0.008 -0.008 -0.046

19 0.007 -0.014 -0.020 0.007 -0.014 -0.039 -0.003 -0.023 -0.053

20 0.008 -0.010 -0.025 -0.002 -0.010 -0.029 -0.011 0.001 -0.077

21 0.015 -0.012 -0.012 0.005 -0.011 -0.013 -0.004 0.009 -0.027

22 0.012 -0.010 -0.017 0.012 -0.010 -0.031 0.002 0.001 -0.084
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flight route and no systematic error. Also, height coordinate 
observations require careful examination due to their higher 
variability across all the photogrammetric models. 

Figure 6. RMSE, σ and confidence intervals (95%) for all altitudes.
 
According to Figure 6, similar RMSE and σ values were 
calculated for the Y and X coordinate differences at 30 m and 
45 m, an increase in RMSE and sigma values was observed for 
the H axis. This indicates that there is more deviation in the 
H coordinate measurements as the height increases, which 
is supported by the statistical test results (Table 5). Also, the 
95% confidence intervals provide important information for 
assessing the reliability and accuracy of the measurements. 
Particularly at the 60 m height, the wide confidence interval 
and high RMSE value for the H coordinate suggest that 
measurements at this height require careful assessment.

DISCUSSION
In this study, the 3D coordinates of 22 CPs were calculated as 
the average of two different GNSS sessions and results were 
accepted as reference coordinates for further evaluations. 
Then, autonomous photogrammetric flights were conducted 
at 30, 45, and 60 meters in the same test field using a Mavic 

3E UAV. The data obtained from those flights were processed 
using Pix4D software to create point clouds for each flight. 
The 3D coordinates of CPs were determined using the models. 
Those two data sets were analyzed for statistical significance. 
Photogrammetric models derived from different UAV 
altitudes enable comparison of the precision and accuracy 
of the data sets. Here, the RTK capabilities of the Mavic 3E 
UAV and the Pix4D software made it possible to create highly 
accurate 3D models. Calculating the differences between the 
GNSS data and photogrammetric models and statistically 
analyzing those differences provide ability to evaluate the 
reliability and accuracy of different methodologies.

This study aims to examine the coordinate differences 
between GNSS and photogrammetric data, demonstrating 
the accuracy and reliability of photogrammetric methods. 
Additionally, the results provide crucial information for 
evaluating UAV-based photogrammetry in large-scale 
mapping projects. In this context, the comparisons also 
contribute to identifying necessary improvements to enhance 
the accuracy of photogrammetric models.

Statistical Analysis
The Shapiro-Wilk test was applied to evaluate the normal 
distribution of all data sets. The results of this test led to the 
selection of appropriate statistical tests and enhanced the 
accuracy of the analytical process. Then, the paired t-test was 
used for differences with normal distribution, while the non-
parametric Wilcoxon test was applied for the data outside of 
that kind. Those statistical tests are critical for assessing the 
accuracy and reliability of photogrammetric flights conducted 
at different altitudes. Additionally, the RMSE, confidence 
intervals, and σ values were used to determine the numerical 
variances of coordinate differences and the reliability of 
photogrammetric flights. RMSE values help to assess the 
magnitude of the errors in each axis, while confidence 
intervals indicate the statistical reliability and precision of the 
results. σ values measure the spread and degree of deviation 
in the data, playing a crucial role in comparing UAV flights. 

Those comprehensive statistical analyses allowed for an 
in-depth examination of the reliability and accuracy of the 
data obtained from the flights. Understanding the numerical 
variances of coordinate differences is essential for evaluating 
the performance of the flights conducted at different altitudes. 
Also, RMSE, confidence intervals, and σ values facilitate a 
thorough interpretation of the results. Those analyses have 
established a significant basis for comparing the precision of 
photogrammetric methods and GNSS measurements.

Findings
The results indicate systematic and significant differences 
between the GNSS measurements, and the photogrammetric 
models conducted at 30 m and 45 m altitudes. For the 60 m 
flight, the errors in the Y and X axes were random, while the H 
differences remained significant and systematic, as observed 
in the other photogrammetric models. Those results are 
crucial in terms of the usability of photogrammetric models 
in projects requiring high accuracy. Regulatory standards, in 
particular, stipulate that differences between horizontal and 



Alkan H, N

146 Hittite Journal of Science and Engineering • Volume 11 • Number 4

vertical coordinates should not exceed ±7 cm in large-scale 
map production, thus, almost all the differences are below 
these limits, especially for 30 m and 45 m UAV models. Those 
results indicate that GCP establishment in the field may not 
be essential while using RTK-UAVs. This step is significant 
to ensure both compliance with existing regulations and to 
obtain higher accuracy data.

Regulatory Implications
According to Türkiye’s “Regulation on the Production of 
Large-Scale Maps and Map Information,” the differences 
between reference and observed coordinates must not exceed 
±7 cm in both horizontal and vertical values (22). The results 
demonstrate that photogrammetric models can achieve 
better accuracy than the specified limit. This suggests that 
UAV-based photogrammetry, using embedded RTK modules, 
can be utilized as an alternative to traditional GNSS-based 
methods for certain applications. The UAV data collection 
without the use of any GCPs in the field may eliminate the 
necessity for rapid/static GNSS observations at any ground 
point in the field. This may require updating the relevant 
articles of the regulation to reflect current conditions.

The accuracy of photogrammetric models satisfying the 
regulatory limits enhances the potential of UAV use in 
large-scale mapping projects. This can accelerate the 
data-gathering process and reduce costs in areas where 
field conditions are challenging or with limited access. For 
instance, UAVs can collect data more quickly and reliably than 
traditional methods in areas such as forests, mountainous 
regions, or urban areas.

Furthermore, the RTK-UAV approach can offer significant 
advantages in fields such as disaster management, 
agriculture, urban planning, and environmental monitoring. 
This technology’s rapid data collection and analysis 
capabilities can provide assistance for quick responses in 
emergencies and expedite decision-making processes. 
Additionally, in agriculture, this technique may contribute to 
the development of precision farming applications such as 
plant health monitoring and yield prediction.
Updating current regulations and eliminating the GCP should 
cover not only the accuracy criteria for photogrammetric 
methods of this kind but also the standards for equipment 
and software used in data collection processes. That will 
enable more consistent and reliable data acquisition for all 
stakeholders.

CONCLUSION
This study highlights the potential of using RTK-embedded 
UAVs to achieve high-accuracy 3D positioning similar to 
traditional GNSS techniques without the need for any 
GCPs in the field. The results demonstrate that UAV-
based photogrammetry can provide reliable and precise 
measurements, making it a viable alternative for various 
geospatial applications.

Furthermore, it is suggested that the current regulations in 
Türkiye should be updated to accommodate advancements 
in UAV technology. The existing regulations are primarily 

designed with traditional surveying methods in mind and may 
not fully reflect the capabilities and advantages of modern UAV 
systems. Updating the regulations could significantly reduce 
the time and effort required for large-scale map production, 
thereby enhancing efficiency and cost-effectiveness. This is 
particularly important in contexts where rapid data collection 
and processing are critical, such as disaster response, urban 
planning, and environmental monitoring.

Future research should focus on further enhancing the 
capabilities of UAV photogrammetry, specifically improving 
the accuracy of photogrammetric models in H axis. This may 
involve refining the algorithms used for data processing and 
exploring new methods for integrating UAV data with other 
geospatial data sets.

Additionally, optimizing UAV flight parameters and RTK 
capabilities is of critical importance. The impact of different 
flight altitudes, speeds, and patterns on data accuracy 
and reliability can help developing best practices for UAV 
operations in various environments under different conditions.
In conclusion, this study reveals that RTK-based UAV 
photogrammetry is a reliable and effective tool for large-scale 
map production and other applications, meeting regulatory 
requirements and without GCP establishment. Updating the 
regulations will facilitate the wider use of this technology and 
make map production processes more efficient and less time-
consuming.
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INTRODUCTION
Compared to free enzymes, immobilized enzymes are more 
suitable for industrial applications as they offer ease of 
separation from the reaction medium and reuse and are more 
resistant to environmental conditions such as temperature 
and pH (1–4). Solid supports are generally used in enzyme 
immobilization for holding the enzyme in a fixed region (5). 
However, these supports do not provide any catalytic function, 
despite occupying over 95% of the catalyst volume or mass 
(6,7). As an alternative approach to immobilize enzymes on 
solid supports is to turn enzyme mass into macromolecular 
aggregate such as Cross-Lined Enzyme Aggregate (CLEA). 
The approach has been evaluated in some applications with 
beneficial aspects (8,9). However, the method requires to use 
extensive amount of organic solvent for enzyme precipitation 
(10) suffers from diffusional resistance (11) due to cross-
linking of the precipitated enzyme into a dense structure.

Enzyme aggregation can also be achieved with the assistance 
of another polymer such as polyethyleneimine (PEI) which 
tentatively forms electrostatic complexes with negatively 
charged enzymes while cushioning the space among enzymes 
and aiding conformational stability (12,13). This approach has 
the benefits for avoidance of organic solvent thus lowering 
the cost and suffer relatively limited diffusional resistance 
due to open structure (14,15). This type of aggregated 
enzyme exhibits soluble enzyme characteristics during the 
enzymatic reaction but can be reversibly recovered through 
physical separation after the reaction and reused (1,16). PEI is 
an inexpensive and safe polymer with various industrial and 
biomedical applications (17,18), thus can be easily approved 
GRAS (Generally Recognized As Safe) in the bioprocessing of 
food ingredient for contact (18,19). 

The general goal of the study was to focus on polymer-assisted 
aggregation of β-galactosidase (lactase) from Kluyveromyces 
lactis to effectively increase catalyst density and the 

operational stability while performing in solution as staying 
afloat for dairy applications. The enzyme is frequently used 
in the dairy industry and classified under GRAS substances, 
making it commercially prevalent (20). The lactase is also 
notable for its long lifespan at around 35°C, its optimal pH of 
6.5-7.5 (21), which is close to the neutral pH of milk and sweet 
whey, and its relatively low Km value of 20 mM for lactose 
(22,23), making it one of the most suitable enzymes for 
lactose hydrolysis at neutral pH (20,22). Additionally, it stands 
out for its ability to achieve around 30% GOS yield with 70% 
lactose utilization in GOS production (24,25).

The main goal of the current study is to enhance the 
performance of the lactase as a catalyst for industrial 
processes such as lactose hydrolysis and oligosaccharide 
synthesis. Many issues in enzymatic production arise from 
inadequate catalyst performance (26). When examining the 
performance of immobilized enzymes for oligosaccharide 
production, problems like low activity, short lifespan under 
production conditions, insufficient stability, and expensive 
costs are observed (27,28). We have previously immobilized 
lactase from K. lactis using PEI on the surface of plasma 
modified cellulose acetate membranes and found that high 
enzyme loading on the surface did not necessarily resulted in 
higher rates of catalysis largely due to restriction of enzyme 
movement (29). To address these issues, the project aims 
to use a multi-layer system to concentrate the enzyme in 
solution, thereby improving catalytic performance to meet 
industrial expectations and reducing the cost for enzyme 
usage (22,26).

In this study, the aggregation of the lactase enzyme derived 
from K. lactis using polyethyleneimine (PEI) was investigated 
without involving any support or solvent for precipitation. 
Aggregated enzymes offer several advantages, including high 
catalyst density, minimal or no diffusional resistance, simple 
and rapid aggregation, and low cost for catalysis (30,31). 

Polyethylenimine-Assisted Aggregation of β-Galactosidase from Kluyveromyces lactis
Nedim Albayrak* | Rabia Akyol Kütük

Hitit University, Department of Food Engineering, 19030, Corum, Türkiye. 

Abstract
Using PEI as an aggregating agent with β-galactosidase from Kluyveromyces lactis was investigated with no solid support. PEI, a cationic 
polymer initiated instant aggregation with the enzyme in solution. The factors affecting the aggregation such as PEI to enzyme ratio, glutar 
aldehyde for cross-linking and pH were investigated. Aggregation and sedimentation as well as the residual activity of aggregates were 
effectively dependent on the PEI to enzyme ratios. Easily precipitating aggregates at the ratio of 1/8, PEI enzyme aggregates were able to 
contain all enzyme in the complexation and displayed 60% of initial lactase activity. The PEI aggregation of enzyme led to enhancements 
in chemical and physical characteristics compered to free enzyme. The soluble enzyme showed a narrow optimum at about pH 7 while pH 
optimum of the aggregates extended one pH unit toward the alkaline range. Upon overnight incubation at 40 ºC, aggregated enzyme displayed 
30% greater stability on average at all pHs tested. Although the free enzyme showed the highest activity at 40°C, it rapidly lost 50% of its 
activity at 50°C. In contrast, the aggregated enzyme retained full activity at 50°C and 70% activity at 65°C. With markedly enhanced thermal 
stability, the half-life of the aggregated enzyme increased from 76 hours to 254 hours at 40ºC. Overall, the simple and rapid aggregation of PEI 
with the enzyme led to instant and intense clustering, resulting in higher thermal and pH stabilities. This method may potentially offer efficient 
and cost-effective catalysis in lactase conversion processes.

Keywords: Kluyveromyces lactis, Lactase, Carrier-Free, PEI-Enzyme Aggregation, Stabilization, PEI, GA
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The study focused on the aggregation of the Kluyveromyces 
lactis-derived lactase enzyme with PEI, exploring the optimal 
PEI/enzyme ratio and characterizing some properties of the 
aggregated clusters of the enzyme in solution.

MATERIALS AND METHODS 
Enzyme and Reagents
β-galactosidase from Kluyveromyces lactis (Lactozym® Pure 
2600 L) obtained from Novozymes (Novo Nordisk, Denmark) 
was used for in immobilization experiments. For enzyme 
immobilization, polyethyleneimine (PEI) (30% (w/v) aqueous 
solution, average molecular weight: 50,000-100,000) was 
from Merck (Darmstadt, Germany), while glutaraldehyde 
(GA, 50% (w/v)) was obtained from AppliChem (Darmstadt, 
Germany). All solutions of PEI and GA were prepared using 
distilled water. Where necessary, pH adjustments were made 
using HCl or NaOH solutions (Merck). Lactose (D-Lactose 
monohydrate) and phosphate buffers were from Sigma 
(USA).

PEI-Enzyme Aggregation
To investigate the effect of different PEI concentrations 
on the PEI-enzyme-aggregation, PEI solutions of varying 
concentrations were prepared by diluting a 1% PEI stock 
solution with distilled water. 1 mL volumes of these PEI 
solutions were mixed with 0.5 mL of enzyme solution in 
microcentrifuge tubes. The mixtures were briefly vortexed, 
and the formation of a milky turbidity was observed. To 
assess whether the resulting PEI-enzyme aggregates were 
strong or dense enough to precipitate, the mixtures were 
centrifuged at 10,000 rpm for 2 minutes. The formation of a 
precipitate before and after centrifugation of the PEI-enzyme 
suspensions was observed (Figure 1). Enzyme activity was 
analyzed using samples taken from the free enzyme solution, 
the turbid PEI-lactase aggregation solution formed after 
mixing the PEI and enzyme solutions, and the supernatant 
remaining after centrifugation.

Glutaraldehyde Cross-Linking
To crosslink the PEI-lactase-aggregates formed in solution, 0.1 
mL of GA solutions containing 0.01% to 0.20% GA were added 
and incubated at ambient temperature for 5 to 10 minutes. 
The GA solutions were prepared in distilled water and applied 
following the formation of the PEI-enzyme aggregates.

Enzyme Assay
Enzyme activity was determined using a spectrophotometric 
assay comprising o-nitrophenyl-beta-D-galactopyranoside 
(o-NPG, Sigma) as the substrate. The reaction was initiated 
by adding 0.1 mL of enzyme solution to a mixture containing 
1.5 mL of 0.1 M sodium phosphate reaction buffer (pH 7) and 
0.2 mL of 2 mM o-NPG. The reaction mixture was incubated 
at 37°C for 5 minutes and the reaction was stopped by 
adding 0.5 mL of 1 M sodium carbonate (Merck) solution. 
The absorbance was then measured at 420 nm using a 

spectrophotometer (Shimadzu UV-1800, Japan). As a blank, 
0.1 mL of 0.1 M sodium phosphate buffer (pH 7) was used 
instead of the enzyme extract. One unit of beta-galactosidase 
activity was defined as the amount of enzyme that releases 1 
μmol of o-nitrophenol per minute.

Temperature and pH Optimum
The effects of temperature and pH on the activities of 
free enzyme and PEI-enzyme aggregate in solution were 
investigated. Relevant pH values ranging from 4.5 to 8.0 
were achieved using 50 mM phosphate buffers to determine 
the effect of pH on enzyme activities at 37°C. The effects of 
various temperatures ranging from 30 to 65°C on enzyme 
activities were determined according to the enzyme assay. 
The activities obtained under the varying pH or temperatures 
were indicated as relative activities for comparisons among 
the pH levels or temperatures to observe the variation 
between the soluble and aggregated lactase.

Temperature and pH Stability
The changes in the activities of free enzyme and PEI enzyme 
aggregates were measured at room temperature for 18 hours 
in buffer solutions with a pH range of 5.0-8.0. The residual 
activities were determined at the end of incubation period. 
Thermal deactivation is the best indication for the loss of 
activity under process conditions in free or aggregated 
enzymes. Thus, the half-lives of PEI enzyme aggregates and 
free enzyme were determined from the incubation at three 
different temperatures (30, 40, and 50°C) in buffer solutions 
(pH 7) During the storage period for 60 minutes, samples 
were taken at specific intervals to determine the remaining 
activities of the enzymes, and the changes in activity were 
comparatively examined. From the residual activity levels 
for each temperature, the temperature stability of a soluble 
enzyme and PEI-enzyme aggregate was determined by 
plotting the natural logarithm of the rate constants against 
the reciprocal of temperatures [lnk vs 1/T (K)]. The slope of 
the fitted straight line, deactivation constants kd (h-1) and also 
t 1/2 (h), were determined (Table 1.).

Table 1 Comparison of temperature stabilities of soluble lactase and 
PEI-lactase aggregate at PEI to enzyme ratio of 1/8 during 60 minutes 
of incubations at pH 7.0  .

Storage stability at ambient temperature for three weeks 
was also determined for the soluble enzyme and PEI-lactase 
aggregate at PEI to enzyme ratio of 1/8 in buffer (pH 7). 
Residual enzyme activities were determined and expressed 
as relative activity compared with the initial activity.
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RESULTS AND DISCUSSION 
PEI-Lactase Aggregation
The aggregating characteristics of lactase enzyme from 
K. lactis within PEI polymer matrix through electrostatic 
interactions was first studied. The goal of the approach 
was to create concentrated enzyme clusters as aggregates 
while performing as good as soluble enzymes. A successful 
formation of the colloidal electrostatic complexes between 
PEI and the enzyme considered is a key to achieving effective 
and stable enzyme clustering. Therefore, several success 
criteria were tentatively set to maximize the yield efficiency of 
the PEI enzyme aggregation. First, PEI and enzyme associates 
lead to milky complex formation. Second, a complete PEI-
enzyme complexation can be achieved at a certain PEI to 
enzyme ratio, where PEI and enzyme aggregation gather 
most of the enzyme activity/protein in turn diminishing 
the unbound enzyme activity/protein in solution. Third, 
PEI-enzyme aggregates catalytically function as good as 
soluble enzymes while easily and reversibly separated from 
the medium by means of simple filtration or centrifugation. 
Finally, the aggregation leads to greater stability for a longer 
operational lifespan. 

Figure 1 shows the schematic representation of PEI-enzyme 
monolog complex formation and aggregation, along with 
photographs of the enzyme clusters. PEI, with a molecular 
weight range of 100,000 to 750,000, spreads into the 
solution as a cationic polar polymer. In contrast, the enzyme, 
with a molecular weight range of 100,000 to 200,000 and 
an isoelectric point of 4-6, is smaller and anionic compared 
to PEI. This results in the formation of several smaller 
enzyme particles that aggregate with PEI into beads, which 
then attract each other to form clusters. The colloidal milky 
appearance of the PEI-enzyme solution is attributed to this 
mechanism.

Figure 1 The proposed mechanism of aggregation of PEI and free 
enzyme in solution, and photographs of the resulting aggregate 
taken under a light microscope at 40x and 100x magnification.

In a specific ratio of PEI to enzyme, the clustering of all free 
enzymes within PEI matrices gently floating in the solution 
was anticipated and targeted. The resulting aggregation was 
evaluated by precipitating through centrifugation, serving as 
an indicator of the density or the strength of the interaction 
between PEI and the enzyme. Subsequently, the aim was 
to minimize enzyme activity remaining in the supernatant 
after centrifugation, as enzyme activity was only expected 
from the PEI-lactase aggregates. Therefore, an experiment 
was carried out  to determine the optimal PEI concentration 
(i.e., PEI to enzyme ratio) that formed a complex with the 
enzyme, resulting in a milky structure with minimal decline in 
the enzyme activity associated with sedimenting aggregates. 
The measurements of enzyme activity without PEI were taken 
as control parameters for the evaluation of the activities in 
the PEI enzyme aggregates prior to centrifugation and the 
supernatant at 10,000 rpm for 2 minutes. The effects of 
varying conditions were evaluated based on enzyme activity. 
Higher enzyme activity in the aggregate or lower activity 
in the supernatant were considered more effective for 
aggregation, indicating the optimal PEI to enzyme ratio.

Figure 2 Images of PEI-enzyme aggregates with different 
concentrations of PEI from highest (1/1) to lowest ratio (1/16) and K. 
lactis lactase Lactozyme 2600L enzyme samples (1/300 dilution) 
before (a) and after (b) centrifugation (10,000 rpm for 2 minutes).

Figure 2 provides visual evidence of the aggregation of K. 
lactis lactase with different PEI concentrations before (a) 
and after (b) centrifugation. When PEI solutions prepared 
with distilled water (ranging from 1/1 to 1/16) were added 
to the diluted enzyme solutions in microcentrifuge tubes, a 
significant turbidity was observed, indicating that PEI caused 
the enzyme samples to aggregate. The visual appearance of 
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the turbidity and intensity varied in the 1/1 toward 1/8 mixtures 
but less intense in the 1/16, indicating a direct relationship 
between turbidity and PEI concentration, and notably the 
turbidity moved with the mixing of the aggregate solution. In 
the 1/1 and 1/2 samples with the highest PEI concentrations, 
some PEI-enzyme aggregates did not precipitate and 
remained suspended in the solution. 

Figure 3 The enzyme activities of PEI-enzyme aggregates and the 
supernatant thereafter. The effect of PEI concentration from highest 
(1/1) to lowest ratio (1/16) on the aggregation of PEI and K. lactis 
lactase (Lactozyme 2600L) enzyme.

By observing the visual images of samples in Figure 2a and 
2b and corresponding the levels of the enzyme activities 
for the PEI-lactase aggregates in Figure 3 before and after 
centrifugation, one can evaluate the effectiveness of PEI 
in promoting enzyme aggregation with minimal enzyme 
loss and optimize the PEI concentration to achieve maximal 
activity. Increasing PEI to enzyme ratio resulted in a gradual 
decline in enzyme activity for PEI-enzyme aggregate. At the 
lowest PEI to enzyme ratio (1/16), the aggregates showed 80% 
of initial activity; however, 60% remained in the supernatant 
upon spinning. At the ratio of 1/8, the PEI-enzyme aggregates 
showed 60% enzyme activity whereas no enzyme activity 
was detected in the supernatant, which coincides well with 
the visual clarity of the supernatant. At higher ratios (1/4), 
less than 20% of the enzyme activity associated with the 
aggregates while no activity was detected in the supernatant. 

GA cross-linking is the final step for permanent fixation of 
the PEI-enzyme aggregates, which can be disrupted by 
negatively charged molecules (30). When using a solution 
GA ranging from 0.01% to 0.20%  applied for 5-10 minutes 
showed no significant difference in either the PEI-lactase 
clustering or turbidity, nor in enzyme activity. Therefore, 0.1% 
GA solution treatment for 10 min was used to cross-link the 
aggregates for further studies (data was not shown). Rapid 
cross-linking effects were obtained regarding the effects of 
GA on the enzyme activity and aggregation characteristics 
with PEI for lipase enzymes (32).

The success in immobilization of an enzyme usually relies 

on projected favorable chemical interactions. Enzyme 
aggregation with PEI is an example of such molecular 
interactions (33). As seen in Figure 3, increase in PEI to enzyme 
ratio regrettably resulted in greater decline in the activity of 
the PEI enzyme aggregates. Although the activity yield of 60% 
is the best result currently obtained, probable causes could be 
attributed to steric hindrance and rendered flexibility of the 
PEI aggregated enzyme. Interaction of enzymes with PEI was 
often expected to result in aggregation, but the activity of the 
aggregates depends on a number of factors that are difficult 
to predict, including pH, presence of impurities, surface 
chemistry, the chemical characteristics of the active site, etc 
(34). To explore these unknowns requires comprehensive 
analytical studies. Nevertheless, some of the reasons can be 
attributed to the complex properties of lactase from K.lactis. 
It was reported in several studies that the enzyme was nearly 
240 kDa in size, composed of two nonidentical monomers 
(35) and largely dominated with beta-strands secondary 
structure (21) with a need of space for motility. The stability 
of lactase from K.lactis is increased by phosphate ions and 
glycerol (23,36); therefore, the enzyme samples may likely 
contain some amount of phosphates and glycerol. Exclusion 
of these stabilizers from the enzyme conformation could have 
reduced the activity of the aggregated enzyme. 

Characterizations for PEI-Lactase Aggregate
Considering the fact that most efficient PEI-enzyme 
aggregation and precipitation outcomes were obtained at PEI 
to enzyme ratio of 1/8, the ratio and the same aggregation 
conditions were used for the characterization studies.

Figure 4 The effects of pH on the activities of soluble lactase and 
PEI-lactase aggregate at PEI to enzyme ratio of 1/8 with Lactozyme 
2600L (enzyme activities were measured at 40°C).

Optimal pH
Compared with the soluble enzyme, the effects of pH and 
temperature on the enzyme activities for the PEI-lactase 
aggregates were determined and results were displayed in 
Figure 4. While the optimum pH value for the free enzyme was 
7.0 and rather quickly lost 90% of activity at pH 6, exhibiting 
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a narrower optimal pH range. In contrast, the aggregated 
enzyme retained over 90% of its activity between pH 6.0 
and 7.0 revealing broader optimal pH and noticeably shifted 
optimal activity towards acidic pH of 6.5-7.0. There was a 
minimal increase in activity at pH 8. Our results in terms of 
soluble enzyme very well agreed with the findings of various 
studies (21,37) where the structure-activity relationship as a 
function of the pH was investigated  and they showed that the 
highest activity conveying the highest secondary structure 
content was found at pH 7.0.  Enzyme exhibited structural 
change from pH 7.0 to 6.5, which was accompanied by a 
decline in the activity significantly with probable variations 
in critical residues (21). We can also deduce from the study 
that PEI-enzyme aggregation was able to withstand the 
structural change due to preserving nearly full activity 
between pH 6.0 and 7.0. Owing to the eminent electrostatic 
interaction between enzyme and PEI, changes in optimal 
pH and extension toward acidic (38) or alkaline ranges (32) 
were often observed depending on the enzyme. The change 
in optimal pH can be attributed to alterations in the charged 
residues of PEI molecules in the local vicinity surrounding the 
enzyme.

Figure 5 The effects of pH on the stabilities of soluble lactase and 
PEI-lactase aggregate at PEI to enzyme ratio of 1/8 (the enzyme 
activities were measured at 40°C after 18h of incubation).

pH stability
For evaluation of pH stability, Figure 5 compares the residual 
activities of the soluble lactase and PEI-lactase aggregates 
stored at various pHs from 5.0 to 8.0 for 18 hours of 
incubation at 40°C. The PEI-lactase aggregate exhibits about 
30% greater stability across a range of pH values compared 
to the soluble lactase. Although the activities of both 
enzymes are maximized at pH 7.0, the PEI-lactase aggregate 
show a broader optimal pH range or higher stability within 
the same range compared to the soluble enzyme. PEI may 
act as an intermediary for chemical interactions among 
the local charges, stabilizing their positions and mitigating 
disruptive forces (17,39). Therefore, it may be more tolerant 
to pH changes during catalysis (31,39). Enhanced pH stability 
of the PEI-lactase aggregate means it is more versatile for 

various industrial processes over a wider range of conditions 
thus potentially deliver more efficient and cost-effective 
applications(40,41).

Figure 6 The effects of temperature on the activities of soluble lactase 
and PEI-lactase aggregate at PEI to enzyme ratio of 1/8 (pH 7).

Optimal Temperature
The effects of temperature on the enzyme activities of PEI-
lactase aggregates were compared to those of the free enzyme 
at different temperatures in Figure 6. The free enzyme showed 
the highest activity at 40ºC, but it rapidly diminished its 
activity at increasing temperatures e.g., 50% residual activity 
remained at 50ºC. In contrast, the PEI-aggregated enzyme is 
able to preserve greater activity at higher temperatures e.g., 
retained full activity at 50ºC and 70% at 65ºC. The PEI-lactase 
aggregate clearly exhibited a broader optimal temperature 
range including 50ºC underlining higher stability at elevated 
temperatures. Similar to our results, it was reported that the 
enzyme optimum temperature at nearby 30 - 35oC (37) but 
quickly deactivated at 50oC (23). 

Figure 7 The effects of storage stability at room temperature for the 
soluble lactase and PEI-lactase aggregate at PEI to enzyme ratio of 
1/8 (pH 7).

Figure 7 compared the storage stabilities of soluble lactase 
and PEI-lactase aggregates at room temperature for their 
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extended storage. The PEI-lactase aggregate showed 
significantly higher stability, retaining a higher percentage 
of its initial activity over the same period compared to the 
soluble lactase. The figure demonstrates that the PEI-lactase 
aggregate has superior storage stability at room temperature 
compared to the soluble lactase. This increased stability 
makes the PEI-aggregated enzyme more effective for long-
term use in industrial applications. It was reported that the 
enzyme is stable at room temperature for several days (23). 
However, our results showed that soluble enzyme lost 50% of 
initial activity in 10 days.

Storage and Temperature Stabilities
Table 1 summarized the temperature stabilities of the soluble 
and the aggregated enzyme in buffers (pH 7.0) incubated at 
varying temperatures for 60 minutes. The thermal stability of 
the PEI-aggregated lactase increased significantly compared 
to the soluble enzyme. At 40°C, the half-life (t₁/₂) of the 
soluble enzyme increased from 76 to 254 hours with PEI 
aggregation. Additionally, the deactivation energy for the 
soluble enzyme decreased from 210 kJ/mol to 105 kJ/mol for 
the PEI-aggregated enzyme, indicating a substantial increase 
in enzyme stability (from the Arrhenius plot, plot Ink vs 1/T 
(K)). The thermal stability and kinetic behavior of enzymes, 
particularly when aggregated or immobilized with agents like 
polyethyleneimine (PEI), are crucial for optimizing industrial 
applications (42). Studies have shown that PEI aggregation 
can significantly enhance the stability of enzymes, such as 
lactase (30). For example, similar research on other enzymes 
like amyloglucosidase and lipases has demonstrated notable 
improvements in thermal stability and deactivation energy 
with immobilization techniques. High temperatures are 
beneficial for enzyme-catalyzed reactions not only to get 
higher reaction rates but also to avoid microbial contamination 
(43).

CONCLUSIONS
Using only PEI as an aggregating polymer, large clusters of 
PEI-enzyme particles were formed with β-galactosidase 
from Kluyveromyces lactis. PEI likely formed multiple polar 
ionic bonds with the enzyme molecules, causing them to 
link together into large, visible aggregates. At an optimal 
PEI to enzyme ratio, precipitating PEI-enzyme aggregates 
encapsulated all the enzyme during complexation and 
retained the majority of its initial activity. This study 
demonstrated that PEI, as a safe and inexpensive cationic 
polymer, could be used to form large clusters of PEI-lactase 
aggregates that preserve most of the initial enzyme activity 
and significantly enhance thermal and pH stability, thereby 
greatly extending the operational lifespan. PEI may act as 
intermediary shield for chemical interactions and physical 
forces among the groups within and among the enzyme by 
keeping the groups in place. The approach offers simple, 
rapid, and low-cost means to concentrate and stabilize the 
enzyme activity. In order to derive information regarding 

the type of interaction and mode of association with PEI 
and enzyme, further experiments could be conducted to 
explore the exact nature of the thermal stability and activity 
differences, possibly incorporating the analytical techniques 
and optimization strategies along with varying characteristics 
of enzymes and polymers. 

Acknowledgement
The Scientific Research Projects Unit (BAP) supported this 
study (MUH19004.16.003). We would like to thank Pithana 
Research and Development Center (PARGEM) at Çorum 
Teknokent and Par-Gem for their support in obtaining the 
Lactozym Pure enzyme sample from Novozyme.

References
1. Eldin MS, Mita DG. Immobilized Enzymes: Strategies for 

Overcoming the Substrate Diffusion- Limitation Problem. Curr 
Biotechnol. 2014;3(3):207–17. 

2. Schoffelen S, van Hest JCM. Chemical approaches for the 
construction of multi-enzyme reaction systems. Curr Opin 
Struct Biol. 2013 Aug;23(4):613–21. 

3. Numanoğlu Y, Sungur S. β-Galactosidase from Kluyveromyces 
lactis cell disruption and enzyme immobilization using a 
cellulose–gelatin carrier system. Process Biochem. 2004 Feb 
[cited 2011 Nov 26];39(6):705–11. 

4. Remaut K, Lucas B, Raemdonck K, Braeckmans K, Demeester J, 
De Smedt SC. Protection of oligonucleotides against enzymatic 
degradation by pegylated and nonpegylated branched 
polyethyleneimine. Biomacromolecules. 2007 Apr;8(4):1333–
40. 

5. Velasco-Lozano S, López-Gallego F, Rocha-Martin J, Guisán 
JM, Favela-Torres E. Improving enantioselectivity of lipase 
from Candida rugosa by carrier-bound and carrier-free 
immobilization. J Mol Catal B Enzym. 2016;130:32–9. 

6. Parthasarathy R V, Martin CR. Synthesis of polymeric 
microcapsule arrays and their use for enzyme immobilization. 
Nature. 1994 May 26;369(6478):298–301. 

7. Roessl U, Nahálka J, Nidetzky B. Carrier-free immobilized 
enzymes for biocatalysis. Biotechnol Lett. 2010 Mar [cited 2011 
Aug 30];32(3):341–50. 

8. Hustad GO, Richardson T, Olson NF. Immobilization of 
B-Galactosidase on an Insoluble Carrier with a Polyisocyanate 
Polymer . I . Preparation and Properties. J Dairy Sci. 
1973;56(9):1111–7. 

9. Grajales-Hernández DA, Velasco-Lozano S, Armendáriz-Ruiz 
MA, Rodríguez-González JA, Camacho-Ruíz RM, Asaff-Torres 
A, et al. Carrier-bound and carrier-free immobilization of 
type A feruloyl esterase from Aspergillus niger: Searching 
for an operationally stable heterogeneous biocatalyst for 
the synthesis of butyl hydroxycinnamates. J Biotechnol. 
2020;316(March):6–16. 

10. Dal Magro L, Hertz PF, Fernandez-Lafuente R, Klein MP, 
Rodrigues RC. Preparation and characterization of a Combi-
CLEAs from pectinases and cellulases: A potential biocatalyst 
for grape juice clarification. RSC Adv. 2016;6(32):27242–51. 

11. Wilson L, Illanes AA, Romero O, Vergara JJ, Mateo CC. Carrier-
bound and carrier-free penicillin acylase biocatalysts for the 
thermodynamically controlled synthesis of [beta]-lactam 
compounds in organic medium. Enzyme Microb Technol. 2008 
Nov 6 [cited 2011 Nov 26];43(6):442–7. 



Albayrak N, Kütük R, A. 

156 Hittite Journal of Science and Engineering • Volume 11 • Number 4

12. Suh J, Lee SH, Kim SM, Hah SS. Conformational Flexibility of 
Poly(ethylenimine) and Its Derivatives. Bioorg Chem. 1997 
Aug;25(4):221–31. 

13. Cui C, Tao Y, Li L, Chen B, Tan T. Improving the activity and 
stability of Yarrowia lipolytica lipase Lip2 by immobilization on 
polyethyleneimine-coated polyurethane foam. J Mol Catal B 
Enzym. 2013;91:59–66. 

14. Santos JP, Welsh ER, Gaber BP, Singh A. Polyelectrolyte-assisted 
immobilization of active enzymes on glass beads. Langmuir. 
2001;17(17):5361–7. 

15. Bucatariu F, Ghiorghita C-A, Simon F, Bellmann C, Dragan ES. 
Poly(ethyleneimine) cross-linked multilayers deposited onto 
solid surfaces and enzyme immobilization as a function of the 
film properties. Appl Surf Sci. 2013 Sep 1;280(0):812–9. 

16. Margolin A, Izumrudov V, Švedas VK, Zezin A, Kabanov V, Berezin 
I. Preparation and properties of penicillin amidase immobilized 
in polyelectrolyte complexes. Biochim Biophys Acta - Enzymol. 
1981 Aug;660(2):359–65. 

17. Sethuraman V a, Na K, Bae YH. pH-responsive sulfonamide/
PEI system for tumor specific gene delivery: an in vitro study. 
Biomacromolecules. 2006 Jan;7(1):64–70. 

18. Deng R, Yue Y, Jin F, Chen Y, Kung H-F, Lin MCM, et al. Revisit the 
complexation of PEI and DNA - how to make low cytotoxic and 
highly efficient PEI gene transfection non-viral vectors with a 
controllable chain length and structure? J Control release. 2009 
Nov 16 [cited 2011 Jul 12];140(1):40–6. 

19. Bruil  a, Oosterom H a, Steneker I, Al BJ, Beugeling T, van 
Aken WG, et al. Poly(ethyleneimine) modified filters for the 
removal of leukocytes from blood. J Biomed Mater Res. 1993 
Oct;27(10):1253–68. 

20. de Albuquerque TL, de Sousa M, Gomes e Silva NC, Girão 
Neto CAC, Gonçalves LRB, Fernandez-Lafuente R, et al. 
β-Galactosidase from Kluyveromyces lactis: Characterization, 
production, immobilization and applications - A review. Int J 
Biol Macromol. 2021;191(September):881–98. 

21. Tello-Solís SR, Jiménez-Guzmân J, Sarabia-Leos C, Gómez-
Ruíz L, Cruz-Guerrero AE, Rodríguez-Serrano GM, et al. 
Determination of the secondary structure of Kluyveromyces 
lactis β-galactosidase by circular dichroism and its structure-
activity relationship as a function of the pH. J Agric Food Chem. 
2005;53(26):10200–4. 

22. Argenta AB, Nogueira A, de P. Scheer A. Hydrolysis of whey 
lactose: Kluyveromyces lactis β-galactosidase immobilisation 
and integrated process hydrolysis-ultrafiltration. Int Dairy J. 
2021;117:105007. 

23. Dickson RC, Dickson LR, Markin JS. Purification and properties 
of an inducible β-galactosidase isolated from the yeast 
Kluyveromyces lactis. J Bacteriol. 1979;137(1):51–61. 

24. Martínez-Villaluenga C, Cardelle-Cobas A, Corzo N, 
Olano A, Villamiel M. Optimization of conditions for 
galactooligosaccharide synthesis during lactose hydrolysis by 
β-galactosidase from Kluyveromyces lactis (Lactozym 3000 L 
HP G). Food Chem. 2008 Mar [cited 2011 Aug 14];107(1):258–64. 

25. Yin H, Bultema JB, Dijkhuizen L, van Leeuwen SS. Reaction 
kinetics and galactooligosaccharide product profiles of the 
β-galactosidases from Bacillus circulans, Kluyveromyces lactis 
and Aspergillus oryzae. Food Chem. 2017;225:230–8. 

26. Pessela BCC, Fernández-lafuente R, Fuentes M, Vián A, Garc JL, 
Carrascosa A V, et al. Reversible immobilization of a thermophilic 
b-galactosidase via ionic adsorption on PEI-coated Sepabeads. 
Enzyme Microb Technol. 2003;32:369–74. 

27. Cavaille D, Combes D. Characterization of β-galactosidase from 
Kluyveromyces lactis. Biotechnol Appl Biochem. 1995;22(1):55–
64. 

28. Patel AK, Singhania RR, Pandey A. ‘Novel enzymatic processes 
applied to the food industry.’ Curr Opin Food Sci. 2016;7:64-72.

29. Güleç HA. Immobilization of β-galactosidase from 
Kluyveromyces lactis onto polymeric membrane surfaces: effect 
of surface characteristics. Colloids Surf B Biointerfaces. 2013 
Apr 1 [cited 2013 Aug 15];104:83–90. 

30. Albayrak N, Yang ST. Immobilization of β-galactosidase on 
fibrous matrix by polyethyleneimine for production of galacto-
oligosaccharides from lactose. Biotechnol Prog. 2002 [cited 
2011 Dec 3];18(2):240–251.

31. de Lathouder KM, van Benthem DTJ, Wallin SA, Mateo C, Lafuente 
RF, Guisan JM, et al. Polyethyleneimine (PEI) functionalized 
ceramic monoliths as enzyme carriers: Preparation and 
performance. J Mol Catal B Enzym. 2008 Jan 2;50(1):20–7. 

32. Albayrak N, Kanisli ME. Preparation and Characterization of 
Cross-Linked PEI-Lipase Aggregates with Improved Activity 
and Stability. JOTCSB. 2022;5(2):127–44. 

33. Bayindirli A. Immobilization of enzymes and potential 
applications in food industry. Vol. 20, Gıda. 1995; 20;2:113-116.

34. Maghraby YR, El-Shabasy RM, Ibrahim AH, Azzazy HMES. 
Enzyme Immobilization Technologies and Industrial 
Applications. ACS Omega. 2023;8(6):5184–96. 

35. Becerra M, Prado SD, Siso MIG, Cerdán ME. New secretory 
strategies for Kluyveromyces lactis β-galactosidase. Protein 
Eng. 2001;14(5):379–86. 

36. Perczel AÁS, HollÓsi M, TusnÁdy GáÁB, Fasman GD. Convex 
constraint analysis: A natural deconvolution of circular dichroism 
curves of proteins. Protein Eng Des Sel. 1991;4(6):669–79. 

37. Rodríguez ÁP, Leiro RF, Cristina MC, Cerdán ME, González 
Siso MI, Becerra M. Secretion and properties of a hybrid 
Kluyveromyces lactis-Aspergillus niger β-galactosidase. Microb 
Cell Fact. 2006;5:1–13. 

38. Bayramoglu G, Kaya B, Yakup Arıca M. Immobilization of Candida 
rugosa lipase onto spacer-arm attached poly(GMA-HEMA-
EGDMA) microspheres. Food Chem. 2005 Sep;92(2):261–8. 

39. Pessela BCC, Betancor L, Lopez-Gallego F, Torres R, Dellamora-
Ortiz GM, Alonso-Morales N, et al. Increasing the binding 
strength of proteins to PEI coated supports by immobilizing at 
high ionic strength. Enzyme Microb Technol. 2005 Aug [cited 
2014 Dec 24];37(3):295–9. 

40. Zhu J, Tang A, Law LP, Feng M, Ho KM, Lee DKL, et al. 
Amphiphilic core-shell nanoparticles with poly(ethylenimine) 
shells as potential gene delivery carriers. Bioconjug Chem. 
2005;16(1):139–46. 

41. Ghriga MA, Grassl B, Gareche M, Khodja M, Lebouachera SEI, 
Andreu N, et al. Review of recent advances in polyethylenimine 
crosslinked polymer gels used for conformance control 
applications. Polym Bull. 2019;76(11):6001–29. 

42. Ortega N, Sáez L, Palacios D, Busto MD. Kinetic Modeling, 
Thermodynamic Approach and Molecular Dynamics Simulation 
of Thermal Inactivation of Lipases from Burkholderia cepacia 
and Rhizomucor miehei. Int J Mol Sci. 2022;23(12). 

43. Bahar T, Çelebi S. Characterization of glucoamylase immobilized 
on magnetic poly(styrene) particles. Enzyme Microb Technol. 
1998 Oct;23(5):301–4. 



HITTITE JOURNAL OF SCIENCE AND 
ENGINEERING

e-ISSN: 2148-4171
Volume: 11 • Number: 4

December 2024

Noise Analysis For Active Element Based Capacitor Multipliers

Burak Sakaci* |Deniz Ozenli

Peer Review: Evaluated by independent reviewers working in at least two 
different institutions appointed by the field editor.
Ethical Statement: Not available.
Plagiarism Checks: Yes - iThenticate
Conflict of Interest: Authors approve that to the best of their knowledge, 
there is not any conflict of interest or common interest with an institution/
organization or a person that may affect the review process of the paper. 

CRediT AUTHOR STATEMENT
Burak SAKACI: Circuit Design, Methodology, Layout Design, Simulation, 
Writing- original draft. Deniz OZENLI: Data curation, Visualization, 
Investigation, Writing- original draft. 
Copyright & License: Authors publishing with the journal retain 
the copyright of their work licensed under CC BY-NC 4.

National Defence University, Department of Electronics Engineering, Turkish Air Force Academy,34334, İstanbul, Türkiye.

Corresponding Author
Burak Sakaci

E-mail: buraksakaci@gmail.com Phone: +90 538 870 2414
RORID: https://ror.org/010t24d82

Article Information
Article Type: Research Article

Doi: https://doi.org/10.17350/HJSE19030000343
Received: 17.08.2024
Accepted: 04.10.2024
Published: 31.12.2024

Cite As
Sakaci B, Ozenli D. Noise Analysis For Active Element Based Capacitor Multipliers. Hittite J Sci Eng. 2024;11(4):157-167.

http://orcid.org/0000000328675205


158 Hittite Journal of Science and Engineering • Volume 11 • Number 4

INTRODUCTION
Nowadays, modern analog circuit designs necessitate high 
capacitance values for a wide range of applications such as 
subhertz, speech, ultrasound, and biomedical fields. These 
applications demand substantial capacitance to function 
effectively specific frequency interval (1,2). Capacitor 
multipliers are used to achieve these high capacitance values 
at low production costs and in small chip areas (3,4). Capacitor 
multiplier structures can operate in two different modes: 
Current-mode and voltage-mode. In the current-mode 
capacitor multiplier equation, CM represents the multiplied 
capacitance, CB denotes the base capacitance, and “k” 
indicates the multiplication factor. This equation is expressed 
in the literature as CM= (1+k). CB (5). Numerous active building 
blocks are employed to create efficient capacitor multiplier 
designs (1-18). Wearable technology, including smartwatches, 
wireless headphones, and biomedical devices, is a prominent 
market trend. Biomedical signals, with their low voltage levels, 
require filtering for human health compatibility (19,21). These 
filters often use large capacitors to achieve low frequency 
characteristics, as referred to (22). Ultrasound applications, 
such as food drying, distance measurement, and biomedical 
uses, are also drawing attention (23,25). Reference (26) also 
includes these operating frequency ranges. In this point 
of view, this study will discuss extended noise analyses of 
capacitor multiplier based filters suitable for these frequency 
ranges, with their role in signal processing depicted in Figure 
1. 

Figure 1 Capacitor multipliers in signal processing  

Figure 1 highlights the crucial role of capacitors in filters. Noise 
analysis in filters is essential for optimizing performance and 

reliability by improving signal to noise ratios and reducing 
errors (27). Thanks to the noise analyses conducted on 
filters, component selection, design, and configurations 
are informed, enabling the design of filters that comply 
with standards, especially for biomedical and ultrasound 
applications (28).  

This study presents extended noise analyses and 
optimizations for two filters using different active element 
blocks. The cutoff frequencies for 2nd order low pass filters 
with MO-VDTA and MO-CDTA structures are tunable from 2 
kHz to 12.4 kHz and 23.6 kHz to 91 kHz, respectively, based 
on TSMC 0.18 µm CMOS technology. The study covers active 
element based capacitor multipliers, filter applications, noise 
optimization, and results using LT-Spice and Magic Layout 
Environment. Future work is also outlined. 

MATERIAL AND METHODS  
This section describes the capacitor multiplier structures used 
in this study. Capacitor multipliers have been implemented in 
the literature using various active elements. While some are 
realized with OTAs and current conveyors (29,30), others are 
implemented with different active elements. Some of them 
are valuable for high capacitance, variable capacitance, and 
low frequency operations, offering flexibility in filter design 
and optimization (12,31,32). In this study, MO-VDTA and 
MOCDTA based capacitor multipliers will be focused on this 
work, with all simulations performed with LT-Spice and Magic 
VLSI. 

All simulation results in this study are based on layouts 
created using Magic VLSI. Figure 2 shows the MO-VDTA 
based capacitor multiplier structure, which occupies an area 
of 36.36 μm × 21.96 μm. Additionally, Figure 3 shows the MO-
CDTA capacitor multiplier structure, which occupies an area 
of 176.76 µm × 136.71 µm. 
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Abstract
In this study, comprehensive noise analyses and optimization of two different capacitance multiplier structures have been presented. Capacitor 
multipliers, essential in low frequency applications due to capacitors’ significant chip area requirement, play a significant role in high precision 
analog circuits. Noise impacts such filters by reducing the signal to noise ratio (SNR), increasing phase noise, and potentially causing distortion, 
which is critical in applications requiring high accuracy and stability, such as biomedical instrumentation, communication systems, and precision 
measurement devices. Therefore, thorough analysis and optimization of filter noise characteristics are essential for reliable operation in 
sensitive applications. Two capacitor multiplier structures are analyzed: the Multiple Output Voltage Differencing Transconductance Amplifier 
(MO-VDTA) based and the Multiple Output Current Differencing Transconductance Amplifier (MO-CDTA) based structures. The multiplication 
factor of the capacitor multiplier in basis of MO-VDTA varies between 120 and 750, depending on the IB  value. 
This variation allows the cutoff frequency of the applied fi lter to change between   2  kH z and 12.4 kHz. The MO-CDTA based structure’s 
multiplication factor varies between 400 and 1250 by changing the VGS voltage of the external PMOS. This structure has been used in a 2nd 
order low pass filter, with the cutoff frequency varying between 23.6 kHz and 91 kHz in conjunction with multiplication factor changing. In this 
respect, comprehensive noise analyses of the filter applications of these two structures have been examined to ensure reliable and efficient 
operation in sensitive applications. 
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Figure 2 Layout of MO-VDTA Based Capacitance Multiplier

Figure 3 Layout of MO-CDTA Based Capacitance Multiplier

The VDTA structure, crucial for analog circuit design, 
traditionally includes two OTA stages (12,33,34). The MO-VDTA 
extends this with additional OTA stages, providing higher 
gain and suitability for current mode capacitive multipliers 
requiring large multiplication factors. The proposed MO-
VDTA based multiplier has three OTA stages, seven terminals, 
and offers high impedance for easy interconnection, with VP 
and VN as differential inputs and VZ as the output (35). 

Current mode capacitor multipliers utilize a feedback 
mechanism to scale base capacitance (7). Figure 4 illustrates 
a compact multiplier structure based on multioutput 
VDTA using X-terminal currents. Despite the rise in power 
consumption, silicon area, and design complexity, additional 

OTA stages can be added to enhance the “k” factor.

Figure 4 Capacitor multiplier based on MO-VDTA

Equations (2) and (3) describe the input impedance and 
multiplication factor of the proposed structure, while 
equation (5) provides the cut off frequency of a 1st order low 
pass filter. Tracking errors from the MO-VDTA’s characteristic 
matrix, shown in equation (1), can be safely eliminated, so 
that γ coefficients are nearly 1 up to 10 MHz for the properly 
dimensioning in basis of TSMC 0.18µm technology. For low 
frequency applications up to 100 kHz, equations in (2) and (3) 
simplify the calculations for multiplication factor and cut off 
frequency as given in equations (4) and (5).  

To attain a high multiplication factor, the first OTA stage’s 
transconductance gain is kept lower than that of later stages, 
with the parameter “k” controlled by GM1. Thus, transistors 
in the first OTA stage have smaller aspect ratios compared 
to those in the subsequent stages (6). For the first Arbel 
Goldminz cell, ID in equation of (6) equals IB /2, while in 
the second and third cells, it is approximately IC/ 2. Figure 
5 illustrates the OTA stages, where each transistor size is 
selected meticulously. 

Figure 5 Transistor level of MO-VDTA 

(1)

(2)

(3)

(4)

(5)
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Table 1 MO-VDTA Transistors’ dimensions

TRANSISTOR 
Dimensions 

TRANSISTOR 
Dimensions 

W L W L 

M1B, M2B, M3B 0.6 µm 5 µm M1, M2 1 µm 6 µm 

M4B, M5B 1 µm 2 µm M3, M4 
0.3 

µm 
6 µm 

M4C 7 µm 0.18 µm M5, M6, M9, M10 6 µm 
0.36 

µm 

M5C 8 µm 0.18 µm M1C,M2C,M3C,M7C 3 µm 
0.36 

µm 

M6C 8 µm 0.18 µm M7, M8,M11, M12 4 µm 
0.36 

µm 

The OTA cell gains are adjusted via bias currents IB  =25 nA 
and IC =60 µA, resulting in the 1st OTA stage having a lower 
gain. The transconductance gains are GM1 = 250 nS and GM2  = 
GM3 = 110 µS. 

The conventional Current Differencing Transconductance 
Amplifier (CDTA) is a key element in analog circuits (36,37). 
The MO-CDTA enhances the CDTA by adding extra output 
stages to the DO-OTA block, providing increased flexibility 
and suitability for high capacitance and current mode 
applications. The proposed MO-CDTA based capacitor 
multiplier uses three OTA stages to simplify the structure and 
reduce power consumption. The MO-CDTA’s multiple outputs 
and amplified transconductance gain, as shown in equation 
(7), facilitate achieving a higher multiplication factor. 

Equation (7) omits terminal parasitics for clarity. Figure 6 
presents the transistor level implementation of the MO-CDTA, 
which is fully tunable via bias currents. Adding more output 
stages increases transconductance gain but also complexity 
and power consumption. The gain of each stage is defined by 
equation (8).

In equation (8), B denotes the ratio  of  It is 
evident that the main factors affecting the gain are the bias 
current IC and the W/L ratios of the relevant transistors. The 

transistor size of MO-CDTA is selected with sensitivity. Table 2 
representes transistor sizes of MO-CDTA. 

Figure 6 Transistor level of MO-CDTA 

Table 2 MO-CDTA Transistors’ dimensions 

TRANSISTOR 
Dimensions 

TRANSISTOR  
Dimensions 

W L W L 

M1B 1µm 0.36µm 
M3C, M4C, M7C, M8C 

M9C, M10C, M11C 
54µm 0.36µm 

M2B, M3B, M4B, 

M5B 
2µm 0.36µm M5C, M6C, M11, M12 20µm 0.36µm 

M6B 6µm 0.72µm M13 10µm 0.36µm 

M7B, M8B, M9B, 

M5, M6 
6µm 0.36µm M14 18µm 0.36µm 

M1, M2, M3, M8 1.5µm 0.36µm 
M1D, M2D, M3D, M4D, 

M5D 

9µm 0.36µm 

M4, M7, M9, M10 3µm 0.36µm    

The proposed design operates as a current mode capacitor 
multiplier, similar to the one described in the previous section. 
This is illustrated in Figure 7.

Figure 7 Capacitor multiplier based on MO-CDTA

The resistor value RMOS in Figure 7 reflects the resistive 
properties of the PMOS transistor in the triode region, 
connected to the Z terminal of the multiplier

In this setup, the control voltage VGS  adjusts resistance, 
enabling electronic tuning of the capacitance multiplier as 
shown in Figure 7. Bias currents IB  and IC   ensure flexibility, 
while the output stages are crucial for achieving the desired 
multiplication factor. For ultrasonic applications, equation 
(10) can be simplified as equation (11), with the MO-CDTA’s 
characteristic matrix and terminal parasitics as detailed.

(6)

(7)

(8)

(9)
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To simplify the impedance formula in the frequency range 
from 10 kHz to 1 MHz, terminal parasitics are neglected, 
resulting in the impedance formula as given in Equation 11.

Furthermore, the multiplication factor “k” for the proposed 
architecture is defined as shown in equation (12).

Active element based capacitor multipliers, including MO-
VDTA and MO-CDTA structures, offer significant benefits in 
filter design across various fields. In biomedical applications, 
they enable high precision filters for accurate signal processing. 
For speech processing, their adaptability enhances voice 
clarity and noise reduction. In ultrasound, they provide high 
frequency filters that improve signal handling and resolution. 
Following explains explores filter structures using MO-VDTA, 
applicable for low frequency usage in biomedical and speech 
filtering with roll off frequencies from several kHz to over 
20 kHz. A 2nd order filter based on MO-VDTA is illustrated in 
Figure 8.

Figure 8 2nd order low pass filter based on MO-VDTA

The equations for the filter structure created with the MO-
VDTA configuration are provided below, respectively: 

When the multiplication factor ranges from 120 to 750, the 
cutoff frequency of the 2nd order filter varies between 2 kHz 
and 12.4 kHz, as shown in Figure 9. During this operation, the 
filter’s power consumption is approximately 840 µW. For a 1st  
order filter, the cut off frequency ranges from 2.6 kHz to 15.8 
kHz, making these frequency ranges suitable for the specific 
applications. 

Figure 9 Gain response of 2nd order low pass filter based on MO-VDTA 
varying with different IB (IB= 25 nA to 250 nA, IC = 60µA and RIN = 50 
kΩ).

To apply the proposed multiplier structure in ultrasound 
applications, both 1st order and 2nd order filters can be utilized. 
Figure 10 shows a 2nd order filter created with the MO-CDTA 
structure, which is electronically tunable and suitable for both 
low frequency and ultrasonic applications.  

Figure 10 2nd order low pass filter based on MO-CDTA

For ultrasonic applications, filter structures are designed 
to operate between 20 kHz and 100 kHz with adequate 
suppression (22). The proposed capacitor multiplier circuit, 
with a multiplication factor from 400 to 1250, is integrated 
into a 2nd order filter as shown in Figure 10. By setting R1 = R2=1 
kΩ, the cut off frequency ranges from 23.6 kHz to 91 kHz, as 
illustrated in Figure 11, with VGS  varying from -0.5 V to -0.9 V 
in 0.1 V steps. The filter’s power consumption is approximately 
1.17 mW.

Figure 11 Gain response of 2nd order low pass filter based on MO-
VDTA varying with different VGS (VGS= -0.5V to -0.9V).

Equations (18) and (19) provide the transfer functions for the 
low pass filters, including simplifications for parasitic effects. 

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(17)
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The subsequent analysis describes the observed behavior of 
the 2nd order low pass filter. The behavior observed for the 1st 

and 2nd order low pass filter are as follows:

The cut off frequency and quality factor are calculated from 
equations (20), which are based on the transfer functions 
in equations (18) and (19). Furthermore, for the 2nd filter 
intended for ultrasound applications, sensitivity analyses for 
ω0 and Q are related to the dimensions of transistors and 
passive components, as outlined below:

RESULTS AND DISCUSSION    
Noise analysis and optimization in the 2nd order low pass filters 
with capacitor multiplier structures are critical, particularly for 
biomedical and power ultrasound applications. Filters with 
cut off frequencies from 10 kHz to 100 kHz require careful 
optimization to mitigate active noise sources, such as flicker 
and thermal noise, which affect performance. Flicker noise is 
prominent at lower frequencies, while thermal noise increases 
at higher frequencies. Effective noise management involves 
optimizing transistor dimensions and passive components 
to improve the signal to noise ratio and meet performance 
standards. Essential mathematical equations for flicker and 
thermal noise analysis are detailed below (38-41). 

To analyze noise in the MO-VDTA based filter, identify the key 
noise sources at each terminal using the characteristic matrix 
(1). Integrating these sources into the model is visualized, as 
shown in the Figure 12.

The transistor level MO-VDTA structure in Figure 5 influences 
the noise contributions at terminals as shown in Figure 12. 
Simplified equations, excluding some secondary transistor 
effects, lead to the equivalent noise at the 2nd order filter 
input, as given in Equation 25.

Figure 12 Noise sources of investigated filter

For thorough noise analysis, individual contributions of 
noise sources in Equation 25 must be evaluated. The effects 
of noise at the N and Z nodes will be analyzed separately, 
while the grounded P node is excluded. Figure 13 shows the 
configuration with noise sources at the N and Z nodes.

Figure 13 Noise sources of 1st stage

Referring to Figure 13, the noise equations dependent on 
voltage for the N and Z nodes are specified by Equation 26 
and Equation 27, respectively.

Figure 14 shows that noise from the second and third stages 
is mainly treated as current sources. Equations 28 and 29 are 
derived from this analysis.

(18)

(20)

(25)

(21)

(22)

(23)

(24)
(27)

(26)

(28)

(29)

(19)
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Figure 14 Noise sources of 2st and 3rd stages

The “I” equations account for both flicker and thermal noise, as 
shown in Equations 23 and 24. Parasitic effects are excluded. 
Extending Equations 26 through 29 leads to Equation 30. 

Equation 30 indicates that multiple variables affect the 
equivalent noise at the input. Key factors determining the 
equivalent noise include the transconductance  gm of the 
second and third stages and the bias current IC, with the bias 
current IB of the first stage having a lesser impact due to its 
nA level. The noise contributions from IC were tested at four 
levels, showing approximately 10% variation, as depicted in 
Figure 15. The analysis and optimization will focus on these 
parameters to enhance filter performance.

Figure 15 Input referred noise @ different IC values

Following the analysis of IC  effects on noise, the focus shifts 
to gm. By halving the W/L ratio achieved by doubling the 
L value of transistors in the and third stages, gm is reduced, 
lowering filter noise. Variations in gm and IC are shown in the       
Figure 16 and Table 3

Figure 16 Input referred noise @ different IC values with gm/2

Table 3 displays the impact of gm and IC on noise. For NMOS 
transistors, gm values are 376 µS and 105 µS; for PMOS, 220 
µS and 139 µS. Variations in gm  and IC significantly affect 
noise levels. However, decreased noise can worsen filter 
characteristics; at optimal settings, reducing noise by 40% 
results in a 20% change in cut off frequency. Depending on 
the application, trade-offs between noise reduction and filter 
performance must be considered, with potential exploration 
of alternative methods and variables for optimization.

To analyze noise for the MO-CDTA filter, dominant noise 
sources at each terminal, based on the characteristic matrix 
(7), must be identified and incorporated into the model. The 
block diagram showing these noise sources is illustrated in 
Figure 17.

Figure 17 Noise sources of investigated filter 

To determine the input referred voltage noise, derive the 
general equation for the equivalent input noise. Equations 
31 and 32 provide the formulations for calculating this input 
referred voltage noise.

To analyze the noise of the structure, assess the impact 

(30)

(31)

(32)
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of each transistor’s noise on the input and output ports, as 
shown in Figure 17. The calculation, based on the transistors in 
Figure 18, evaluates the current impact on output terminals. 
For simplification, only significant transistors were included 
in the analysis, excluding others to manage complexity and 
focus on those with substantial effects.  

Figure 18 Noise sources of MO-CDTA

The noise impact on the output terminals is depicted by 
Equation 33, 34,35,37 and 37 as shown in Figure 18.

Figure 19.a illustrates the transistors affecting noise at the 
P terminal, with the equivalent noise given by Equation 38. 
For the Z terminal, Figure 19.b and MOSFET noise equations 

(23,24) lead to the derivation of Equations 39 and 40, which 
describe the associated noise contributions. 

Figure 19 Noise sources visualization for input referred noise effects’ 
calculations at a) P terminal b) P and Z Terminals

Substituting the equations from Equation 32 yields the 
equivalent input referred voltage noise for the 2nd order low 
pass filter.

Equation 41 shows that some filter parameters inversely 
affect noise, while others increase it. Table 4 presents how 
input referred voltage noise varies with these parameters. It’s 

Table 3 Effects of gm and Ic values on noise performance

gm  
Values

Ic(µA) 
Input Referred 
Voltage Noise 

fCUT
dB  

Loss 
gm  

Values 
Ic(µA) 

Input Referred 
Voltage Noise 

fCUT 
dB  

Loss 

gm 60 10.13mV 2kHz -2.6dB gm /√2 60 9.18mV 12.4kHz -33dB 

gm 50 9.18mV 2.3kHz -3dB gm /√2 50 6.39mV 7.2kHz -16dB 

gm 40 7.67mV 5kHz -8.2dB gm /√2 40 6.81mV 2.4kHz -1dB 

gm 30 6.28mV 9.6kHz -11dB gm /√2 30 6.19mV 3kHz -1.2dB 

(33)

(38)

(39)

(40)

(34)

(35)

(36)

(37)

(41)



Noise Analysis For Active Element Based Capacitor Multipliers

165 Hittite Journal of Science and Engineering • Volume 11 • Number 4

also crucial to maintain the filter’s characteristic properties 
during these variations. 

The table confirms the equivalent input referred voltage 
noise for the 2nd order low pass filter, showing that changes 
in parameter values affect noise levels. Table 4 indicates that 
reducing noise by 19% can shift the cut-off frequency by 
22% at the optimal configuration (gm9,10). Depending on 
application needs, one can select the best configuration or 
explore alternatives by adjusting other parameters

CONCLUSION 
In this study explores noise analysis and optimization for 
filters using two active element based capacitor multiplier 
structures: MO-VDTA and MO-CDTA. Both structures offer an 
adjustable multiplication factor “k”, allowing operation across 
various cutoff frequencies for different applications. The MO-
VDTA structure provides a multiplication factor ranging from 
120 to 750, with a filter cutoff frequency from 2 kHz to 12.4 
kHz. Initial input referred noise is 10.13 mV, reduced to 6.19 
mV (40% decrease) through optimization, even though this 
causes a 20% variation in cutoff frequency. For the MO-CDTA 
structure, the multiplication factor also ranges from 120 to 
750, with cutoff frequencies between 400 Hz and 1250 Hz. 
Initial input referred noise is 19.98 mV, reduced to 16.17 mV 
(19% decrease), resulting in a 22% change in cutoff frequency. 
In the noise analyses of filters, additional parasitic effects of 
the active elements were not included in the calculations to 
facilitate easier interpretation of the equations. Additionally, 
only the transistors with dominant noise contributions 
were considered. The findings highlight the need for noise 
optimization in low frequency applications and provide 
mathematical expressions for factors affecting noise. The 
results demonstrate that while reducing noise can decrease 
the cut off frequency, the      trade-offs between noise and 
cut off frequency vary with application. Future research 

will investigate additional noise parameters for the further 
performance optimization. 
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INTRODUCTION
Solar Air Heater (SAH) is a one of the widely utilized [1][2]
[3] a type of heat exchanger that is particularly suited to 
low-temperature applications. They are preferred due to a 
number of factors, including their low capital and operating 
costs, simple configuration, ease of maintenance, being eco-
friendly [4] and etc. A SAH is designed with the objective 
of maximizing the transfer of absorbed solar energy to the 
moving air [5], and thus ensuring the highest possible level 
of convective heat transfer between the absorber plate and 
the air. However, given the fact that the air’s convective 
heat transfer coefficient is relatively poor [6][7], leading to 
the resistance to heat flow at considerable level [8][9][10]. 
To overcome this phenomenon, one of the most effective 
methods is to place a Vortex Generator (VG) heated surface of 
heat exchangers where the heat transfer takes place [11][12]. 
In this regard, two of the primary parameters, investigated in 
the method of enhancing convective heat transfer through 
the utilization of VG, encompass the positioning of the VG in 
different flow orientations including common-flow-up/down 
and the transverse pitch ratios.

In a configuration in which the distance between the leading 
edges of vortex generators in a plane perpendicular to the 
main flow is either greater or smaller than that between the 
trailing edges, the resulting flow structures are referred to 
as common-flow-up and common-flow-down, respectively. 
Despite the lack of explicit preference for either flow pattern 
in the existing literature with regard to thermal performance, 
the vortex interactions with the boundary layer exhibit 
notable differences between common-flow-up and common-
flow-down orientations. 

Accordingly, in order to investigate the impacts of flow 
patterns on thermal performance, Ke et al. [13] carried out 
numerical analysis to investigate the effect of delta winglet 

vortex generators on heat transfer and Darcy friction factor 
in a rectangular channel. Based on their numerical resulting 
data, they concluded that the common-flow-up configuration 
showed improved effectiveness when the delta winglet 
aspect ratio was relatively low, while the common-flow-down 
layout showed superior performance when the aspect ratio 
was high. Kim and Yang [14] performed detailed experimental 
investigation in order to study the flow characteristics and 
heat transfer performance of counter-rotating vortices. The 
boundary layer interaction becomes stronger than the vortex 
interaction as the longitudinal vortex pair in the common-flow-
down moves downstream. However, the vortex interaction is 
stronger than the boundary layer interaction in the case of the 
longitudinal vortex pair in the common-flow-up flow pattern. 
Therefore, they emphasized that the common-flow-down 
configurations have better heat transfer characteristics than 
the cases with the common-flow-up orientation. Tian et al. 
[15] conducted a numerical study with the aim of comparing 
the thermal performance of DWP and RWP positioned on 
the bottom surface of the duct in common-flow-up/down 
configurations under a fixed angle of attack of β = 45°. They 
stated that DWP-inserted channel showed a comparable 
overall performance for common-flow-down and common-
flow-up configurations, whereas, in the case of RWP-inserted 
channel, common-flow-down orientation offer superior 
overall performance compared to the common-flow-up flow 
pattern. In a numerical study, Salleh et al. [16] emphasized 
that VGs generate a high momentum rotating flow in the 
‘wake region’, defined as the low pressure region under the 
common-flow-down configuration. On the other hand, they 
stated that VGs act like a nozzle under the common-flow-up 
orientation, increasing the flow velocity and delaying the flow 
separation behind the pipe, and improvements are obtained in 
these regions where heat transfer is low. In their research, Fu 
et al. [17] investigated the impact of common-flow-up/down  
flow configurations, as well as their arrangement either at the 
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in the Nusselt number at Re=17500, whereas the opposite trend is observed at Pt=0.166, yielding a smaller rise of around 3.13% in Nusselt 
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same or opposite channel walls, in terms of the heat transfer 
and friction factor characteristics of a minichannel within the 
Reynolds number range of 3000-18000. The researchers 
observed that in the common-flow-up-1 configuration, the 
two vortices formed behind the LVGs, occupy the majority 
of the channel, resulting in a uniform distribution of velocity 
and that the vortex-occupied areas exhibit higher velocity. 
In contrast, the primary vortex in the common-flow-down-1 
configuration occupies a larger area. However, the core of 
the channel exhibits enhanced velocity and a thinner thermal 
boundary layer in the vicinity of the bottom wall.

Another parameter investigated to increase the TEF is the 
ratio of the transverse spacing between the VGs to channel 
width, which is generally denoted as the transverse pitch 
ratio [Pt] when VGs are positioned along the channel width. 
In particular, in the case of insufficient transverse spacing 
between VGs, negative interaction between the velocity 
components of the vortices in the plane perpendicular 
to the flow direction causes the turbulence intensity to 
decrease and Darcy friction factor to be elevated as well. It 
is therefore of great importance to determine the optimum 
values of all these dimensionless parameters in order to 
achieve the highest possible level of convection heat transfer 
by increasing the turbulence intensity throughout the test 
region, while achieving the lowest possible pressure drop. 

Within this framework, Song et al. [18] carried out 
computational assessment, focusing on the significance 
of the transverse pitch ratio with respect to pressure 
drop characteristics and heat transfer performance. They 
emphasized that the interaction between longitudinal 
vortices leads to a reduction in vortex intensity with a higher 
pressure drop along test region. They concluded that the 
increases in vortex intensity and Nusselt number of up to 
21.4% and 29.2%, respectively, at optimum pitch. Tanaka et al. 
[19] carried out both numerical and experimental assessment 
with an objective of determining optimum parameters 
within the range of Re=360-3600. Their results suggest that 
an optimum transverse pitch, St, is attained at St/Hd=3 (or 
greater), which effectively prevents the interaction of vortices 
by adjacent rectangular winglets. Dogan and Erzincan [20] 
also highlighted the fact that one of the key parameters in 
terms of thermal performance is the transverse pitch ratio, 
and the optimum transverse pitch ratio for attaining the 
highest TEF is determined to be RT = 0.16. Skullong and 
Promvonge [21] also examined the influence of two transverse 
pitches of RP = 1 and 2 on heat transfer and friction factor 
characteristics,  spanning the range of Re=5000-24000. They 
determined that the greatest value of TEF is achieved through 
the incorporation of DWs at RP = 1. Hu et al. [22] carried out 
experimental study regarding the impact of one-eighth 
sphere vortex generators (OES-VGs) on heat transfer and 
friction factor performance in the range of Re=4000-19000. 
They pointed out that a reduction in the S/H ratio allows 
for the installation of a greater number of OES-VGs on the 

absorber within the same duct length, resulting in an increase 
in fluid disturbances, which amplifies the turbulence of the 
air surrounding the absorber plate, thereby enhancing the 
convective transfer of heat. Furthermore, Demirağ H.Z. [23] 
also pointed out that a reduction in the transverse pitch ratio, 
resulting in an increased number of NIDWs in a single row, is 
the main factor contributing to the elevated Nusselt number 
(or Nu/Nu0 ratio). This is due to the fact that the doubling of 
the NIDWs, which leads to the formation of twice as many 
longitudinal vortices within the fluid domain test region, 
consequently amplifies the impact on the heated surface.

A review of existing literature reveals that studies have been 
predominantly examined the effects of transverse pitch 
ratio and the impacts of CFlowU or CFlowD flow patterns 
on thermal performance independently. To the best of our 
knowledge, no previous studies have explored the combined 
impacts of these two variables, despite the presence of 
significant distinctions in longitudinal vortex interactions and 
vortex center spacing in the cases of CFlowU and CFlowD 
flow patterns, which have a substantial potential to affect 
thermo-hydraulic performance. Accordingly, this study 
provides a unique analysis distinct from previous research 
[23] by examining the combined impacts of two different 
transverse pitch ratios and CFlowU and CFlowD flow patterns 
on the thermo-hydraulic performance of NIDW at Re=5000-
17500. This approach not only provides a new dimension to 
understanding the thermal performance of NIDW but also 
addresses an important gap by examining the interplay 
between these two variables in a unified context.

MATERIAL AND METHODS
A comprehensive description of the numerical model 
employed in this study is presented in this section. This part 
also provides information regarding the validation of the 
model and the computational methods utilized.

Computational Model Details
The computational domain for NIDW-fitted duct is constituted 
by three parts, including the computational domain inlet, 
exit and test regions. The computational domain inlet and 
exit regions lengths are determined by considering the 
dimensions of smooth duct computational domain identified 
at previous work [23]. In this context, the inlet and the exit 
region lengths are set to LInlet= 1000 mm and LExit= 500 mm, 
respectively. Moreover, the channel geometry measurements 
from the prior numerical analysis [23] also provided a basis 
for determinations of the test region’s height [H=30 mm], 
length [LTest=440 mm] and width [W=300 mm], respectively. 
Furthermore, the dimensions of the NIDW, utilized in this 
numerical assessment, is presented in Figure 1. The inclination 
angle, angle of attack, slant angle, base-attached edge 
length and height of NIDW are donated as α, β, θ, k and b, 
respectively.
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Figure 1 The dimensional definitions and isometric view of NIDW [23]

In this numerical work, detailed computational investigations 
are conducted on the impacts of the NIDW’s transverse pitch 
ratio, Pt, together with its orientations, including CFlowU 
and CFlowD, regarding thermal performance and Darcy 
friction factor in the range of Re=5000-17500. It should be 
emphasized that, as in the previous study [23], the frontal 
projection areas in the plane perpendicular to the main flow 
are kept constant throughout all cases investigated in this 
work. However, unlike in the preceding research [23], the 
NIDW’s geometry are not scaled. On the contrary, to ensure 
equal frontal projection areas for NIDW-CFlowU and NIDW-
CFlowD cases with Pt=0.333 , the geometric dimensions are 
set to b=15 mm and k=30 mm for NIDW-CFlowU and NIDW-
CFlowD cases at Pt=0.166, as depicted in Figure 2. Due to fact 
that the highest TEF values are achieved using NIDW with 
α=30° and β=30°in the previous work [23], the attack [β=30°] 
and inclination [α=30°] angles are also remained fixed in this 
work. Lastly, in this numerical assessment, the NIDW-CFlowU 
case with Pt=0.333 is considered the reference case.

Figure 2 Geometric configurations and boundary conditions of 
computational domains of NIDW-CFlowD at a) Pt=0.333 and b) 
Pt=0.166

As illustrated in Figure 2, due to the implementation of 
symmetry boundary conditions within the computational fluid 
domain, the cases of NIDW-CFlowU or NIDW-CFlowD-fitted 
ducts at Pt=LNIDW/W [transverse spacing between two pairs 
of NIDW/channel width] =0.333 and 0.166, the computational 
domain accounts for 1/6 and 1/12 of the total flow domain, 
respectively. The upper wall of the rectangular duct within 
the test region has been designated as the heated surface on 
which the uniform heat flux [q’’=600W/m2] applied.

Mesh Structure
The performing of the mesh independence test is of great 
significance, not only in regard to the saving of computational 
resources and the reduction of time required, but also with 
respect to the assurance of the validity of the resulting 
numerical data. It should be noted, however, that, the data for 
the reference case of NIDW-CFlowU with Pt=0.333  [α=30° and 
β=30°] as well as the smooth duct data are sourced from prior 
work [23]. The reference case of NIDW-CFlowU with Pt=0.333 
utilized grid parameters derived from a grid independence 
test carried out in a previous study [23]. Accordingly, a distinct 
mesh independence test is not conducted in the present 
study. Instead, the mesh structures of all cases analyzed in 
this numerical assessment, are generated with consideration 
of the mesh parameters established for the reference case. 
The grid structure of NIDW-CFlowD at Pt=0.333 is presented 
in Figure 3. As is seen in Figure 3, the mesh structure consists 
of a subdivision of the computational domain into different 
volumes, with the number of cells in the computational 
domain test region being greater than both the inlet and 
outlet of computational domains. In addition, the flow volume 
encapsulating the NIDW-CFlowD has a denser mesh structure 
than neighboring volumes in the test region. The aim of 
this approach is the accurate calculation of velocity and 
temperature gradients. For an accurate computation of the 
velocity gradients, the number of cells is also concentrated 
at the edges and corners of NIDW-CFlowD, at which the 
flow separates. In addition, more than 10 inflation layers are 
identified in all cases investigated. Furthermore, the first layer 
height is set to 0.05 mm and 0.025 mm for the smooth and 
NIDW-equipped channels, respectively. In conclusion, growth 
rate is set to 1.15.

Figure 3 The computational domain grid structure consists of 
8667708 polyhedral cells for the NIDW-CFlowD at Pt=0.333

Numerical Method and Data Analysis
ANSYS Fluent Computational Fluid Dynamics (CFD) software 
is utilized to perform numerical analysis, and the governing 
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equations are discretized using the finite volume approach. 
The convective terms are discretized with a second-order 
upwind approach, and the Coupled algorithm handles 
the pressure-velocity coupling. A three-dimensional flow 
simulation is conducted given the assumptions of steady 
state, incompressible turbulent flow, with viscous dissipation 
effects being excluded. More information on the numerical 
method and boundary conditions applied in the numerical 
assessment are given in previous computational study [23]. 
Furthermore, the numerical analysis of both the smooth and 
NIDW-fitted channels are performed with the utilization of 
non-dimensional numbers of Nusselt number (Nu), Reynolds 
number (Re), Darcy friction factor (f) and TEF. Further details 
regarding non-dimensional numbers utilized in this study is 
detailed in previous work [23].

Governing Equations and Turbulence Model
The numerical examination of the turbulent airflow in a 
rectangular duct is carried out utilizing the RANS equations. 
The relevant formulas of energy, momentum and continuity 
based on the conditions of incompressible flow and constant 
thermophysical parameters are given as:

Equation of Continuity

Equation of Momentum

The Reynolds stress term,                is detailed in Eq.-3 through 
the use of the Boussinesq approximation

Equation of Energy

where,  and k are represented by the following: 
energy stress tensor, specific heat capacity and thermal 
conductivity.

Additionally, the (SST) k-ω turbulence model is utilized 
because of its proven proficiency to analyze separated flows, 
adverse pressure gradients, and boundary layers, effectively. 
An adaptation of the k–ω turbulence model [24] by Menter 
[25], which is the (SST) k-ω turbulence model specifics are 
available in prior numerical assessment [23].

The Assessment of Validation Study
In general terms, the performance of a turbulence model is 
tested by performing simulations of chaotic flow conditions, 
including swirling flow, flow re-attachment, flow separation 

and heat transfer analysis. Accordingly, in this first part of 
validation study, the Nusselt number and Darcy friction 
factors of the experimental work, possibly involving the 
above-mentioned flow conditions, are verified by employing 
the (SST) k-ω turbulence model. The details regarding 
experimental configuration and boundary conditions for the 
computational domain are illustrated in Figure 4, whereas 
Figure 5 presents the numerical Nusselt numbers (Nu) 
and Darcy friction factors (f) in comparison with the data 
derived from the experimental correlation equations. In the 
context of the experimental setup of DW-E at Rp=2, α=45° 
and b/H=0.5 [21], the computational analysis yields mean 
absolute deviation rates of 1.18% and 1.14% for Nu and f, 
respectively, in comparison to the experimental correlation 
data.  The suitability of the (SST) k-ω turbulence model for 
further investigations is confirmed by the close agreement 
between the data sets. It is also important to note that in the 
previous numerical assessment, the smooth channel Darcy 
friction factor (f0) and Nusselt number (Nu0) are verified by 
comparison with the Petukhov and Dittus-Boelter correlation 
equations, respectively [23].

Figure 4 The visual illustration of experimental setup and the 
corresponding boundary conditions regarding to the computational 
domain (denoted in blue) for DW-E at Rp=2, α=45° and b/H=0.5

Figure 5 The verification of DW-E at Rp=2, α=45° and b/H=0.5 with an 
experimental correlation data

Furthermore, in the second part, the objective is to provide 
additional evidence to demonstrate the performance of the 
(SST) k-ω turbulence model. In this regard, the validation 
study is also carried out in local manner at Re=15000. 
Accordingly, local Nux/Nu0 ratio of inline 60° V-discrete ribs 
are verified for z/D=1/4 at Re=15000. The numerical setup 
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of inline 60° V-discrete ribs [26][27] and the corresponding 
boundary condition for the computational domain (1/4 of 
periodic module) are illustrated in Figure 6.

Figure 6 The visual representation of inline 60° V-discrete ribs and 
the corresponding boundary conditions regarding to the periodic 
computational domain (denoted in yellow) [26][27]

Figure 7 The schematic representation of smooth channel with a 
square cross-section and the corresponding boundary conditions 
regarding to the computational domain [27]

Additionally, smooth channel validation study is also 
undertaken at Re=15000 to calculate Nux/Nu0 ratio at z/
D=1/4. The schematic representation of the smooth duct, 
together with the corresponding boundary conditions for its 
computational domain, is shown in Figure 7. 

Figure 8 The verification of local Nux/Nu0 ratios for z/D=1/4 at 
Re=15000

The resulting numerical data indicate that the deviation rate 
for Nu0 and f0 with respect to the Dittus-Boelter and Petukhov 
correlation equations is 0.82% and 9.65%, respectively. 
Notably, the local Nux/Nu0 ratios demonstrate excellent 
agreement with the numerical data from the study conducted 
by Promvonge et al. [26], as illustrated in Figure 8.

RESULTS AND DISCUSSIONS
This section presents a comprehensive investigation focusing 
into the influence of NIDW in different orientations, including 
CFlowD and CFlowU configurations at Pt=0.333 and Pt=0.166, 
on convective heat transfer performance and friction factor 
characteristics.  In this section, all data for the smooth channel 
and NIDW-CFlowU at Pt=0.333  cases are sourced from the 
prior study [23]. 

Heat Transfer
The Nusselt number change of the positioning of NIDW in 
different orientations at Pt=0.333 and Pt=0.166 across the 
range of Reynolds numbers from 5000 to 17500 is given in 
the Figure 9-a, b, c, d. In a manner analogous to the behavior 
observed in smooth duct, the Nusselt number demonstrates 
a progressive increase as the Reynolds number is elevated. 
The underlying mechanism behind this phenomenon can be 
attributed to the intensified velocities of turbulent eddies, 
which increase interaction with the thermal boundary layer 
and thereby enhance convective heat transfer. The motion 
of eddies through the fluid results in the disruption of the 
boundary layer. This occurs as a consequence of the exchange 
of fluid in different temperatures, with the cooler core fluid 
mixing with the warmer fluid at the surface. The resulting 
increase in thermal resistance close to the wall is reduced by 
this process of enhanced mixing, resulting in a greater overall 
heat transfer rate within the system. The augmentation in 
convective heat transfer yields an elevated Nusselt number. 
It can therefore be concluded that in all cases examined, 
the maximum Nusselt numbers are achieved at the highest 
Reynolds number investigated. Furthermore, the insertion 
of NIDWs at diverse orientations and transverse pitch ratios 
into channel’s flow domain has been observed to result in an 
elevated Nusselt number in comparison to the case of smooth 
channel at Re=5000-17500.

The longitudinal vortices produced by the NIDW [Figure 10], 
contribute to the enhancement of Nusselt number by being 
effective along the test region. This is because a swirling 
flow pattern disrupts the orderly movement of the fluid 
and increases the chaotic nature of the fluid, which further 
increases the rate of mixing of low and high temperature 
fluids.

Furthermore, vortices elevate the local velocity of the fluid in 
the vicinity of the heated surface, which inhibits the expansion 
of the thermal boundary layer on heated surface. Therefore, in 
comparison to the smooth channel case, there is a notable 
reduction in the area-weighted average static temperature 
of heated surface, providing a definitive indication of the 
rise in Nusselt number for NIDW-CFlowU and NIDW-CFlowD 
at Pt=0.333 and Pt=0.166, as demonstrated in Figure 11. 
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Moreover, the time-averaged contour maps of the static 
temperature variation in conjunction with the local Nusselt 
number distribution demonstrate that the lowest static 
temperature and the corresponding highest local surface 
Nusselt number are observed at the trailing end of the vortex 
generator besides the entrance of the heated surface in all 
cases examined. The formation of the strongest vortices right 
behind the NIDW, and the subsequent gradual weakening of 
the vortices in the direction of the main flow as a result of 
viscous forces, provide a clear explanation for this situation. 
Nevertheless, even at the endpoint of the test region, they 
still continue to exert an influence on the growth of the 
thermal boundary. However, when comparing the effects of 
positioning the NIDW in different orientations and transverse 
pitch ratios on thermal behavior, a significant difference is 
observed in each cases.

Figure 10 The 3D representation of longitudinal vortices produced by 
a) NIDW-CFlowD and b) NIDW-CFlowU at Re=17500 

Figure 9 The variation of Nu number for a) NIDW-CFlowD at Pt=0.333 and Pt=0.166 b) NIDW-CFlowU at Pt=0.333 and Pt=0.166 c) NIDW-CFlowD 
and NIDW-CFlowU at Pt=0.333 d) NIDW-CFlowD and NIDW-CFlowU at Pt=0.166
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Figure 11 The time-averaged contour maps of static temperature and 
local Nu number variations of heated surface for both smooth duct 
and NIDW-fitted duct, including CFlowU and CFlowD arrangements 
for Pt=0.333 and 0.166 at Re=5000

With regard to the impact of transverse pitch ratio on 
convective heat transfer performance, the highest Nusselt 
numbers are observed within the range of Re=5000-17500 for 
Pt=0.166 and Pt=0.333, respectively when NIDW is positioned in 
either CFlowU or CFlowD orientations as plotted in Figure 9-a 
and Figure 9-b. This is attributed to the presence of a double 
number of longitudinal vortices along the heated surface in 
the case of Pt=0.166 compared to the transverse pitch ratio of 
Pt=0.333. The closer spacing between NIDWs in the case of 
Pt=0.166  results in intensified vortex-thermal boundary layer 
interactions, which disrupt the growth of thermal boundary 
layer more vigorously. This, in turn, enhances turbulent mixing 
high-and low-temperature fluid zones in flow domain, leading 
to reduced thermal resistance and resulting in an increased 
Nusselt number in comparison to the transverse pitch ratio of 
Pt=0.333. However, when NIDW is positioned in the CFlowD 
orientation, the increase in Nusselt number is negligibly 
small at Pt=0.166 in comparison to the transverse pitch ratio 
of Pt=0.333 (Figure 9-a) and thus, similar Nusselt numbers 
are obtained in the range of Re=5000-25000. Conversely, 
the elevation in Nusselt numbers are significantly higher 
at Pt=0.166 than at Pt=0.333 when NIDW is in the CFlowU 
pattern as given in Figure 9-b. The observed rise in Nusselt 
number is predominantly attributable to the longitudinal 
vortices generated by NIDW-CFlowD, whose rotation centers 
exhibit a tendency to spread farther apart in the direction of 
the mainstream, as illustrated in Figure 10 and Figure 12. This 
phenomenon lessens the influence of vortices on the heated 
surface along the flow direction while increasing their contact 
with one another. Therefore, while vortices are found to be 
effective right behind NIDW in both the CFlowU and CFlowD 
arrangements (Figure 11), their impact on heated surface in 
the CFlowD configuration is less pronounced than it is in the 
CFlowU configuration at Pt=0.166. Accordingly, for NIDW in 
the CFlowU configuration at Pt=0.166, lower temperature 
values are obtained over a significantly larger area of the 
heated surface than NIDW-CFlowD, as depicted in Figure 
11, and thus higher Nusselt numbers are obtained spanning 
Reynolds number between 5000 and 17500, as plotted 
in Figure 9-d. Moreover, by examining the time-averaged 
streamline velocity distributions at six planes perpendicular 
to the main flow, dimensionless distance [P=x/L] ranging 
from P1 = 0.25 to P6 = 0.875, within the computational domain 

test region, it was determined that in the CFlowD pattern, a 
tendency of vortex centers to spread apart in the direction 
of the main flow has a noticeable adverse impact on thermal 
performance, when Pt=0.166.  In contrast to the CFlowU 
arrangement, this tendency caused the vortex centers to 
drift away from the heating surface, where NIDW is situated 
(Figure 12), and thus negatively affecting the enhancement of 
convective heat transfer.

However, an opposing trend has been noted in the instance 
of Pt=0.333 as presented in Figure 9-c. As illustrated in Figure 
12, the vortices generated by the CFlowD pattern exert a 
considerable shear stress near the heated surface with the 
centers of the main vortices positioned much nearer to the 
heated wall along the test region in comparison to the CFlowU 
orientation, thereby promoting enhanced cross-sectional 
mixing and intensifying thermal boundary interaction, 
which leads to higher convective heat transfer at Pt=0.333. 
Additionally, although the separation of the eddies’ centers 
in the main flow direction causes interaction between the 
vortices to be increased, as previously stated, the positioning 
of the NIDW in the CFlowD configuration at Pt=0.333 allows 
for the formation of additional secondary vortices between 
the two main vortices as depicted in Figure 10. This is because 
the spacing between the vortices is not small enough as in 
the case of Pt=0.166, to significantly influence one another 
negatively. This phenomenon provides an explanation for the 
attainment of higher Nusselt numbers, particularly just behind 
the NIDW-CFlowD at Pt=0.333, as depicted in Figure 11. 

Figure 12 The time-averaged streamline velocity distribution at 
P1=0.25, P2=0.375, P3=0.5, P4=0.625, P5=0.75 and P6=0.875 for 
NIDWs in CFlowU and CFlowD orientations at Pt=0.333 and 0.166 at 
Re=5000

Friction Factor
The Darcy friction factor, f, changes in NIDW positioning in 
different orientations at two different transverse pitch ratios 
together with the smooth channel Darcy friction factors are 
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In the present study, the effects of the transverse pitch ratio 
and the impacts of the configurations of CFlowU and CFlowD, 
are considered independently of the frontal projected area. 
Consequently, the frontal projected areas normal to the main 
stream are held constant in each case examined. Accordingly, 
the aforementioned factors, which exert a relatively minor 
influence on the rise in pressure loss across the test region, 
play an effective role in the rise in the friction factor as 
plotted Figure 13-c, and Figure 13-d. As previously stated, a 
comparison of the CFlowU and CFlowD orientations at each 
case of Pt=0.166 or Pt=0.333 reveals that despite both having 
an equal total frontal projection areas, there are notable 
differences in the resulting Darcy friction factors. The CFlowD 
configurations of NIDW are calculated to attain higher Darcy 
friction factor values covering the Reynolds number range 
from 5000 to 17500 for both transverse pitch ratios, as 
plotted in Figure 13-c, and Figure 13-d. The underlying reason 
of this phenomenon can be attributed to the tendency of 
vortex centers to diverge in the direction of the main flow 
when the NIDW is positioned in CFlowD configuration. In 
order to provide a visual illustration of the resulting data, the 
Q-criterion based vortex structures are presented for each 
cases, investigated, comparatively in Figure 14. As illustrated 

in Figure 14, the notable interaction between the vortices is 
evidently apparent for the NIDW-CFlowD, positioning under 
a transverse pitch ratio of Pt=0.166, resulting in the highest 
Darcy friction factor in the range Re=5000-17500. 

Another significant finding is that the presence of a double 
number of longitudinal vortices in the case of Pt=0.166 results 
in higher Darcy friction factor for NIDW-CFlowD and NIDW-
CFlowU-fitted channels at Re=5000-17500 as plotted in 
Figure 13-a, and Figure 13-b, respectively. In other words, 
the increase in the number of longitudinal vortices in a 
single row intensifies eddy interactions within each channel, 
thereby enhancing turbulence and disrupting the boundary 
layer in the vicinity of the channel walls to a greater extent. 
This disruption results in an increased momentum exchange 
between the vortices and the channel wall, which in turn raises 
the drag and consequently yields higher flow resistance. As 
a result, the channels fitted with NIDW-CFlowU and NIDW-
CFlowD at Pt=0.166 exhibit higher Darcy friction factors 
compared to those at Pt=0.333.

Figure 13 The variation of f for a) NIDW-CFlowD at Pt=0.333 and Pt=0.166 b) NIDW-CFlowU at Pt=0.333 and Pt=0.166 c) NIDW-CFlowD and 
NIDW-CFlowU at Pt=0.333 d) NIDW-CFlowD and NIDW-CFlowU at Pt=0.166
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Figure 14 The comparison of vortex structures illustrated by 
Q-criterion

THERMAL ENHANCEMENT FACTOR
The changes in TEF for NIDWs mounted in rectangular 
channel in various flow patterns, including CFlowU and 
CFlowD configurations and transverse pitch ratios, are 
presented in a comparable way in Figure 15-a, b, c, d. In all 
cases examined, including NIDW-CFlowD at Pt=0.166 and 
Pt=0.333 and the NIDW-CFlowU at Pt=0.166 and Pt=0.333, a 
decreasing trend in the TEF values are obtained with a rise in 
Reynolds number, ranging from 5000 to 17500. Furthermore, 
the TEF values for both CFlowD and CFlowU flow patterns 
in the Re=5000–17500 range, are calculated to be higher at 

Pt=0.166  than at Pt=0.333 as shown in Figure 15-a and Figure 
15-b, respectively. This is due to the increase in the number 
of longitudinal vortices along test region, leading to a larger 
increase in convective heat transfer in comparison to the rise 
in friction factor. Moreover, the rise in TEF values is even more 
pronounced in CFlowU flow pattern in comparison to CFlowD 
configuration (Figure 15-b) due to previously mentioned 
factor of which is the divergence tendency of vortices in the 
mainstream direction. 

However, when the effects of different flow patterns on TEF at 
constant transverse pitch ratios are examined comparatively, 
CFlowU flow pattern is more favorable in case of Pt=0.166 
(Figure 15-d), whereas there is an opposite trend in case of 
Pt=0.333 (Figure 15-c) is present and thus, higher TEF values 
are obtained when NIDW is positioned in CFlowD orientation 
at Pt=0.333  within the range of Re=5000-17500. As a result, 
the TEF values obtained by positioning NIDW-CFlowU and 
NIDW-CFlowD in the rectangular channel at Pt=0.333 and 
Pt=0.166 at Re = 5000 - 17500 are calculated to be between 
1.221-1.122 and 1.325-1.215 (CFlowU); 1.244-1.157 and 1.279-1.165 
(CFlowD), respectively. Accordingly, the highest TEF value 
of 1.325 is achieved with an insertion of NIDW-CFlowU at 
Pt=0.166 and Re=5000.  

Figure 15 The variation of TEF for a) NIDW-CFlowD at Pt=0.333 and Pt=0.166 b) NIDW-CFlowU at Pt=0.333 and Pt=0.166 c) NIDW-CFlowD and 
NIDW-CFlowU at Pt=0.333 d) NIDW-CFlowD and NIDW-CFlowU at Pt=0.166
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CONCLUSION
This computational examination focuses on the influence 
of orientation-based factors, encompassing CFlowU and 
CFlowD flow patterns and transverse pitch ratios of Pt=0.166 
and P_t=0.333, regarding thermal performance and flow 
behaviors at Re=5000-17500.  In numerical analysis, both the 
angle of attack [β=30°] and the angle of inclination [α=30°] 
are kept constant. Various combinations with the same 
frontal projection areas of the NIDW are investigated in terms 
of thermo-hydraulic performance in detail in a comparative 
manner.

The following represents a summary of the conclusions:

• The configurations of CFlowU and CFlowD along with 
the transverse pitch ratio have notable influence on the 
enhancement of heat transfer performance and flow 
characteristics as well. Although the presence of the 
double number of longitudinal vortices has a significant 
impact on the increase of both the Nusselt number and 
the Darcy friction factor, the orientation of the NIDW 
plays a key role. Thus, the highest Darcy friction factor 
and Nusselt number are obtained with the insertion of 
NIDW-CFlowD and NIDW-CFlowU at Pt=0.166.

• The distance between the vortex centers within the flow 
volume exhibited no discernible change in the CFlowU 
configuration as a result of arranging the NIDWs in 
various transverse pitch ratios. Nonetheless, at Pt=0.166 
and Pt=0.333, it was noted that the centers of vortices 
in the CFlowD setup became increasingly farther apart 
in the main flow direction. Additionally, the tendency 
forced centers of vortices to shift away from the heated 
surface as well at Pt=0.166.

• The CFlowD configuration at Pt=0.166  has a negative 
effect on the heat transfer performance due to the 
tendency of the vortices to diverge in the direction 
of the main flow. However, the distance between the 
NIDWS at Pt=0.333 is sufficient to trigger the formation 
of secondary vortices along with the main vortices, 
resulting in the higher Nusselt numbers being achieved.

• The maximum and minimum TEF values are achieved 
between 1.325 - 1.215 and 1.221 - 1.122 for the cases of 
NIDW-CFlowU with Pt=0.166 and NIDW-CFlowU with 
Pt=0.333, respectively.
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INTRODUCTION
The hydrogels are crosslinked three-dimensional highly 
hydrophilic network polymers that the origin of the term 
hydrogel goes back to 1894 [1]. There has been received 
special attention because of their acidic or basic pendant 
groups such as carboxylic acid (-COOH) [2] sulfonic acid 
(-SO3H) [3], primary amine (CONH2) [4] and quaternized 
ammonium (NR+4) [5]. Hence, these polymeric matrices able 
to hold a huge amount of water and biological fluids due to 
this groups. 

In general, hydrogels swelling behavior takes places as a 
result of ionization. Thanks to the ionization property, it 
is possible to absorb the water formed in the hydrophilic 
functional groups connected to the polymer chains. Moreover, 
swelling behavior of the hydrogels depends on the swelling 
properties of hydrogels, polymer structure (hydrophilicity or 
hydrophobicity etc), polymer–solvent interactions (valence 
of counter ion of external swelling medium), and cross-linking 
density [6]. The swelling and deswelling behavior of hydrogel 
are important to improve the understanding of mechanism 
due to usage in for biomedical and industrial applications 
including agrochemistry [7], wastewater treatment [4], drug 
delivery systems [8], wound dressing [9], tissue engineering 
[10].

Polyethyleneimine (PEI) has received increased attention due 
to its cationic hydrophilic nature with the presence of amine 
groups (primary, secondary and tertiary amino) [11]. The 
hydrophilic character provides good water swelling capacity. 
Furthermore, high positive charges of the PEI responsive 
for antibacterial activity [12]. Poly (vinyl alcohol) (PVA) is 
biodegradable, biocompatible, non-toxic and eco-friendly 
which can be potentially used for promising biomaterials 
[13–15]. PVA exhibits water solubility properties thanks to its 
hydroxyl groups (-OH) [16]. Due to its hydrophilic character, 
the addition of a polymeric system can increase the swelling 
capacity. Glutaraldehyde (Glu) is a common chemical 
crosslinking agent for PVA polymer systems due to its high 
crosslinking rate [17, 18]. Glu has two aldehyde groups one of 

may react with the hydroxyl group of polyvinyl alcohol [19]. 
There are very few studies in the literature addressing possible 
potential applications of copolymeric PEI and PVA hydrogels. 
In one of these studies, Wang et al., successfully prepared 
stretchable elastomer composite hydrogel based on PEI and 
PVA. Prepared hydrogels demonstrated excellent mechanical 
properties and high biocompatibility. With obtained results 
PVA and PEI hydrogels can be used different application areas 
such as healthcare monitoring, human–machine interfaces 
and soft robots [20]. In a following study, the biosensor 
application is entrapment of thermolysin enzyme into a PVA/
PEI matrix containing gold nanoparticles and cross-linked 
using Glu vapors were shown to produce successfully [21]. 
Also, it has been well supported that heavy metal Cr (VI) was 
highly effective removal from aqueous solutions and exhibits 
a good reusability [22]. In the present study, we successfully 
fabricated PVA and PEI based hydrogels using Glu as 
crosslinker via solvent casting method. PVA/PEI hydrogels 
were fabricated with different amounts of Glu, PEI and PVA. 
The PVA/PEI hydrogels were investigated for swelling and 
dehydration properties as well as antibacterial performances 
against E. coli. 

MATERIALS AND METHODS
Chemicals and Materials
PVA (Mw 146000-186000; 99% hydrolyzed), PEI (average Mn 
~1,800 by GPC, 50 wt. % in H2O) and Glu obtained from Sigma 
Aldrich. Luria Bertani (LB) agar and LB broth were obtained 
from Merck. All the other chemicals used were of analytical 
grade etc. 

Preparation of PVA/PEI Hydrogels
PVA/PEI hydrogels with different combination of PVA, PEI 
and Glu were prepared via solvent casting method. Firstly, 
PVA was dissolved in distilled water at 90°C under magnetic 
stirring for 2 h. Then, PEI was added drop by drop to the PVA 
solution with vigorous mixing. PVA and PEI was interacted for 
30 min to form a homogeneous solution. Glu as a crosslinker 
was added to the solution dropwise in the ice bath under 
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Abstract
In the present study, Polyvinylalcohol/polyethyleneimine (PVA/PEI) hydrogels designed with different Glutaraldehyde (Glu) amount, PEI 
amount and PVA concentration were synthesized via solvent casting technique.  The fabricated PVA/PEI hydrogels with different compositions 
were evaluated for swelling rate, dehydration properties and antibacterial activity to determine superior combination. The swelling tests were 
performed for 0-300 min at pH 7.4 and 37 °C. All of the prepared PVA/PEI hydrogels swelling ratio were observed in the range of 221-321%. 
The highest dehydration rate was found for the PVA/PEI hydrogel with the lowest PVA concentration and the lowest dehydration rate was 
found for the PVA/PEI hydrogel with the highest Glu amount. All the PVA/PEI hydrogels demonstrated high antibacterial activity against E.coli. 
PP5 (prepared with 5% PVA, 0.5 mL PEI and 30 µL Glu) was determined as the selected hydrogels with optimized characteristics in respect to 
swelling, dehydration and antibacterial activity data. This study highlights potential usage of the resultant PVA/PEI hydrogels as antibacterial 
wound dressings in wound care applications.
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magnetic stirring. The mixture was poured onto 24-well plate 
and solvent was evaporated slowly at room temperature. 
Lastly, the hydrogels were dried under vacuum at 40°C for 4 
h. The amounts of the components used for the preparation 
were listed in Table 1.

Table 1 The compositions of PVA/PEI hydrogels

Codes PVA (% w/v) PEI (mL) Glu (µL)

P30 10 1 30 

P60 10 1 60

P120 10 1 120

P30-0.5 10 0.5 30

P30-0.1 10 0.1 30

P30-0.05 10 0.05 30

PP5 5 0.5 30

PP2.5 2.5 0.5 30

PP1 1 0.5 30

Characterization of PVA/PEI Hydrogels
With using FTIR-ATR measurements the chemical structure 
of the PVA/PEI hydrogels was determined. The FTIR-ATR 
spectrum was obtained in the range of 600-4000 cm-1. The 
morphological properties of the selected hydrogels were 
performed with FESEM (Hitachi Regulus 8230 FE-SEM). The 
samples were coated with gold prior to SEM measurements. 

Swelling ratio tests
Swelling measurements were carried out with using a 
thermostated water bath at 37 °C, at pH 7.4 and deionized 
water were used. Hydrogel samples were dried and measured 
(Mdried) after (Mdried) hydrogel samples were placed into buffer 
solution and the swollen hydrogels were measured after the 
excess water was removed from the surfaces of the samples 
(Mswollen). Hydrogels swelling ratio were calculated with the 
given formula (1):

swollen dried

dried

M -MSR(%)= ×100
M

                                                           (1)

All of the swelling ratio experiments were performed in 
triplicate.

Dehydration tests
For the investigation of the hydrogels water loss percentage, 
dehydration tests were performed. Firstly, hydrogels 
were swollen in distilled water and keep under the room 
temperature. After at specific time intervals the wet hydrogels 
were weighed and the percentage of the water loss was 
calculated as given formula below (2). All of the dehydration 
experiments were performed in triplicate.

Dehydration rate (%)= 100i tm m
m
−

×                                               (2)

At the formula mi is represented wet hydrogels initial weight, 
mt represented the measured weight of the wet hydrogel at 

predetermined time t and m is represented the hydrogels 
water content. All of the dehydration experiments were 
performed in triplicate.

Antibacterial Assay
Escherichia coli (E. coli) was used for the antimicrobial studies 
of PVA-PEI hydrogels. E. coli was inoculated in LB medium 
and incubated for 24 h, at 37°C. After incubation bacterial 
solution diluted to be 10-3 times and 100 μL of diluted bacterial 
suspensions were added to eppendorf tubes with 900 μL 
LB medium inside. Hydrogels were cut as 9 mm diameter, 
washed with deionized water and sterilized under ultraviolet 
(UV) light for 10 min for each side. Each hydrogel was added 
into eppendorf tubes containing bacterial suspensions. 
One eppendorf tube without added PVA/PEI hydrogel was 
considered as a control group. PVA/PEI hydrogels were 
incubated at 37°C for 24h inside of incubator set up for 150 
rpm. After the incubation, PVA/PEI hydrogel containing 
bacterial solutions were diluted to be 10-6 and control group 
diluted to be 10-7. 100 μL of diluted solutions were inoculated 
onto the LB agar plates and spread to the surface.  Agar 
plates were incubated at 37°C for 24 h, after the number of 
colonies were counted and colony forming units (CFUs) was 
calculated. All of the experiments were performed three 
times and average colony numbers were taken into account. 
[23, 24].

RESULTS AND DISCUSSION
Characterization of PVA/PEI Hydrogels
FTIR-ATR measurements of PVA and PVA/PEI hydrogels
FTIR-ATR spectra of PVA/PEI hydrogels were shown in Fig. 
1. It was clearly seen that they present very similar profiles. 
The band appeared at 1643 cm-1 is assigned to the formation 
of C=N bonds supporting the crosslinking reactions between 
primary amine groups of PEI and glutaraldehyde [25]. 
The characteristic band of pure PVA at around 3283 cm-1 

corresponds to the stretching vibration of hydroxyl groups of 
PVA. The intensity of this band was decreased significantly 
after the synthesis of PVA/PEI hydrogel indicating the 
reduction of available hydroxyl groups which attributes to 
the formation of hydrogen bonding of PVA with PEI [26]. In 
addition, with the increased amount of Glu, the color of the 
hydrogels was observed to change from white to slight yellow 
indicating the cross-linking reaction took place. 

Figure 1 FTIR-ATR spectra of PVA and PVA/PEI hydrogels.
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SEM measurements of the P30, P30-0.5 and PP1 hydrogels
The SEM images of P30, P30-0.5 and PP1 were demonstrated 
in Figure 2 to explain the morphological characteristics of 
the hydrogels. All the hydrogels possessed porous structures 
with different porosity and homogeneity. The average pore 
sizes of the hydrogels were determined with ImageJ software 
using 15 individual measurements for each sample and found 
as 3.5±0.9, 13.4±4.9 and 37.7±11.2 um for P-30, P30-0.5 and 
PP1 respectively. P-30 had interconnected pores with high 
porosity. The pores of PVA/PEI hydrogel increased in size with 
the decrease in PEI amount. With the reduction of PVA ratio, 
the pores became larger which supports the higher swelling 
capacity enabling the penetration of water molecules. 
Morphological features were found to be consistent with the 
swelling results.

Figure 2 SEM images of the PVA/PEI hydrogels (P30, P30-0.5 and 
PP1).

Swelling ratio of the PVA/PEI hydrogels
The effect of Glu amount on swelling kinetics was examined 
and the obtained results were demonstrated in Figure 3a. The 
mass ratios of Glu were utilized as 0.5, 1 and 2 %w/v. PVA/
PEI hydrogels follow the similar trend; firstly, they swelled 
rapidly at the initial periods after immersion, then the swelling 
ratio decreases and finally reached an equilibrium value. The 
swelling amount of PVA/PEI fabricated with 30 µL Glu was 
higher than that of PVA/PEI fabricated with 60 and 120 µL 
Glu. PVA/PEI hydrogels swelling ratio was decreased when 
the amount of Glu was increased due to formation of more 
crosslinks between PEI and Glu. The increase in Glu amount 
results in more rigid polymeric structure since the mobility 
of the polymer chains is hindered [27]. Thus, with the higher 
crosslinking available free area for the diffusion of water 
molecules is diminished and the swelling capability is lowered. 
30 µL is selected and used for the further experiments.

Figure 3b shows the effect of PEI content on swelling ratio of 

PVA/PEI hydrogels when PEI amount was changed as 1, 0.5, 
0.1 and 0.05 mL. The highest SR was observed for PVA/PEI 
hydrogel synthesized using 0.5 mL PEI. The increased swelling 
capacity caused by incorporation of PEI chains providing high 
amount of amine groups available for hydrogen bonding with 
water molecules. PEI with branched structure having high 
amount of amine groups enables interaction with more water 
molecules [28]. However, SR was reduced when PEI amount 
was 1 mL indicating more than adequate amount of PEI blocks 
the diffusion of water molecules throughout the polymeric 
matrix. The obtained SR results were compatible with the 
results reported by Mohan and Geckeler [29].

The effect of PVA content on water holding capacity of PVA/
PEI hydrogels was evaluated in Figure 3c. The highest swelling 
capacity was found with PVA/PEI hydrogels prepared with 1% 
PVA content and the lowest swelling amount was obtained 
from the hydrogels having PVA (10 %). The swelling capability 
of PVA/PEI hydrogels decreased due to the increase in PVA 
content. Higher PVA amount in the polymeric structure may 
cause stronger hydrogen bonding leading less interaction 
with water molecules. Chaturvedi et al. and Shim et al were 
reported similar results [14, 30]. In addition, increased amount 
of PVA content provides the integration of PEI chains more 
effectively leading the polymeric structure more hydrophilic. 

In order to reach the swelling equilibrium (teq), evaluations 
were carried out at different time periods. Required time 
periods were follows as: 90, 120 and 150 min for P30, P60 and 
P120; approximately 60 min for P30-0.5, P30-0.1, P30-0.05; 
approximately 45 min for PP5, PP2.5 and PP1. The increased 
amount of Glu caused the increment in teq. The hydrogel 
becomes denser with the increase of cross-linker amount 
making the hydrogels swollen in a slower manner. For the 
other PVA/PEI hydrogels, teq remained almost stable due to 
the constant cross-linker amount. 

Statistical Analysis
In this study, Design Expert 7.0 trial version software package 
program was used to construct design by using historical 
data. ANOVA Table comprises the predicted the effective 
parameters on responses.

Swelling kinetic models
The swelling kinetics of PVA/PEI hydrogels in distilled water 
were examined with first order kinetic model and second 
order kinetic model which are defined as the linearized forms:

log 1 f
e

M K t
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where, M and Me,theo are water swelling of the hydrogel at time 
t (min) and at equilibrium. The slope of log ( )1 eM M−  versus 
t gives Kf that is the first order rate constant. The slope of t M  
versus t yields Ks which is the second order rate constant. The 
kinetic parameters were listed in Table 2. The swelling data 
fits more to second order kinetic model rather than first order 
kinetic model according to the regression coefficients. Also, 
the theoretical swelling ratio is close to the experimental 
swelling ratios. As seen in Table 2, the Ks values of PVA/PEI 
hydrogels decreased with the increasing crosslinker amount. 
There existed no significant difference when PEI amount was 
changed. The value of Ks was enlarged by lowering PVA 
content. The results were all comparable with the swelling 
data since Ks depends on many parameters like crosslinking 
degree, hydrophilicity of the polymeric structure [31].

In order to determine the swelling mechanism of PVA/PEI 
hydrogels, the following equation was used:

nt

e

MF kt
M

= =                                                                                     (7)

Mt: the mass of the water diffused into the hydrogel at regular 
time interval 
Me: the mass of the water diffused into the hydrogel at 
equilibrium state
k: the characteristic constant of network structure 
n: the swelling exponent which indicates the transport mode 
of diffusion. 

Table 2 shows swelling kinetic parameters of swelling 
exponent (n) and characteristic constant (k). The n value 
defines the diffusion mechanism through the polymeric 
matrix, such as Fickian diffusion where n≤0.5 and Non-Fickian 
diffusion where 0.5<n<1. For Fickian diffusion, the relaxation 
rate of the polymer chains is greater than the diffusion rate 
of solvent molecules through the matrix [6]. The effect of 
Glu concentration on diffusion was investigated. Due to the 
increased amount of cross-linker, the n value was increased 
from 0.35 to 0.53. The fickian diffusion was occurred when 
30 uL of Glu was utilized while non-fickian diffusion was 
appeared with the increased amount of Glu. The reason may 
be the formation of more rigid structure with more cross-
linker. There exist no significant effect of the amount of PEI 
on the diffusion type. Fickian diffusion was also observed for 
PVA/PEI hydrogels with varying PVA content (5%-1%). PVA/
PEI hydrogels presented important potential as biomaterials 
since almost all of the hydrogels demonstrated a Fickian 
diffusion [32].

The diffusion coefficients (D) were also calculated via the 
short time approximation method using the first 60% of the 
swelling data with the following equation:

2

4t

e

M Dt
M rπ

 =   
                                                                                  (8)

where r is the radius of the hydrogels (cm). The diffusion
 coefficient was calculated using the plot of Mt/Me versus t0.5. It 

was clearly observed that the diffusion coefficient decreased 

with increasing Glu amount due to the fabrication of more 
compact structure with the crosslinking reactions [33]. There 
existed no significant effect of PEI amount on D values. The 
decrease of the diffusion coefficients with decreasing content 
of PVA may be caused by the hydrolytic degradation of the 
hydrogels namley, PP2.5 and PP1. 

Table 3. ANOVA table for n value of swelling of the hydrogels.
In Table 3, it can be said that model is significant owing to the 
lower p-value (0.0022). The most effective parameters was 
found as  PVA since it showed higher F-value than the other 
selected two parameters. The insignificant factor was found 
to be glutaraldehyde because of the higher p-value (0.1214). 
Besides, statistical indicators such as R2 and Adj-R2 were 
calculated by design expert 7.0. The determination coefficient 
(r2) was calculated as 0.9347. This implies that model data 
is fitted well to experimental data. Furthermore, Adjustment 
R-squared was calculated as 0.8956.

Table 2 The kinetic parameters for swelling of PVA/PEI hydrogels.

Codes n k R2 D x 102

(cm2/min)

P30 0.35 0.21 0.98 0.28

P60 0.52 0.15 0.90 0.29

P120 0.53 0.14 0.93 0.17

P30-0.5 0.50 0.25 0.97 0.29

P30-0.1 0.50 0.13 0.91 0.31

P30-0.05 0.51 0.12 0.93 0.33

PP5 0.23 0.39 0.97 0.34

PP2.5 0.18 0.47 0.95 0.31

PP1 0.19 0.50 0.97 0.23

Table 3 ANOVA table for n value of swelling of the hydrogels.

p-value
Source
Prob>F

Sum of 
Squares

df
Mean

Square
F value

Model
0.0022

0.16
significant

3 0.053 23.87

A-PEI
0.0232

0.023 1 0.023 10.43

B-Glu
0.1214

7.696E-003 1 7.696E-003 3.47

C-PVA
0.0008 

0.12 1 0.12 52.29

Residual 0.011 5 2.216E-003

Cor Total 0.17 8

The lineer equation for n-value in terms of coded factors was 
given in Eq. (9)

0.35 0.086 0.059 0.15n A B C= − ∗ + ∗ + ∗                                       (9)

where A, B and C represents PEI, Glu, PVA, respectively. The 
optimal conditions were found 0.05 x mL of PEI, 119.99 µL of 
Glu and 10.00 of % PVA
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Figure 4.a depicted the binary interaction of PEI and Glu 
on n-value at optimal conditions. When n-value increased 
with increasing the amount of Glu. If the amount of PEI 
was increased from 0.05 to 1.0, n-value was decreased. The 
binary interaction effect of PEI and PVA on n-value at optimal 
conditions were shown in Figure 4.b. n-value increased with 
increasing the amount of PVA in 3-D graph. Also, Increasing 
PEI has reverse effect on n-value. The Pareto chart was 
constructed were given in Eq. (10) [34].

( )
2

2 100 0i
i

i

P iβ
β

 
= × ≠  
 ∑

                                                                (10)

In Eq (10), βi  represents the coefficient of variables, Pi is the 
percentage of each variable, respectively. Thus, the variables 
affecting on the n-value (%) were depicted in Figure 4.c. The 
most important variable was the amount of PVA (C, 67.41 %). 
The other variables are listed as follows:  PEI (A, 22.16 %) and 
Glu (B, 10.43%). The least effective variable was found to be 
Glu (B) under α=0.05 significance.

Figure 3 The effect of Glu amount (PVA: 10%, PEI: 1 mL) (a), PEI 
amount (PVA: 10%, Glu: 30 µL) (b) and PVA content (Glu: 30 µL, PEI: 
0.1 mL) (c) on the swelling degree of PVA/PEI hydrogels.

One of the major parameters of the swelling process is the 
pH of the biological medium. The pH of the healthy skin is in 
the range of 4.0-6.0 while it becomes around pH 7.4 when 
exposed to blood after injury [35]. pH-responsive polymers 
contain ionizable functional groups and thus their swelling 
degree is mainly based on the protonation state of these 
groups due to pKa values. The charged polymeric matrix 
facilitates the interaction of hydrogen bonding with the 
hydrated deposit. The prepared PVA/PEI hydrogels showed 
the similar trend since they swell more at pH 7.4 in comparison 
with pH 4 (Figure 5). PEI as a cationic polymer (pKa ≈ 7.4) 
bears high amount of amine groups having higher amount 
of protonated amine groups at acidic pH. However great 
number of protonated amine groups leaded to a significant 
reduction of swelling capacity by disarranging the hydrated 
layer. Avais and Chattopadhyay prepared PEI hydrogels via 
chemical cross-linking using azetidinium based crosslinker 
and reported pH-responsivity of the prepared PEI hydrogels 
with maximum swelling capacity at pH 7.4 [36]. The removal 
of exudate from the wound site is a crucial step for effective 
wound healing. The prepared PVA/PEI hydrogels swell more 
at pH of wound area enabling the removal of exudate from 
the wound site efficiently.

Figure 5 The swelling ratio of PVA/PEI hydrogels with pH 4 and 7.4.

Dehydration tests
The dehydration kinetic curves were shown in Figure 6. Firstly, 
water loss from the hydrogels occurred fast, then reduced 
slowly and finally reached an equilibrium value. The hydrogel 
prepared with the largest Glu amount had the lowest 
dehydration rate since more rigid polymeric structure inhibit 
the water loss (Fig 6(a)). The hydrogel synthesized with the 
lowest PVA content showed the biggest dehydration rate 
while having large pores would favor the dehydration of the 
hydrogel (Fig 6(c)). The bulk water molecules diffuse easily 
from the large pores however they can be retained as bound 
water via hydrogen bonding in the pores [37]. PVA has the 
dominant effect on the dehydration process. 

Antibacterial activity assay
The antibacterial properties of the hydrogels were examined 
by colony formation counting assay and percentage 
antibacterial activity of PVA-PEI hydrogels against E. coli 
were given in Figure 7. PVA ratio increases in PP1, PP2.5 and 
PP5 hydrogels, respectively. As gelation of these hydrogels 
increased, PEI were expected to effectively incorporate into 

Figure 4  The binary interaction effect of (a) PEI and Glu on n-value 
at optimal conditions and (b) PEI and PVA on n-value at optimal 
conditions and (c) Pareto graph for the influences of factors affecting  
on the n-value.
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hydrogel structure. The PP5 and PP2.5 hydrogels showed 
98.2% and 96.3% antibacterial activities, respectively. 
However, antibacterial effect of PP1was 66.7%. Antibacterial 
efficiency of P30, P60 and P120 hydrogels which have 
different Glu ratio were 66.7%, 61.8% and 41.3%, respectively. 
As we conclude from the percentage antibacterial activity 
results, antibacterial activities of PP2.5 and P30-0.1, PP5 
hydrogels was over 96.4%. Thus, these three hydrogels 
showed excellent antibacterial activity for E. coli. P30-0.1 with 
99.9% antibacterial activity was found as the most effective 
among the hydrogels containing different amount of PEI.  
The antibacterial performance of the antibacterial hydrogels 
depends on chemical and morphological characteristics of 
the polymeric matrix. PEI as a cationic polymer improves the 
antibacterial activity of the hydrogels due to the disruption 
of the bacterial cell membrane. The hydrogels with high 
porosity facilitate the interaction of the microorganisms with 
the polymeric structure [38].

Figure 6 The effect of Glu amount (PVA: 10%, PEI: 1 mL) (a), PEI 
amount (PVA: 10%, Glu: 30 µL) (b) and PVA content (Glu: 30 µL, PEI: 
0.1 mL) (c) on the dehydration rate of PVA/PEI hydrogels.

Figure 7 Colony formation counting assay results, (a) percentage 
antibacterial activities of PVA/PEI hydrogels against E. coli, (b) optic 
images of agar plates. Dilution factor: 10-7 for control group and 10-6 
for hydrogels. Hydrogels treated E. coli was inoculated in agar plates 
and incubated for 24 h at 37 °C.

Consequently, the correlation between swelling amount, 
dehydration rate, and antibacterial activity was created in 
the 3D plot to evaluate the optimum PVA/PEI hydrogel for 
antibacterial wound dressing materials. It has been reported 
that PEI added to PVA/PEI hydrogels consists of high positive 
charges that are sensitive to antibacterial activity [12]. As can 
be seen from Figure 8, the PVA/PEI hydrogel (PP5) with the 
highest PEI (0.5 mL) and PVA (5%) content has significantly 
demonstrated the excellent antibacterial activities of the 
PEI in the PVA/PEI hydrogels. In addition, it is clear that the 
optimum PVA/PEI hydrogel as an excellent antibacterial 
wound dressing material is the PP5 hydrogel due to its high 
swelling amount, low dehydration rate and great antibacterial 
activity.

Figure 8 3D plot of PVA/PEI hydrogels against antibacterial activity, 
swelling amount and dehydration rate. 

CONCLUSION
The aim of this study was to investigate the swelling amount, 
dehydration rate and antibacterial activity performance that 
are crucial key parameters for wound healing applications.  
For this propose, PVA/PEI hydrogels were prepared via 
solvent casting technique with different amount Glu, PEI and 
PVA concentration. All of the hydrogels showed great swelling 
degree at pH 7.4 simulating human biological fluids and 37 
°C. PVA concentration showed the dominant effect on the 
swelling degree as well as the dehydration results. All of the 
prepared PVA/PEI hydrogels demonstrated high antibacterial 
activity against E. coli. The obtained results were related with 
the incorporation of PEI into the polymeric structure and the 
morphological properties of the hydrogels. 3D plot containing 
swelling degree, dehydration percentage and antibacterial 
activity displayed the optimum hydrogel depending on these 
parameters. PP5 was determined as the best hydrogel with 
the optimized data.
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