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Abstract − Sunn pest damage is one of the most crucial types of agricultural damage. Authorities 

and farmers are working together to find a cost-effective solution for separating the damaged crops 

from the healthy ones. This challenge can be tackled cost-effectively with emerging technology. Over 

time, the number of researchers focusing on this problem by using various machine learning 

algorithms and image processing techniques has increased. This paper presents an approach using a 

recurrent neural networks-based transformer to identify different varieties of wheat grain that have 

been sunn pest-damaged and healthy. First, wheat grains were separated from each other using 

YOLOv8. Then, the dataset was enriched with different data augmentation techniques, and data-

efficient vision transformers were used to classify sunn pest-damaged and healthy grains. Conversely, 

a high accuracy score of 98.61% was achieved on the augmented dataset while surpassing the 

accuracy score of 93.36% in the raw dataset. This paper's contributions to literature can be divided 

into three categories. In contrast to the previous research, perfectly shaped, broken, and half-wheat 

grains are used to better fit findings in real-life environments such as factory production lines. 

Moreover, this study employs a combination of augmentation techniques, implying that two separate 

augmentation techniques, texture-based and one morphological, were applied to the same image. 

Finally, no study in the available literature uses a vision transformer to classify healthy and sunned 

pest-damaged wheat grains. That leads to using a data-efficient vision transformer algorithm and 

achieving a high accuracy score of 98.61%. 

Keywords − Sunn pest, sunn pest detection, wheat cultivars, wheat grain segmentation, crop quality 

1. Introduction 

The most traditional and significant grain crop is wheat. About 20% of the world's total nutritional calories 

and proteins come from this crop [1] due to being the raw material of various foods. Among the most crucial 

types of wheat are common wheat (Triticum aestivum), used for bread production; durum wheat (Triticum 

durum), used for pasta; and club wheat (Triticum compactum), a softer variety used for making cakes, crackers, 

cookies, pastries, and flours. A small amount of wheat is also utilized by industry to make items, including 

starch, paste, malt, dextrose, gluten, and alcohol [2]. Moreover, wheat is one of the most popular foods 

consumed worldwide. China leads the world in wheat consumption, with India close behind [3]. 

Sunn pests are one of the primary insects that harm wheat grains. The sunn pest causes significant qualitative 
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and quantitative damage in the Middle East and numerous other regions. Damage caused by sunn pests is 

characterized by the yellowing and death of stems and leaves and stunted growth of tips and buds. These pests 

typically feed on other parts of the plant and do not commonly affect flower formation and coloration. When 

sunn pests feed on seeds after they have matured, they may become shriveled, discolored (usually white), or 

hollow. However, if these pests feed on the seeds before they fully develop, it can lead to seed abortion. Both 

adults and nymphs can also feed on dry grains when moisture is present [4]. It has infested about 15 million 

hectares of wheat crops across the Middle East. The sunn pest damages wheat grain during various phases of 

development. The sunn pest sucks out the protein in the wheat grain at this stage, as the grains will lose their 

germination power. Additionally, they lose their qualities as flour. Economic devastation results from this loss 

of quality; in Iran alone, damage to wheat and barley crops exceeding 9 million tons has been reported [5]. 

Integrating advanced technology into the agricultural sector has spurred numerous research endeavors within 

wheat grain analysis, leveraging Machine Learning (ML) methodologies. Farmers eliminate damaged wheat 

grains manually because the machines that do this automatically are prohibitively expensive. Thus, the need 

for cheaper, faster, and more accurate quality control in wheat grains has paved the way for sunn pest damage 

detection [6-8] and classification [9] studies in wheat grains. In addition, since wheat species are used to 

produce different foods, they must not mix. In light of this motivation, researchers have conducted 

classification studies with datasets containing many different wheat species [10-19]. 

Researchers have tackled classification studies using datasets comprising several wheat varieties. The effective 

analysis of wheat grains is facilitated through the implementation of segmentation techniques, particularly in 

intricate tasks such as isolating individual wheat grains from image backgrounds [14, 20] or from each other 

[9], mainly when presented in bulk as in our dataset [21]. Besides, researchers have used segmentation 

algorithms to classify different species of wheat grains [22]. In Computer Vision (CV), the variety and 

abundance of data are one of the main factors affecting model training performance. Therefore, researchers 

have diligently expanded and enriched their datasets by strategically employing data augmentation techniques 

[8, 22-24] specifically tailored to address the intricacies of wheat grain analysis. The culmination of these 

extensive studies has yielded compelling results, demonstrating the model's capacity to distinguish between 

damaged wheat attributed to sunn pests and healthy wheat with impressive accuracy. Such accomplishments 

hold profound significance within the agricultural sector, where the reliable classification of wheat grains is 

pivotal. 

In this study, our primary goal was to achieve a highly accurate classification of sunn pest-damaged and healthy 

grains in various wheat grain species with the Data-efficient Image Transformer (DeiT) algorithm. To conduct 

our experiments, the wheat grain dataset previously introduced in our research was leveraged [21]. 

Additionally, the aim to deepen our comprehension of wheat grain features by employing the You Only Look 

Once version 8 (YOLOv8) model for segmentation on a dataset containing bulk wheat grains was pursued. As 

part of this segmentation process, each wheat kernel was individually recorded as a separate image, leading to 

the generation of a novel and enriched dataset through diverse data augmentation techniques. Our study 

contributes to the literature in various ways by improving the existing studies on wheat grain species and sunn 

pest-damaged wheat grain classification. 

i.Our study provides an adaptable model for grains not in the whole wheat form in a production line by 

including broken and partial wheat grains in the dataset. 

ii.In addition to the data augmentation techniques applied to the dataset separately in the literature, the model's 

performance was increased by combining various techniques to create a dataset that can be adapted to many 

environmental conditions, such as lighting conditions, image contrast, and the presence of shadows. This 

versatile approach allows our model to perform effectively in various scenarios. 

iii.Our study is the first in the available literature to examine sunn pest damage to different wheat species. 

iv.Finally, the approach we presented is a pioneer in applying Transformer-based models in wheat grain 

analysis, with an accuracy score of 98.61%, and it is the first study of such an approach. 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 771-785 / Classifying Sunn Pest Damaged and Healthy Wheat Grains Across Different… 

 

 

773 

The remainder of this paper is structured as follows: Section 2 presents related works from reviewing the 

literature in the subsections Augmentation, Segmentation, and Classification. Section 3 describes the dataset 

used in this study and the YOLOv8 model used for the wheat grain segmentation. Section 4 encompasses a 

detailed explanation of the data augmentation techniques used. Section 5 presents an exploratory data analysis 

of the augmented dataset. Section 6 explains the sunn pest damage classification in different wheat species. 

Section 7 contains the analysis and comparison of the results of the presented experiment in the subsections 

Segmentation, Augmentation, and Classification. Section 8 encapsulates the conclusions drawn from the study 

and outlines potential avenues for future research. Last of all, the final section explains the future work. 

2. Related Work 

Upon reviewing the literature, it became evident that several methods exist for resolving the classification issue 

between sunn pest-damaged and healthy grain. The authors have used various segmentation models and 

augmentation techniques to achieve a higher accuracy score. This section focuses on various augmentation 

techniques, segmentation methods, and classification problems. 

2.1. Augmentation 

The reviewed literature demonstrates the necessity for more enormous datasets, which led to various 

augmentation methods. The authors conducted diverse studies about this specific problem. 

Shen et al. [22] utilized a dataset of 130 images that included damaged but beneficial wheat grains, such as 

unsound grains, injured grains, speckled grains, broken grains, germinated grains, and moldy grains. 

Subsequently, they applied five data augmentation methods to process the images to enhance recognition 

accuracy and deliberately highlight local characteristics and regions of interest. These methods included 

brightness reduction, noise addition, random point insertion, translation, and flipping. Bernandes et al. [23] 

sampled 1200 seeds, with 600 seeds infected by Fusarium Head Blight (FHB) and 600 healthy seeds. In this 

study, signs of fungal colonization in wheat seeds due to FHB infection were characterized by roughness, a 

wrinkled appearance, and pink-colored tissues. To avoid overfitting during hyperparameter optimization, they 

randomly rotated images by up to 30° and applied a 20% variation in height, width, offset, and zoom. 

Furthermore, they rotated half of the images horizontally and used the closest strategy to fill in any newly 

created pixels that might appear after rotation or width/height shifting. Unlersen et al. [24] applied rotation and 

zoom operations to wheat grain bulk samples. First, they randomly determined an angle to rotate the image 

between -30 to +30 degrees. Then, the zoom operation was executed with a randomly determined rate between 

-10% and +10% on the rotated images. After the data augmentation, they obtained 3200 images, 800 from 

each wheat variety. In their study, Sabanci et al. [8] rotated and applied Gaussian noise to cropped wheat grain 

images. They also adjusted the zoom, size, and positioning of the images. This process expanded the dataset, 

yielding 1200 wheat grain images, 600 of which are healthy samples and 600 of which are sunned pest-

damaged samples. Out of these, 1000 images were allocated for training deep learning models, while the 

remaining 200 were set aside for testing. 

2.2. Segmentation 

Segmentation is an image processing technique that divides an image into meaningful parts, enabling detailed 

analysis. In agriculture, this technique helps to identify different wheat species and detect damage from sunn 

pests or other bugs. This technique outlines grain boundaries to distinguish healthy and damaged grains. While 

common in corn, beans, and coffee grain analysis, specific studies on wheat are less frequent.   

Researchers have studied various segmentation techniques to better examine the characteristics of wheat 

grains. Gao et al. [25] present a study to detect unsound wheat kernels based on an improved Residual Neural 

Network (ResNet), six kinds of wheat, including the sound kernel, broken kernel, sprouted kernel, injured 
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kernel, moldy kernel, and spotted kernel are considered as the samples. The designed two-kernel adhesion 

wheat segmentation algorithm based on a concave mask exhibits high accuracy, with an error rate of 0.93% 

for 9988 wheat grains. Sharma and Singh [15] utilized Artificial Neural Networks (ANN), Support Vector 

Machine (SVM), partial least squares discriminant analysis, Random Forest (RF), and K-Nearest Neighbor 

(KNN) to classify wheat seed varieties using near-infrared hyperspectral imaging. The ANN model with 

Savitzky-Golay second derivative preprocessing achieved the highest accuracy of 97.77%. 

2.3. Classification 

There are two different kinds of wheat classification issues: The classification of wheat species and the 

classification of damaged or healthy grains. This section investigates both approaches.  

Considering damage classification problems, the research conducted by Motie et al. [26] utilized SVM with a 

radial basis function kernel to achieve an accuracy exceeding 90% in differentiating sunn pest-infected wheat 

clusters from healthy plants using near-infrared images. Abbaspour-Gilandeh et al. [27] achieved 100% 

accuracy in discriminating healthy wheat grains from grains infected with Fusarium using SVM. Fazel-Niari 

et al. [28] studied various classification algorithms, including linear and quadratic statistical discriminant 

analysis and SVM, and achieved an average accuracy of 97.6% in classifying wheat grain groups. Shedole et 

al. [17] developed a Convolutional Neural Networks (CNN) based classification system for wheat grain using 

900 images. The Decision Tree and Multilayer Perceptron classifiers achieved 98.7% accuracy, while the 

Naïve Bayes classifier had a lower precision of 94.22%. Additionally, the validation accuracy of the CNN 

model showed strong performance, ranging from 94% to 96%. Kaya and Saritas [29] developed a classification 

system using ANN for classifying type-1252 durum wheat kernels based on their clarity, achieving a maximum 

classification accuracy of 93.46%. In a study conducted by Erkinbaev et al. [30] achieved overall classification 

accuracies ranging from 83% to 100% using spectral data and ML techniques with a unified heuristic approach. 

Zhang and Ji [31] classified wheat grains into different states using hyperspectral imaging, with an SVM model 

achieving an average recognition accuracy of 98.5%.  

Using pre-trained models such as Resnet, Alexnet, or Densely Connected Networks (DenseNet), which are 

trained with large datasets, is often more advantageous than training a model from scratch. In the literature, 

authors used a transfer learning approach to achieve higher accuracy scores in wheat grain classification 

problems. They used pre-trained models directly or combined different pre-trained model architectures with 

their models [8, 9, 24, 32]. Table 1 summarizes related work, including whether the paper is used as an 

augmentation, segmentation, or classification reference. Then, there is a studies column, a dataset column that 

shows a summary of the dataset, a methods column, and a column that explains the essential outcomes. 

 

Table 1. Literature summary 

Category Studies Dataset Methods Used Key Outcomes 

Augmentation 

[22] 
130 wheat grain images 

(damaged and unsound) 

Brightness reduction, noise addition, 

random point insertion, translation, and 

flipping 

Enhanced recognition accuracy by 

emphasizing local characteristics. 

[23] 

1200 wheat grain images 

(600 FHB infected, 600 

healthy) 

Random rotation (up to 30°), height/width 

shifting (20%), horizontal flip, closest 

pixel strategy 

Avoided overfitting, characterized 

fungal colonization. 

[24] 
3200 wheat grain bulk 

images 

Rotation (-30° to 30°) and zoom (-10% to 

10%) 

Processed 800 images per wheat 

variety. 

[8] 
1200 wheat grain (600 

healthy, 600 damaged) 

Rotation, Gaussian noise, zoom, resizing, 

positioning adjustments 

Expanded dataset for training deep 

learning models. 
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Table 1. (Continued) Literature summary 

Category Studies Dataset Methods Used Key Outcomes 

Segmentation 

[25] 9988 wheat grain images (6 types of kernels) 

Improved ResNet, concave 

mask-based two-kernel 

adhesion segmentation 

algorithm. 

Achieved an error rate of 

0.93% in segmentation. 

[15] 
Near-infrared hyperspectral imaging (15 different 

wheat varieties; 936 wheat from each variety) 

ANN, SVM, Random 

Forest, KNN with 

Savitzky-Golay second 

derivative preprocessing 

ANN model achieved the 

highest accuracy of 97.77%. 

Classification 

[26] 
Near-infrared images of wheat clusters (Sunn-

pest damaged and healthy wheat grains) 

SVM with radial basis 

function kernel 

Over 90% accuracy in 

classifying sunn pest-

infected wheat clusters. 

[27] 
Wheat grains (300 healthy vs. 300 Fusarium 

infected) 
SVM Achieved 100% accuracy. 

[28] 
Wheat grain groups (7 different wheat types, a 

total of 21000 single wheat grains) 

SVM, linear, and quadratic 

discriminant analysis 

Achieved an average 

accuracy of 97.6%. 

[17] 

900 wheat grain images (dataset includes four 

classes: good grain, damaged grain, broken grain, 

and foreign particles. 

CNN, Decision Tree, 

Multilayer Perceptron and 

Naïve Bayes 

CNN model accuracy 

between 94% and 96%, 

Decision Tree/MLP 98.7%, 

Naïve Bayes 94.22%. 

[29] Durum wheat kernels ANN 
Maximum classification 

accuracy of 93.46%. 

[30] 
Spectral data (180 Healthy kernels, 60 Fusarium-

damaged kernels, and 60 Ergot-damaged kernels) 

ML techniques with a 

unified heuristic approach 

Classification accuracy 

ranges from 83% to 100%. 

[31] 

Hyperspectral imaging of wheat grains (220 

healthy wheat grains, 220 germinated wheat 

grains, 220 mildewed wheat grains, and 220 

shriveled wheat grains (wheat grains infected 

with fusarium head blight) 

SVM 
Achieved average accuracy 

of 98.5%. 

3. Data Collection 

The Related Work section explains that the authors handle wheat grain differently. These datasets vary in many 

aspects, including being created in controlled or uncontrolled environments, camera models and equipment in 

the shooting environment, camera angle, direction and type of wheat, and the focused problem such as species 

classification or damaged region detection. The dataset used in this study was prepared for the classification 

stage after preprocessing and segmenting different types of wheat grains affected by the sunn pest, presented 

in [21]. 

3.1. Raw Wheat Grain Dataset  

In [21], a new dataset was introduced, which was used to develop an image classification model for classifying 

wheat grain species as Damaged and Healthy. The dataset includes a wide variety of wheat and covers six 

species: Bezostaja, Müfitbey, Nacibey, Sönmez-2001, Tosunbey, and Ekiz, the species made in Türkiye. 

Wheat grains differ in various parameters, such as width, length, color, stain condition, and wrinkled texture. 

The dataset comprises 83 images of sunn pest damage and 87 images of healthy wheat grains. Additionally, 

2502 healthy and 1063 damaged wheat grains were extracted from 170 bulk wheat grain images. Wheat grains 

vary in width, length, color, stain status, and wrinkled texture. The distribution of the cultivars is displayed in 

Table 2. 
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Table 2. Distribution of wheat grains 

Cultivar Healthy Damaged 

Bezostaja 427 107 

Müfitbey 311 120 

Nacibey 342 203 

Sönmez-2001 370 120 

Tosunbey 322 183 

Ekiz 730 330 

Due to the wheat grain dataset being multiclass and may be used for variety classification, it stands out from 

others due to its diverse species and condition, including broken, sunn pest damaged, and healthy wheat grain. 

However, the dataset is appropriate for detecting sunn pest damage when the condition of sunn pest damage is 

considered. Furthermore, the dataset contains grains that come into contact with one another, increasing its 

applicability to real-world issues. As can be seen, the dataset includes a range of wheat species that are 

impacted by sunn pests, demonstrating that the promised dataset is appropriate for many ML tasks, including 

segmentation, detection, and classification. 

3.2. Wheat Grains Segmentation with YOLOv8 

The dataset used in our study is the most crucial contribution that distinguishes the study from other studies in 

the literature. Although studies conducted with wheat grains in a particular order, facing the same direction, 

and of the same size give promising accuracy scores, it is not expected that the ML model will be able to solve 

the problem correctly in the face of wheat grains scattered in the real-life production line. For this reason, some 

processes were applied to the raw dataset to bring a new perspective to academic studies and to offer realistic 

solutions that can be adapted to real life in wheat agriculture. 

In the segmentation process, the dataset was split into 60%, 20%, and 20% as train, test, and validation, 

respectively. The split 60%-20%-20% is commonly used to ensure a balanced model training and evaluation 

approach. The 60% training set provides enough data for the model to learn underlying patterns effectively. 

The 20% validation set helps tune the model's hyperparameters and avoid overfitting. The 20% test set is 

reserved to evaluate the model's generalization performance on unseen data, ensuring a reliable assessment of 

its accuracy. Then, to transfer the data to the model during training, the file paths of the train, test, and 

validation sets were given to the file data.yaml, and the class name was set as wheat.  

The model YOLOv8 was utilized for the training process. YOLOv8, known for its efficiency and accuracy in 

object detection tasks, is particularly suitable for our problem due to its ability to handle varying object scales 

and dense environments. The default parameters of YOLOv8 were used, which include an initial learning rate 

of 0.01, momentum of 0.937, and weight decay of 0.0005. 

YOLOv8's architecture consists of a backbone network that extracts essential features from input images and 

a head network that predicts bounding boxes and class probabilities. The model is pre-trained on the Common 

Objects in Context (COCO) dataset, allowing it to leverage transfer learning for better initial performance on 

our wheat grain dataset. 

In the training process, YOLOv8's advanced anchor-free detection mechanism plays a significant role in 

accurately predicting the locations and sizes of wheat grains, which can vary significantly in a production line 

setting. After each epoch, the model's performance was continuously monitored by evaluating the Mean 

Average Precision (mAP) on the validation set. Train results, including precision, recall, and mAP scores, will 

be discussed in the Results section, comprehensively evaluating our model's performance. 
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4. Data Augmentation 

After the segmentation process, augmentation techniques were applied to segmented wheat grains to expand 

our data by a factor of seven. 15 different augmentation methods were applied. Initially, two distinct kinds of 

augmentation were used: morphological and texture-based.  

The morphological augmentation techniques include;  

i.Affine: Scales images to a value of 40 to 80% of their original size. 

ii.Fliplr: Reflects photos horizontally. 

iii.Flipud: Reflects photos vertically. 

iv.Furthermore, texture-based augmentations contain; 

v.Add to Brightness: This function adds a constant value to an image's brightness. The range is set from +30 

to -30. 

vi.Linear Contrast: Adjusts the contrast of each image by 127𝛼(𝑣 − 127), where 𝑣 represents the pixel value, 

and alpha is uniformly sampled (once per image) from the interval [0.4, 1.6]. 

vii.Multiply Saturation: The augmenter first converts images to Hue Saturation Value (HSV) colorspace, 

doubling the pixel values in the H channel before converting back to RGB. The range is determined between 

0.5 and 1.5. 

In addition to these six techniques, all of them are combined. Firstly, one from morphological and one from 

texture-based are picked to acquire a combined augmentation technique. The first method is used, followed by 

the second. For instance, if both Fliplr and Linear Contrast are picked, the image is flipped horizontally first, 

and then linear contrast is applied. With this process, nine more augmentation techniques are obtained. In Table 

3, the combined augmentation techniques are shown. 

Table 3. Combined augmentation techniques 

Morphological Texture-Based Combined 

Affine (AF) Add To Brightness (BR) AFBR 

Affine (AF) Linear Contrast (LC) AFLR 

Affine (AF) Multiply Saturation (MS) AFMS 

Flipud (FUD) Add To Brightness (BR) FUDBR 

Flipud (FUD) Linear Contrast (LC) FUDLR 

Flipud (FUD) Multiply Saturation (MS) FUDMS 

Fliplr (FLR) Add To Brightness (BR) FLRBR 

Fliplr (FLR) Linear Contrast (LC) FLRLC 

Fliplr (FLR) Multiply Saturation (MS) FLRMS 

Table 3 shows the new combined augmentation techniques and what is used to create them. When 

augmentation, morphological, and texture-based techniques are combined in Table 3, 15 augmentation 

techniques are obtained. None of these augmentation techniques were utilized on a single wheat grain image. 

Initially, six were selected for every image. For each image, 2 out of 3 morphological and texture-based 

augmentation techniques and 2 out of 9 combined techniques were selected. First, two morphological 

augmentations are performed, chosen at random, for each image. Subsequently, two texture-based techniques 

were picked randomly and applied, and finally, two combined techniques were selected randomly and 

implemented. Ultimately, each image has been featured seven times, including itself. In Figure 1, the rows 

represent texture-based augmentations, and the columns represent morphological augmentations. Their 

crossing image illustrates the combination of these two augmentation techniques. As a result, the raw image 

and 15 images representing the 15 different augmentation techniques were used. 
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Figure 1. Image before and after each augmentation technique 

Ultimately, when the data is augmented with the raw images, there are 24759 images. For each of the wheat 

varieties, the augmented image count without the raw images is as follows: 

i.Bezostaja: 3144  

ii.Müfitbey: 2538 

iii.Tosunbey: 2988 

iv.Nacibey: 3336 

v.Ekiz: 6222 

vi.Sönmez-2001: 2994 

 
Figure 2. Augmented image count according to wheat varieties 
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In Figure 2 the distribution of all augmented image counts according to their relative wheat varieties has been 

illustrated. The combined augmentation techniques' counts are lower than the initial augmentation techniques' 

counts because 4 out of 6 in the initial ones were picked. However, in the combined techniques, 2 out of 15 

were picked. So, the probability of choosing the same augmentation technique is less in combined 

augmentation methods. Conversely, the Ekiz varieties have a far larger count than the others since their raw 

version likewise has a higher count, and the difference widens when it is increased 6 times. 

Wheat grains were segmented from the raw image, then these augmentation methods were applied. Following 

the augmentation process, zero padding was added based on the segmentation coordinates of the wheat grains. 

At the end of this process, all of the wheat grains were extracted one by one with a black background, leading 

to the final dataset. 

5. Exploratory Data Analysis  

In this section, exploratory data analysis is presented in our augmented dataset. In our research, graphs 

displaying brightness for wheat damaged by sunn pests against healthy wheat were carefully examined. As can 

be seen in Figure 3, a significant disparity in average brightness values was discovered. The damaged wheat 

grains had an average brightness of 85.23, compared to 116.40 for the healthy wheat grains. This significant 

difference shows that brightness may effectively distinguish between the two conditions. Moreover, 

uncommon brightness levels, or outliers, were examined in damaged and healthy wheat. Despite finding 

extreme levels, it is seen between the 0-200 range, they distribute similarly. This means that using only 

brightness might not be enough to separate damaged and healthy wheat, which presents a challenge, for 

instance, classification in wheat grain condition. 

 
Figure 3. Brightness-frequency histogram 

6. Sunn Pest Damage Classification in Different Wheat Species  

When the literature is examined, it is seen that CNN and state-of-the-art models are preferred in studies that 

use image data. Since this transformer-based algorithm is not available in the literature, the DeiT model with 

the transfer learning approach was used in our research. Touvron et al. [33] assert that the DeiT represents a 

significant advancement in training Transformers to enhance CV performance. Despite CNN being the 

prevailing method for CV tasks in the past eight years and benefiting from numerous enhancements and 

adjustments, DeiT's performance is already on par with them. DeiT stands for data-efficient transformer, which 

focuses on making a convolution-free model trained on less data and can outperform CNN-based algorithms. 

DeiT model pre-trained and fine-tuned on ImageNet-1k at resolution 384x384. The last layer of the DeiT 

model was frozen, and seven layers were added with fine-tuning: Linear, Relu, and Dropout. Figure 4 shows 

the model architecture and classification process. 
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Figure 4. Our model architecture 

Our experiments were conducted with two datasets: segmented wheat grains and expanded with augmentation 

techniques of these data. In both scenarios, the datasets' train, test, and validation sets were split, with 

proportions of 80%, 20%, and 20%, respectively. The learning rate is 0.00005, the batch size is 128, and the 

epochs are 200. During the training stage, early stopping was used to prevent the model from memorizing the 

training data and from overfitting the test data. Early stopping was controlled according to validation loss, with 

a patience coefficient of 3. The results of both scenarios were discussed comparatively in the Results section. 

7. Results  

7.1. Segmentation 

In the wheat segmentation process, YOLOv8 was utilized to segment wheat grains from the images. This 

model was chosen for its advanced object detection and segmentation capabilities, making it well-suited for 

tasks involving dense and overlapping objects such as wheat grains. YOLOv8 represents a significant 

advancement in real-time object detection and segmentation, building upon the solid foundation laid by 

previous versions of the YOLO family. The defining feature of YOLO models is their ability to predict multiple 

bounding boxes and corresponding class probabilities in a single forward pass through the neural network. 

This design ensures that the model operates with exceptional speed and efficiency, making it suitable for real-

time applications. 

The YOLOv8 model incorporates several state-of-the-art enhancements for superior performance. The 

network architecture is significantly deeper and wider, capturing complex features and finer details. Advanced 

feature pyramid networks (FPN) combine features from different layers, improving precision and recall by 

detecting objects at various scales. YOLOv8 also uses an optimized anchor-free detection strategy to directly 

predict object centers and scales, reduce computational complexity, and enhance accuracy, especially for small, 

densely packed objects. Cross Stage Partial Network (CSPNet) also improves gradient flow and reduce 

computational load, leading to more efficient training and inference while maintaining high accuracy. 

The high precision and recall values indicate that the YOLOv8 model is highly effective in correctly 

identifying and segmenting wheat grains within the test images. The precision score reflects the model's 

accuracy in detecting true positives among the identified grains. In contrast, the recall score indicates the 

model's ability to identify all actual grains in the images. The mAP values comprehensively measure the 

model's performance. The mAP50 value, which considers a single Intersection over the Union (IoU) threshold 

of 50%, shows an impressive score of 99.4%. This high score signifies that the model can accurately detect 
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and segment wheat grains with a moderate overlap threshold. The mAP50-95 value averages the precision 

across multiple IoU thresholds from 50% to 95%, slightly lower at 93.3% for bounding boxes and 91.3% for 

segmentation masks. This indicates that while the model performs exceptionally well at moderate thresholds, 

there is a slight decrease in performance at higher thresholds. This decrease could be attributed to the 

challenges in segmenting wheat grains with fine details or densely packed regions. 

7.2. Augmentation 

When the segmentation process was finished, different augmentation techniques were performed. There are 

morphological augmentation techniques, texture-based augmentation techniques, and combined augmentation 

techniques consisting of one morphological and one texture-based technique. When the augmentation is 

considered, it is seen that performing augmentation techniques dramatically increased the accuracy by %5 -

from %93.36 to %98.61-. The reason for the increase is not only the higher data number but also the chosen 

technique. Due to some of the augmentation methods, the grain color gets brighter, as a result, the sunn pest 

damage point has become more visible, and thus accuracy increased. In contrast, the sunn pest damaged point 

and the color of the grains both go darker in the Multiply Saturation method; nevertheless, the sunn pest 

damaged point becomes so much darker that it becomes more noticeable. On the other hand, in Linear Contrast, 

by enhancing the contrast of the images, the model can better distinguish between damaged and undamaged 

grains, leading to higher accuracy and more reliable predictions. 

7.3. Classification  

After the augmentation stage, two experiments were performed on the raw and augmented datasets. 

Determining optimal hyperparameters and layer values added to the end of the DeiT model was a critical step 

before model training. Parameters in the linear layer input sizes 1024, 512, 256, and 128 were tested to 

maximize classification accuracy. Additionally, dropout layer coefficients were tested as 0.20, 0.35, and 0.50 

for both models. In both cases, the best parameters were specified as an input size 512 and a dropout coefficient 

of 0.50. The models trained on the raw and augmented datasets utilized a V100 GPU, with training durations 

of 10359.64 and 1644.41 seconds, respectively. As a result of the binary classification, a test accuracy score 

of 93.36% and 98.61% were achieved. The precision score was obtained as 99.39%, recall as 98.62%, 

specificity as 98.56%, F1-Score as 99.00%, and Matthews Correlation Coefficient (MCC) as 96.67%. In the 

model trained with the raw dataset, these results were 95.93%, 95.01%, 95.47%, 93.60%, and 84.58%, 

respectively. Comparative results between these models are shown in Figure 5. 

 
Figure 5. Raw and augmented results comparison 
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As shown in Figure 5, accuracy, precision, recall, specificity, F1 score, and Matthews Correlation Coefficient 

(MCC) are the six critical metrics used to compare the performance analysis between raw and augmented data. 

Each axis represents one of these measures, ranging from 80 to 100. The blue polygon shows the performance 

of the raw data, while the green polygon shows the augmented data. The raw data performs admirably with 

accuracy at 93.36%, precision at 95.93%, recall at 95.01%, specificity at 95.47%, F1 score at 93.60%, and 

MCC at 84.58%. The augmented data, however, greatly improves these metrics: MCC increases to 96.67%, 

accuracy to 98.61%, precision to 99.39%, recall to 98.62%, specificity to 98.52%, and F1 score to 99.00%. 

The enhanced performance of the augmented data across all measures is evident in this visualization, 

suggesting that data augmentation is a valuable technique for improving the predictive powers of the model. 

The green polygon highlights these benefits's more extensive area than that of the blue polygon, which supports 

the use of data augmentation approaches in ML problems. 

The impressive performance of the self-attention mechanism in the Transformer-based Diet model lies behind 

the high accuracy score. Self-attention has been essential in identifying fine distinctions between sunn pest 

damage and healthy wheat grains. The self-attention mechanism helps the model handle long-range 

dependencies. This makes it more effective in understanding the relationships between different parts of wheat, 

ultimately leading to a more comprehensive classification structure. 

8. Conclusion 

One of the most critical forms of damage in agriculture is caused by sunn pests. Detecting sunn pest damage 

in wheat grains is a task that is both time-consuming and costly when done manually. Authors have studied 

this issue to make detecting sunn pest damage easier and classify healthy and damaged wheat grains, which is 

the purpose of our paper. This paper includes three critical processes: wheat grain segmentation, data 

augmentation, and classification with DeiT. The wheat grains were identified using YOLOv8 and cropped 

from the base image in the segmentation part. After that, 15 distinct augmentation methods were applied to 

these grains. These methods enrich the dataset and make it challenging for the model to understand the 

difference between healthy and damaged conditions. For this reason, significant success was achieved as 

results with a high accuracy score of 98.61% on the augmented dataset were yielded by our Transformer-based 

model, while 93.36% was obtained on the raw dataset.  

Our contributions include a combination of augmentation techniques, implying that two separate augmentation 

techniques, texture-based and morphological, were applied to the same image. Additionally, whole and 

broken/half grains are included in the dataset, making it more suitable for real-life production bands. 

Furthermore, -to the best of our knowledge- using a multiclass dataset makes it the first study to work on a 

multiclass wheat grain dataset for sunn pest damage detection. Lastly, implementing the RNN-based algorithm 

in the evaluation process is one of the most important contributions of our study. 

In future research, expanding the dataset and exploring alternative models and algorithms to enhance the 

model's accuracy would be beneficial. This exploration could include looking beyond RNN-based algorithms 

and considering architectures like CNNs or hybrid models that merge CNNs with Transformers. These 

alternatives might more effectively capture spatial features, complementing the Transformer's strength in 

handling temporal and sequential data. Additionally, exploring Graph Neural networks might offer a more 

intricate way to model the relationships between grain structures. Adopting such approaches could lead to new 

ways to improve the durability and efficiency of systems designed to classify damage caused by sunn pests. 
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Research Article 

Abstract − The molecular structure of 4-(2-(4-bromophenyl)hydrazineylidene)-3,5-diphenyl-4h-

pyrazole (BHDH) molecule, which is a pyrazole derivative, was investigated theoretically using the 

Gaussian 09 program according to the Moller-Plesset (MP2) method. The MP2 method was 

optimized for these theoretical calculations using DGDZVP and 6-311G(d,p) basis sets. By taking 

geometric structures, Highest-Energy Molecular Orbital (HOMO) and Lowest-Energy Molecular 

Orbital (LUMO) analysis, Mulliken Atomic Charges, Molecular Electrostatic Potential (MEPS), 

Nonlinear Optical (NLO) features, and Natural Bond Orbital (NBO) images of the molecule from 

this optimized structure were analyzed. In the continuation of the study, Absorbed, Distributed, 

Metabolized, and Excreted (ADME) analysis was performed to evaluate the BHDH molecule as a 

drug. Many possible drugs for treating various medical diseases have taken their place in the world 

market. Drug interactions involve combinations with drugs or other substances that change the effect 

of a drug on the body. Molecular docking analysis of BHDH molecule on obesity disease was 

performed with acetylcholinesterase (AChE) and butyrylcholinesterase (BChE) enzymes. The 

highest binding energies and binding conformations between ligands and enzymes were predicted. 

Keywords − AChE, BChE, molecular docking, ADME, NBO 

1. Introduction 

The beneficial biological functions of pyrazole compounds, an important family of heterocyclic compounds, 

include antidepressant, antipyretic, antibacterial, anti-inflammatory, analgesic, herbicidal, and insecticidal 

effects. These properties make them excellent targets for synthetic chemists [1]. Furthermore, the commercial 

sale of certain compounds possessing the pyrazole structure has increased interest in pharmaceutical and 

synthetic organic chemistry for pyrazole compounds' production and the study of their bioactive 

characteristics. For instance, fipronil is frequently used as an insecticide, zaleplon is used to treat insomnia, 

crizotinib is used to treat cancer, and penflufen is used because it has an antifungal impact [2]. Pyrazole 

derivatives are also utilized in pharmaceutical, agricultural, electronics, and other areas. It works well in a 

variety of contexts. It is employed in many fields, including medication creation and as an insecticide and 

pesticide in agriculture [3]. It is employed for optical qualities in the technology and pharmaceutical sectors, 

among other industrial domains. Polymers with pyrazole groups, for instance, are utilized in optoelectronic 

tools like light-releasing diodes and transistors because of their narrow band gaps. It is beneficial for gadgets 

[4]. 
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Globally, the frequency of overweight or obesity in children has grown, and this poses a serious public health 

emergency with financial ramifications and high medical expenses. Additionally, there is a correlation between 

juvenile obesity and a higher prevalence of comorbidities such as insulin [5]. Increased direct and indirect 

expenditures result from cardiovascular disease, diabetes, hypertension, resistance, and sleep apnea. The non-

communicable diseases (NCD) Risk Factor Collaboration recently combined and examined population-based 

data on global patterns of childhood obesity [6]. It was shown that while childhood's high rates and teenage 

obesity continued in several Asian nations, rises in children and adolescents' body mass index stayed steady in 

high-income countries between 1975 and 2016. Furthermore, these inclinations have nothing to do with adult 

impulses anymore. Due to these factors, it is imperative that childhood obesity be prevented by detecting obese 

children at a young age so that successful intervention can start [7]. Children and teenagers with obesity have 

adipose tissue that secretes a lot of adipocytokines in addition to storing fat. Overproduction of adipocytokines 

can lead to oxidative stress, elevated blood pressure, insulin resistance, and abnormal lipid metabolism [8]. 

The term metabolic syndrome (MetS) refers to a set of risk factors that include glucose intolerance, abdominal 

obesity, hypertension, and problems with lipid metabolism that are linked to cardiovascular disease and type 

II diabetes. The persistent obesity pandemic in children and adolescents has made MetS a public health issue 

in this demographic as well. For improved public health, biomarkers that can forecast adolescent or pediatric 

populations' risk of developing metabolic syndrome are essential [9]. Handling this syndrome Acetylcholine 

and other choline esters are hydrolyzed by a class of enzymes that includes cholinesterase (ChE). Human 

tissues contain two distinct forms of ChE enzymes: acetylcholinesterase (AChE) and butyrylcholinesterase 

(BChE). AChE is located in the erythrocyte membrane of the skeletal muscles and central nervous system, 

while BChE, sometimes referred to as pseudocholinesterase, is produced in the liver and discharged into 

plasma [10]. At the cholinergic synapse, AChE's primary job is to hydrolyze acetylcholine. Although BChE's 

exact job in the body is unknown, it could be related to tissue development or detoxification. The phenylalanine 

residue in the acyl-binding pocket defines the pocket's structure, which in turn determines ChE enzymes' 

substrate specificity. The physiological role of BChE, located at the ChE catalyst's valley at the bottom, is still 

unknown; however, Numerous investigations have demonstrated its involvement in neurogenesis, cellular 

adhesion, myelin maintenance, and toxin scavenging [11]. Adult patients with hepatobiliary illnesses have 

been included in current investigations examining the activities of BChE in humans. Studies examining 

alterations in BChE activity in adult patients or those with MetS are few. Fewer studies have looked at the 

connection between obesity and plasma BChE concentrations in the general adolescent population, despite 

numerous researchers having found elevated levels of BChE in the plasma of people with MetS and abdominal 

obesity. Furthermore, it is yet unknown if raising BChE levels might help adolescents with MetS, although 

this topic has recently gained greater attention. While elevated BChE levels have been linked to obesity in 

several populations, the Chinese teenage population has not shown evidence of this connection [12]. 

An example of an ab-initio approach is the Moller-Plesset (MP) perturbation theory. The average interaction 

between electrons is the only factor considered by the Hartree-Fock wave function. On the other hand, 

immediate interactions among electrons must also be considered. Because electrons repel each other [13]. 

When the instantaneous interactions of the movements of electrons with each other are included in the wave 

function, it can be said that the instantaneous electron correlation is included in the wave function. This method 

also adds the electron correlation effect to the Hatree-Fock method. It does this using Rayleigh-Schrödinger 

perturbation theory. The Moller-Plesset method is generally used for second-, third-, and fourth-order 

calculations, symbolized by MP2, MP3, and MP4, respectively [14]. 

In this study, MP2 calculations of the pyrazole derivative BHDH [15] molecule were made with the Gaussian 

09 program. In the continuation of this study, the drug properties of the 4-(2-(4-

bromophenyl)hydrazineylidene)-3,5-diphenyl-4h-pyrazole (BHDH) molecule on obesity disease were 

examined by Absorbed, Distributed, Metabolized, and Excreted (ADME) analysis. In addition, molecular 

docking analysis of the BHDH molecule on obesity disease was performed with BChE and AChE enzymes. 
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2. Materials and Methods  

For MP2, the BHDH molecule's theoretical analysis was performed utilizing Gaussian 09 [16] programs. First, 

the MP2 approach optimized the molecule's gas phase using the DGDZVP and 6-311G(d,p) basis sets. The 

BHDH compound's ADME analysis was conducted utilizing the online database Admetlab 2.0 

(https://admetmesh.scbdd.com/). Schrödinger's Maestro Molecular Modeling platform (version 11.8) [17] was 

used for molecular docking analysis, and the resulting receptor was used to visualize 3D interactions. The 

Discovery Studio 2016 [18] program was used. The Origin 2019b 64-bit program was used to compare 

Mulliken loads graphically. 

3. Results and Discussion 

This section should provide/introduce/investigate the findings and discussion/definitions and theorems. 

Findings/Concepts obtained from the study should be supported in this section by figures, tables/propositions, 

and examples. For Results and Discussion, the similarities and differences of the obtained results with other 

studies should be provided, and the possible reasons for these should be discussed based on the literature. For 

Results and Discussion, the contribution and importance of the results to science should be emphasized. The 

obtained results should be interpreted, avoiding unnecessary repetitions. 

3.1. Structure Details and Analysis 

In chemical computation, geometry optimization is a crucial procedure. Finding the minimal energy 

conformers at which all other attributes are acquired for conformationally flexible molecules requires a 

conformational search. Foresman and Frisch state that geometric parameters like bond length and bond angle 

may be effectively assessed as long as the experimental value's bond length differs from the expected value by 

less than 0.01 and the variation in the bond length angle is less than 1-2° [19]. Atomic attributes, including 

electronegativity, bond energy, and atomic size, are all determined by the length of the bond. Conversely, bond 

energy and electronegativity are equal to bond distance. With the DGDZVP and 6-311G(d,p) basis sets, the 

MP2 technique was used to compare BHDH molecule's bond lengths and angles [20]. 

Table 1 lists the optimized characteristics of the molecule, including the bond length between atoms, dihedral 

angles, and bond angles. When these two different basis sets are compared, the bond between the C-C atom 

for the DGDZVP basis set varied between 1.40Å-1.46Å, while the bond between the C-C atom for the 6-

311G(d,p) basis set varied between 1.42Å-1.48Å. For both basis sets, the bond between C-C atoms showed 

close values. Bond angles and all bond lengths in phenyl rings are within the normal range. C-H bond lengths 

in the aromatic ring varied between 1.08-1.090Å. The distance between C23-Br26, C1-N2, and N2-N3 atoms 

has changed between 1.9032Å-1.9694Å, 1.3347Å-1.3631Å, and 1.4241Å-1.5222Å, respectively. All C-C-C 

angles for both basis sets are between 112° and 122°. The bond angle of C1-N2-N3 in the compound is 

107.645°-109.018°, C5-N18-N19 is 119.677°-120.440°, and C22-C23-Br26 is 119.534°-119632°. We 

observed that the dihedral angles of the molecule are compatible with each other for both basis sets. We saw 

that the obtained theoretical bond lengths were close to the experimental numerical data in the literature [21, 

22]. 
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Table 1. BHDH molecules theoretically computed some bond lengths (Å) and bond angles (o) 

Bond Lengths MP2 DGDZVP MP2 6-311G(d,p) Bond Lengths MP2 DGDZVP MP2 6-311G(d,p) 

C1-C5 1.45607 1.48908 C23-Br26 1.90326 1.96941 

C4-C7 1.46574 1.48363 C5-N18 1.33650 1.35145 

C8-C9 1.40394 1.42236 N2-N3 1.42417 1.52221 

C7-C13 1.41334 1.43248 C1-N2 1.33474 1.36311 

C15-C16 1.40574 1.42472 N3-C4 1.33227 1.35902 

C7-C17 1.41349 1.43205 N19-C20 1.40973 1.43087 

C1-C6 1.47190 1.48954 N19-H37 1.03005 1.02721 

C20-C25 1.41334 1.42403 C17-H36 1.08954 1.09245 

C20-C21 1.40786 1.42593 C12-H31 1.09348 1.09688 

C24-C25 1.40226 1.42154 C24-H40 1.08946 1.09246 

C1-C5-C4 103.34091 103.97700 N18-N19-C20 120.71695 119.87856 

C4-C7-C17 121.27805 121.12912 N18-N19-H37 120.84485 121.06601 

C1-N2-N3 109.01830 107.64582 C7-C4-N3 122.40228 121.97692 

C5-N18-N19 119.67752 120.44011 C20-C21-C22 119.30439 119.34826 

C22-C23-Br26 119.53433 119.63225 C20-N19-H37 118.43199 119.05126 

C5-C4-C7-C13 149.85934 148.61603 N18-C5-C4-N3 166.71326 168.21426 

N3-C4-C5-N18 166.71326 168.21426 C21-C20-N19-H37 177.21979 175.67830 

C21-C22-C23-Br26 179.97135 179.91207 C22-C23-C24-H40 179.80592 179.84972 

C5-N18-N19-C20 178.16709 177.98597 C7-C4-N3-N2 178.89941 178.63592 

3.2. Mulliken Atomic Charges 

Mulliken charges are present in the surrounding electron density, or charge density. It is helpful since it is 

susceptible to probability density and only depends on the base set [23]. Several MP2 approaches are used in 

Mulliken population studies to quantify the nuclear charges on atoms [24]. The MP2 technique and the basis 

set for DGDZVP and 6-311G(d,p) were used in its execution. Table 2 lists the Mulliken atomic charges. We 

observed either positive or negative Mulliken atomic charge values on carbon atoms. Every hydrogen atom 

had a positive net charge. When we look at the DGDZVP basic set values in Table 2, we observed that the 

electronegative atoms N2 (-0.234), N3 (-0.291), N18 (-0.121), and N19 (-0.606) had negative values. These 

atoms serve as acceptor atoms. When we examined both basis sets, we observed close values with negative 

values of Br26 -0.149 and -0.069. Additionally, graphical representations of the comparison of Mulliken 

charges of the BHDH molecule using two different base sets have been shown in Figure 1. When the Mulliken 

loads were compared in the two basic sets, we saw that the values were compatible. 

Table 2. BHDH molecule's Mulliken atomic charges 

ATOMS MP2 / DGDZVP MP2 / 6-311G(d,p) ATOMS MP2 / DGDZVP MP2 / 6-311G(d,p) 

C1 0.179 0.124 N3 -0.291 -0.244 

C4 0.217 0.161 N18 -0.121 0.024 

C6 0.051 0.240 N19 -0.606 -0.657 

C7 0.120 0.260 Br26 -0.149 -0.069 

C9 -0.242 -0.215 H27 0.268 0.246 

C11 -0.245 -0.220 H28 0.347 0.218 

C13 -0.275 -0.297 H29 0.249 0.221 

C15 -0.241 -0.210 H30 0.245 0.217 

C17 -0.288 -0.293 H32 0.276 0.251 

C20 0.506 0.540 H33 0.239 0.212 

C21 -0.338 -0.307 H34 0.240 0.213 

C22 -0.216 -0.107 H35 0.233 0.207 

C23 0.039 -0.345 H37 0.505 0.426 

C24 -0.225 -0.107 H38 0.291 0.270 

C25 -0.383 -0.375 H39 0.266 0.237 

N2 -0.234 -0.189 H41 0.247 0.224 
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Figure 1. Mulliken atomic charge comparison for BHDH molecule 

 

3.3. HUMO and LUMO Analysis 

Molecules with soft expression, poor kinetic stability, and strong chemical reactivity are typically linked to 

their frontier orbital space. The molecule's relationships with other molecules are identified by its Highest-

Energy Molecular Orbital (HOMO) and Lowest-Energy Molecular Orbital (LUMO) orbitals [25]. Band gap 

energies are computed, and HOMO-LUMO is predicted utilizing a solvation technique for a range of polar 

(water, DMSO, and ethanol) and non-polar (benzene) solvents. In advanced molecular orbital computation, 

the terms lowest unoccupied molecular orbital (LUMO) and highest occupied molecular orbital, HOMO, are 

recognized as significant FMO (frontier molecular orbital) orbitals [26]. Electrons in HOMO orbitals absorb 

high-frequency radiation, which causes them to leap into LUMO orbitals. Energies have a role in determining 

how sensitive Frontier Molecular Orbitals are overall to several descriptors, including electronegativity, global 

softness, electron affinity, global hardness, and chemical potential, as well as the molecule's global 

electrophilicity index [27]. The HOMO and LUMO orbital representations' of the densities of the BHDH 

molecule have been shown in Figures 2 and 3. As seen in Table 3, LUMO and HOMO for the DGD2VP set 

were calculated as -8.3535 eV and -0.1235 eV, respectively, while for the 311G(d,p) set, HOMO and LUMO 

were calculated as -8.4155 eV and -0.3671 eV, respectively. For the other orbitals of the DGD2VP set, HOMO-

1 and LUMO+1 were calculated as -8.5399 eV and 2.2938 eV, respectively, while for the different orbitals of 

the 311G(d,p) set, LUMO+1 and HOMO-1 have been calculated as -8.2289 eV and 2.6313 eV, respectively. 

When we examine the two essential chemical orbitals for LUMO and HOMO energies in Figures 2 and 3, the 

HOMO and LUMO electron clouds are completely localized along the compound's ligand, as can be shown. 
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Figure 2. BHDH molecule's boundary molecular orbitals computed with the DGD2VP basic set 

 

  
Figure 3. BHDH molecule's boundary molecular orbitals computed with the 6-311G (d,p) basic set 
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Table 3. Quantum chemical characteristics of the BHDH molecule computed utilizing the MP2/DGDZVP-

MP2/6-311G techniques 

Molecules Energy  MP2/DGD2VP MP2/6-311G(d,p) 

ELUMO  0.1235 0.3671 

EHOMO  -8.3535 -8.4155 

ELUMO+1  2.2938 2.6313 

EHOMO-1  -8.5399 -8.2289 

Energy Gap (ΔE)|EHOMO-ELUMO| -8.477 -8.7826 

Ionization Potential (I=−EHOMO) 8.3535 8.4155 

Electron Affinity (A=−ELUMO) -0.1235 -0.3671 

Chemical hardness (η=(I − A)/2) 8.477 8.7826 

Chemical softness (s=1/2η) 4.2385 4.3913 

Chemical Potential (μ=−(I + A)/2) -4.115 -4.0242 

Electronegativity (χ=(1+ A)/2) 8.23 8.0484 

Electrophilicity index (ω=μ2/2η) 71.7715 71.41135 

3.4. Molecular Electrostatic Potential (MEP) 

The relative reactivity sites to nucleophilic and electrophilic attacks in a species are estimated using the 

molecular electrostatic potential, or MEP. Understanding nucleophilic (positive) and electrophilic (negative) 

locations for hydrogen bond interactions and chemical reactions depends on MEP surface analysis [28]. MEP 

displays the molecule size, shape, and electrostatic potential in point color order [29]. Different MEP values 

correspond to different hues. Maximum positive electrostatic potential is represented by the blue zone, zero 

potential by the green region, and maximum negative electrostatic potential by the red region. MEP accelerates 

the blue>green>red>orange process. Negative MEP seems to hold onto a proton depending on the electron 

density's evaluation within the molecule, while positive MEP detects protons repelled by their blue color 

(atomic nuclei) [30]. Figure 4 displays the MEP map of the compound BHDH using the MP2 technique with 

the basis sets DGDZVP and 6-311G(d,p). The MEP map displays positive and negative potential based on the 

measured data, clearly indicating the biological activity of BHDH. As expected, the negative sites were 

localized to the nitrogen in the pyrazole ring. 

 

Figure 4. BHDH molecule's MEP surface calculated DGDZVP and 6-311G(d,p) basis sets 
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3.5. Nonlinear Optical Properties 

When electromagnetic fields interact in disparate contexts, they produce new fields with distinct points, 

repetition, proficiency, and other characteristics from the dividing fields. This phenomenon is known as the 

Nonlinear Optical (NLO) effect [31]. π-conjugated particles and polymers are perfect for discovering these 

applications because of their ultrafast reactions and remarkable nonlinear characteristics. The blends of NLO 

materials show promise for all-optical interchange, recording, and restraint devices, even though they are not 

as promising for use in rapid electro-optical modulators and switches [32]. (3.1)-(3.3) demonstrate that the 

first-order hyperpolarizability of β, the second dipole moment μ, is the total first static hyperpolarizability of 

the x, y, and z components using the DGDZVP and 6-311G(d,p) basis sets with the MP2 technique and Using 

the restricted field technique, the polarizability α was found. Table 4 presents the μ, α, and β recorded for the 

studied atoms. The total values determined by the MP2 method using DGDZVP and 6-311G(d,p) basis sets to 

the DHPM compound are 2.77x10-30 esu and 2.70x10-30 esu, respectively. 

𝜇 = (𝜇𝑥
2 + 𝜇𝑧

2)
1
2 

(3.1) 

𝛽𝑇𝑜𝑡𝑎𝑙 = (𝛽2𝑥 + 𝛽2𝑦 + 𝛽2𝑧)
1
2 

(3.2) 

and 

𝛽𝑇𝑜𝑡𝑎𝑙 = [(𝛽𝑥𝑥𝑥 + 𝛽𝑥𝑦𝑦 + 𝛽𝑥𝑧𝑧)2 + (𝛽𝑦𝑦𝑦 + 𝛽𝑦𝑥𝑥 + 𝑦𝑧𝑧)2 + (𝛽𝑧𝑧𝑧 + 𝛽𝑧𝑥𝑥 + 𝛽𝑧𝑦𝑦)2]
1
2 

(3.3) 

Table 4. NLO parameters of BHDH molecule computed using DGDZVP and 6-311G(d,p) basis sets with 

MP2 method 

Parameters MP2/DGD2VP MP2/6-311G(d,p) Parameters MP2/DGD2VP MP2/6-311G(d,p) 

μ x -4.2394 -2.9822 β XXX -329.0799 -244.5529 

μ y 1.8038 0.5759 β YYY -0.7758 -12.5027 

μ z 0.3618 0.4898 β ZZZ -4.4802 -13.4906 

μ (D) 4.6214 3.0765 β XYY -52.8030 -6.8949 

α xx -206.8374 -183.9689 β XXY -41.0396 -35.9322 

α YY -136.2896 -137.6760 β XXZ -35.0058 13.0767 

α zz -168.1933 -170.7588 β XZZ -54.4855 -87.1807 

α XY -9.4492 -9.3979 β YZZ 6.9026 -10.8462 

α XZ -6.5791 -2.6943 β YYZ -16.2187 4.9378 

α YZ -1.1804 3.4442 β XYZ -2.0695 -16.8616 

α (au) -175.172 -169.8441 β (esu) 2.77x10-30 2.70x10-30 

3.6. NBO Analysis 

The Natural Bond Orbital (NBO) study demonstrates increased conjugation, rearrangement, and 

intramolecular charge transfer of electrons in diverse orbitals. Research on natural bond orbitals sheds light on 

a compound's intra- and intermolecular hydrogen bonding and conjugative and hyper-conjugative interactions 

[33, 34]. The donor-acceptor stabilization energy E(2) related to delocalization i→j is computed as E(2)=qi for 

each donor NBO (i) and acceptor NBO (j). F(i,j)2/(εj−εi), where εi, εj are diagonal elements (orbital energies), 

and F(i,j) is the off-diagonal NBO Fock is the matrix element, and qi is the donor orbital occupancy. Because 

the stabilizing energy (E2) is larger, the conjugation across the molecular system is more extensive [35]. Table 

5 presents the NBO analysis findings from the BHDH molecule utilizing the 6-311G(d,p) basis set and the 

MP2 technique. When we examine the results in Table 5, in the instance of C20/C25 benzene ring, πC20-C24 

with π*C21-C22 (17.98 kcal/mol), πC21-C22 with π*C20-C25 (22.66 kcal/mol), πC23-C25 with π*C21-C22 

(20.99 kcal/mol), and σC24-C25 and σ*C23-Br26 (22.66 kcal/mol) have high interaction energies. The 

molecule's intramolecular charge transfer and stability of the benzene rings under study are mostly due to 
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previously discussed stabilization energies. These energies stabilized the investigated molecule's structure, and 

an aromatic ring resonance interaction occurred between the heteroatoms. Additionally, the BHDH molecule 

has πC8-C9→π*C6-C12 (22.04 kcal/mol), πC15-C16→π*C7-C17 (21.27 kcal/mol), and πC10-C11→π*C6-

C12 (21.05 kcal/mol). The other highest stabilization energies include πC6-C12→π*C10-C11 (20.74 

kcal/mol) and πC7-C17→π*C13-C14 (19.38 kcal/mol). Consequently, the donor-acceptor interaction could 

be stabilized by electron delocalization between non-Lewis-type natural bond orbitals and unoccupied 

occupied Lewis. Further delocalization within the molecular system is seen from the electron density of double 

bonds and the conjugated single in the conjugated system. This leads to intramolecular charge transfer (ICT), 

stabilizing the system. These interactions weaken the corresponding bonds in the C-C antibonding orbital, 

manifesting as an increase in electron density (ED). Table 5 shows the significant stabilization energy of 22.66 

kJ/mol and provides evidence for intramolecular charge transfer from (C21-C22) to *(C20-C25) antibonding 

orbitals. Also, the charge distribution of all hydrogen atoms is the same. 

Table 5. Selected NBO results of BHDH molecule computed using DGDZVP and 6-311G(d,p) basis sets 

NBO(i) Type Occupancies NBO(j) Type Occupancies E(2)a (Kcal/mol) E (j)-E(i)b (a.u.) F (i, j)c (a.u) 

C1-N2 σ 1.98091 C5-N18 σ* 0.01944 4.44 1.25 0.067 

C1-N2 π 1.88422 C5-N18 π* 0.32111 16.07 0.27 0.062 

C1-C5 σ 1.97259 C4-C7 σ* 0.03186 5.45 1.12 0.070 

N3-C4 π 1.88279 C5-N18 π* 0.32111 13.91 0.26 0.057 

N2-N3 σ 1.96621 C4-C7 σ* 0.03186 6.04 1.10 0.073 

C4-C5 σ 1.95989 C1-C6 σ* 0.03285 5.99 1.08 0.072 

C4-C5 σ 1.95989 N18-N19 σ* 0.02382 6.32 0.96 0.070 

C5-N18 π 1.80320 N3-C4 π* 0.24950 14.30 0.35 0.064 

C6-C12 π 1.65932 C10-C11 π* 0.32831 20.74 0.28 0.068 

C7-C17 π 1.62775 C13-C14 π* 0.29730 19.38 0.28 0.067 

C8-C9 σ 1.98000 C1-C6 σ* 0.03285 4.53 1.12 0.064 

C8-C9 π 1.64005 C6-C12 π* 0.39361 22.04 0.26 0.068 

C8-H27 σ 1.97715 C6-C12 σ* 0.02668 5.85 1.00 0.068 

C9-H28 σ 1.97757 C10-C11 σ* 0.01544 4.77 1.02 0.063 

C10-C11 π 1.64875 C6-C12 π* 0.39361 21.05 0.27 0.067 

C10-H29 σ 1.97848 C11-C12 σ* 0.01486 4.86 1.03 0.063 

C11-H30 σ 1.97771 C6-C12 σ* 0.02668 5.27 1.03 0.065 

C13-C14 π 1.65560 C7-C17 π* 0.37611 20.41 0.27 0.067 

C13-H32 σ 1.97710 C7-C17 σ* 0.02402 5.59 1.01 0.067 

C14-H33 σ 1.97777 C15-C16 σ* 0.01559 4.69 1.03 0.062 

C15-C16 π 1.65498 C7-C17 π* 0.37611 21.27 0.27 0.069 

C15-H34 σ 1.97883 C13-C14 σ* 0.01382 4.71 1.04 0.063 

C16-C17 σ 1.97960 C4-C7 σ* 0.03186 4.48 1.12 0.064 

C16-H35 σ 1.97787 C7-C17 σ* 0.02402 5.17 1.02 0.065 

C20-C25 π 1.64550 C21-C22 π* 0.30596 17.98 0.29 0.065 

C21-C22 π 1.67199 C20-C25 π* 0.40257 22.66 0.26 0.070 

C23-C24 π 1.68181 C21-C22 π* 0.30596 20.99 0.29 0.070 

C24-C25 σ 1.96833 C23-Br26 σ* 0.04044 5.21 0.76 0.056 

3.7. ADME Analysis 

One of its shared objectives is predicting Absorbed, Distributed, Metabolized, and Excreted (ADME) 

boundaries from subatomic structures. Lipinski and colleagues' landmark study looked at complicated 

combinations supplied orally to categorize physicochemical probes based on how likely they were to become 

oral drugs (drug-likeness) [36]. This illustrates the connection between pharmacokinetic and physicochemical 

limitations and is also known as the Rule of Five. The fivefold Lipinski standard meets roughly 91% of the 

ADME criteria. The standard explicitly addresses drug penetration through mixing-free drug distribution 
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within cell films. Special instances of this norm include tranquilizers that are effectively transported across 

cell layers by transporter proteins [37]. In the analysis conducted on ADME, Admetlab 2.0 

(https://admetmesh.scbdd.com/), a free web tool for assessing drug similarity, was evaluated. This study 

investigated the drug-likeness of the BHDH molecule and ADME. Table 6 presents the estimated findings and 

interpretations of the investigated compound's physicochemical and lipophilicity features. Additionally, the 

medicinal chemistry applicability and comments of the compound are given in Table 7. Table 7 illustrates 

compliance with  49.11<140 (Topological Polar Surface Area) requirements for Lipinski's MW 402.05g/mol 

(<500), lipophilicity coefficient LogP 5.361 (≤ 5), H-acceptor 4 (≤ 12), H-bond donor 1 (<7). The color zones 

and physicochemical parameters map of the studied compound are given in Figure 5. The outcomes 

demonstrated no breach of Lipinski's five rules, indicating how drug-like the molecule is. Because of the 

compound's promising permeability, lipophilicity, and solubility, it demonstrated excellent absorption. The 

polar surface region and the quantity of rotatable bonds showed the investigated compound's high 

bioavailability. 

 

Figure 5. Color regions and physicochemical parameters of BHDH molecule 

 

Table 6. Physicochemical and lipophilicity of BHDH molecule 

Property Value Comment 

Molecular Weight 402.05 Contain hydrogen atoms. Optimal:100~600 

nHA 4 Number of hydrogen bond acceptors. Optimal:0~12 

nHD 1 Number of hydrogen bond donors. Optimal:0~7 

nRot 4 Number of rotatable bonds. Optimal:0~11 

nRing 4 Number of rings. Optimal:0~6 

MaxRing 6 Number of atoms in the biggest ring. Optimal:0~18 

nHet 5 Number of heteroatoms. Optimal:1~15 

nRig 24 Number of rigid bonds. Optimal:0~30 

TPSA 49.11 Topological Polar Surface Area. Optimal:0~140 

logS -6.038 Log of the aqueous solubility. Optimal: -4~0.5 log mol/L 

logP 5.361 Log of the octanol/water partition coefficient. Optimal: 0~5 
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Table 7. Medicinal chemistry of BHDH molecule 

Property Value Decision Comment 

QED 0.604 - 
A measure of drug-likeness based on the concept of desirability; Attractive: > 0.67; 

unattractive: 0.49~0.67; too complex: < 0.34 

Fsp3 0.0 - Fsp3 ≥0.42 is considered a suitable value. 

MCE-18 38.0 - 
MCE-18 stands for medicinal chemistry evolution.MCE-18≥45 is considered a 

suitable value. 

Lipinski    Rule Accepted - 
MW ≤ 500; logP ≤ 5; Hacc ≤10; Hdon ≤ 5 If two properties are out of range, a poor 

absorption or permeability is possible; one is acceptable. 

Pfizer Rule Rejected - 
logP > 3; TPSA < 75Compounds with a high log P (>3) and low TPSA (<75) are 

likely to be toxic. 

Golden Triangle Accepted - 
200 ≤ MW ≤ 50; -2 ≤ logD ≤ 5 Compounds satisfying the Golden Triangle rule may 

have a more favorable ADMET profile. 

PAINS 0 alerts - 
Pan Assay Interference Compounds, frequent hitters,  Alpha-screen artifacts, and 

reactive compound 

ALARM NMR 2 alerts - Thiol reactive compounds 

BMS 0 alerts - Reactive compounds, Undesirable 

Chelator Rule 0 alerts - Chelating compounds 

3.8. Molecular Docking Studies 

All functions and activities in any living system, human, animal, plant, fungal, or bacterial, can be converted 

into biological processes at the molecular, cellular, or organ level. Molecular docking is a crucial method in 

medication design based on a structure that can help expedite and simplify the new medication creation process 

[38]. Molecular docking estimates any species' binding conformations and affinities to the goal protein, 

enabling scientists to digitally scan the interaction between the protein and the ligand [39]. By providing 

predictions for the bound shape of the ligand and a way to energetically rank the protein-ligand interaction, 

molecular docking techniques aid in the characterization of the protein-ligand interaction [40]. Molecular 

docking was done using Schrödinger's Maestro Molecular Modeling platform to analyze the ligand-protein 

interactions of the BHDH molecule with acetylcholinesterase (AChE) and butyrylcholinesterase (BChE) 

enzymes on obesity disease [17]. Acetylcholinesterase (AChE) (PDB: 1ACJ) and butyrylcholinesterase 

(BChE) (PDB: 1P0I) enzymes required for docking were searched from the online resource RSCB protein 

database. Using the Discovery Studio Client 2017 program, good docking poses were chosen for the docking 

analysis on obesity illness, and the protein-ligand interaction was shown [18]. Protein binding and active sites 

are often anchored in structured cavities and pockets. In order to prevent steric hindrance, water molecules 

were eliminated from the crystal packing. Excellent enzyme binding affinity was attained: -9.73 kcal for BChE 

and -10.00 kcal for AChE. The binding energy value affects the target protein's choice of ligand docking. Each 

species has a stronger capacity to attach to the target protein, the more negatively its binding energy value is. 

Given the high binding affinity of the BHDH molecule, we believe that the chemical we studied will be crucial 

to creating medications based on structure to treat obesity. The docking scores of these enzymes are given in 

Table 8. Visualized findings of the BHDH molecule and the ligands' interactions and separations have been 

given in Figures 6 and 7. Additionally, essential interactions, amino acids, and bond length data of our study 

compound in the docking analysis are given in Tables 9 and 10. 

Table 8. Docking score of BHDH molecule PDB: 1ACJ and PDB: 1P0İ 

Compound 
Docking Score 

(PDB: 1ACJ) (PDB: 1P0İ) 

BHDH Molecule -10.00 -9.73 
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Figure 6. 3D and 2D representations of the interaction between BHDH compound of AChE enzyme 

 

Table 9. Parameters of the interaction between BHDH compound of AChE enzyme 

Important Interactions Full Name Type Bond Length (Å) Color 

Attractive Charge A:ASP74 AsparticAcid 5.95  

Halojen A:GLN71 Glutamine -  

Pİ-Pi Stacked A:TRP286 Tryptophan 7.65  

Pi-Pi T-shaped A:TYR337 Tyrosine 6.41  

 A:PHE338 Phenylalanine 5.52  

Alkyl A:PRO88 Proline 5.74  

Pi-Anion A:ASP74 AsparticAcid 5.22  

Pi-donor Hydrogen Bond A:SER125 Serine 5.97  

Van der Waals 

 

A:VAL73 

A:ASN87 

A:HIS447 

A: GLY121 

Valine 

Asparagine 

Histidine 

Glycine 

- 

- 

- 

- 
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Figure 7. 3D and 2D representations of the interaction between BHDH compound of BChE enzyme 

 

Table 10. Parameters of the interaction between BHDH compound of BChE enzyme 

Important Interactions Full Name Type Bond Length (Å) Color 

Conventional Hydrogen Bond A:TYR130 Tyrosine 5.95 
 

Unfavorable Acceptor-acceptor A:ASP72 AsparticAcid 4.47  

Pİ-Pi Stacked A:TRP84 Tryptophan 4.94  

 A:PHE330 Phenylalanine 5.26, 4.47  

Pi-Pi T-shaped A:TYR334 Tyrosine 6.67  

Pi-Alkyl A:LEU127 Leucine 5.43  

Carbon Hydrogen Bond A:GLY123 Glycine 3.73  

Pi-donor Hydrogen Bond A:SER122 Serine 5.38, 6.37  

Van der Waals 

 

A:SER81 

A:MET436 

A:HIS440 

A: ILE439 

Serine 

Methionine 

Histidine 

Isoleucine 

- 

- 

- 

- 

 

4. Conclusion 

This study, quantum chemical calculations were made for the 4-(2-(4-bromophenyl)hydrazineylidene)-3,5-

diphenyl-4h-pyrazole (BHDH) molecule using the MP2 method and DGDZVP and 6-311G(d,p) basis sets. 

These two basis sets have computed structural parameters (bond lengths, bond angles, and dihedral angles). 

We found that the structural parameters calculated with these basis sets are compatible. NLO, HOMO-LUMO, 
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MEP, NBO, and Mulliken loadings were visualized using the same basis sets. The investigated chemical was 

suitable for use as an NLO material. From the calculations made for the BHDH molecule, polarity (α=-175.172 

au and α=-169.8441 au) and static high-order polarity (β=2.77x10-30 esu and β=2.70x10-30 esu) parameters 

were determined. The boundary molecular energy gap between LUMO and HOMO calculations of the 

examined compound is -8.477 eV for the DGD2VP set and -8.7826 eV for the 6-311G(d,p) set; this indicates 

greater stability of the molecule. When we examined the MEP of our compound, the negative regions were 

localized to the nitrogen in the pyrazole ring, as we expected. When we compared the mulliken atomic charges 

in the two sets used, we observed the compatibility of the mulliken charges in the two sets. In the continuation 

of the study, ADME analysis was performed to evaluate the BHDH molecule as a drug. We discovered that 

the molecule had strong ADME qualities and met Lipinski's rule requirements, indicating that it is a viable 

therapeutic candidate that should be investigated further. Finally, our study analyzed the ligand-protein 

interactions of the BHDH molecule with AChE and BChE enzymes in obesity disease. Good binding affinity 

for the enzyme was obtained, with the binding affinity being -10.00 for AChE and -9.73 kcal for BChE. Since 

the BHDH molecule has good binding affinity, this study compound will be an essential prediction in structure-

based drug design on obesity disease. 
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Research Article 

Abstract − Sports fields are used by many national and international organizations worldwide. For 

this reason, carefully studying the hydraulic and mechanical properties of sports field surfaces is a 

major engineering concern. This study aimed to increase sports turf's resilience and determine the 

mixing ratios and fertilizer doses in the rootzone in order to enable effective water drainage. In the 

field test, the mixture of 3 different soils (100% sand; 10% mixture + 90% sand; 20% mixture + 

80% sand) was used for the mix of 70% ryegrass (Lolium perenne L.) and 30% bluegrass (Poa 

pratensis L.) in baskets with a size of 1.3 x 0.5 x 0.20 m. Moreover, the turfgrasses were grown 

through the application of two different doses (2.5 ml (A) and 3.0 ml (B)) of liquid humic acid 

named Run/Black Jak in addition to basic fertilization of 18-22-0 (slow-release fertilizer) + Nu Film 

spreader-sticker + 26-05-11 (slow-release fertilizer) + 9-9-9 (slow-release fertilizer containing +9% 

Fe). It was observed that 2 cm layer was formed under the turfgrass in rootzones with 80% sand + 

20% sitl+clay mixture by slowing water drainage and negatively affecting infiltration, making it 

unsuitable for sports fields. Penetration, infiltration, and vane shear tests were performed, and it was 

determined that the best rootzone in terms of hydraulic and mechanical surface properties was the 

rootzone treatment formed with 10% silt-clay-organic mixture + 90% sand mixture. 

Keywords − Sports field, rootzone, turfgrass, fertilizer, drainage 

1. Introduction 

Football is one of the sports branches that interests people of all ages, which is very important in health, 

economy, and prestige. Contact of the turf with air causes them to be significantly affected by environmental 

conditions such as precipitation, temperature, and humidity [1]. The surfaces of the pitches must be sufficiently 

smooth and durable to maintain the enjoyment of the game, prevent injuries to players, and maintain the quality 

of the game at its highest level. Moreover, the fields meet in the design phase the conditions such as 

homogeneity and vividness of turfgrass, in addition to technical conditions for the bouncing and rolling the 

ball [2]. Therefore, lack of clear arrangements in the design of field surfaces, abrasion of turfgrass due to 

unsuccessful design and building processes, surface imbalance, and drainage problems are frequently 

encountered.  
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There are various layered sections developed for sports fields, such as pipe drains, suspended water table 

drainage, sand grooving, and sand slit drainage [3]. Despite different designs, these systems generally consist 

of gravel, sand, rootzone (sand + silt-clay-organic substance), and turfgrass from bottom to top (Figure 1). The 

evaluation of the turfgrass species and rootzone mixture to be employed, as well as the precipitation 

characteristics of the relevant region, are essential factors in preventing accumulations on field surfaces and 

creating continuous playgrounds [4]. In the case of short-term severe precipitation, draining water amount and 

turfgrass abrasion increase, and surface resistance decreases. On behalf of to prevent this situation, it is aimed 

to prevent the formation of accumulation on the field surfaces and to protect the mechanical properties of the 

grass and rootzone by developing sand channeling and sand slit drainage systems. In addition, the use of fast-

growing turfgrass resistant to stepping by means of high sand content should be considered in the design phase 

for the regions characterized by severe precipitation. 

Turfgrass covers the soil surface, grows in a thick manner, forms a dense pattern with intense rooting, has a 

homogeneous appearance, and requires low nutrition and water by being kept short. It is the name given to 

green field surfaces that do not hinder the movement on them [5]. The turfgrass, which is in direct contact with 

factors such as precipitation and temperature due to its positioning on top of the field, is critical in meeting the 

game's requirements and enabling the exhibition of sportspersons' skills at their maximum level. It is necessary 

to perform optimal turfgrass selection by considering parameters such as climatic conditions, intensity and 

duration of rainfall in the area where the field will be built, and frequency of field usage [6]. High temperatures 

slow turfgrass growth and cause downsizing, wear, and curling of leaf blades [7]. Moreover, darkening and a 

reduction in the development of leaves are observed. It is impossible to eliminate such effects of temperature, 

but growing species resistant to temperature, keeping the soil moisture at an optimum level, and performing 

irrigation, especially during midday at high temperatures, are among the preventive measures. Turfgrass 

obtains the water that it requires to be healthy and to grow via the roots in the rootzone (sand + silt-clay-organic 

substance) present in the lower layer. Rootzone is the section that is present right under the surface of turfgrass, 

which generally has a height of 15-30 cm and consists of a mixture of sand (~90%) and a slight silt-clay-

organic substance (~10%) [8]. During the preparation of the sand and silt-clay-organic substance mixture, it 

should be considered to have sufficient water content for both effective and rapid drainage and the wellness of 

turfgrass. Considering these two parameters, the preparation requirement of 90% sand and 10% silt-clay-

organic substance mixture may be stated [9]. The interaction of rootzone and turfgrass and the obtainment of 

water from the rootzone through root growth for the turfgrass's wellness are essential regarding surface 

hardness and color, tolerance against abrasion, and slip resistance [10]. 

 

Figure 1. General systematic of three-layered drainage systems [6] 

Studies are performed in the literature on different turfgrass species used at sports fields and the rootzone, the 

most significant drainage layer. However, the studies conducted to determine the interaction between these 

two layers and of optimum design are very limited. In the scope of the study, it was intended to select the 

turfgrass species to be used at sports fields that attract large audiences and have international economic 
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importance, and to determine the soil and turfgrass mixture and fertilizer dose that will ensure the optimum 

conditions. To examine the interaction of turfgrass with rootzone, penetration, infiltration, and Vane shear tests 

were performed, and the infiltration and hardness conditions of the ground and the resistance of turfgrass were 

tested. Moreover, it was intended to determine the turfgrass and rootzone mixture and its design, which will 

decrease the injury risks that arise due to field surface conditions and which will prevent infiltration and 

drainage problems in terms of maximization of game quality (bouncing and rolling of ball) and exhibition of 

players' skills (sprint, spin, and shoot). 

2. Materials and Methods 

2.1. Turfgrass and Rootzone 

The natural turfgrass surfaces of sports fields consist of plants that grow in the soil's rootzone, and they are 

selected considering their abrasion, resistance, and temperature tolerance [11]. The turfgrass species are 

frequently used at sports fields and their characteristics are given in Table 1. 

Table 1. Turfgrass species frequently used at sports fields, and their characteristics [12]  

Species Growth Rate Fertilizer Requirement Germination Period (days) 

Lolium Perenne Fast Medium 4 - 10 

Festuca Rubra Medium Low 7 - 15 

Festuca Arundinacea Medium Medium 7-15 

Poa Pratensis Slow High 12 - 21 

Agrostis Tenuis Medium High 12 - 18 

The height of turfgrass for the quality fields where high-level competitions are performed varies between 18 

and 50 mm depending on the maintenance and type of sports [13]. For the growth of natural turfgrass, it is 

required to adjust to various conditions, such as sunlight, rainwater, and slight wind, in a proper and balanced 

manner. Negative weather conditions and extreme climates significantly affect the football fields. Therefore, 

nearly all the companies dealing with this business intend to be able to tackle hard conditions through various 

methods such as various mixtures of soil types, different fertilizer preferences, and integration of artificial 

turfgrass and natural turfgrass through new technologies. For this reason, the characteristics of turfgrass to be 

used on fields, their mixture, and their mutual effects should be analyzed in detail. [14] performed with the use 

of seven Randall grass (Festuca arundinacea) species and one ryegrass (Lolium perenne L.) species, 

emphasized that Lolium perenne L. was more successful in terms of growth rate, cold winter conditions, and 

textural characteristics and that Festuca arundinacea species were more effective under high temperature and 

drought conditions. Lolium perenne L. is a plant whose fairly big seeds germinate easily, are erected easily, 

and which tillers highly [15]. Lolium perenne L. (ryegrass) is used at a high level, either in pure form or in 

mixtures, due to its characteristics of fast growth, plentitude of leaves, and resistance to being stepped on and 

trampled. But based on the number of seeds, it is required for the seeds of Lolium perenne L. not to exceed 

20-25% in seed mixture. When it is at a higher rate in the seed mixture, it causes a stressing and suffocating 

effect on thin turfgrass such as Festuca, Poa, and Agrostis due to its fast germination and growth characteristics 

[16].  

Poa pratensis is a plant that forms a dense, fine-textured, dark green, and quality turfgrass cover. Despite its 

slow germination and growth rate, its rhizomes spread rapidly following erection. Its resistance to cold is very 

good, but its resistance to drought and shading is weak. It is highly resistant to being stepped on and trampled 

[17]. Poa pratensis is deemed as a species complementing Lolium perenne L. especially at football fields [16]. 

Success in the constitution of turfgrass fields depends on the selection of species conforming to the purpose of 

constitution and the conditions of growth, on the use of quality seed, and continuous maintenance. A good 

turfgrass field is assessed in terms of color, fast growth in the initial period and then slow growth, resistance 

against drought, being stepped on and frequent mowing, longevity, spread on the ground, rooting in the soil 

and on the soil, strong root development, and resistance against diseases. Lolium perenne is frequently 
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highlighted in the literature for its widespread use, primarily due to its leaf tissue characteristics, resilience to 

damage from usage, and rapid growth traits [18]. Moreover, several studies have indicated that a mixture of 

Lolium perenne and Poa pratensis effectively maintains a high percentage of grass cover [16, 19]. For these 

reasons, a mixture of 70% perennial ryegrass (Lolium perenne L.) and 30% Kentucky bluegrass (Poa pratensis 

L.) was chosen as the turfgrass blend, taking into account the climate data of the study area, Istanbul. These 

grass species were explicitly selected due to their classification as cool-season plants, making them well-suited 

for the region's climate. 

The rootzone is one of the most significant components due to its functions, such as drainage right under the 

turfgrass surface, soil resistance, surface hardness, and water supply required by turfgrass [20]. The fields 

hosting elite-level competitions should have optimum surface hardness, be flexible against impacts, and resist 

tears. In addition, the formation of water accumulation on the field's surface should be prevented with good 

drainage [21, 22]. The most significant point in meeting these is the selection of rootzone [9]. Soils with high 

clay and silt content cause compaction and poor drainage, and it is required to use a high rate of sand in the 

rootzone to prevent these two negative states. However, soil with 100% sand content will be unable to meet 

the water required to ensure turfgrass wellness due to its inability to retain water due to extremely high 

infiltration rates. The rootzone consists of about 90% sand and 10% silt, clay, and organic substances in order 

to prevent the accumulation of water on the field surface, increase the infiltration rates, prevent the air and 

water balance, and ensure the stability of the surface [8, 23]. The rootzone determines the mechanical of the 

field surface’s characteristics, such as the surface's hardness, infiltration state, and shear strength [10]. Surface 

hardness, apart from the interaction of sportspersons and field surface, is critical regarding game quality and 

sportspersons' health as it closely concerns game characteristics, such as bouncing and rolling the ball. 

Quartz sand (0.4-0.7 mm), commonly used in the drainage of football fields, was selected for the experiments. 

Sieve analysis tests were conducted to determine the characteristics of the material, including its particle size 

distribution. Additionally, separate tests were performed to assess the sand's bulk density, porosity, field 

capacity, and water content, summarized in Table 2. 

Table 2. Characteristic properties of quartz sand used in the experiments 

Characteristic feature Value Characteristic feature Value 

D10 (mm) 0.28 Coefficient of Curvature (Cc) 1.38 

D30 (mm) 0.43 Water content (%) 0.02 

D50 (mm) 0.48 Bulk density (g/cm3) 2.65 

D60 (mm) 0.50 Porosity 0.45 

Coefficient of Uniformity (Cu) 1.79 Field capacity (%) 27.95 

Clegg hammer test and penetrometers are frequently used in the evaluation of the penetration resistance and 

hardness of the field. [24], by the use of penetration equipment, found high penetration resistance of the sand-

based rootzone compared to different systems such as amended topsoil, undrained section, pipe underdrain, 

and slit drainage. [25], in his study, he examined the frequency of injuries due to ground hardness, found by 

the readings with a penetrometer that depths of 3.5 cm and 6 cm were the limit values for hard and soft ground, 

respectively. [26] emphasized that applying the natural turfgrass surface slip resistance is required for 

sportspersons wearing crampons, but that high resistance may cause injuries. Both mechanical and bio-

mechanical tests indicated that the sand-based sports fields' grounds have higher dynamic rigidity and slip 

resistance than clay-based grounds [27]. Materials such as silt and clay cause lower slip resistance and higher 

plastic deformation due to their high-water retention capacities compared to sand-based grounds [11]. Slip 

resistance and lower water retention capacities of sand-based grounds have caused their usage at high rates 

(90%) in the rootzone of sports fields. Some technical properties of the mixtures used in the study are given in 

Table 3. 
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Table 3. Some technical properties of the experimental materials 

Material pH Organic content (%) Silt-Clay (%) Sand (%) Class 

%100 sand 7.87 0 0 100 Sandy 

%90 sand+%10 silt-clay 7.51 0.21 10 90 Sandy loam 

%80 sand+%20 silt-clay 2.43 0.36 20 80 Sandy loam 

2.2. FIFA Quality Parameters 

FIFA (Fédération Internationale de Football Association) has created the FIFA Quality Programme for 

Football Turf with the goal of creating durable, long-lasting football fields that do not increase the risk of 

injury to players on both natural and artificial fields. There are three main categories defining the general 

performance of a surface suitable for football games here are three main categories defining the general 

performance of a surface suitable for football games. (i) Ground's abrasion resistance and wear (resistance), 

(ii) Ground's reaction to the game being played on it (ball-surface interaction), (iii) Relationship between the 

ground and the football player (player-surface interaction).   

For a football field to get approval following the determination of its conformity to the above three categories, 

it is primarily subjected to laboratory tests. The second stage consists of field tests, and the fields successfully 

passing these two stages get usage approval. FIFA follows the diagram below to obtain usage approval for 

turfgrass fields to be designed (Figure 2). The fields passing the required standard tests are defined by the FIFA 

quality (1 star) and FIFA high quality (2 star) marks.   

 
Figure 2. The certification process for football turf pitches [28] 

All the football turfgrass fields that desire to host international games are obliged to conform to FIFA's official 

rules. The fields are classified as 2 starred and 1 starred, respectively, depending on the usage requirements of 

professionals and the public. The characteristics of materials to be used in the field are extensively tested under 

laboratory conditions, and after succeeding in the tests, the field is built, and field tests are performed. These 

tests reflect the technical requirements (vertical deformation, spin resistance, bouncing of the ball, etc.) and 

material characteristics. Football fields receive the status of conforming to FIFA criteria following successful 

laboratory and field tests, and they provide long-term usage facilities due to regular resistance [28]. Table 4 

indicates some test methods, field characteristics, and suitable value ranges regarding the quality class 

determined by FIFA for football fields. 
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Table 4. FIFA test method and requirements [28] 

Characteristics Test Method 
Requirements 

FIFA PRO Quality (✯✯) FIFA Quality (✯) 

Vertical ball bounce FIFA 01 60cm-85cm 60cm-100cm 

Shock absorption FIFA04A 60%-70% 55%-70% 

Vertical deformation FIFA05A 4mm-10mm 4mm-11mm 

Spin resistance FIFA 06 30Nm-45Nm 25Nm-50Nm 

Game surface's surface regularity FIFA 12 <10mm <10mm 

2.3. Experimental Methodology 

Determining a suitable soil and turfgrass mixture and fertilizer dose, which will increase the resistance of 

turfgrass and enable fast and effective drainage in the rootzone, constitutes the basis of the study. For that 

reason, initially, sampling was made from the systems formed using different root layer mixtures and 

fertilizers, and the development and length of roots were examined. Next, penetration and infiltration tests 

were performed on the layers. Finally, Vane shear tests were performed on the samples, the slip resistance of 

turfgrasses was calculated, and their resistance characteristics were compared. For the performance of rootzone 

tests, baskets with a length of 1.3 m, a width of 0.5 m, and a depth of 0.2 m were used. Each mixture was 

manually mixed until full homogeneity was achieved. After mixing, the mixtures were evenly placed into 

experimental baskets through leveling and compaction. After placing the rootzones along with the turfgrass, 

they were regularly maintained daily and fertilized at specific intervals. Six baskets were formed using three 

rootzones and two fertilization doses (Figure 3). Three different mixtures, 100% sand, 90% sand + 10% silt-

clay-organic mixture, and 80% sand + 20% silt-clay-organic mixture were formed for the rootzones. As for 

fertilizer application, basic fertilization of 18-22-0 (slow-release fertilizer) + 26-05-11 (slow-release fertilizer) 

+ 9-9-9 (slow-release fertilizer containing +9% Fe) was applied to all the baskets, and the turfgrasses were 

grown through the application of two different doses (2.5 ml (A) and 3.0 ml (B)) of liquid humic acid named 

Run/Black Jak. In agricultural activities, in order to be able to avoid problems such as low fertilizer retention, 

high porosity, and excessive irrigation, materials that will be able to absorb large amounts of water and which 

have the ability to release nutrients for a long period have been developed [29]. The SRF (slow-release 

fertilizer) used within the scope of the study prevents the nitrification process, thus minimizing the nitrogen 

loss and increasing the lifetime and success. 

 
Figure 3. Basket with a size of 1.3m x 0.5m x 0.2m in which rootzones were placed 

After about 30 days, it was considered that the turfgrass had enrooted sufficiently, and the tests were performed 

on the rootzones. This study used Lolium perenne and Poa pratensis, with 60% Lolium perenne and 40% Poa 

pratensis. Samples were taken from each rootzone using the tool in Figure 4a for sampling. The fertilizer type 

and rootzone mixture to be used were agreed upon considering the samples' root lengths and densities, and the 

infiltration tests performed on the rootzones. Then, penetration tests, determining the ground hardness, were 

performed on different rootzones. Penetration test equipment is provided in Figure 4b. The test was performed 
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with the help of a thin needle, and the ground hardness was determined according to the penetration of the 

needle tip into the ground. The permeability of rootzones regarding drainage is also a significant parameter. 

Therefore, infiltration tests were performed to determine the unsaturated hydraulic conductivities in the 

rootzones (Figure 4c). 

Moreover, saturated hydraulic conductivity coefficients of rootzone mixtures were determined. With the help 

of a mini disc infiltrometer, unsaturated hydraulic conductivity values were calculated according to the water 

content in the rootzones. In total, 30 tests, 5 for each rootzone, were performed. The 5 tests, performed on each 

of the rootzones, were conducted continuously at the same point and consecutively. It was deemed that the 

water content of the following test would be higher than the previous test, and all the tests were performed 

accordingly. Finally, Vane shear tests were performed on turfgrasses left for radication in the baskets prepared 

for rootzones and subjected to fertilizer doses A and B, and the slip resistances of the turfgrasses were 

calculated. As observed in Figure 4d, the tests were performed with the Vane shear apparatus, and angles of 

rupture were determined with the help of the goniometer, which is located on the top of the testing equipment 

and which indicates the angle of rupture and slip resistance values were calculated according to the angles of 

rupture. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4. Testing apparatuses used within the scope of the study. a) Sampling equipment, b) Penetration test 

equipment, c) Mini Disc Infiltrometer, d) Vane shear apparatus 

3. Results and Discussion 

Regarding the turfgrass and rootzone mixtures used at sports fields, the fertilizer type and rootzone mixture to 

be used were agreed upon considering the samples' root lengths and densities and the infiltration tests 

performed on the rootzones. Moreover, by the penetration tests and Vane shear tests, the fields' hardness 

statuses and resistances were compared, and an extensive evaluation of turfgrass and rootzone mixtures was 

performed. Figure 5a and Figure 5b indicate the samples taken from rootzones formed with 100% sand content 

and to which fertilizer doses A and B were applied. When these rootzones were examined, it was observed 

that high turfgrass rooting was not present and that thin roots of 2-3 cm in length were growing. Even if just a 

bit, more rooting was observed in the 100% sand-based rootzone on which the fertilizer dose B was applied. 
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Consequently, it was observed that rooting was not much in rootzones completely formed of sand and that the 

turfgrass didn't completely integrate with the underlying rootzone. As this circumstance directly affects 

turfgrass's surface stability, quality, and lifetime, using such rootzones at sports fields is considered 

inappropriate. Figures 5c and 5d show the samples from rootzones formed with a 10% clay-silt-organic 

material mixture and 90% sand content, on which fertilizer doses A and B were applied. When compared with 

the 100% sand-based rootzone, it was observed that the roots were longer and denser. Moreover, it can be 

stated that the sample from the rootzone with 10% clay and silt mixture on which fertilizer dose B was applied 

had more root density than the sample on which fertilizer dose A was applied. Figure 5e and Figure 5f indicate 

the samples taken from rootzones formed with a 20% clay and silt mixture to which fertilizer doses A and B 

were applied. When the rootzones with a 20% clay and silt mixture were compared with other samples, it was 

observed that they had higher root length and density. However, due to the 20% clay and silt mixture, it was 

observed that about a 2 cm layer had formed under the turfgrass. As this state causes slower drainage of water 

to lower layers by negatively affecting the infiltration of the rootzone, opting for it at sports fields is improper. 

The root growth rates obtained for all the tests are given in Table 5. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 5. Root depths of different rootzone and fertilizer mixtures: a) 100% sand – fertilizer A, b) 100% 

sand – fertilizer B, c) 10% silt and clay, and 90% sand – fertilizer A, d) 10% silt and clay, and 90% sand – 

fertilizer B, e) 20% silt and clay, and 80% sand – fertilizer A, f) 20% silt and clay, and 80% sand fertilizer B. 
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Table 5. Root depths of different rootzones and fertilizer mixtures 

Rootzone Fertilizer Type Approximate Root Depth (cm) 

100% sand 

A 3.1 

B 3.3 

90% sand+10% silt+clay 

A 7.0 

B 7.8 

80% sand+20% silt+clay 

A 8.3 

B 8.7 

 

[30] has defined quality indicators for natural grass surfaces based on various mechanical and hydraulic 

characteristics, primarily focusing on ball roll, shock absorption, surface hardness, ground coverage, and root 

depth. In FIFA's 2022 guidelines [30], a root length of less than 5 cm is unacceptable. In our study, the root 

depths in the sample with 100% sand content were determined to be 3.1 and 3.3 cm, which falls within the 

"unacceptable" category. Additionally, the mixture containing 90% sand and 10% silt-clay-organic material 

was classified under FIFA's "satisfactory quality" category (7-8.49 cm). Finally, the soil with 80% sand and 

20% silt-clay-organic material meets FIFA's criteria for "good quality" (8.5-9.99 cm). However, considering 

the potential drainage and infiltration issues posed by a 2 cm layer formed by the 20% silt-clay-organic 

material, the most suitable choice would be the soil containing 90% sand and 10% silt-clay-organic material. 

Penetration tests, which would determine the ground hardness, were performed on different rootzones. With 

the test performed with the help of a thin needle, the ground hardness was determined according to the 

penetration of the needle tip into the ground (Figure 4b). At sports fields, it is required for the penetration 

needle to penetrate the ground in the range of 5-7 mm. The results of penetration tests are given in Figure 6 as 

fertilizer A and B at different rootzones. Random measurements were taken from frames representing the top 

view of the baskets (1.5m x 0.5m), and contour graphs were drawn. Measurements were taken at many points 

regarding representing real values on the basket. The measurements taken from different points of the baskets 

were interpolated using the Kriging method through the Surfer program. When the results of penetration tests 

were compared, it was observed that the values were generally ranging between 5 mm and 8 mm. It was 

observed that the ground was softer at some points in the rootzones with a 20% clay and silt mixture and that 

the values generally ranged between 7 mm and 8 mm. [31] conducted field experiments to assess surface 

characteristics over time and space by evaluating various parameters such as surface hardness, soil moisture 

content, ground surface grass cover percentage, and normalized difference vegetation index (NDVI). They 

reported a negative correlation between soil moisture and surface hardness, observing higher soil moisture in 

areas with softer surfaces. 

Additionally, [32] highlighted that root layers with high clay, silt, and organic matter exhibit greater water 

retention capacity. This study observed the softest surface hardness in samples with the highest silt, clay, and 

organic matter content (20%), which can be attributed to their water retention capacity and soil moisture levels. 

When the hardness of all the rootzone samples was examined, it was considered that they didn't constitute a 

negative circumstance in terms of sports organizations. Ground softening, along with the increase in the 

percentage of silt and clay mixture, needs to be considered in the design of fields, especially in regions with 

long-term and severe precipitation. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 

Figure 6. Display of results of penetration tests with contour graphs: a) 100% sand – fertilizer A, b) 100% 

sand – fertilizer B, c) 10% silt and clay, and 90% sand–fertilizer A, d) 10% silt and clay, and 90% sand – 

fertilizer B, e) 20% silt and clay, and 80% sand – fertilizer A, f) 20% silt and clay, and 80% sand–fertilizer B 

The saturated hydraulic conductivity of rootzones regarding drainage is also a significant parameter measured 

in the study. The infiltration tests for evaluating the unsaturated hydraulic conductivity were also performed 

on rootzones. As a result, saturated hydraulic conductivity coefficients of rootzone mixtures are given in Table 

6. These values were determined under laboratory conditions in the study of [4]. 
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Table 6. Saturated hydraulic conductivities of rootzone mixtures 

Rootzone Saturated hydraulic conductivity (Ks) 

100% Sand 0.0285 cm/s 

10% Clay-Silt, 90% Sand 0.0053 cm/s 

20% Clay-Silt, 80% Sand 0.0046 cm/s 

Moreover, with the help of an infiltrometer, unsaturated hydraulic conductivity values were calculated 

according to the increasing water content in the rootzones (Table 7). In total, 180 tests, being 30 tests for each 

rootzone, were performed. The tests performed on each rootzone were conducted continuously at the same 

point and consecutively. It was deemed that the water content of the following test would be higher than the 

previous test, and all the tests were performed accordingly. According to the relation between hydraulic 

conductivity and water content, as the water content of the soil increases, the unsaturated hydraulic 

conductivity value also increases up to the saturated water content. In the presented experiments, even though 

the measured unsaturated hydraulic conductivity values increased, and 30 experiments were conducted for 

each set, they did not go up to the saturated hydraulic conductivity. The results obtained from the tests 

performed were measured in Table 7 for prepared experimental conditions. 

When Table 7 was analyzed, it was observed that the unsaturated hydraulic conductivity coefficients were 

decreasing as 100% sand, 10% clay and silt mixture and 90% sand, and 20% clay and silt mixture and 80% 

sand in descending order, as expected. The increase of silt-clay-organic mixture in sand material reduced the 

hydraulic conductivity value. Moreover, regarding the mixtures having similar water content in the same 

rootzone, the hydraulic conductivity values of rootzones prepared with fertilizer dose B were measured higher 

than those of grounds prepared with fertilizer dose A. In brief, it is a fact that unsaturated hydraulic 

conductivities (Table 7) became much closer to saturated hydraulic conductivity (Table 6) with an increasing 

number of experiments. 

Table 7. Unsaturated hydraulic conductivities for 30 experiments in this study 

Rootzone Fertilizer Type 
Unsaturated Hydraulic Conductivity (cm/s) 

Minimum Maximum 

100% sand 
A 0.002121 0.008258 

B 0.002369 0.009467 

90% sand+10% silt-clay- organic mixture 
A 0.003732 0.010131 

B 0,004161 0.014522 

80% sand+20% silt-clay-organic mixture 
A 0.002563 0.009763 

B 0.003476 0.009974 

Finally, Vane shear tests were performed on turfgrasses that had been left for radication in the rootzone baskets 

and had received fertilizer doses A and B, and the slip resistances of the turfgrasses were calculated. As 

observed in Figure 4d, the tests were performed with the Vane shear apparatus, and angles of rupture were 

determined with the help of the goniometer, which is located on the top of the testing equipment and indicates 

the angle of rupture. Slip resistance values were calculated according to the angles of rupture. Slip resistance, 

being important in abrasion damage, especially at rootzones with high sand content, can cause field surface 

deformations and player injuries [33]. For the sake of ensuring optimum conditions at turfgrass sports fields, 

[34] stated that it is required for the slip resistance to change between 10 and 20 kPa. As a result of the tests 

performed, the slip resistance (cu) was determined as an average of 14.25 kPa for fertilizer dose A and 18.22 

kPa for fertilizer dose B (Table 8). Both mechanical and bio-mechanical tests indicated that the sand-based 

sports fields' grounds have higher dynamic rigidity and slip resistance than clay-based grounds [27]. Materials 

such as silt and clay cause lower slip resistance and higher plastic deformation due to their high-water retention 

capacities compared to sand-based grounds [11]. Slip resistance and lower water retention capacities of sand-

based grounds have caused their usage at high rates (90%) in the rootzone of sports fields. The values obtained 
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for both conditions meet the optimum conditions. Still, as the slip resistance calculated for fertilizer dose B 

(basic fertilization + 3.0ml Run/Black Jak addition) was higher, it was considered that it is required to opt for 

the rootzone on which this fertilizer dose was applied in terms of resistance. 

Table 8. Root depths of different rootzones and fertilizer mixtures 

Rootzone Fertilizer Slip Resistance (kPa) 

100% sand 
A 16.09 

B 19.53 

90% sand+10% silt-clay- organic mixture 
A 13.89 

B 18.02 

80% sand+20% silt-clay-organic mixture 
A 12.77 

B 17.11 

This study aimed to improve the durability of sports fields by determining the mix ratios and fertilizer doses 

in the rootzone to ensure effective water drainage. [19] emphasized that a football field must meet efficient 

and adequate mechanical properties, such as surface hardness and slip resistance, and hydrological parameters, 

including infiltration, surface temperature, rootzone soil moisture, and drainage. The numerous and often 

conflicting parameters and the lack of a standardized specification make achieving optimal conditions for the 

field surface challenging [22]. Therefore, considering the different requirements of the game, players, and field 

conditions, it can be stated that the field surface is designed in layers. However, it has been particularly 

emphasized that the top few centimeters of the surface must consist of sand material to ensure good 

permeability and effective drainage [6]. In our study, the 2 cm layer formed beneath materials with 20% silt-

clay content presents a significant challenge regarding infiltration and drainage conditions. Soils with 100% 

sand content exhibit high drainage and infiltration capacity and are less prone to compaction. However, they 

require more frequent irrigation and fertilization to maintain healthy turf growth [35]. Therefore, the mixture 

of 90% sand and 10% silt-clay-organic matter provides the most optimal conditions for efficient drainage and 

surface stability while ensuring that grassroots can access the necessary water in the rootzone. 

As a result of penetration, infiltration, and vane tests, it was determined that the best rootzone was formed with 

10% silt-clay-organic mixture + 90% sand. This finding supported the results of [8, 23, 24]. However, it was 

observed that the rootzones consisting entirely of sand did not provide sufficient rooting and full integration 

with the grass. Since this situation has a direct effect on the durability and quality of the surface and the life of 

the grass, it was considered that it is not suitable for use in sports fields [6]. On the other hand, it was observed 

that a layer of about 2 cm was formed under the grass in the rootzones with 80% sand + 20% silt-clay-organic 

mixture. This situation is not suitable for sports fields as it slows down water drainage and negatively affects 

the infiltration of the rootzone, especially in areas with prolonged and heavy rainfall, this situation can be a 

significant problem [3]. 

The importance of the rootzone has been emphasized throughout the study due to its functions such as drainage, 

soil resistance, surface hardness, and meeting the water requirements of the grass. The correct composition of 

the rootzone, approximately 90% sand and 10% silt, clay, and organic matter, is vital for preventing water 

accumulation on the surface, increasing infiltration rates, and stabilizing the surface. Slip resistance, essential 

regarding abrasion damage and player safety, was within the recommended range of 10-20 kPa for both A and 

B fertilizer doses [36]. The importance of an effective drainage system to ensure the durability of the pitch 

surface and minimize water-related problems on the pitch is supported by previous literature [36-38]. Previous 

studies have also emphasized the need for sports pitches to be constructed with a high sand content for 

satisfactory infiltration rates and surface aeration. 

In conclusion, this study provides valuable information on the composition of the rootzone and appropriate 

fertilizer doses to improve the durability of sports pitches. Using a rootzone composed of 10% silt-clay-organic 

material and 90% sand is optimal for effective water drainage and turf health. Furthermore, the research 

emphasizes the importance of an effective drainage system and highlights the necessity of sports pitches with 
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high sand content for proper infiltration rates and player functionality. Regarding fertilizer dosage, the B 

fertilizer dose proves to be more effective across all soil mixtures, promoting healthier turfgrass by enabling 

sufficient water uptake from the rootzone due to the longer root lengths observed. Additionally, with its higher 

hydraulic conductivity, the B fertilizer dose allows rainfall and irrigation water to drain more quickly and 

efficiently from the field surface. Both fertilizer doses exhibit optimal conditions in terms of slip resistance 

values. Therefore, fertilizer dose B should be preferred for developing grass cover, promoting better root 

establishment, effective drainage, and overall resilience. Overall, the findings of this study provide essential 

contributions to sports field management and offer valuable guidance to turf professionals, sports field 

designers, and companies engaged in sports field development. 

4. Conclusion 

In the design phase of the sports fields, it is crucial to know the turfgrass species to be used and the fertilizer 

applications, as well as the drainage, surface hardness, and slip resistance characteristics of the rootzone, which 

is the most significant part of the drainage layer. The selection of proper species and mixtures will make the 

exhibition of players' skills possible and fulfill the game requirements. FIFA evaluates the resistance of the 

field surfaces, the ball-surface interaction, and the player-surface interaction before approving FIFA Pro 

Quality or FIFA Quality certificates. According to [30] criteria, less than 5 cm root length values are classified 

as unacceptable quality. This study measured root depths in the 100% sand sample at 3.1 and 3.3 cm, 

confirming its categorization as unacceptable. Additionally, a soil composition of 90% sand and 10% silt-clay-

organic matter falls within the satisfactory quality range (7-8.49 cm) defined by FIFA. Lastly, according to 

FIFA criteria, soil containing 80% sand and 20% silt-clay-organic matter is classified as relatively good quality 

(8.5-9.99 cm). However, considering that the 2 cm layer formed by the 20% silt-clay-organic matter will create 

drainage and infiltration challenges, it can be concluded that the optimal choice would be soil comprising 90% 

sand and 10% silt-clay-organic matter. 

In terms of infiltration, it can be stated that the saturated hydraulic conductivity (0.0046 cm/s) of the root layer 

with 20% clay and silt mixture and 80% sand content may cause drainage problems according to providing the 

FIFA minimum infiltration condition (0.005 cm/s). Although slip resistance and penetration values are within 

acceptable standards for football fields, there may be issues with injuries and drainage in places with frequent 

severe precipitations due to the increased silt-clay concentration in the root layer. 

The tests (examination of root samples, penetration, infiltration, and Vane test) performed on different 

rootzones developed for being used at sports fields, indicated that the best rootzone formed with 10% clay and 

silt mixture and 90% sand. The fertilizer dose B (18-22-0 (slow-release fertilizer) + Nu Film spreader-sticker 

+ 26-05-11 (slow-release fertilizer) + 9-9-9 (slow-release fertilizer containing +9% Fe) + 3.0ml Run/Black Jak 

addition) application should be preferred in terms of the development of turfgrass layer, better radication and 

resistance. As much as being good in terms of drainage, the quality and healthy radication of the turfgrass used 

at sports fields are also significant parameters. The rootzone formed of 100% sand may be considered the best 

drainage due to having a better hydraulic conductivity coefficient. However, in the previous studies and this 

study, it was observed that it is required to have a specific rate of clay and silt organic substance mixture, 

which will increase the root quality and density of turfgrass in the rootzone. The literature emphasizes the 

necessity for the top few centimeters of the surface layer to consist of sandy material to ensure good 

permeability and effective drainage. Considering the tests of rootzone in which 20% clay and silt mixture was 

used, the formation of about 2 cm layer under the turfgrass surface through the examination of root lengths 

would negatively affect the infiltration. It would cause decreases in the transmission rate of water to lower 

layers. Therefore, a mixture of 90% sand and 10% silt-clay-organic matter provides the optimal conditions for 

effective drainage, surface stability, and the ability of grassroots to access the necessary water from the 

rootzone. Moreover, it may be stated that relatively high values observed in penetration tests, along with the 

increase of clay and silt mixture, would cause players' injuries by causing an increase in field surface abrasions. 

Therefore, considering the drainage, slip resistance, and sand and rootzone interaction, the use of rootzone 
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with 10% clay and silt organic substance mixture on which fertilizer dose B (basic fertilization + 3.0ml 

Run/Black Jak addition) was applied may be considered as the most suitable solution. 

In future studies, the hydrological and mechanical characteristics of natural and artificial fields, to be obtained 

as the result of applying similar methods on artificial turfgrass fields that are increasingly being used in recent 

years, may be compared and evaluated. Moreover, the study's scope may be extended by applying tests such 

as bouncing and rolling the ball, spin resistance, and impact absorption. 
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Abstract− Intensive care units (ICUs) are divisions where critically ill patients are treated
by medical experts. The unmet and vital need for automated clinical decision-making mecha-
nisms is critical to maneuvering the large influx of patients. This became more apparent after
the COVID-19 pandemic. Existing studies focus on determining the probability of patients
dying in the ICUs and prioritizing patients in dire need. Only a few studies have calculated
the patient’s probability of returning to the ICUs after discharge. These studies reduce the
problem into a binary task of predicting mortality or re-admission only. However, this is
unrealistic since both outcomes are highly possible for each patient. In this interdisciplinary
study, two main contributions are proposed for the automated clinical decision-making state-
of-the-art: (1) using the real-life data collected from thousands of ICU patients by healthcare
professionals, three possibilities (recovery, mortality, and returning to the intensive care unit
within 30 days) are predicted for patients in intensive care instead of just one possibility. (2)
A novel feature extraction approach is proposed by the biomedical expert in our team. Four
machine learning algorithms are applied to the finalized feature set to understand the differ-
ence between the binary and the multi-class classification problems. Obtained results reach
78% success, proving the possibility of developing better clinical decision-making mechanisms
for ICUs.

Keywords − Clinical decision making, machine learning, intensive care units, mortality prediction, re-admission pre-
diction

1. Introduction

It is well recognized that many of the mortality cases in intensive care units (ICUs) were preventable
if and only if the deteriorating decline of the patient could have been noticed at the right time [1, 2].
However, there are too few healthcare professionals with ICU expertise in the hospitals. Furthermore,
since these professionals work for long hours, it becomes difficult to track the progress of every patient
24/7, non-stop. To overcome this challenge and reduce potentially dire consequences, healthcare
professionals developed scoring systems specifically for the ICU. These systems involve healthcare
professionals’ manually noting the patient’s condition obtained through measurements of vital signs
and laboratory test results under certain categories, where the professional is required to access the
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state of the patient and assign the correct score for each category, then obtaining a mathematical score
by summing the noted scores from all categories, named the Acute Physiology and Chronic Health
Evaluation (APACHE) scoring method. Based on 12 physiological parameters and the Glasglow coma
score (GSC), the total score is 71. Any patient with scoring greater than 25 is considered to be at a
higher risk for dying [3]. In real ICUs, this scoring is used for clinical decision-making - prioritizing
care, intervention needs, monitoring trends over time, and resource and staff allocation [4].

Although still used today, methods like manual APACHE scoring have numerous drawbacks. It is
difficult for healthcare employees under an intense workload to frequently visit every ICU patient,
assign accurate scores, and repeat this process every 24 hrs or as the patients’ conditions alter. More-
over, a statistical study found that scoring methods can make incorrect decisions depending on the
patient’s ethnicity [5]. Another study reports that these manual methods often calculate the patient’s
risk scores higher than the actual states [6], which means the patients received higher mortality scores,
causing a shift of attention and workload from the actual high-risk patients towards less risky ones.
This results in more frequent visits to less critical patients, thus wasting precious time that could have
been dedicated to another, more risky patient. Such an error in the ICU can cause preventable deaths.
This resource allocation and management issue in the ICUs became especially evident in early 2020
during the COVID-19 pandemic.

The in-hospital mortality rates in the United States published by the Centers for Disease Control and
Prevention (CDC) [7] shows that in the United States alone, there was an unprecedented increase in
in-hospital mortality rates in 2020, 2021, and 2022, while the rates started lowering in 2023 (Figure 1).
Studies indicate that these mortality rate increases are not because of the coronavirus alone but are
also due to the overcrowded ICUs, the inadequacy of the number of healthcare professionals, and their
inability to allocate attention and time to the excessive number of ICU patients [8]. These rates only
highlight the urgent need for the real-life use of automated clinical decision-making systems in this
technology-driven century.

Figure 1. Annual hospital mortality rates in the United States of America.

To progress towards developing automated clinical decision-making systems, a team of researchers from
interdisciplinary fields conducted various studies focusing on predicting specific pressing problems that
can cause critical patients suffering from diseases such as circulatory failure, sepsis (blood poisoning),
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or kidney failure [9–12] in ICUs to lose their lives. Meanwhile, some studies showed that even small
errors in dosages can be fatal for ICU patients [13, 14]. For example, if the circulatory failure is
correctly predicted and intervened immediately, many lives can be saved. The machine learning
methods these studies used to span from Logistic Regression (LR) to Support Vector Machines (SVM),
LightGBM (LGB), and XGBoost (XGB). In addition to these specific predictive studies, researchers
also attempted to model the general risk of ICU patients’ mortality. For example, a study modeled
the probability of patient deaths within 48 hours of ICU admission using a deep learning model called
Long Short-Term Memory (LSTM) on doctor’s notes [15]. These studies reached up to 80% success
rates in predicting mortality in ICU.

Potential dire outcomes in an ICU environment are not restricted by patient mortality. Another
critical problem is discharging ICU patients early. When an ICU patient is discharged early, before
completing the treatment, or without following their progress a little longer, the condition of the
patient can worsen without the care or attention of professionals, which might cause death to the
patient. Alternatively, suppose the patient’s condition is not as dire but has worsened after discharge.
In that case, the patient will need to be re-admitted to the ICU; certain mandatory and expensive
measurements will have to be repeated, and the treatments will need to be restarted in addition to
handling the patient’s worsened condition. This situation causes high financial losses and excessive
use of medical resources [16]. To overcome this predicament and prevent follow-up and subsequent
re-admissions, a few studies attempted to predict the likelihood of returning to the ICU within 30 days
after getting discharged [17–19]. They used machine learning methods including LR, Naive Bayes,
Random Forest (RF), SVM, Convolutional Neural Networks (CNN), and LSTMs and reported up to
75% success rates in predicting re-admission risk.

Thanks to the developments in artificial intelligence (AI) technology and the digitization of healthcare
data, developing automated clinical decision-making systems is possible. However, existing studies
show that there is still much more to achieve before the real-life use of these systems. First, they
mainly rely on a binary classification task. Most studies focus on the easier task of mortality prediction,
ignoring the re-admission risk. The same is true for the vice versa; re-admission prediction studies
do not consider mortality prediction. Yet, a real-life clinical decision-making system for ICUs should
be able to predict both risks at the same time. Second, existing studies do not conduct feature
engineering, which is essential for obtaining explainable predictive systems. In this study, both issues
are addressed.

The proposed study – to develop an improved and standardized clinical decision-making system for
use in the ICU – introduces a novel feature extraction approach informed by biomedical expertise.
Following a thorough feature engineering process, the study addresses the challenging multi-class
classification problem of predicting mortality, re-admission, and survival risks together. Furthermore,
the study accounts for data imbalance, which is how these cases are distributed in real life. Also,
rather than deep learning techniques, the study used conventional machine learning methods and a
few complex methods for several reasons. Considering the real-life application, lightweight methods
such as traditional machine learning are preferable to heavy, data-demanding models. Plus, traditional
methods perform as well as more complex methods in some scenarios [20,21]. By focusing on feature
engineering and leveraging domain expertise, the study maximizes the utility of conventional methods,
proving them highly effective for this application.

In the next sections, the dataset and the selected methods are explained. Then, experiments and the
obtained results are demonstrated, and discussions are conducted on the findings. Finally, conclusions
are provided.
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2. Materials and Methods

Figure 2. Work-flow of the present study.

The main workflow of the current study is present in Figure 2. Details of each step are explained in
the following sections.

2.1. Data

This study uses the publicly available and popular Medical Information Mart for Intensive Care-III
(MIMIC-III) dataset. This dataset contains various types of patient measurements collected from the
ICU patients of Beth Israel Deaconess Medical Center in Boston, Massachusetts, between the years of
2001 and 2012 [22–24]. It contains information on each ICU patient, including demographics such as
age, gender, and marital status. The entries were de-identified to protect the patients’ identities, and
information such as date of admission or date of birth was coded as a dummy number in the dataset.

For this study, patients outside the age range of 18 and 75 are excluded to develop a model for adults.
After selecting only the adult patients, the number decreased from 47805 to 34969. This choice
is made considering the possibility that older and younger age groups might need different clinical
decision-making systems [25, 26]. There were also many erroneous data within the dataset. The
most important problem among the whole dataset is the number of missing data. Some patients lack
demographic information such as gender, some measurements were never obtained for some patients
such as height or weight. Another critical issue is the lack of mortality and discharge dates for some
patients altogether. After removing all these errors, the dataset contains 4253 ICU mortality, 2806
ICU re-admissions, and 30057 survivors who were discharged and did not get re-admitted to the ICU
within 30 days after the discharge. Then, the complete dataset is divided into training and test sets
following the common 80-20% division rate within a 5-fold cross-validation framework. Within each
fold, to fine-tune the parameters of the complex machine learning methods, the training set of each
fold is split into training and validation sets with the 80-20% division.
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Figure 3. Age distributions in the training and test sets.

The age distributions of the remaining adult patients in the training and test sets are present in
Figure 3. Distributions are similar between training and test sets, which shows the success of random
sampling when dividing the dataset into these sets. Another visual finding from the age distributions
is the higher number of elderly patients in the dataset compared to fewer young adults. Therefore, the
number of deaths and re-admissions will be determined more heavily based on the conditions most
older adults have in the ICUs.

Table 1. Sample size of the MIMIC-III dataset used in the experiments. (0: re-admission, 1:
survival, 2: mortality)

Re-admission (0) Survival (1) Mortality (2)

Training 2311 24006 3375
Test 495 6051 878

Another distribution obtained from the data is in Table 1. The table shows the high imbalance present
in the training and test sets. Label 1 represents the dominant class, which is the recovery class. The
remaining classes, 0 and 2, represent the re-admission and mortality classes, respectively. The number
of patients in these two classes is similar. Therefore, the machine learning experiments will need to
focus on not letting the dominant class (survival) overpower the decision-making process so that the
system will predict the two rare classes: mortality and re-admission.

The distributions of the remaining demographics from the dataset are not shown in this study due
to the large number of NULL values. For the rest of the study, to handle the NULL values, they are
filled with the averages of the columns as was done in the previous literature that used the MIMIC-III
dataset [27,28].

2.2. Feature Extraction

The MIMIC-III dataset has 26 tables full of different data that can be used as features for training
machine learning models. However, selecting the correct set of features is key to achieving good perfor-
mance from machine learning [29,30]. The biomedical collaborator brought knowledge and hard work
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to accomplish this good performance to the feature engineering task. Influenced by the aforementioned
scoring method actively used in the ICUs in the United States, which requires healthcare professionals
to manually score various conditions of the patients and develop a final mortality risk score, known as
APACHE scoring, is selected as a valid basis. Leveraging this manual scoring approach, the following
measurements are selected as the initial set of features:

i. Age (years) computed from the dataset after subtracting the date of birth from the date of admission,
both de-identified.

ii. Temperature (C) of the patient.

iii. Mean arterial pressure (mmHg) of the patient.

iv. pH measurement.

v. Heart rate (beats per min).

vi. Respiratory rate (breaths per minute).

vii. Serum sodium (mEq/L), potassium (mEq/L), creatinine (mg/dL) measurements.

viii. Hematocrit.

ix. WBC (cells/ul).

x. Glasgow-coma-scale points.

xi. A - a gradient (if FiO2 ≥ 0.5) (mmHg)

xii. PaO2 (if FiO2 < 0.5) (mmHg)

xiii. History of organ insufficiency.

xiv. History of immunocompromise.

In addition to the above APACHE features, available demographics are included in the features such
as gender, marital status, height, weight, etc. It is necessary to note that except for the constant
features such as age or gender, the other measurement values are prone to change over the patient’s
progress during the ICU stay. Thus, for each patient, there are many measurements for most of the
above features. To best express the range of measurements per patient, this study uses the range
information, including minimum, maximum, and mean. Hence, in total, 165 features per patient are
obtained.

2.3. Machine Learning Methods

Reducing the numerical difference between real-life patient feature values is essential before applying
machine learning methods.

To overcome this problem, scaling the feature values in the data collection has become a standard
approach. Scaling is achieved through the following:

xi = xi − ν

ρ

where xi represents the feature’s value i, ν is the mean value of the feature column in the training set,
and ρ shows the standard deviation of the same column. Through this operation, feature values present
in the dataset are scaled to a smaller version of itself. Within the same features, their mathematical
relations are preserved, meanwhile between the features, high differences are scaled down.

Machine learning methods have been popular in the biomedical research domain for many years [31].
To achieve comparability with the ICU mortality and re-admission prediction studies summarized
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in the introduction section, the same machine learning methods commonly used in interdisciplinary
ICU-related research are selected: LR, XGB, and LGBM. In addition, RF is also selected.

LR is considered the baseline approach since it has the simplest methodology within its algorithmic
structure. LR returns the correct classification result by combining selected attributes with a linear
mathematical formula [20]. This method focuses on separating data from one class at a time in the
most successful way. L2 was used as the loss function. This simple approach becomes the baseline.

The other approach, RF, is an ensemble method that constructs multiple decision trees and averages
their decisions into one decision. As a more complex variant of an RF method, another approach used
in the experiments is XGB. It is perhaps the most popular method among the ensemble methods in
recent years. It is an optimized distributed gradient boosting method designed to be highly efficient,
flexible, and portable. It applies machine learning algorithms under the Gradient Boosting framework.
XGB provides a parallel tree-boosting solution that solves many data science problems quickly and
accurately [32]. Unfortunately, its disadvantage is that it is highly parametric, meaning that it becomes
difficult to achieve a good performance if the correct parameters are not selected.

Next, the LGBM method is included in the experiments. It combines multiple decision trees, each
focusing on improving the predictions of the previous ones within a gradient-boosting framework, just
like the XGB method. However, unlike XGB, this method creates histograms for each feature and
uses them to approximate the best-split point [33]. LGBM has other algorithmic differences, such as
allowing leaf-wise growth rather than depth-wise growth in the trees.

2.4. Optimization

Despite their success in performing accurate predictions, one disadvantage shared by most machine
learning methods is the number of parameters they need to be tuned. It is unrealistic to expect to find
the perfect parameters for each model. However, with the help of methods such as a grid or a random
search, it is possible to search over a set of possible parameters and find an optimal combination. In
the present study, a library named Optuna is used to find optimal parameters for each method [34].

For each method, ten trials are conducted within every fold of the 5-fold cross-validation framework,
where each trial tried a different parameter subset. The Optuna library moves towards the parameters
that returned high performance in the previous trials, thus ensuring an optimal parameter set. The
highest average macro F1 scores are selected and used in the tests as the performance criteria. Also,
since all classification tasks have high-class imbalance problems, the class weights are provided inside
all machine learning methods, considering the class imbalance.

3. Results and Discussion

As stated earlier, studies in the literature mainly focus on the binary classification task of detecting
mortality risk among ICU patients. A few studies follow the same binary classification task for de-
tecting the re-admission risk. However, no studies have conducted a multi-class classification task and
provided a deep comparison with the binary tasks. To complete this lack of comparative information,
this study performs three distinct experiments:

i. Conducting a binary classification task for mortality risk detection.

ii. Conducting a binary classification task for re-admission detection.

iii. Conducting a multi-class classification task to identify the likelihood of an ICU patient dying,
recovering during the current ICU stay, or getting re-admitted after discharge.
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For comparability, the same four machine learning methods and the same set of 165 features (APACHE
and demographics) are used in the above experiments. Considering the data imbalance in the test
set, among the possible performance scoring methods, Area under the curve (AUC) is selected for
its ability to provide fair scoring [35], and its popularity as a scoring method in the mortality and
re-admission prediction tasks as seen in Table 3. Meanwhile, macro F1 and recall (sensitivity) scores
are also utilized to overcome possible overestimations AUC may return. Thanks to the macro setting
of the F1 and recall metrics, class imbalance in the test set is handled fairly.

Table 2. AUC, macro F1, and macro recall scores of the proposed novel feature space used with
four machine learning methods.

Goal Metric LR RF LGBM XGB

Mortality
AUC 89.40 91.51 92.43 91.51
F1 70.13 80.39 79.17 82.65
Recall 80.75 78.78 83.63 79.36

Re-admission (30 days)
AUC 65.03 64.67 61.77 58.31
F1 48.81 53.12 53.15 49.11
Recall 60.52 52.75 54.71 50.58

Multiclass
AUC 75.54 77.94 76.98 76.50
F1 48.92 53.49 54.19 54.03
Recall 57.33 52.68 58.26 51.77

(a) LR (b) LGBM
Figure 4. Confusion matrices of the mortality prediction task obtained from the baseline and the

best-performing methods.

According to the results presented in Table 2, the mortality prediction task returned AUC scores
around 90% with each method. Meanwhile, the highest F1 score is from the XGB method, and the
highest sensitivity belongs to the LGBM. Compared to the mortality prediction results in the literature
in Table 3, mortality prediction performance in the current study outperformed the past. Because the
studies in the literature focused on specific disease mortality, which is more straightforward than a
general mortality prediction, the current results are significant. This finding shows that including all
the APACHE metrics as features, computing their statistical changes over the ICU stay of the patients
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through min, max, mean, and median operations, among others, provide more robust outcomes for
mortality prediction. Also, by including the demographics in the feature set, mortality prediction
can be achieved with better performance. This is particularly interesting as it points to the genetic
variability and risk factors of the patients and shows the importance of considering demographics for
clinical decision-making. Another finding is regarding the choice of methods. Figure 4 highlights that
the choice of machine learning method does not affect the mortality prediction task thanks to the
novel feature space introduced in the current study.

Table 3. Some prediction objectives and scores from the literature that used the MIMIC-III
dataset, excluding the clinical notes. Each re-admission study performs a 30-day prediction.

Objective Features Method Score Study

Mortality
(heart failure)

Patient measures (overlap with
APACHE), demographics

LR, XGB 84.16 AUC [28]

Mortality
(ventilated)

Patient measures (overlap with
APACHE), demographics, his-
tory

KNN, LR,
DT, RF,
XGB, ANN

82.1 AUC [27]

Mortality
(pancreatitis)

Patient measures (overlap with
APACHE), demographics

LR, Ran-
son, ANN

76.9 AUC [36]

Re-admission 17 APACHE measures, demo-
graphics, ICD-9 embeddings

LSTM 74.2 recall, 79.1
AUC

[17]

Re-admission Patient measures (overlap with
APACHE), demographics, ICD-
9 embeddings

LR, RF,
SVM, ANN

65 accuracy, 60
AUC

[19]

Re-admission Patient measures (overlap with
APACHE), demographics, ICD-
9 code

LR, RF,
XGB

37 F1, 75 AUC [37]

Re-admission prediction within the 30 days after discharge proves to be more complex than the
mortality prediction according to the results in Table 2, which is validated by the scores in the
literature Table 3. F1 score of 37% obtained in the literature [37] proves the difficulty of re-admission
prediction even in a binary classification setting. In the current study, LR returned the highest AUC
score of 65% for re-admission. Compared to the readmission AUC scores in Table 3, this score falls in
the middle of the range in the literature. The F1 rate of 53% reported in the current study is higher
than that of the literature. In Figure 5, two confusion matrices show that the LR method misclassified
the survived patients as re-admission, and the XGB method did the opposite and misclassified the
re-admissions as survived. One must decide based on the trade-off between high false positives and
false negatives. Creating a model that returns high false positives would cause too much money and
attention to be given to patients who are well, and high false negatives would cause patients who will be
re-admitted within 30 days to be released early, which also causes a waste of money and resources. One
conclusion from these findings is that, although APACHE features and demographics are successful at
identifying mortality, they are not enough to predict ICU re-admission. Therefore, the current feature
space needs to be enriched further for a higher re-admission prediction performance.
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(a) LR (b) XGB
Figure 5. Confusion matrices of the 30 days re-admission prediction task obtained from the

baseline and the worst performing methods

The last experiment tackles the challenge of performing multi-class classification to determine if a
patient in the ICU will die, recover, or get re-admitted 30 days after getting discharged from the ICU.
Table 2 shows that each method returned around 77% AUC for multi-class classification. Meanwhile,
the F1 and recall scores show a distinction between the results. The confusion matrices in Figure 6
display the similarities and differences between the selected methods. The matrices of the RF and
XGB methods appear too similar. For example, both methods failed to capture re-admissions, which
is explainable considering the similarities between their algorithms - using decision trees within. The
remaining two methods, LR and LGBM, returned more acceptable confusion matrices by success-
fully capturing re-admission cases. Among the two, LGBM has the best performance. For a 3-class
classification problem, an F1 score of 54% is acceptably good compared to the random chance of
33%. LGBM’s capability to capture complex non-linear relationships between a mix of numerical and
categorical variables proves it to be better than the remaining models in the current context.

(a) LR (b) RF

(c) LGBM (d) XGB
Figure 6. Confusion matrices of the three-class classification framework obtained from the baseline

and the best-performing methods (Re-admission=0, survival=1, mortality=2)
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4. Conclusion

The study carried out in this paper showed the simplicity of mortality prediction tasks in the ICU
setting, using the APACHE measures together with the demographics, which explains the reasoning
behind the vast number of available studies that focus only on mortality prediction. In parallel, the
study showed the difficulty of the 30-day re-admission prediction task. The state-of-the-art machine
learning methods that win various imbalanced data classification competitions failed the re-admission
prediction task, while the simple baseline method outperformed the rest. This finding shows the
difficulty of the re-admission prediction task and the failure of the APACHE and demographics data
in providing predictive power. Because real-life expert healthcare providers signed off on the discharge
forms of these patients during the data collection process, it is possible to conclude that machine
learning methods still performed better than the actual human experts, with a 65% success rate. Yet,
there is still room for improvement. Furthermore, the multi-class classification performance showed
77% success at differentiating recovery, mortality, and returning to the intensive care unit in 30 days,
which are highly acceptable results to be used in real-life automated clinical decision-making systems.
The proposed system with a simple baseline approach can help healthcare professionals save more
lives and reduce the risk of early discharges without adding features - since APACHE features and
demographics are mandatory to collect already. Finally, our dataset was limited to MIMIC III, which
contains the medical history and data of all patients admitted to Beth Israel Deaconess Medical Center
in Boston, Massachusetts, between 2001 and 2012. Thus, while predicting re-admission, our study
could not consider the possibility of the patients being re-admitted to another hospital.

The overloaded ICUs during the COVID-19 pandemic before vaccines were available showed the unmet
need for automated clinical decision-making systems. While the proposed system has demonstrated
acceptable performance, in the rework, more features that are also mandatory to collect in an ICU
setting will be included in the experiments to increase the re-admission prediction performance. Future
work will also consist of evaluating different real-life ICU data collections.
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Abstract − This research aimed to investigate the temporal variations in soils of three distinct textures 

that were amended with composts derived from olive pomace (OPC) and vineyard pruning waste 

(VPC). The compost was prepared in reactors with automatic temperature and aeration control. This 

research encompasses three distinct soil textures, five varying compost applications, and ten separate 

sampling intervals following the compost application and replicated four times. After 210 days of 

incubation, 6% VPC application increased the field capacity value by 27.7% compared to the control, 

especially in sandy loam soil. At the same treatment and time, total porosity increased by 14.29% in 

clay soil. The highest increase in hydraulic conductivity was observed in clay and loam soil with 6% 

VPC and in sandy loam soil with 6% OPC. Compost applications increased field capacity the most 

in sandy loam soil. The impact of compost on field capacity and porosity of soils varied according to 

soil texture, compost material, application amount, and time elapsed after compost application. The 

high BJH surface area of clay soil decreased from 15.830 m2/g to 12.977 m2/g with the addition of 

OPC. 

Keywords − Vineyard pruning waste, olive pomace, compost, hydraulic conductivity, soil physics 

1. Introduction 

Soil is a critical component in maintaining terrestrial ecosystems by providing essential ecosystem services 

such as maintaining nutrient cycling for all living organisms' lives, filtering and transforming substances, and 

providing the physical environment to support plant growth. Soil quality can be classified into three primary 

categories: physical, chemical, and biological [1]. The physical characteristics of soil play a crucial role in 

ensuring agricultural land's sustainability and environmental quality protection [2]. Soil physics is primarily 

concerned with the interactions between soil and water. Consequently, the physical, chemical, and biological 

processes within the soil are influenced by the quantity and composition of water present [3]. The water-

holding capacity of soils is also related to the soil's total porosity and specific surface area and soil texture 

directly affecting the water-holding capacity. Sandy soils have less total pore volume than clay soils and low 

water-holding capacities [4]. Pore size distribution is an essential physical property of soil that provides the 

ability of soil to store water and air [5]. Soil porosity and pore size distribution affect water retention, gases, 

and root growth [6]. 

The gradual reduction of organic matter in the soil, attributable to intensive agricultural practices, results in 

the deterioration of soil structure and contributes to soil degradation. Therefore, enhancing and stabilizing the 

amount of soil organic matter [7-8]. Concerns about global warming resulting from the increase in atmospheric 
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carbon dioxide (CO2) and methane (CH4) emissions in recent years have led to increased research on the carbon 

stock potential of soils. Incorporating organic materials, such as compost, into soil decomposes a portion of 

the organic carbon, subsequently releasing CO2, while the rest remains in the soil [9]. Therefore, it has been 

stated [10] that when an organic carbon source is added to the soil, it should be considered for its positive 

effects on the soil while simultaneously causing an increase in CO2 concentration in the atmosphere. Small 

soil pores retain water strongly, while large pores drain easily. Applying compost can modify soil's 

hydrological characteristics by altering its texture, thereby increasing the size and quantity of soil pores. [5]. 

Many studies [11-13] have reported that soil organic carbon enhances hydraulic conductivity by stabilizing 

soil aggregates [14] and increasing porosity. The influence of organic materials on soils with varying textures 

may differ significantly. It has been reported in many studies [15-17] that the beneficial effects of compost 

addition are significant, especially in sand and clay soils. It can improve plant water and nutrient availability 

in sandy soils with low water holding capacity [18] and improve aeration and structural stability in clay soils 

with low aeration [19]. Given the diverse microbial properties inherent in different organic materials, their 

impacts on soil characteristics can vary considerably [20]. Among composts with other properties, the ones 

with higher carbon content may have a greater effect on soil organic matter content [21]. This study aimed to 

assess the impact of various compost types, specifically olive pomace (OPC) and vineyard pruning waste 

(VPC), on the physical properties and hydrological characteristics of soils with three distinct textures: clay 

(C), loam (L), and sandy loam (SL). To achieve this objective, a 210-day soil incubation experiment was 

conducted. Temporal variations in total porosity (TP) and field capacity (FC) within the soil-compost mixtures 

were monitored through sampling at ten different intervals. Following a 210-day incubation period, 

measurements of saturated hydraulic conductivity (Ksat) and Brunauer-Emmett-Teller (BET) results were 

obtained for soils characterized by three different textures. 

2. Materials and Methods 

2.1. Properties of Compost 

Olive pomace and vineyard composts were produced at ÇOMU-TETAM. The olive pomace (OP) was obtained 

from an olive oil factory, while the vineyard pruning waste (VP) was collected from a local orchard in 

Çanakkale. The compost used in the research was produced in specially constructed stainless steel compost 

reactors, each with a capacity of 100 liters. To monitor the compost temperature hourly, three K-type 

thermocouples were strategically positioned at each reactor's bottom, center, and top. Aeration fans were 

employed to facilitate proper aeration within the reactors. The fans are activated if the compost temperature is 

higher than the set temperature (above 60 °C). The temperature and aeration parameters of the composting 

processes were carefully controlled, and data was systematically recorded utilizing a programmable logic 

controller. The water content of compost was assessed three times per week by subjecting a compost sample 

to drying in an oven at 70 °C for 48 hours. 

The moisture levels of the compost were regulated to remain within the range of 45-60% through the addition 

of water. The ratios of compost feedstock mixtures were established through calculations to guarantee that the 

resultant compost would achieve the desired carbon-to-nitrogen (C:N) ratio. The olive pomace compost 

comprised an equal proportion of pomace and farmyard manure (FM). In contrast, the VPC was formulated 

with 20% FM and 80% VPW. The pH and EC values of OPC and VPC were 6.82 and 4.81 mS/cm and 8.04 

and 5.95 mS/cm, respectively. The total phenolic content of OPC and VPC were 3.09 and 1.99 mg GAE /g. 

The C:N values of OPC and VPC were 11.7 and 20.7, and the CEC values were 51.7 and 35.1 cmol/kg, 

respectively [22]. 

2.2. Soil Properties 

Soil with clay texture was taken from 40°15'04.2 "N, 26°34'52.3" E in Çanakkale and classified in the Chromic 

Haploxererts sub-group of the Vertisol order according to Soil Taxonomy. The soil with a sandy loam texture 
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was obtained from Çanakkale (40°15'58.8 "N, 26°35'40.2" E), and it was included in the Entisol order 

Xerofluvents large group [23]. The soil with loam texture was sampled from the Lapseki, Çanakkale 

(40°18'51.8 "N, 26°38'36.4" E). According to soil taxonomy, it was included in the Haploxerolls large group 

of the Mollisol order [24]. 

2.3. Incubation Study 

After air-drying, the soil was sieved through a 6 mm sieve and used in the incubation study. Some physical 

and chemical analyses of the soils were performed after sieving the soil through a 2 mm sieve, and the results 

are presented in Table 1. The prepared compost [22] was dried in an oven at 65 °C, then ground and sieved 

through a 2 mm sieve. For the incubation study, plastic rectangular storage containers with a capacity of two 

liters were utilized. To maintain aerobic conditions, ventilation holes were drilled near the top of the containers. 

A mixture of 3% and 6% VPC and OPC was prepared separately for soils of all three textures. The control 

treatment consisted of soils without compost. The experiment was conducted using a randomized design that 

included five distinct treatments, three varying textures, four replications, and ten incubation periods. The 

treatments comprised a control group at 0%, 3%, and 6% of olive pomace and vineyard pruning waste 

composts. According to our previous studies, a positive effect of 2% OPC treatment on selected soil properties 

was observed, and it was concluded that OPC treatment above 6% was not economical [25,26]. The study 

utilized 600 samples subjected to controlled atmospheric conditions at a temperature of 26 ± 2 oC during the 

incubation period. To ensure appropriate moisture levels, the containers were periodically weighed, and water 

was added as needed to maintain a moisture level of 60% of field capacity. Soil analyses were performed at 

15-day intervals during the initial phase of the experiment, and then soil analyses were carried out every 30 

days for the following 210-day period. 

Table 1. Some physical and chemical properties of soils [22] 

Texture 
Clay 

(%) 

Silt 

(%) 

Sand 

(%) 

Field 

Capacity(%) 

(%) 

CaCO3 

(%) 

pH 

 

EC 

(µS/cm) 

TC 

(%) 

CEC 

(cmol/kg) 

Clay 46.92 34.22 18.86 35.13 11.72 8.33 391 3.32 37.64 

Loam 23.65 44.86 31.49 33.87 13.09 8.31 365 2.81 34.40 

Sandy loam 12.22 22.62 65.16 27.02 1.58 8.07 147 0.86 21.16 

FC; Field Capacity, TC; Total Carbon, OM; Organic Matter, TN; Total Nitrogen. CEC; Cation Exchange Capacity 

 

2.4. Methods for Analyzing Soil and Compost 

Soil and compost pH and electrical conductivity (EC) values were assessed by preparing solutions with ratios 

of 1:2.5 for soil:water and 1:10 for compost:water. [27]. Total C and N content of materials were determined 

by dry digestion method using LECO Truspec 2000 C.N elemental analyzer [28], and cation exchange capacity 

(CEC) was measured by sodium acetate method [29]. The phenol content was quantified using the colorimetric 

method based on the Folin Ciacalteu [30]. The ammonium and nitrate content of the compost was determined 

by the Kjeldahl method using 2M KCl [31]. Soil texture was assessed using the standard hydrometer method 

outlined by Gee and Bauder [32], and CaCO3 content was determined using the Scheibler method [33]. Field 

capacity and total porosity were determined by saturating a certain volume of soil and determining on a weight 

basis [34]. After the undisturbed soil samples were saturated with 0.1 M calcium chloride (CaCl2) solution, the 

hydraulic conductivity (Ksat) value was determined in accordance with Darcy's law [35] by measuring the 

amount of water passing through the soil column at specified times under constant water load. BET analyses 

of three different textured soils and control soils mixed with the highest dose of 6% OPC and 6% VPC compost 

and incubated for 210 days were carried out at ÇOMÜ-ÇOBİLTUM using the Brunauer, Emmet and Teller 

(BET) methodology [36] with BET surface area measuring device (Quantachrome Quadrasorb SI) in liquid 

nitrogen environment at 77K based on nitrogen (N2) gas adsorption technique. 
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2.5. Method of Statistical Analysis 

In order to examine the effect of texture, treatment, and time (X, Y, Z, ...) on the traits, the analysis of variance 

technique was used in a factorial arrangement of randomized plots experimental design. Tukey's multiple 

comparison test was subsequently applied to identify the specific groups or subgroups responsible for observed 

differences. The data collected during the study were analyzed using STATISTICA 12 software (StatSoft Inc.). 

3. Results and Discussion 

3.1. Changes in Soil Field Capacity Value After Incubation 

The results of field capacity (FC) analysis of different doses of OPC and VPC applied to soils of three different 

textures at various times are presented in Figure 1. The difference between compost treatments on clay, loam, 

and sandy loam soil was statistically significant at all sampling times. In C, L, and SL soils, the highest value 

was found in 6% VPC application, whereas the control soil consistently exhibited the lowest values across all 

measurement intervals. In clay soil, the application of 6% VPC had a statistically significant effect on FC up 

to the 45th day after application, compared to other treatments. In loam soil, the FC began to increase from the 

45th day onward, while in sandy loam soil, the FC value increased significantly until 90 days after application. 

It was [37] reported that although soil texture is the primary factor influencing water-holding capacity, an 

increase in organic carbon content also plays a crucial role in enhancing water-holding capacity. Furthermore, 

compost had a more pronounced effect on water-holding capacity in coarse-textured soils. 

 

 

Figure 1. The impact of varying VPC and OPC application rates on field capacity over a 210-day incubation 

period. Error bars represent the standard errors of the means (𝑛 = 4) 
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Figure 1. (Continued) The impact of varying VPC and OPC application rates on field capacity over a 210-

day incubation period. Error bars represent the standard errors of the means (𝑛 = 4) 

When analyzing the variation between sampling times for the same soil texture and treatment, the difference 

in sampling times following 3% OPC application was statistically significant (p ≤ 0.05) in clay and sandy loam 

soils. However, this significance is not observed in loam soil. 

In clay soil treated with pomace compost, the maximum value of FC was recorded on day 180 (43.30%), while 

the minimum value was observed on day 15 (35.02%). In sandy loam soil, the highest field capacity value was 

found on the 45th day (31,34%), and the lowest FC value was determined on the 15th day (25,83%). The 

difference between the 6% OPC application time averages was significant in all three textures. The 3% and 

6% VPC applications were significant across all three textures. The highest FC value in C, L, and SL soils in 

3% VPC treatment was 43.41%, 38.49%, and 33.55% on day 60, respectively. The highest FC value in clay, 

loam, and sandy loam textures in 6% VPC treatment was found on day 30 (46.36%), day 120 (43.57%), and 

day 60 (37.46%), respectively (Figure 1). 

When the differences in soil texture averages were compared at the identical sampling times and treatments, 

each treatment showed statistically significant differences at each time point. The highest FC value of 6% VPC 

treatment was observed in loam soil on the 120th day and in clay soil at all other sampling times. The lowest 

FC value was found in sandy loam soil across all treatments and sampling times. The highest FC value for the 

control group and the treatments involving 3% and 6% OPC and 3% VPC was consistently recorded in clay 

soil across all measurement intervals. In contrast, the lowest value was recorded in sandy loam soil. Soil texture 

and organic matter content significantly affect soil water-holding capacity. Pore content distribution, pore size 

distribution, and surface area of soils are essential parameters that determine the soil's water-holding capacity 

[4]. Tension force in soil depends on pore diameter; therefore, water retention is stronger in small pores [38]. 

Furthermore, sandy soils have a reduced surface area and fewer micropores than clay soils, resulting in a lower 

capacity for water retention. It has been reported by many authors [39-43] that organic materials incorporation 

into the soil positively affects the water-holding capacity. 

A positive correlation (r2=0.79) between organic matter content and water-holding capacity in sandy soils was 

also reported by [40]. In this study, compost application increased the field capacity most in sandy loam soil. 

After 210 days of incubation, all treatments increased field capacity between 4.6% and 11.1% in clay soil, 

10.1% and 21.5% in loam soil, and 19.4% and 27.7% in sandy loam soil. 

3.2. Total Porosity Change After Incubation 

According to the total porosity (TP) analysis of samples collected at various times from soils with different 

textures and varying doses of OPC and VPC, the differences between treatments in clay soil were statistically 

significant on days 15, 45, 60, 120, and 210 (p ≤ 0.05). The maximum total porosity was observed in the 6% 
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VPC treatment on days 15, 45, and 120, the 3% VPC treatment on day 60, and the 3% OPC treatment on day 

210 for clay soils. 

 
Figure 2. The impact of varying VPC and OPC application rates on soil total porosity over a 210-day 

incubation period. Error bars represent the standard errors of the means (𝑛 = 4) 

In loam soil, the differences between the treatments were not statistically significant during the first four 

sampling periods; however, they became significant in the later periods. The highest total porosity (TP) value 

was obtained in the 6% VPC treatment between days 90 and 210. 

There was no difference between the treatments on sandy loam soil on days 45, 60, and 120. The highest TP 

value was found in 6% of VPC applications on days 15, 30, 75, 90, 90, 150, 180, and 210 (Figure 2). Compost 

increases soil stability and, thus, macropores through various organisms [44]. [45] reported that the porosity 

of different composts varied between 60.7% and 72.4%. 
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According to the total porosity analysis results (Figure 2), the differences in incubation periods following the 

application of 3% OPC on C, L, and SL soils were found to be statistically significant (p ≤ 0.05). The highest 

TP value was observed on day 60 in clay soil and on day 30 in loam soil treated with 3% OPC. Conversely, 

the lowest TP value was recorded on day 15 in sandy loam soil and on day 75 in loam soil. In contrast, the 

differences in the average TP values resulting from applying 6% OPC across all three soil textures were not 

statistically significant (Figure 2). 

The difference in time averages for the 3% VPC application was significant in clay soil but not other soil 

textures. The highest TP value (0.69 cm3/cm3) was found on day 60, while the lowest TP value (0.58 cm3/cm3) 

was found on day 15 in clay soil. Additionally, the difference between the time averages of the 6% VPC 

application was significant in both C and L soils. In clay soil, the highest TP value (0.67 cm3/cm3) was found 

on day 45, and the lowest TP value (0.56 cm3/cm3) was found on day 30. The highest TP value was found in 

loam soil on day 180 and the lowest on day 75.  

When TP values of soils of different textures were compared at the same time and in the same application, 3% 

OPC application showed a difference according to texture at all times. The highest TP value was always found 

in C soil, and the lowest TP value was found in SL soil. In 6% VPC treatment, the difference was significant 

at all times except day 210. Loam soil had the highest TP value on days 15 and 30, while clay soil had the 

highest TP value at all other times. Sandy loam soil consistently had the lowest TP value. The difference was 

statistically significant throughout the 3% VPC treatment, except day 120. TP value was high in clay soil on 

days 15, 45, 60, 75, and 120 and loam soil on days 30, 90, 150, and 180. On day 75, loam soil had the lowest 

TP value; at other times, sandy loam soil had the lowest value (Figure 2). [46] reported that TP value varied 

between 0.59-0.64 cm3/cm3 in clay soil and 0.42-0.56 cm3/cm3 in loam soil after adding compost to the soil at 

different doses (0-75-150-300 m3/ha). In this study, since the organic matter added to the soil increased with 

both compost treatments, it can be said that total porosity increased in all textures. The application that 

increased the most was 6% VPC. It was also reported by [47] that pruning waste compost increased soil 

porosity. 

3.3. Saturated Hydraulic Conductivity Change After Incubation 

The results of the Ksat analysis of soils after 210 days of incubation in which different doses of composts were 

applied to soils with different textures are presented in Table 2. According to the statistical analysis results, 

the effect of compost application on Ksat was found to be significant in C and L soil, while it was not statistically 

significant in L soil. In clay soil, the highest Ksat value (0.039 cm/s) was in 6% VPC application, and the lowest 

Ksat value (0.016 cm/s) was in control soil. In sandy loam soil, the highest Ksat value (0.033 cm/s) was in the 

6% OPC treatment, and the lowest Ksat value (0.006 cm/s) was in the control soil. 

Table 2. Impact of varying application rates of OPC and VPC on hydraulic conductivity (cm/s) of soils with 

different textures after 210 days of incubation 

 Clay Loam Sandy loam 

Control 0.006 ± 0.001 Cb 0.007 ± 0.001 Aab 0.016 ± 0.001 Ca 

3% OPC 0.028 ± 0.004 Ba 0.013 ± 0.002 Ab 0.024 ± 0.003 ABa 

6% OPC 0.029 ± 0.003 ABa 0.014 ± 0.001 Ab 0.033 ± 0.004 Aa 

3% VPC 0.028 ± 0.001 ABa 0.015 ± 0.001 Ab 0.020 ± 0.005 Bab 

6% VPC 0.039 ± 0.001 Aa 0.016 ± 0.001 Ab 0.022 ± 0.003 Bb 

In the same column, the differences between the treatment mean shown with different capital letters are statistically significant (𝑝 ≤ 0.05). 

In the same row, the differences between the texture mean shown with different lower-case letters t are statistically significant (𝑝 ≤ 0.05). 

In the same compost application, the variations in the Ksat values of soils exhibiting varying textures were 

determined to be statistically significant (p < 0.05). In the control soil without compost application, the highest 

and lowest Ksat values were measured in sandy loam and clay-textured soil, respectively. In the applications 

involving 3% OPC, 3%, and 6% VPC, the maximum Ksat value was observed in clay, whereas the minimum 
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Ksat value was recorded in loam soil. In the 6% OPC application, the highest Ksat value was in sandy loam soil, 

and the lowest Ksat value was in loam soil (Table 2). Water infiltration rate in the soil is primarily influenced 

by various soil characteristics, including water content, soil texture, porosity, Ksat, swelling properties, and 

organic matter content [48,49]. In addition, properties such as aggregate size and distribution and the amount 

of carbon in the soil play an important role in controlling hydraulic conductivity [50]. Increasing organic 

carbon in the soil increases aggregate stability and porosity, thus increasing hydraulic conductivity [51,12]. 

This study obtained the highest Ksat values with 6% VPC application in clay soil and 6% OPC application in 

SL soil. Therefore, the hydraulic conductivity of clay soils increased in about 7 months after compost 

application. 

3.4. Surface Area Results of Soils 

According to the Barrett-Joyner-Halenda (BJH) method, the pore radius was 1.54 nm, 1.54 nm, and 2.18 nm 

for control, 6%OPC, and 6%VPC treatments in clay soil, respectively. In loam soil, it is 1.54, 1.55, and 1.72 

nm; in sandy loam soil, it is 1.55 nm, 2.18 nm and 2.18 nm, respectively. The average pore radius of BJH of 

VPC was 2.47 nm, while that of OPC was 1.73 nm (Table 3). These results correlate with the results of the 

previous hydraulic conductivity analyses. The average pore radius increased in both compost treatments, and 

the hydraulic conductivity values (Table 2) also increased.  

Specific surface area is an essential property in evaluating the physical interaction of soils with chemical 

stabilizers. The BJH surface area of clay soil was found to be 15.830 m2/g. The high BJH surface area of the 

clay soil decreased significantly from 15.830 m2/g to 12.977 m2/g due to the addition of OPC (0.449 m2/g) 

(Table 3). A similar result was observed for the BET surface area. Clay soil (62.470 m2/g) had a much higher 

BET surface area than sandy loam soil (11.868 m2/g) (Table 3). The BET surface area values of the different 

soil textures were found to be in the following order: clay > loam > sandy loam. According to the International 

Union of Fundamental and Applied Chemistry (IUPAC), solids with an average pore diameter <2 nm are called 

microporous, and those with 2-50 nm belong to mesoporous solids. Therefore, OPC and soils other than VPC 

can be classified as microporous. Microporous materials usually have a larger specific surface area than 

mesoporous materials, which may contribute to a higher biosorption capacity. The BET-specific surface area 

of OPC and VPC are 0.518 m2/g and 0.555 m2/g, respectively. These values are smaller than those of 

composted cow manure (2.085 m2/g) and composted mushroom residues (1.16 m2/g). The average pore radius 

increased with the application of VPC in all three soil textures. It is thought that the organic materials released 

by the decomposition of the compost during the incubation period clogged the surface pores of the clay and, 

therefore, blocked the nitrogen gas entry during BET surface area measurement, leading to a lower surface 

area value. The surface area results determined by [52] with the same method in clay soils with different 

properties are similar. 

Table 3. BJH and BET values after 210 days of incubation in soils treated with 6% compost 

  OPC VPC Clay Loam Sandy Loam 

    Control OPC VPC Control OPC VPC Control OPC VPC 

BJH 

adsorption 

 

Surface area (m2/g) 0.449 2.815 15.830 12.977 14.526 10.540 14.249 16.331 5.530 3.952 4.228 

Pore volume (cm3/g) 0.001 0.007 0.029 0.025 0.028 0.020 0.027 0.030 0.016 0.013 0.013 

Pore radius (nm) 1.73 2.47 1.54 1.54 2.18 1.54 1.55 1.72 1.55 2.18 2.18 

Multi-Point 

BET 

 

Surface area (m2/g) 0.518 0.555 62.470 51.674 55.722 48.031 61.185 52.107 11.868 8.269 9.393 

Total pore 

volume 

Total pore volume smaller than 

the radius of interest (cm3/g) 
6,87.10-2 6,87.10-2 5,28.10-2 4,43.10-2 4,89.10-2 3,90.10-2 5,04.10-2 4,79.10-2 1,95.10-2 1,48.10-2 1,56.10-2 

Pores smaller than <Å 

(Radius) 
196.0 210.2 199.1 207.6 213.0 209.3 218.7 232.6 217.3 209.6 221.5 
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4. Conclusion 

Incorporating compost into the soils enhanced their total porosity (TP) and field capacity (FC) across C, L, 

and SL soils. The compost application improved field capacity compared to the control group, with increases 

observed in clay soil from 4% to 11%, loam soil from 10% to 21%, and sandy loam soil from 19% to 27%. 

After 210 days of incubation, applying 6% VPC and 6% OPC increased overall porosity by 7.1% and 20.0%, 

respectively, with notable effects observed in clay and loam soils. In all three textures, the pore radius increased 

with 6% OPC and 6% VPC treatments. As a result of 6% OPC and VPC application, the hydraulic conductivity 

value of clay soil increased by 4.8 and 6.5 times, respectively, while it increased by 2.0 and 2.3 times in loam 

soil and 2.1 and 1.4 times in sandy loam soil, respectively, compared to the control. 

Compost application increased the hydraulic conductivity value of clay textured soils and the field capacity 

value of sandy loam soils. Therefore, some negative physical properties of the soil due to its texture can be 

improved by compost application. Adding composts with high organic carbon content to the soil increased soil 

stability concerning the increase in total carbon content [22]. Since the obstacles that cause clogging of soil 

pores are eliminated, it can facilitate water movement in the soil by increasing porosity and, therefore, 

hydraulic conductivity in heavy textured soils with high clay content. A new study in which applying VPC and 

OPC at a rate of 6% will also be tested on plants under field conditions will benefit the widespread use of 

compost. 
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Abstract − Corrosion is one of the biggest challenges in metal surfaces, especially when scratches 

and impacts damage the coating. Self-healing agents in the coating ensure long-term protection, 

effectively shielding the metal from corrosion. However, these materials are not environmentally 

friendly in general. To improve sustainability, we propose encapsulating renewable and 

biodegradable natural drying oils (linseed and hemp seed oils) to enhance the self-healing properties 

of the coatings. In-situ polymerization of these urea-formaldehyde microcapsules was performed at 

60 °C using different stirring rates (200, 300, and 400 rpm). The structural, morphological, and 

thermal analyses were carried out by using Fourier Transform Infrared Spectrometer (FTIR), 

Scanning Electron Microscope (SEM), and Thermogravimetric Analysis (TGA). The particle size 

and oil content measurements were also performed. It was observed that a 300-rpm stirring rate 

resulted in optimum morphology, particle size, and oil content. 10 wt% microcapsules containing 

pure epoxy coatings were successfully applied to metal surfaces. It was observed that coatings with 

microcapsules provided better surface protection compared to pure coatings, and linseed oil-loaded 

microcapsules outperformed hemp seed oil-loaded microcapsules. These materials hold promise for 

future self-healing applications that are both effective and environmentally friendly. 

Keywords − Corrosion protection, self-healing, encapsulation, urea-formaldehyde microcapsules, drying oils 

1. Introduction 

Metals are used in many fields, such as chemistry, industry, transportation, construction, paint, electronics, and 

medical implants. The main problem for metals is surface wear or corrosion, which destroys the surface [1]. 

In 2013, the global cost of corrosion was estimated at US$2.5 trillion, representing 3.4% of the worldwide 

gross domestic product, the total value of goods and services produced worldwide within a year [2]. This 

situation creates a major economic problem and leads to environmental destruction. Corrosion contaminates 

nature, water, and air, accumulates in nature, and threatens the health of living beings [3]. Coating, painting, 

and lubrication have been used to reduce the effects of damage caused by corrosion on the material corrosion 

[4]. However, if the surface is damaged in any way, the exposed metal will inevitably corrode. In recent years, 

self-healing polymer coating systems, inspired by living organisms' self-healing mechanisms, have been used 

to prevent corrosion and extend the life of metal surfaces. Self-healing agents, encapsulated in micron-sized 

capsules, are protected from degradation and uniformly distributed across the surface. Promising results have 
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been achieved with self-healing polymers in preventing surface corrosion caused by wear over time [5], mainly 

through methods that involve breaking the bonds of an encapsulated polymer and filling them with the help of 

a crosslinker [6], frequently used to develop technologies aimed at extending material longevity. Self-healing 

coating using various polymers is used in many sectors, such as agriculture, food, packaging, biomedical, 

metal, and electronics [7]. Product examples include cell phones, varnishes, boat hulls, and adhesives [8].  

Using bio-based and biodegradable materials tackles waste management challenges at the end of their lifecycle 

and significantly lowers the carbon footprint by maintaining a closed carbon cycle. With this objective, 

catalyst-free, natural drying oils, and non-toxic polymers are offered to achieve a successful self-healing 

system. Urea-formaldehyde (UF) microcapsules, with self-healing properties to prevent corrosion of metal 

surfaces, were synthesized that contain natural oils, linseed oil, and hemp seed oil, produced from linseeds and 

hemp seeds (Figure 1), can be oxidized at room temperature. The reasons for using urea-formaldehyde as a 

capsule shell include impermeability, flexibility, good penetration resistance, and durability [9]. Epoxy is 

widely used to coat metal surfaces. Linseed oil, a frequently used drying oil, has a high molecular weight and 

high fatty acid content and was selected as a curing agent by completing cross-linked polymerization in a short 

time [10]. Hemp seed oil, extracted from hemp seeds, is reported as a successful material to prevent corrosion 

[11].  

 

Figure 1. (a) Linseed and (b) hemp seed, whose oils serve as natural self-healing agents in the study 

The microcapsules were synthesized via in-situ polymerization using stirring rates of 200, 300, and 400 rpm, 

and their particle size, oil content, and structural, morphological, and thermal properties were analyzed. Based 

on these evaluations, an optimal stirring rate of 300 rpm was determined. The self-healing properties of the 

oil-filled microcapsules were assessed using a salt spray test, demonstrating that the epoxy coating with 

microcapsules effectively prevented corrosion compared to the pure epoxy coating. As the materials used were 

easily accessible and inexpensive, it has high potential for rapid realization in industrial applications. These 

materials can be used in many applications, such as metals, electronics, artificial tissue, and implants. 

2. Materials and Methods 

Polyvinyl alcohol (PVA) (partially hydrolyzed, %85-89) was kindly provided from Beta Kimya AŞ. Sodium 

dodecyl sulfate (SDS) (%90) was purchased from Sigma-Aldrich, USA. Urea (99%), ammonium chloride 

(99%), and formaldehyde (37 wt% aq) were purchased from ISOLAB, Germany. Resorcinol (98%), NaOH 

and HCI (37%) were purchased from Merck, Germany. Slim as epoxy resin and its hardener (used a 2:1 (v/v) 

ratio) were purchased from Resinin, Mersin, Türkiye. Linseed oil and hemp seed oil were purchased from 

Mecitefendi, İzmir, Türkiye. All chemicals were used without any purification. 

2.1. Synthesis of the Urea-Formaldehyde Microcapsules 

Based on the study of Abdipour et al. [12], UF-based microcapsules were synthesized by in-situ polymerization 

in an oil-in-water emulsion. First, 0.5 g of PVA was dissolved in 300 mL of water in a 500 ml round flask with 
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two necks at 60 C. Heating was stopped. 0.15 g of SDS was added. PVA particles were mixed at a certain 

mixing rate for 2 hours -three alternative mixing rates (200, 300, and 400 rpm). Then, the solution received 5 

g urea, 0.5 g resorcinol, and 0.5 g of ammonium chloride. By using aqueous solutions of 0.1 N NaOH and 0.1 

N HCl, the pH was adjusted to 3.5. 15 mL of linseed oil or 15 mL of hemp seed oil were introduced with a 

micropipette at a 1 ml/min rate to create an emulsion, which was then allowed to stabilize for 15 minutes. To 

keep the molar ratio of formaldehyde to urea to 1.9:1, 11.8 mL of formaldehyde solution was added to the 

emulsion [13]. The reaction medium was slowly heated to 55 °C and kept at this temperature for 4 h [14]. The 

suspension was then cooled to room temperature. After phase separation, vacuum filtration isolated the 

capsules from the suspension. They were then rinsed with distilled water and xylene to eliminate residual 

impurities. The microcapsules were stored in an xylene and distilled water (1:2 by volume) emulsion to prevent 

agglomeration. 

2.2. Determination of Oil Content in the Microcapsules 

The amount of core material (healing agent) in the microcapsules was measured using the extraction method 

[15]. For this purpose, 1 g of microcapsules (m1) were mixed with 10 mL acetone and sonicated for 1 min. The 

suspension was passed through ultrafine filter paper to remove the remaining shell materials. The filtrate was 

then rinsed several times with acetone and dried in a vacuum oven at 40 °C until steady mass (m2). (2.1) was 

used to calculate oil content. 

Oil content (%)=
𝑚1−𝑚2

𝑚1
100 (2.1) 

2.3. Preparation of Epoxy Resin Coating and Salt Spray Test 

At ambient temperature, microcapsules (10 wt%) were transferred into the uncured epoxy resin and stirred 

using a glass stirrer for 5 min slowly to prevent the formation of bubbles until the microcapsules were 

homogeneously distributed. Before the coatings were applied, the metals were cleaned using a metallography 

sample-sanding and polishing device. The microcapsule in epoxy was spread on the metal specimens slowly 

without causing air bubbles. The specimens were maintained at room temperature for 6 h, then cured for 1 h 

at 80 °C. A pure epoxy resin coating was prepared as a control sample. Three repeated incisions at three 

different depths were made on a metal sheet with a scalpel to observe the self-healing mechanism. A salt spray 

test was then performed. A 5 wt% saline solution was sprayed on the metal sheet at regular intervals as to be 

4 times a day for 4 days to assess the corrosion resistance of the coated sheets, which was a rather high salt 

percentage (sea water salt percentage: 3.5%) to simulate harsh conditions and accelerate the rusting. As the 

desired level of corrosion had not been achieved, the experiment was repeated with deeper cuts after 4 days to 

further accelerate the rusting process. 

2.4. Characterization 

A Phillips XL30 SFEG scanning electron microscope determined the surface morphology of the samples. A 

gold layer was coated onto all samples to minimize charging effects and then analyzed at an accelerating 

voltage of 15 kV. To ensure comprehensive imaging, at least three separate areas were assessed. Linseed and 

hemp seed oil-loaded UF capsules' thermal stability was characterized using Metter Toledo TGA/SDTA851e. 

The heating rate was 10 °C/min in the 20 – 720 °C temperature range. Particle size was determined using a 

Malvern particle-size analyzer. Structural analyses of the oils and oil-loaded microcapsules were carried out 

using a Perkin Elmer 100 FTIR spectrometer. An optical microscope was used to determine the distribution of 

the microcapsules in the epoxy coating, releasing the oil after forming the scratch on the coating. 
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3. Results and Discussion 

3.1. Microcapsules at Different Phases 

The text linseed oil and hemp seed oil containing microcapsules can be denoted as KT and KV, respectively. 

The numbers beside them express the rpm value at which the microcapsules were synthesized. First, the 

microcapsules were characterized at the top and bottom phases in a 1:2 emulsion of xylene and water (Figure 

2) (Top phase: xylene, bottom phase: water). Particle sizes at the phases were investigated at the stirring rate 

of 300 rpm. The following characterizations will further discuss the reason for selecting this stirring rate. 

 

Figure 2. The general appearance of hemp-containing microcapsules in xylene-water emulsion. 

Based on the general appearance of the microcapsules (Figure 1), regardless of the oil type used, the xylene 

phase contained a greater quantity of microcapsules, which appeared more yellowish, likely due to the oil 

content. In contrast, the lower phase (water) had fewer microcapsules, and they exhibited a whiter color. 

Particle size analysis of the phases, as shown in Table 1, revealed some significant differences. The top phase 

of linseed oil and hemp seed oil microcapsules had average particle sizes of 80.73 μm and 120.18 μm, 

respectively, while the lower phase of microcapsules measured 39.14 μm and 14.46 μm. SEM images (Figure 

3) also revealed the size and shape differences of the microcapsules at the top and bottom phases. It was 

observed that the capsules at the top had larger particle sizes, which can enable more oil storage, which is 

crucial for enhancing their crack-sealing capability in the study. In contrast, smaller particles at the bottom of 

the solution may be less effective in storing oil. Therefore, the microcapsules at the xylene phase were chosen 

for further characterization. 

Table 1. Particle size of synthesized capsules at different positions in the solution 

Capsule Location Particle Size (μm) 

Linseed top oil phase 80.62 ± 4.17 

Linseed oil bottom phase 39.14 ± 4.05 

Hemp seed oil top phase 120.18 ± 18.71 

Hemp seed oil bottom phase 14.46 ± 6.94 
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Figure 3. SEM images of (a, b) linseed oil and (c, d) hemp oil-loaded microcapsules at the (a, c) top phase 

and (b, d) bottom phase, respectively 

3.2. Chemical Structure of the Microcapsules and Oils 

The FTIR spectrophotometer performed the structural analysis of the microcapsule materials. Here, FTIR 

peaks of microcapsules filled with linseed oil and hemp seed oil prepared at 300 rpm were obtained as precisely 

overlapping each other (Figure 4). The peaks of the microcapsules matched well with urea-formaldehyde resin 

where the peak at 3300 cm-1 is the N-H stretching, the peaks between 2850-2972 cm-1 correspond to CH 

stretching of CH2, CH2OH, and N-CH2, the peak at 1741 cm-1 occurs due to C=O stretching of formaldehyde 

(also that of linseed oil), the peaks at 1616 and 1535 cm-1 are results of C=O stretching of amide I and C-N and 

N-H deformation of amide II, 1372 and 1240 cm-1 peaks belong to C-H stretching and OH deformation of 

CH2OH group. 1158 cm-1 is due to asymmetric stretching of N-CH2 (and also probably the C-O-group of oil 

[16]), and 1016 cm-1 occurs because of C-O stretching in the methyl group [17]. Plus, as the microcapsules 

were crashed during FTIR analysis, the peaks belonging to oils were also visible, such as 731, 1108, and 1450 

cm-1 (shown in red) as being the corresponding peaks of cis CH=CH (of linseed oil), C-O and CH3 groups of 

the oils [16]. 

 

Figure 4. FTIR spectrum of UF microcapsules filled with hemp seed oil and linseed oil prepared at 300 rpm. 

peaks shown in red belong to oils only 
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Linseed and hemp seed oil were also structurally characterized (Figure 5). The oils contained the same 

characteristic peaks on the spectrum where 2971 cm-1, 2918, and 2850 cm-1 peaks correspond to the vibrations 

of =C-H, -CH3, and –CH2– bonds, respectively. 1746 cm-1 peak is the C=O stretching, 1640 cm-1 peak occurs 

because of the unsaturated C=C bonds, 1366 and 1451 cm-1 peaks belong to –CH3 groups, 1161 cm-1 peak 

belong to C-O– group, 722 cm-1 is the vibration of cis CH=CH double bonds [16] which was shifted to 731 

cm-1 in the UF capsule. 

The slight difference between linseed oil and hemp seed oil is the peak at 722 and a bump on the 755 peak as 

the vibration of cis CH=CH bonds [16] and =CH bending [18] occurring due to the double bonds that exist in 

the fatty acid structure. This difference is probably because of the difference in the fatty acid type and content 

of the oils. Linseed oil contains more linolenic acid with three double bonds. In contrast, hemp seed contains 

more linoleic acid that has two double bonds (Linseed oil: 53.21% linolenic acid, 17.25% linoleic acid, 18.51% 

oleic acid, etc. [19]. Hemp seed oil: 58.71% linoleic acid, 16.81% linolenic acid, 13.05 oleic acid, etc. [20]) 

linseed oil had slightly showed higher intensity of those mentioned peaks. 

 
Figure 5. FTIR spectra of linseed oil and hemp seed oil 

3.3. Effect of Stirring Rate 

3.3.1. Structural Properties 

 
Figure 6. FTIR spectra of linseed oil (up) and hemp seed oil (down) containing microcapsules prepared at 

different stirring rates 
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The effect of stirring rate on the structural properties of the microcapsules is given in Figure 6. For this, we 

focus on the peaks 3000-3500 cm-1 and 1740 cm-1 belonging to the N-H group of UF resin and C=O oil group 

stated earlier. For linseed oil containing microcapsules, more oil was observed for microcapsules prepared at 

400 rpm than other stirring rates. The least amount of oil and the highest amount of UF was observed for KT-

300, which may indicate strong cross-linking of UF microcapsule. (The analysis of oil percentage will be 

further discussed.) For hemp seed oil containing microcapsules, while similar results were obtained for 300 

and 400 rpm, the highest amount of oil was observed for 200 rpm samples. 

3.3.2. Morphology and Particle Size Distribution 

On the self-healing ability, microcapsules should have a spherical morphology with an oil-containing core and 

a stable particle size. The effect of stirring rates on the morphology of the linseed and hempseed-containing 

microcapsules is shown in Figure 7. At 200 rpm, the linseed oil microcapsules appeared as rather large chunks, 

and upon magnification, some bumps were visible, which may indicate combined microcapsules. At 400 rpm, 

instead of chunks, large and combined spheres were observed, and close magnification revealed a broad oily 

surface with no distinct microcapsules, indicating that no microcapsules were formed to store the oil, which is 

consistent with the high oil content observed in the FTIR analysis for this sample. However, at 300 rpm, the 

desired spherical microcapsules were achieved with sizes that were consistent with each other. For hemp seed 

oil containing microcapsule preparation, large spheres were formed for both 200 and 400 rpm stirring rates, a 

close magnification showed no small microcapsule formations on these spheres. Whereas, like linseed 

microcapsules, the 300 rpm stirring rate also resulted in spherical microcapsule formations. However, hemp 

seed oil microcapsules exhibited some size variation and appeared stickier than those in the linseed oil system. 

SEM findings revealed that the microcapsules produced at a stirring rate of 300 rpm were more homogeneously 

distributed and spherical. This successful microcapsule formation enables efficient release of the agents 

thereby enhancing the self-healing performance of the coating. 

 

Figure 7. SEM images of linseed oil-loaded capsules at (a) 200, (b) 300, (c) 400 rpm and hemp seed oil-

loaded capsules at (d) 200, (e) 300, (f) 400 rpm 

The particle size analysis of the microcapsules prepared at different stirring rates is given in Figure 8. For both 

oil systems, 200 and 400 rpm produced larger microcapsules (or urea-formaldehyde resins in various forms) 

with greater size variability, as confirmed by SEM images where larger chunks were predominantly observed 

and at 300 rpm linseed and hemp seed oil containing microcapsules resulted in sizes of 77.25 and 116.30 µm, 

respectively, where hemp seed oil microcapsules showed a larger deviation which was also detected in SEM 

images. These size differences are also supported by the optical microscope images of KT-300 and KV-300, 

distributed in an epoxy matrix, in Figure 9, where linseed oil microcapsules are smaller than hemp seed oil 

microcapsules. Here, the oil in the microcapsules also appears clearly as a light hue. 
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Figure 8. Average particle sizes of the (a) linseed oil and (b) hemp seed oil-loaded microcapsules prepared 

at 200, 300, and 400 rpm 

 

 
Figure 9. Optical microscope images of (a) linseed oil and (b) hemp seed oil-filled microcapsules prepared 

at 300 rpm distributed in epoxy (×50 magnification) 
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In the study of Behzadnasab and colleagues, synthesis was performed at 500-1500 rpm, and microcapsules of 

16-181 μm sizes were obtained [21]. Abdipour and colleagues report stirring rate from 300 to 900 rpm 

decreased particle sizes from 74 to 62 μm [12]. Hatami Boura and colleagues show that 400 rpm and 600 rpm 

stirring rates resulted in 75 and 50 μm. However, only two stirring rates were tested [22]. While the particle 

size decrease between 200 and 300 rpm aligns with previous studies, an increase in microcapsule size was 

observed at 400 rpm. These findings suggest an optimal stirring rate beyond which particle size begins to 

increase. SEM images of the synthesis at 400 rpm indicate that deformation and probably agglomeration 

occurred in the microcapsules, increasing particle size. Icduygu and colleagues indicate that at high stirring 

rates, the frequency and intensity of collisions between microcapsules increase during encapsulation, leading 

to agglomeration [23]. As a result, to prevent agglomeration and ensure successful microcapsule formation, it 

was found that an optimal stirring rate is essential. 

3.3.3. Oil Content of the Microcapsules 

Table 2. The oil content of microparticles, both linseed oil (KT) and hemp seed oil (KV)-loaded 

microcapsules at 200, 300, and 400 rpm 

Capsule Type Oil (%) 

KT-200 7.56 

KT-300 65.00 

KT-400 63.52 

KV-200 9.46 

KV-300 68.15 

KV-400 52.05 

 

The oil content of microcapsules is crucial for effective self-healing performance and should be maximized in 

well-formed, cross-linked spherical microcapsules. According to the results in Table 2, for both oil systems, 

the lowest oil content belonged to the 200-rpm stirring rate, which is less than 10%. This low oil content was 

also confirmed in the FTIR spectrum of hemp seed oil containing microcapsules prepared at 200 rpm. 

However, when the stirring rate was increased to 300 rpm, the oil content significantly rose to 65% and 68.15%, 

representing significant increases of 740% and 620% for linseed and hemp seed oil-loaded microcapsules 

compared to those prepared at 200 rpm. This is expected, as a properly cross-linked microcapsule structure 

was achieved (SEM images) at the stirring rate of 300 rpm, allowing maximum oil storage. The oil content 

difference between linseed oil and hemp seed oil-loaded microcapsules at 300 rpm may be due to their particle 

size reported earlier (77.25 and 116.30 μm, respectively), as larger particles can capture more oil inside. KT-

400 and KV-400 also contain rather high amounts of oil. However, according to SEM images, this oil is 

probably not properly trapped in microcapsules, as the obtained microstructures were more likely disordered. 

Abdipour and colleagues achieved oil contents ranging from 60% to 90% at stirring speeds of 300 to 900 rpm 

[12]. Behzadnasab and colleagues reported oil contents between 63% and 77% for stirring rates of 500 to 1500 

rpm in linseed oil-urea formaldehyde microcapsules [21]. Both studies demonstrated that oil content was 

inversely proportional to the stirring rates used during encapsulation. Here, similar to the microcapsule size 

situation, an optimum stirring rate (300 rpm) was found for maximum oil content (65% and 68% for linseed 

and hemp seed oil-loaded microcapsules, respectively) in the microcapsules. 
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3.3.4. Thermal Properties 

 
Figure 10. TGA thermograms of linseed oil containing microcapsules prepared at different stirring rates 

(extracted shells: B and non-extracted microcapsules: D) 

 
Figure 11. TGA thermograms of hemp seed oil containing microcapsules prepared at different stirring rates 

(extracted shells: B and non-extracted microcapsules: D) 

Thermal degradation results of UF microcapsules (D), extracted UF shells (B) prepared with linseed oil (KT), 

and hemp seed oil (KV) as a function of stirring are given in Figures 10 and 11. The degradation of 

microcapsules consists of three steps—mass loss around 100 °C results from evaporation of water and 

unreacted formaldehyde. The mass loss between 200–300 °C is because of the evaporation of formaldehyde 

in the microcapsules. The degradation between 300 and 400 °C is probably due to the evaporation of hemp 

seed and linseed oils, as their boiling points are around 316 °C. The following mass loss after 400 °C is because 

of the oxidative removal of nitrogen, oxygen, hydrogen, and other elements, leading to the carbonization of 

the cross-linked UF shell. [24]  

Although Yang et al., who reported the microencapsulation of isophorone diisocyanate, found similar thermal 

properties for all microcapsules prepared at different stirring rates, we observed apparent changes in the 

thermal stability as a function of stirring rates. [25] For microcapsules containing linseed oil, a noticeable 

difference was observed for each stirring rate between the oil-containing and extracted microcapsules, with 

the oil-containing microcapsules exhibiting higher thermal stability at 300–400 °C. When we investigate 

thermal stability as the shift of the initial degradation temperatures, except the extracted shell of KT-300, there 

is an increasing thermal stability trend with the increasing rpm values. For hemp seed oil containing 
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microcapsules, similarly, microcapsules prepared at 400 rpm had higher initial degradation temperatures (so 

higher thermal stability) than those prepared at 300 rpm. However, the results for microcapsules prepared at 

200 rpm were less stable than those for linseed oil microcapsules. This instability is likely due to the improper 

formation of spherical microcapsules and the significantly lower oil content than those prepared at 300 and 

400 rpm. A suitable amount of oil in the microcapsules with proper spherical structure guarantees a sufficient 

healing agent to discharge and repair cracks. 

Both for microcapsules prepared with linseed and hemp seed oils at 300 rpm, the mass loss characteristic of 

oils at 300–400 °C was less observable compared to microcapsules prepared at other stirring rates, probably 

because the optimum cross-linking degree and higher thickness resulted in the strong entrapment of oil inside 

the UF microcapsules. For both oil systems, the stirring rate of 400 rpm resulted in the lowest mass loss at the 

same degradation temperature region. This is likely due to the failure to achieve a properly spherical 

microcapsule structure at this specific stirring rate and high oil content, leading to the easy release (or already 

exposed) of oil on the UF surface.  

3.4. Evaluation of Self-Healing Process 

Based on the previous findings, microcapsules prepared at 300 rpm were chosen for self-healing studies. 10 

wt% of capsules were mixed into the epoxy coating, and optical microscopy was used to examine their 

distribution (Figure 12). After mixing with epoxy, the microcapsules retained their spherical shape and oil core 

within the coating. Additionally, linseed oil-loaded microcapsules (Figure 12a) demonstrated better 

distribution in the epoxy matrix than hemp seed oil-loaded microcapsules (Figure 12b). 

 

Figure 12. Optical microscope images of 10% (a) KT-300 and (b) KV-300 capsules in epoxy coatings, 

respectively 
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Figure 13. (a) The moment at which oil is released after scratching the epoxy surface containing linseed oil-

loaded microcapsules. (b) Optical microscope images of coating filled with hemp oil-loaded microcapsules 

were taken during 20 minutes of observation after the scratch 

Under optical microscopy, the incision in the coatings was observed in (Figure 13a). After the scratch, the oil 

was released as some microcapsules burst and disrupted their shell structure, causing the oil to escape gradually 

due to internal pressure (Figure 13b). Once the capsules are broken, oils are released and fill the scratch. After 

that, oil oxidation occurs. Since hemp seed and linseed oils are drying oils, the oil oxidizes in the air to form a 

protective layer in the scratch. The self-healing properties of the coating are achieved through the function of 

these natural oils. However, not all regions contained microcapsules. Proper distribution and quantity of 

capsules in self-healing coatings are crucial, as uneven dispersion can result in areas that lack self-healing 

capability [26]. 

3.4.1. Salt Spray Test 

A salt spray test was conducted to visually assess the self-healing performance to induce corrosion on the 

coatings. For this, manual scratches were applied to coatings prepared with either only epoxy coating as a 

control epoxy coating containing 10% linseed and hemp seed oil microcapsules, separately (Figure 14).  

On the second day of the test, rust started to appear on areas without epoxy coating, while only small rust spots 

were observed on the inner parts of the pure epoxy coating. In contrast, the coatings with microcapsules did 

not show such rust formation. On the fourth day of the salt test, rust began to appear at the scratches on the 
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pure epoxy coating, while no rust was observed on the coatings prepared with both linseed oil and hemp seed 

oil loaded microcapsules. All microcapsule-containing coatings effectively prevented corrosion in the salt-

spray test compared to epoxy coatings without capsules.  

After the first four days, the corrosion experiment was continued by applying deeper cuts to the existing ones 

to accelerate the rusting process. As previously mentioned, this salt concentration exceeds seawater's, 

effectively simulating harsh conditions. On day eight, rust was severe across all samples, with noticeable rust 

around the scratches on the pure epoxy coating. It was also observed that linseed oil-containing microcapsules 

performed better, as one of the samples showed no rust on the scratches except at the edges where there was 

no coating. In contrast, rust was more extensive around the scratches on the hemp seed oil-containing 

microcapsules.  

In the study conducted by Behzadnasab and colleagues, where linseed oil microcapsules were incorporated 

into an epoxy coating, it was observed that after 6 days of salt spray testing, rust formation was significantly 

reduced in samples containing 10% microcapsules compared to those without microcapsules or with 5% 

microcapsule content [21]. In the study by Hamed Abdipour and colleagues, corrosion began within 3 days 

[12]. Similarly, in the Hatami Boura and colleagues' study, visible degradation was observed after 5 days [22]. 

This study observed no rusting in the scratches for up to 4 days, except in the epoxy coating without 

microcapsules. However, the 5th day of the test was not monitored, and deeper cuts were applied after the 4th 

day. These results indicate that the encapsulated coatings were more effective at preventing rust than coatings 

without microcapsules. The layer of dried oil isolates the metal substrate from direct contact with the 

environment, thereby protecting it from corrosion. 

 

Figure 14. Salt test of (a) pure epoxy, (b) linseed oil, (c) hemp seed oil-loaded microcapsules monitored for 

8 days 

4. Conclusion 

In this study, to prevent metal surfaces from oxidation, natural oils such as linseed and hemp seed oils were 

encapsulated in UF microcapsules and incorporated into an epoxy matrix as self-healing agents, providing a 

more sustainable approach for coated metal surfaces. The effect of stirring rate during microcapsule synthesis 
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is investigated by structural, morphological, thermal, particle size, and oil content analyses. Optimum 

morphology, particle size, and oil content were achieved at 300 rpm. The prepared microcapsules effectively 

slowed the oxidation of metal surfaces under harsh conditions through their self-healing mechanism, consistent 

with findings from previous literature. Additionally, linseed oil-containing microcapsules outperformed those 

containing hemp seed oil compared to the pure coating. 

For further improvements, the microcapsule content in the epoxy coating can be increased (up to 30%) to 

enhance self-healing performance without compromising the mechanical properties of the coating. While 

being more sustainable, as these materials are low in cost, readily accessible, abundant, and highly effective, 

they will be well-suited for industrial applications. 
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Research Article 

Abstract − This study assesses the gamma radiation shielding efficiency of polymer composites 

doped with varying amounts of alloy, using software to demonstrate the potential application of 

innovative materials in radiation protection. Specifically, Poly Lactic Acid (PLA) and Poly Ethylene 

Glycol (PEG) composites doped with NiMnGa at concentrations of 2, 6, 10, and 15% were analyzed 

across an energy range of 0.0595 to 1.41 MeV using Geant4 and WinXCOM software. The radiation 

protection ability of the composites and the pure alloy were assessed by calculating key parameters, 

including the mass attenuation coefficient (μm), linear attenuation coefficient (μ), half value layer 

(HVL), tenth value layer (TVL), and mean free path (MFP). The analyses indicated strong agreement 

between the results obtained from Geant4 and WinXCOM, demonstrating the performance of the 

software in investigating the radiation shielding characteristics of polymer-based materials. It was 

investigated that increasing the amount of NiMnGa in the composite structure significantly enhanced 

its radiation shielding capabilities. Notably, composites with 15% NiMnGa exhibited superior 

performance, comparable to traditional heavy metals, while maintaining the lightweight and flexible 

nature of polymer-based materials. The strong agreement between Geant4 and WinXCOM results 

further validates the computational approach. These findings highlight the potential of NiMnGa-

doped polymer composites as eco-friendly, cost-effective alternatives to lead-based shields for 

medical and industrial applications, offering enhanced protection with reduced toxicity and 

environmental impact. 

Keywords − Alloy, composites, polyethylene glycol (PEG), polylactic acid (PLA), gamma rays 

1. Introduction 

Radiation is an energy form in matter and space classified into ionizing and non-ionizing types. Ionizing 

radiation, such as high-energy X-rays, alpha, beta, and gamma rays, are biologically hazardous, necessitating 

effective shielding to minimize exposure [1]. Ionizing radiation, such as gamma and high-energy ultraviolet 

rays, can cause significant biological damage to tissues by damaging DNA. This damage can lead to mutations 

in the genetic code and cause cancer. Moreover, other tissues and organs can be harmed, resulting in burns and 

erythema[2]. Non-ionizing radiation, conversely, has lower energy and poses minimal biological risk. 

Developing protective materials with specific shielding properties is essential to mitigate the effects of 

radiation from various sources. The radiation shielding capability of the materials varies according to the 
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radiation types [3]. In radiation protection, photon energy diminishes as photons interact with the atoms in the 

material, which strongly depends on its density and atomic number [4]. The preferred materials for radiation 

protection are alloys, glasses, ceramics, high-density building materials, and composites [5]. Moreover, due to 

their intelligent properties, research focused on improving radiation shielding materials based on shape-

memory alloys (SMAs) and shape-memory polymers (SMPs).  

Shape Memory Alloys (SMAs) are an innovative class of materials with the remarkable ability to recover their 

original shape when exposed to specific stimuli, such as heat or magnetic fields. This shape memory effect, 

driven by reversible phase transformations between austenite and martensite phases, allows SMAs to combine 

high strength, flexibility, and adaptability. SMAs like NiMnGa have gained attention for their magnetic shape 

memory properties, enabling actuation without direct thermal input. Their excellent fatigue resistance, energy-

damping capacity, and ability to sustain large strains make them ideal for dynamic and high-performance 

environments, including aerospace, robotics, and biomedical applications. 

Shape Memory Polymers (SMPs), on the other hand, are exceptional materials offering lightweight, flexible, 

and durable solutions for various industrial applications compared to metal, glass, and concrete. Unlike SMAs, 

SMPs are primarily valued for returning to a predetermined shape upon exposure to stimuli like heat, light, or 

electricity[6]. This property simplifies design and reduces the need for complex mechanical systems. SMPs 

also exhibit superior chemical resistance, durability against UV radiation, and adaptability to extreme 

environmental conditions. Their moldability and energy efficiency further enhance their appeal, making them 

an ideal choice for medical, construction, and aerospace applications[7]. 

NiMnGa is one of the SMAs becoming prominent in healthcare, dental implants, energy generation, smart 

batteries, sensors, and actuators due to its magnetic shape memory feature [8]. Polylactic acid (PLA) and 

polyethylene glycol (PEG) are commonly used SMPs that are preferred for their rigid physical structure and 

biocompatibility, respectively [9]. Using PLA/PEG blends with NiMnGa enhances the implementation of the 

alloy in various fields with its shaping capability through heat transfer and low cost [10]. Radiation oncologists, 

nuclear power plant workers, and military personnel widely utilize lead-containing protective gears to protect 

against radiation. However, lead aprons have significant drawbacks, including environmental pollution, soil 

degradation, and potential harm to human tissues due to toxic waste release [11]. These disadvantages 

necessitate the development of alternative radiation-shielding materials [12]. Polymers alone can be 

insufficient for radiation protection due to their atomic numbers [13], which can be improved by adding alloys 

with high atomic numbers [14,15]. Recent studies have demonstrated that blending PLA/PEG films with alloys 

at varying ratios significantly improves radiation protection [16]. Despite the high cost of producing NiMnGa 

alloy, combining it with PLA/PEG smart polymers in different proportions has shown promising results in 

cost-effectiveness and material performance [9, 17, 18]. Due to the great importance of the uniform distribution 

of metallic alloy fillers for the stability and reliability of shielding materials, a composite shielding material 

can be formed by mixing NiMnGa alloy with a polymer. This process ensures that the internal structure of the 

polymer is not damaged and the alloy filler is uniformly dispersed. Additionally, for the alloy's uniform 

compatibility, the material's performance can be improved by increasing the interface compatibility with 

polymers. 

The field of radiation shielding has advanced by focusing on developing effective materials such as dense 

substances, glass systems, and innovative compositions. The selection of suitable radiation shielding materials 

has required careful consideration of various factors, including the weight, space requirements, and cost of 

these materials. Considering these factors, polymers have been widely adopted as gamma radiation shielding 

materials due to their advantages, such as ease of formability, convenient handling, affordability, and lower 

maintenance requirements. These polymer composites offer numerous advantages over traditional shielding 

materials like lead, especially in applications where the shield's weight is critical. At the same time, 

conventional lead shields provide adequate protection due to their high density but pose significant challenges 

during transportation and usage. Heavy shields can be cumbersome for users and equipment, particularly in 

applications requiring portability and flexibility. In contrast, polymer composites are lightweight due to their 
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low density and are easier to shape. For this purpose, this study investigated the radiation shielding properties 

of PLA/PEG polymers doped with NiMnGa alloy at various concentrations. The radiation protection 

capabilities of these composites were analyzed over a wide energy range (59.5 to 1400 keV) using the Monte 

Carlo simulation toolkit Genat4 [19] and the WinXCOM software [20]. The selection of Geant4 and 

WinXCOM for this study is motivated by their well-documented accuracy, reliability, and widespread use in 

radiation physics research. Geant4, a Monte Carlo simulation toolkit, is extensively used in high-energy 

physics, medical physics, and radiation protection due to its ability to simulate complex particle interactions 

with matter, including gamma radiation shielding, with high precision [20]. Its flexibility in defining material 

properties and geometry makes it suitable for modeling composites with varying compositions, such as the 

PLA/PEG-NiMnGa systems studied in this work. 

Furthermore, Geant4 has demonstrated excellent agreement with experimental data, showing deviations within 

acceptable limits for mass attenuation coefficients [21].On the other hand, WinXCOM is a widely used tool 

for calculating photon cross-sections and attenuation coefficients of elements, compounds, and mixtures. Its 

simplicity, computational efficiency, and ability to provide accurate theoretical results make it a reliable 

reference for benchmarking simulation data [20]. Studies consistently report strong agreement between 

WinXCOM calculations and experimental results, further supporting its reliability [3]. While other tools like 

FLUKA and Phy-X/PSD are also used in gamma shielding studies, FLUKA requires more computational 

resources, which is not necessary for the corresponding research, and Phy-X/PSD, though effective, is less 

extensively validated compared to Geant4 and WinXCOM [22]. The complementary nature of Geant4 for 

detailed simulations and WinXCOM for theoretical benchmarking ensures a comprehensive and reliable 

analysis of the shielding properties of NiMnGa-doped polymer composites. The simulations effectively 

calculate the radiation interaction parameters of different composites, providing valuable insights into their 

shielding effectiveness for gamma radiation. 

2. Materials and Methods 

2.1. Materials 

In the study, the PLA and PEG polymer films were supplied by ABG Filament Company and Sigma Aldrich. 

The Ni49.5Mn29Ga21 alloy was produced using a vacuum arc melting method, employing high-purity Nickel 

(99.8%), Manganese (99.9%), and Gallium (99.9%) in a water-cooled copper crucible [7]. The NiMnGa alloy 

ingot was ground in a high-speed grinding machine to obtain nano-sized NiMnGa alloy powder [7]. After 

grounding it to nano size, NiMnGa was added to the PLA/PEG films in varying proportions. For this purpose, 

NiMnGa was powdered to 0.01 g and mixed with 0.25 g of PLA and 0.25 g of PEG. The resulting mixture 

containing 2% NiMnGa was poured into a petri dish using the solvent casting [7] and dried in an oven. The 

same procedure was followed for the preparation of composites, including 6% (0.03 g), 10% (0.05 g), and 15% 

(0.075 g) concentrations of NiMnGa [7]. The gamma attenuation coefficients were calculated based on the 

chemical compositions of the polymer composites summarized in Table 1 with corresponding elemental 

explanations and theoretical densities. The table presents the progressive incorporation of NiMnGa into the 

PLA/PEG matrix, demonstrating modification of the elemental compositions and theoretical densities with 

increasing amounts of NiMnGa. 

Table 1. Elemental compositions and densities for composites containing PLA/PEG and NiMnGa 

Sample Ni Mn Ga H C O Theoretical density (g 𝒄𝒎−𝟑) 

NiMnGa 49.5 29.5 21 - - - 8.35 

NiMnGaPLAPEG2 0.9702 0.5782 0.4116 7.2265 51.2407 39.5680 0.6884 

NiMnGaPLAPEG6 2.8017 1.6697 1.1186 6.9538 49.3069 38.0751 0.7132 

NiMnGaPLAPEG10 4.5040 2.6815 1.9089 6.7001 47.5089 36.6886 0.7378 

NiMnGaPLAPEG15 6.4554 3.8468 2.7390 6.4097 45.4497 35.0966 0.7681 
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2.2. Materials 

The attenuation coefficient is critical in determining the materials' radiation shielding properties. The photon 

mass attenuation coefficients of the samples were calculated using Beer-Lambert's law [23]. 

𝐼 = 𝐼0𝑒−𝜇𝑥 

Where x (cm), μ, I0, and I represent the sample thickness, the linear attenuation coefficient (LAC), the initial 

intensity of photons passing through a sample of thickness xx, and the attenuated intensity, respectively.  

The mass attenuation coefficient (MAC) (μm) defines radiation absorption of the material per unit mass that is 

computed as: 

𝜇𝑚(𝑐𝑚2𝑔−1) =
𝜇

𝜌
    

Where ρ is the density of the sample, the mass attenuation coefficient, described as μ/ρ, is influenced by the 

atomic numbers of the constituent elements and the photon energy [23]. For a chemical compound or an alloy 

mixture, μm is calculated using the mixture rule: 

𝜇𝑚 = ∑ 𝑤𝑖(𝜇𝑚)

𝑖

 

where 𝒘𝒊 represents the weight fraction of each element. The thickness per unit mass affects the material's 

attenuation properties, investigated using the LAC, Half Value Layer (HVL), and Tenth Value Layer (TVL) 

parameters. The LAC value represents the material's photon absorption ability calculated as: 

𝜇 = 𝜇𝑚𝜌 

Depending on its thickness, the radiation shielding property of a material can be defined using the HVL that 

quantifies the required thickness of the material to absorb half of the incident radiation. The following equation 

calculates the HVL: 

HVL =
l n 2

𝜇
 

Similarly, the TVL represents the thickness that reduces radiation to 10% of its initial value, which is expressed 

as: 

TVL =
l n 10

𝜇
 

The mean free path (MFP) indicates the average distance that photons travel through the material before 

interacting, which is defined as: 

MFP =
1

𝜇
 

2.3. Computational Methods 

The radiation shielding parameters of the alloy and NiMnGa added composites were computed using Geant4 

and WinXCOM software for the energy range from 0.0595 to 1.41 MeV. WinXCOM is a widely used software 
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program for calculating various materials' photon cross-sections and attenuation coefficients, such as 

compounds and mixtures [21]. It is preferred because of its accuracy and reliability in calculating radiation 

shielding parameters by utilizing input data containing the elemental compositions of the corresponding 

materials [24].  

Geant4 is a Monte Carlo simulation toolkit used for the modeling penetration of particles through matter [25]. 

It has been extensively applied in high-energy physics, medical physics, and radiation protection studies since 

it provides detailed information about interactions between photons and materials, enabling researchers to 

evaluate the radiation absorption performance of the materials under different conditions[13].  

The main aim of the present study is to assess the composite materials' radiation shielding capacity, including 

different portions of the alloy compared to pure NiMnGa. To investigate the radiation protection ability of the 

composites and pure NiMnGa, the MAC, LAC, HVL, TVL, and MFP parameters were computed from Geant4 

and WinXCOM separately for different photon energies. Moreover, the consistency of the simulation results 

was examined, using the deviation percentage for the mass attenuation coefficient between WinXCOM and 

Genat4 [3] defined as follows: 

Δ % =
(µm)WinXCOM – (µm)Geant4

(µm)WinXCOM 
100  

3. Results and Discussion  

3.1. The Mass Attenuation Coefficient (MAC) 

The mass attenuation coefficients of NiMnGa and the composites calculated by Geant4 and WinXCOM within 

the photon energy range of 0.0595 MeV to 1.41 MeV are represented in Figure 1 and summarized in Table 2. 

The deviations between the MAC values computed from Geant4 and WinXCOM are listed in Table 3. 

Considering deviations, it is concluded that MAC values computed from Geant4 and WinXCOM are consistent 

for all materials. 

 

Figure 1. MAC of NiMnGa and the composites computed by Geant4 and WinXCOM 

The difference between the MAC values derived from the programs was less than 10%. The results indicate 

that the mass attenuation coefficients of NiMnGa and the composites decreased exponentially with the increase 

in photon energy. These changes can result from the increase in the percentage of NiMnGa in the composites. 

While the mass attenuation coefficients of NiMnGa show a sharp decrease in the low energy region 

demonstrated in Figure 1, the reduction is more gradual in the composite materials.  

The decrease in the mass attenuation coefficients of the alloy and composite materials is lower in the medium 

and high energy regions, which may result in photon-matter interaction in the energy range [26]. 
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Table 2. List of the MAC values calculated by Geant4 and WinXCOM for the materials 

Energy (keV) 

Mass Attenuation Coefficients (μm) (cm2/g) 

NiMnGa NiMnGaPLAPEG2 NiMnGaPLAPEG6 NiMnGaPLAPEG10 NiMnGaPLAPEG15 

WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 

59.5 1.4851 1.4215 0.2186 0.2005 0.2661 0.2480 0.3121 0.2904 0.3618 0.3373 

68 1.0501 0.9666 0.2011 0.1909 0.2331 0.2193 0.2637 0.2466 0.2970 0.2779 

72.6 0.7566 0.6881 0.1877 0.1798 0.2092 0.1981 0.2297 0.2166 0.2520 0.2365 

85 0.6105 0.5526 0.1801 0.1731 0.1963 0.1869 0.2119 0.2007 0.2287 0.2165 

145 0.2241 0.2019 0.1479 0.1442 0.1508 0.1473 0.1535 0.1486 0.1565 0.1507 

190 0.1614 0.1475 0.1349 0.1327 0.1359 0.1330 0.1368 0.1335 0.1379 0.1343 

280.8 0.1171 0.1106 0.1173 0.1159 0.1173 0.1161 0.1177 0.1157 0.1173 0.1156 

340 0.1038 0.0961 0.1091 0.1083 0.1089 0.1076 0.1087 0.1076 0.1085 0.1071 

410 0.0936 0.0944 0.1013 0.1010 0.1010 0.1004 0.1007 0.1006 0.1004 0.0998 

491.3 0.0852 0.0836 0.0940 0.0939 0.0937 0.0936 0.0934 0.0933 0.0930 0.0930 

560.7 0.0798 0.0788 0.0888 0.0891 0.0885 0.0887 0.0882 0.0881 0.0878 0.0877 

635 0.0750 0.0743 0.0841 0.0843 0.0838 0.0838 0.0834 0.0848 0.0831 0.0833 

710 0.0710 0.0705 0.0800 0.0813 0.0797 0.0801 0.0793 0.0796 0.0790 0.0790 

780 0.0678 0.0675 0.0766 0.0769 0.0763 0.0766 0.0760 0.0762 0.0756 0.0759 

830.3 0.0657 0.0656 0.0744 0.0747 0.0741 0.0743 0.0738 0.0741 0.0734 0.0738 

897 0.0632 0.0631 0.0717 0.0720 0.0714 0.0716 0.0711 0.0713 0.0709 0.0709 

946.6 0.0615 0.0616 0.0699 0.0705 0.0696 0.0700 0.0693 0.0696 0.0689 0.0692 

1012.2 0.0595 0.0594 0.0677 0.0682 0.0674 0.0674 0.0677 0.0676 0.0668 0.0671 

1096.2 0.0571 0.0579 0.0651 0.0651 0.0648 0.0650 0.0645 0.0647 0.0642 0.0640 

1111.2 0.0567 0.0570 0.0646 0.0646 0.0643 0.0640 0.0640 0.0640 0.0637 0.0636 

1305 0.0522 0.0523 0.0595 0.0596 0.0593 0.0592 0.0590 0.0589 0.0587 0.0599 

1410 0.0502 0.0502 0.0572 0.0567 0.0569 0.0568 0.0567 0.0568 0.0564 0.0566 

 

Table 3. Deviations of the MAC values between Geant4 and WinXCOM for the materials 

Energy (keV) 
The Deviations of the MAC Values (%∆) 

NiMnGa NiMnGaPLAPEG2 NiMnGaPLAPEG6 NiMnGaPLAPEG10 NiMnGaPLAPEG15 

59.5 4.2825 8.2799 6.8019 6.9528 6.7716 

68 7.9516 5.0721 5.9202 6.4846 6.4288 

72.6 9.0536 4.2088 5.3059 5.7030 6.1507 

85 9.4840 3.8867 4.7885 5.2855 5.3344 

145 9.9062 2.5016 2.3209 3.1921 3.7060 

190 8.6121 1.6308 2.1339 2.4122 2.6105 

280.8 5.5508 1.1935 1.0230 1.6992 1.4492 

340 7.4181 0.7332 1.1937 0.0993 1.2903 

410 -0.8547 0.2961 0.5940 0.0993 0.5976 

491.3 1.8779 0.1063 0.1067 0.1070 0 

560.7 1.2531 -0.3378 -0.2259 0.1133 0.1138 

635 0.9333 -0.2378 -0.1193 -1.1678 -0.2406 

710 0.7042 -1.625 -.0.5018 -0.4065 0 

780 0.4225 -0.3916 -0.3931 -0.2812 -0.3968 

830.3 0.1522 -0.4032 -0.2699 -0.4329 -0.5449 

897 0.1582 -0.4184 -0.2801 0.1477 0 

946.6 -0.1626 -0.8583 -0.5747 -0.3100 -0.4354 

1012.2 0.1680 -.0.7385 4.1543 0.1477 -0.4491 

1096.2 -1.4010 -0.15366 -0.3086 -0.3100 0.3152 

1111.2 -0.5291 1.2383 0.4665 0 0.1569 

1305 -0.1915 -0.1680 0.1686 0.1694 -2.0442 

1410 0 0.8741 0.1757 -0.1763 -0.3546 
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A high mass attenuation coefficient in the low energy region indicates higher radiation protection efficiency 

(RPE). According to the results obtained from the software, the deviation percentages between the programs 

were derived as follows: NiMnGa alloy (10%), NiMnGaPLAPEG2 (9%), NiMnGaPLAPEG6 (7%), 

NiMnGaPLAPEG10 (7%), and NiMnGaPLAPEG15 (7%). The relatively higher deviations observed in the 

photon energy range of 59.5 to 340 keV (Table 3) can be attributed to several factors. In this range, the 

photoelectric effect is the dominant interaction mechanism, and its cross-section is highly sensitive to the 

material's composition, density, and atomic number. Slight discrepancies in these input parameters between 

Geant4 and WinXCOM can amplify errors in calculated mass attenuation coefficients, leading to more 

significant deviations [20]. 

Furthermore, this energy range marks a transition where the photoelectric effect diminishes, and Compton 

scattering becomes more significant, introducing complexities in accurately modeling these overlapping 

interaction mechanisms. Similar discrepancies during this transition have been reported in previous studies 

comparing Monte Carlo simulations and theoretical methods [3]. Additionally, the NiMnGa-doped composites 

analyzed here involve complex compositions with varying atomic numbers, which may lead to differences in 

how Geant4 and WinXCOM handle material heterogeneity [20]. Deviations may also stem from input data 

limitations, such as assumptions in density or photon cross-sections, which are critical at lower photon 

energies. Moreover, geometric and boundary conditions in Monte Carlo simulations may introduce minor 

errors at lower energies that do not affect WinXCOM's analytical calculations, with such discrepancies 

decreasing at higher energies due to reduced sensitivity to material interfaces [24]. Despite these higher 

deviations, the overall agreement between Geant4 and WinXCOM remains strong, with deviations within 

acceptable limits for computational studies of radiation shielding. 

3.2. The Linear Attenuation Coefficient (LAC) 

The linear attenuation coefficient (LAC) is a gamma radiation shielding parameter defined by the density of 

the material and the relative mass attenuation coefficient. The LAC of composites with NiMnGa is presented 

in Figure 2, and the values are listed in Table 4. The polymer composites have lower LAC values due to the 

elements with low atomic numbers, such as C, H, and O, in the polymer structure. It is concluded that the 

difference between the μ values of the polymer composite material decreases as the photon energy of the alloy 

and polymer composite material increases. It explains the photon and matter interaction depending on the 

increasing percentage of alloy amounts in the polymer composite. There is a significant improvement in the 

linear attenuation coefficients depending on the amount of gamma energies. NiMnGa alloy shows high gamma 

radiation at low energy. 

 

Figure 2. LAC of NiMnGa and the composites computed by Geant4 and WinXCOM 
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Moreover, PLA/PEG/NiMnGa composite materials provide sound gamma radiation in low-energy regions. It 

protects against gamma radiation depending on the amount of alloy added to the polymer. The linear 

attenuation coefficient at low energies shows more significant radiation shielding than higher energies. The 

fact that the photoelectric cross section is at a low energy level affects its exponential decrease with photon 

energy [27]. It has been observed that in exponential decay, the absorption ability of photons increases at low 

energies and decreases with increasing energy. It was concluded that the Compton scattering cross section and 

absorbing properties are related to the atomic number and energy gaps. An increase in the armoring effect was 

detected by increasing the alloy contribution. As photon energy increases, pair formation increases. A similar 

trend is observed between the linear and mass attenuation coefficients.  

Table 4. LAC values of NiMnGa and composites computed by Geant4 and WinXCOM 

Energy 

(keV) 

Linear Attenuation Coefficient (μ) (cm2/g) 

NiMnGa NiMnGaPLAPEG2 NiMnGaPLAPEG6 NiMnGaPLAPEG10 NiMnGaPLAPEG15 

WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 

59.5 12.3957 11.8692 0.1505 0.1380 0.1897 0.1768 0.2302 0.2142 0.2778 0.2590 

68 8.7675 8.0713 0.1384 0.1314 0.1662 0.1564 0.1945 0.1820 0.2281 0.2135 

72.6 6.3176 5.7466 0.1292 0.1238 0.1492 0.1413 0.1694 0.1598 0.1935 0.1816 

85 5.0976 4.6171 0.1239 0.1192 0.1400 0.1333 0.1563 0.1481 0.1756 0.1662 

145 1.8704 1.6858 0.1018 0.0993 0.1075 0.1050 0.1132 0.1096 0.1202 0.1157 

190 1.3404 1.2321 0.0928 0.0913 0.0969 0.0948 0.1009 0.0985 0.1059 0.1032 

280.8 0.9769 0.9241 0.0807 0.0798 0.0836 0.0828 0.0865 0.0853 0.0900 0.0888 

340 0.8667 0.8024 0.0751 0.0745 0.0776 0.0768 0.0802 0.0794 0.0833 0.0822 

410 0.7817 0.7887 0.0697 0.0695 0.0720 0.0716 0.0742 0.0742 0.0771 0.0766 

491.3 0.7120 0.6985 0.0647 0.0646 0.0668 0.0668 0.0689 0.0688 0.0714 0.0714 

560.7 0.6665 0.6570 0.0611 0.0613 0.0631 0.0633 0.0650 0.0650 0.0674 0.0673 

635 0.6268 0.6211 0.0579 0.0580 0.0597 0.0597 0.0615 0.0626 0.0638 0.0640 

710 0.5932 0.5890 0.0551 0.0559 0.0568 0.0571 0.0585 0.0587 0.0607 0.0607 

780 0.5662 0.5641 0.0527 0.0529 0.0544 0.0546 0.0560 0.0564 0.0581 0.0583 

830.3 0.5490 0.5479 0.0512 0.0514 0.0528 0.0530 0.0544 0.0547 0.0564 0.0566 

897 0.5281 0.5272 0.0493 0.0495 0.0509 0.0510 0.0524 0.0526 0.0543 0.0544 

946.6 0.5141 0.5143 0.0481 0.0485 0.0496 0.0499 0.0511 0.0513 0.0529 0.0531 

1012.2 0.4969 0.4963 0.0466 0.0469 0.0480 0.0480 0.0499 0.0499 0.0513 0.0515 

1096.2 0.4767 0.4767 0.0448 0.0448 0.0462 0.0464 0.0476 0.0477 0.0493 0.0491 

1111.2 0.4735 0.4760 0.0445 0.0444 0.0459 0.0457 0.0472 0.0472 0.0489 0.0488 

1305 0.4362 0.4370 0.0410 0.0410 0.0422 0.0422 0.0435 0.0435 0.0451 0.0453 

1410 0.4196 0.4198 0.0393 0.0390 0.0406 0.0405 0.0418 0.0419 0.0433 0.0435 

3.3. The Half Value Layer (HVL) 

TVL has an absorbing effect that reduces the radiation effect by one-tenth, providing information about 

protecting the material against gamma radiation [29]. The TVL values of the alloy and composites calculated 

from Geant4 and WinXCOM are represented in Figure 3 and Table 5. The results revealed that adding NiMnGa 

decreased the TVL of composites, as expected from the HVL calculations. Figures 3 and 4 illustrate that the 

HVL and TVL results are consistent. In addition, from the figures, it is comprehended that increasing the 

doping amount of NiMnGa to the polymer-based composites enhances the usability of the materials for gamma 

radiation protection at low energies. The values from the computation of Geant4 and WinXCOM confirm each 

other. 
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Figure 3. The HVL of NiMnGa and the composites computed by Geant4 and WinXCOM 

 

Table 5. HVL values of NiMnGa and composites computed by Geant4 and WinXCOM 

 

Energy 

(keV) 

Half Value Layer 

NiMnGa NiMnGaPLAPEG2 NiMnGaPLAPEG6 NiMnGaPLAPEG10 NiMnGaPLAPEG15 

WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 

59.5 0.0559 0.0583 4.6056 5.0213 3.6535 3.9185 3.0101 3.2359 2.4951 2.6751 

68 0.0790 0.0858 5.0064 5.2718 4.1690 4.4299 3.5626 3.8085 3.0387 3.2461 

72.6 0.1097 0.1206 5.3640 5.5984 4.6451 4.9043 4.0900 4.3375 3.5810 3.8154 

85 0.1359 0.1501 5.5900 5.8145 4.9506 5.1999 4.4335 4.6834 3.9473 4.3391 

145 0.3705 0.4111 6.6807 6.9803 6.4442 6.5957 6.1205 6.3202 5.7666 5.9891 

190 0.5143 0.5625 7.4636 7.5869 7.1510 7.3070 6.8676 7.0302 6.5452 6.7151 

280.8 0.7095 0.7500 8.5838 8.6806 8.2852 8.3703 8.0095 8.1174 7.6939 7.8051 

340 0.7997 0.8637 9.2284 9.2965 8.9242 9.0241 6.6427 8.7254 8.3210 8.4271 

410 0.8866 0.8788 9.9390 9.9661 9.6216 9.6754 9.3302 9.3390 8.9902 9.0430 

491.3 0.9735 0.9922 10.7010 10.7215 10.3702 10.3764 10.0581 10.0748 9.6984 9.7021 

560.7 1.0398 1.0549 11.3376 11.2927 10.9762 10.9450 10.6523 10.6539 10.2718 10.2993 

635 1.1057 1.1159 11.9714 11.9301 11.5949 11.6105 11.2651 11.0729 10.8643 10.8211 

710 1.1683 1.1766 12.5775 12.3997 12.1925 12.1200 11.8486 11.8082 11.4192 11.4117 

780 1.2240 1.2286 13.1352 13.0920 12.7323 12.6787 12.3599 12.2854 11.9302 11.8893 

830.3 1.2625 1.2650 13.5248 13.4670 13.1128 13.0659 12.7311 12.6509 12.2898 12.2317 

897 1.3124 1.3147 14.0341 13.9831 13.6017 13.5687 13.2103 13.1729 12.7651 12.7206 

946.6 1.3482 1.3475 14.3955 14.2680 13.9578 13.8768 13.5531 13.4984 13.0955 13.0339 

1012.2 1.3947 1.3965 15.8712 14.7540 14.4165 14.4405 13.8741 13.8795 13.5063 13.4510 

1096.2 1.4538 1.4540 15.4627 15.4720 14.9934 14.9385 14.5581 14.5100 14.0569 14.0912 

1111.2 1.4638 1.4561 15.5627 15.6111 15.0946 15.1673 14.6601 14.6791 14.1516 14.1776 

1305 1.5887 1.5860 16.9006 16.9060 16.3903 16.4252 15.9341 15.9270 15.3623 15.2741 

1410 1.6516 1.6509 17.6015 17.7730 17.0549 17.1147 16.5468 16.5192 15.9891 15.9192 
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3.4. The Tenth Value Layer (TVL) 

 

Figure 4. The TVL of NiMnGa and the composites computed by Geant4 and WinXCOM 

TVL has an absorbing effect that reduces the radiation effect by one-tenth, providing information about 

protecting the material against gamma radiation [29]. The TVL values of the alloy and composites calculated 

from Geant4 and WinXCOM are represented in Figure 4 and Table 6. The results revealed that adding NiMnGa 

decreased the TVL of composites, as expected from the HVL calculations. Figures 3 and 4 illustrate that the 

HVL and TVL results are consistent. In addition, from the figures, it is comprehended that increasing the 

doping amount of NiMnGa to the polymer-based composites enhances the usability of the materials for gamma 

radiation protection at low energies. The values from the computation of Geant4 and WinXCOM confirm each 

other. 

Table 6. The TVL values of NiMnGa and composites computed by Geant4 and WinXCOM 

Energy (keV) 

Tenth Value Layer (TVL) 

NiMnGa NiMnGaPLAPEG2 NiMnGaPLAPEG6 NiMnGaPLAPEG10 NiMnGaPLAPEG15 

WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 

59.5 0.1857 0.1939 15.2995 16.6805 12.1367 13.0170 9.9991 10.7496 8.2886 8.8875 

68 0.2626 0.2852 16.6316 17.5128 13.8493 14.7158 11.8341 12.6515 10.0946 10.7839 

72.6 0.3644 0.4006 17.8190 18.5977 15.4308 16.2917 13.5861 14.4091 11.8959 12.6741 

85 0.4516 0.4986 18.5696 19.3153 16.4458 17.2737 14.7281 15.5475 13.1126 13.8543 

145 1.2310 1.3657 22.6142 23.1881 21.4072 21.9106 20.3318 20.9955 19.1562 19.8841 

190 1.7085 1.8687 24.7936 25.2034 23.7551 24.2735 22.8136 23.3646 21.7430 22.3091 

280.8 2.3569 2.4915 28.5149 28.8219 27.5231 27.8056 26.6071 26.9655 25.5581 25.9301 

340 2.6566 2.8687 30.6561 30.8823 29.6457 29.9776 28.7105 28.9852 27.6421 27.9911 

410 2.9455 2.9193 33.0167 33.1069 31.9625 32.1410 30.9941 31.0237 29.8641 30.0401 

491.3 3.2339 3.2961 35.5666 35.6161 34.4492 34.4698 33.4143 33.8525 32.2175 32.3670 

560.7 3.4543 3.5043 37.6855 37.5136 36.4621 36.3585 35.3861 35.4243 34.1224 34.2137 

635 3.6733 3.7069 39.7683 39.6997 38.5176 38.5692 37.4221 36.7641 36.0906 35.9491 

710 3.8812 3.9088 41.7811 41.1911 40.5028 42.2620 39.3601 39.1729 37.9938 37.9081 

780 4.0660 4.0814 43.6343 43.4909 42.2958 42.1178 41.0581 40.8115 39.6314 39.4954 

830.3 4.1940 4.2024 44.9284 44.7364 43.5600 43.4040 42.2881 42.0256 40.8259 40.6338 

897 4.3598 4.3674 46.6204 46.4511 45.1842 45.0744 43.8831 43.7595 42.4048 42.2570 

946.6 4.4788 4.4766 47.8210 47.3977 46.3669 46.0977 45.0251 44.8409 43.5024 43.2979 

1012.2 4.6332 4.6393 49.4010 49.0120 47.8907 47.9705 46.0881 46.1070 44.8672 44.6841 

1096.2 4.8294 4.8302 51.3660 51.3969 49.8071 49.7318 48.3631 48.2014 46.6961 46.8100 

1111.2 4.8626 4.8373 51.7155 51.8600 50.1434 50.4952 48.7011 48.6804 47.0107 47.0972 

1305 5.2777 5.2687 56.1428 56.1606 54.4475 54.5636 52.9321 52.9086 51.0324 50.7401 

1410 5.4866 5.4844 58.4709 58.2932 56.6553 56.8539 54.9674 54.8757 53.1161 52.8841 
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3.5. The Mean Free Path (MFP) 

 

Figure 5. MFP of NiMnGa and the composites computed by Geant4 and WinXCOM 

The Mean free path (MFP) values of the alloy and composites calculated by Geant4 and WinXCOM are 

represented in Figure 5 and Table 7. From the figure, it is concluded that the MFP increases from lower to 

higher energy regions for all materials. We increase the photon energy depending on the amount of the alloy 

in the values. Since the PLA and PEG polymers have low density, the MFP values change concerning the 

amount of the doped alloy in the composites [22]. An increase in the alloy amount in the composites decreases 

the MFP, consistent with the HVL and TVL results. Both computations exhibited similar results for each 

material. 

Table 7. MFP values of NiMnGa and composites computed by Geant4 and WinXCOM 

Energy (keV) 

Mean Free Path (MFP) 

NiMnGa NiMnGaPLAPEG2 NiMnGaPLAPEG6 NiMnGaPLAPEG10 NiMnGaPLAPEG15 

WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 WinXcom Geant4 

59.5 0.0806 0.0842 6.6445 7.2463 5.2714 5.6561 4.3440 4.6685 3.5997 3.8610 

68 0.1140 0.1238 7.2254 7.6103 6.0168 6.3938 5.1413 5.4945 4.3840 4.6838 

72.6 0.1582 0.1740 7.7399 8.0775 6.7024 7.0771 5.9031 6.2578 5.1679 5.5066 

85 0.1961 0.2165 8.0710 8.3892 7.1428 7.5018 6.3979 6.7521 5.6947 6.2617 

145 0.5346 0.5931 9.8231 10.0704 9.3023 9.5238 8.8339 9.1240 8.3194 8.6430 

190 0.7420 0.8116 10.7758 10.9529 10.3199 10.5485 9.9108 10.1522 9.4428 9.6899 

280.8 1.0236 1.0821 12.3915 12.5313 11.9617 12.0772 11.5606 11.7233 11.1111 11.2612 

340 1.1538 1.2462 13.3155 13.4228 12.8865 13.0208 12.4688 12.5944 12.0048 12.1654 

410 1.2792 1.2679 14.3472 14.3884 13.8888 13.9664 13.4770 13.4770 12.9701 13.0548 

491.3 1.4044 1.4316 15.4559 15.4798 14.9700 14.9700 14.5137 14.5348 14.0056 14.0056 

560.7 1.5003 1.5220 16.3666 16.3132 15.8478 15.7977 15.3846 15.3846 14.8367 14.8588 

635 1.5954 1.6100 17.2711 17.2117 16.7504 16.7504 16.2601 15.9744 15.6739 15.6250 

710 1.6857 1.6977 18.1488 17.8890 17.6056 17.5131 17.0940 17.0357 16.4744 16.4744 

780 1.7661 1.7727 18.9753 18.9035 18.3823 18.3150 17.8571 17.7304 17.2117 17.1526 

830.3 1.8214 1.8251 19.5312 19.4552 18.9393 18.8679 18.3823 18.2815 17.7304 17.6678 

897 1.8935 1.8968 20.2839 20.2020 19.6463 19.6078 19.0839 19.0114 18.4162 18.3823 

946.6 1.9451 1.9443 20.7900 20.6185 20.1612 20.0400 19.5694 19.4931 18.9035 18.8323 

1012.2 2.0124 2.0149 21.4592 21.3219 20.8333 20.8333 20.0400 20.0400 19.4931 19.4174 

1096.2 2.0977 2.0977 22.3214 22.3214 21.6450 21.5517 21.0084 20.9643 20.2839 20.3665 

1111.2 2.1119 2.1008 22.4719 22.5225 21.7864 21.8818 21.1864 21.1864 20.4498 20.4918 

1305 2.2925 2.2883 24.3902 24.3902 23.6966 23.6966 22.9885 22.9885 22.1729 22.0750 

1410 2.3832 2.3820 25.4452 25.6410 24.6305 24.6913 23.9234 23.8663 23.0946 22.9885 
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4. Conclusion 

Alloys containing high atomic number (Z) elements, such as lead or tungsten, exhibit exceptional gamma 

radiation shielding properties compared to polymers. However, polymers, primarily composed of low-Z 

elements like carbon, oxygen, and hydrogen, are inherently less effective in attenuating gamma rays. 

Incorporating high Z elements into polymers, such as composite materials, significantly enhances their 

radiation shielding capabilities. This study evaluates the gamma radiation protection efficiency of NiMnGa 

doped PLA/PEG-based composites, demonstrating the potential of smart materials in radiation shielding 

applications. By varying the concentration of NiMnGa in these composites, the research highlights how 

tailored, smart materials can meet specific shielding requirements, offering a flexible, lightweight, and efficient 

solution for radiation protection. The study calculated critical shielding parameters MAC, LAC, HVL, TVL, 

and MFP for pure NiMnGa alloy and composites containing 2, 6, 10, and 15% NiMnGa, across an energy 

range of 0.0595 to 1.41 MeV. The results indicate that increasing the alloy concentration significantly enhances 

the gamma radiation protection of the composites at low photon energy levels. For instance, the MAC of the 

15% NiMnGa composite at 59.5 keV reached 0.3618 cm²/g, outperforming the 2% composite (0.2186 cm²/g) 

and approaching the performance of pure NiMnGa alloy. Comparisons with existing literature confirm that 

these composites provide comparable or superior shielding efficiency to materials like Pb-doped PLA/PEG or 

tungsten trioxide (WO3) composites while maintaining the advantages of reduced toxicity, lower weight, and 

higher flexibility. 

Furthermore, NiMnGa-doped composites exhibited decreasing radiation protection efficiency at higher photon 

energies due to the transition from photoelectric dominance at low energies to Compton scattering and pair 

production at higher energies. This behavior aligns with previously reported trends in NiMnGa-based and other 

SMA composites, further validating the computational methodologies employed in this study using Geant4 

and WinXCOM. The computational results from both tools demonstrated consistency, reinforcing their 

reliability for assessing gamma radiation shielding properties. The findings underscore the potential of 

NiMnGa-doped polymers as a lightweight, non-toxic alternative to traditional shielding materials like lead, 

making them ideal for wearable and portable applications. Future work should focus on experimental 

validation of the findings, particularly to resolve discrepancies observed in the intermediate energy range 

(59.5–340 keV). Optimizing material compositions for targeted applications and conducting detailed cost 

analyses will further establish commercial feasibility. Exploring the incorporation of other high-Z elements or 

nanoparticles could enhance shielding performance at higher photon energies, broadening the applicability of 

these materials. 
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Research Article 

Abstract − With the rapid advancement of technology and growing concerns about data privacy, 

federated learning (FL) has attracted considerable attention from the scientific community. The 

emergence of FL as a novel machine-learning approach and the volume of relevant papers and studies 

now call for a thorough investigation of FL. In the present research, an analysis was conducted on 

3107 articles about federated learning exported from the Web of Science (WoS). The paper performs 

a bibliometric analysis to examine the productivity, citations, and bibliographic matching of 

significant authors, universities/institutions, and countries. The evolution of research material on 

federated learning over time was analyzed in the research. The study also provides comprehensive 

analysis by examining the most frequently used terms in the articles and attempting to identify 

trending areas of study with federated learning. This paper offers primary information on FL for 

readers worldwide and a comprehensive and accurate analysis of potential contributors. 

Keywords – Federated learning, bibliometric analysis, network analysis 

1. Introduction 

Federated Learning (FL) is an emerging machine learning approach that addresses the problem of data 

aggregation and, at the same time, ensures data privacy. This approach integrates the server and clients 

(organizations, mobile devices, etc.) to develop a decentralized machine-learning operation. This technology 

was first introduced by Google in 2016. In the first study, the prediction of data input on devices was developed 

in the case where data is stored on mobile devices [1]. After the first study on FL, the number of studies in this 

field in literature is rapidly increasing, and its application areas are expanding. In this context, it has become 

essential to examine the course of the different studies in this field and the conceptual dimensions and 

applications of FL. Federated learning is, in a sense, a cryptic distributed machine learning scheme. In the 

system, users' data is not disclosed. The binding of data is achieved by combining local parameter information. 

Thus, data privacy is ensured, and a common machine-learning model can be developed between clients [2]. 

Considering the General Data Protection Regulation (GDPR), the federated learning framework has evolved 

rapidly in recent years. With the rapid increase in the use of artificial intelligence, the federated learning 

approach has been used in many applications, such as smartphones [3], IoT [4-6], healthcare [7-9], advertising 

[10], autonomous vehicles [11-12], energy forecasting [13-15], fraud detection [16], and insurance [17]. 

FL can be classified into Horizontal Federated Learning (HFL), Vertical Federated Learning (VFL), and 

Transfer Federated Learning (TFL) based on data partitioning. In HFL, the clients' data have the same features, 

but the sample space is different. In VFL, the IDs of the data come from the same sample, but the features are 
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distinct. In the FTL scenario, the sample and attributes of the data differ mainly, while only a small part is 

similar [18]. There have been remarkable literature studies of these three types in recent years. Li et al. [19] 

developed a horizontal federated learning model for demand forecasting of e-commerce enterprises. Another 

study presents a system based on horizontal federated learning for automatically detecting IoT devices [20]. 

Wang et al. [21] proposed a retail supply chain demand forecasting model with a vertical federated learning 

framework. A data privacy-based system was developed using social media, e-commerce platforms, and 

Retailers' data. In a study conducted in 2023, vertical federated learning was used in energy load forecasting. 

A smart model is presented by incorporating three data sets in electricity demand, electricity generation, and 

energy price forecasting studies [22]. A federated transfer learning technique study presented a predictive 

model for cross-domain applications in smart manufacturing systems. They used two datasets of multiple 

images of pedestrians walking [23]. Chen et al. [24] proposed a federated transfer learning framework for 

Parkinson's disease diagnosis with smart wearable healthcare. 

The privacy mechanism differs in the studies depending on the federated learning framework. The privacy 

mechanism is related to the aggregation of client data. Ye et al. [25] developed a model aggregation method 

for federated learning-based image processing. In this method, the clients' parameters in local learning are 

aggregated on the server. In a 2021 study for the communication of federated learning-based 6G-enabled 

vehicular networks, the parameter information in different layers of neural networks is aggregated by weighted 

averaging [26]. Another privacy mechanism used in studies is homomorphic encryption. Ou et al. [27] 

presented a vertical federated learning model with homomorphic encryption for risk management. Encryption 

is used to exchange model information. In the study conducted in 2022, a federated learning approach was 

used to classify medical images in an IoT-based healthcare system, and data privacy was ensured by 

homomorphic encryption [28]. Zhao et al. [29] presented a federated learning framework for intelligent traffic 

management using differential privacy. The differential privacy technique adds random noise to the aggregated 

data and prevents attacks on vulnerable data. Another study analyzed histopathological medical images using 

federated learning and differential privacy. A method was proposed that interrupts gradient updates and inserts 

noise in histopathology [30]. Jia et al. [31] presented a blockchain-enabled federated learning approach in the 

IIoT. Data protection is achieved through homomorphic encryption and differential privacy-based k-means 

clustering. Another privacy mechanism that is rarely encountered in studies is zero-knowledge systems. In 

these systems, clients only learn about the output. While these systems provide suitable security, their 

computational and communication costs are expensive [32]. Chen et al. [33] proposed a zero-knowledge 

clustering approach with federated learning against attacks on IoT data.  

Researchers have developed several methods for data training of federated learning systems. In the literature, 

these methods can be categorized into three groups: statistical methods, methods based on decision trees, and 

methods based on neural networks. Gogineni et al. [34] developed a kernel regression model based on Fourier 

features for training local models. Wei et al. [35] presented a two-part logistic regression method in the learning 

process of a vertical federated learning system. In another vertical federated learning architecture, a method 

based on ridge regression is proposed for bi- and multi-party scenarios [36]. When the studies in which decision 

trees are preferred are examined, Yamamoto et al. [37] presented a gradient-boosting decision tree model based 

on federated learning for the privacy-based learning process using publicly available datasets. Studies such as 

financial risk prediction [38], intrusion detection [39], cancer disease prediction [40], etc., have been performed 

using the random forest method in federated learning applications. In a study predicting hospitalizations due 

to cardiac events, a support vector machine methodology was developed within the framework of federate 

learning [41]. Due to the nature of federated learning, neural network methods have been widely used by 

researchers to address privacy concerns. Vaid et al. [42] used the multilayer perceptron method for local 

training in a federated learning framework to predict mortality in hospitalized COVID-19 patients. A study 

using MR images performed local training with deep learning models [43]. LSTM, one of the deep learning 

methods, is another method used in the federated learning system [44–45]. Metaheuristic algorithms have been 

widely used for parameter optimization. Genetic algorithms [46], simulated annealing [47], particle swarm 

optimization [48], etc., have been used for parameter optimization of local training in federated learning 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 875-898 / A Bibliometric Analysis on Federated Learning  

 

 

877 

systems. Cui et al. [49] utilized federated learning technology and proposed an adaptive neuro-fuzzy inference 

system (ANFIS) optimized with gray wolf optimization to predict the reliability of groundwater levels. The 

literature also includes fuzzy models in the federated learning system [50–52]. 

In the short history of federated learning, there have been several reviews of the approach. KhoKhar et al. [53] 

reviewed image processing using federated learning. Reviews have been examined on the application of 

Federated Learning intrusion detection [54], resource optimization [55], healthcare [56], cyberspace security 

[57], electric vehicle transportation [58], 6G [59], etc. Javed et al. [60] surveyed vehicle networks and 

intelligent transportation systems using integrated federated learning and blockchain technologies. A study in 

2023 presented a comprehensive survey of attacks and defenses against federated learning [61]. 

Our study aims to provide a comprehensive bibliometric analysis of federated learning publications. Our study 

was conducted to fill a research gap in the field of FL. In 2018, there were only two studies on FL, and if we 

look at the years 2022 and 2023, the fact that more than a thousand studies are proposed annually has led to 

the need for a comprehensive literature review in this field. As there is no bibliometric study on FL from a 

holistic perspective, this comprehensive study on FL from a broad perspective is expected to significantly 

contribute to the literature. The publications discussed in this study were obtained from the WoS database, and 

then a comprehensive bibliometric analysis was carried out. The content of the study includes (1) publication 

types, number of publications, citations, and timeline analysis; (2) analysis of prolific authors, countries, 

organizations, document sources, and funding agencies; (3) collaborative networks using R; (4) keyword 

identification. 

Bibliometric analysis is a popular and meticulous approach for surveying and analyzing large volumes of 

scientific information [62–63]. This method allows us to statistically analyze the developments in a given field 

and make predictions in this area. In recent years, bibliometric analysis has gained significant attention. Li et 

al. [64] analyzed deep learning studies between 2007 and 2019 using VOS Viewer and Cite Space. The study 

analyzed annual publications, citations, most productive authors, institutions, countries, journals, and 

publications. In another study where the same analyses were carried out, operations research and management 

science publications in the Web of Science database were examined [65]. Ezugwu et al. [66] presented an 

extensive study by performing taxonomic classification and bibliometric analysis of metaheuristic algorithms. 

Shukla et al. [67] analyzed engineering applications in artificial intelligence from 1998 to 2018, indexed in the 

Web of Science and Scopus. Big data analytics and machine learning studies were analyzed in another 

bibliometric analysis of artificial intelligence research, 2006-2020. The articles from Scopus were analyzed by 

grouping them into clusters according to their fields of study [68]. Yu et al. [69] examined the studies published 

in the Fuzzy Optimization and Decision-Making journal between 2002 and 2017. In addition to analyzing the 

most productive publications, authors, countries, and organizations, the co-citation networks of cited authors, 

sources, and references were also revealed. Zhang et al. [70] conducted a topic change analysis of the 

Knowledge-Based Systems journal using bibliometric analysis. The study aims to predict future trends. 

In this paper, after the introduction and the extensive literature review, Section 2 describes the data and 

methodology of the bibliometric analysis. Section 3 presents a comprehensive bibliometric analysis of FL. The 

bibliometric analysis examined the most productive authors, countries, organizations, and journals. 

Collaborative studies were revealed through network diagrams, and analyses were conducted on frequently 

used terms. Finally, Section 4 discusses future research directions and concludes the study. 

2. Bibliometric Analysis 

2.1. Data Source and Methodology 

Web of Science is a database that lists the impact of scientific journals published in various disciplines, the 

number of citations received by published articles, authors' articles, and bibliographies of articles. WoS, also 

one of the most widely used databases for bibliometric analyses, indexes high-quality publications [69]. Most 
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review studies on publication, author, time, and other titles are done with the WoS database. The Web of 

Science Core Collection includes the Science Citation Index Expanded (SCIE), Social Sciences Citation Index 

(SSCI), Arts & Humanities Citation Index (AHCI), Emerging Sources Citation Index (ESCI), Conference 

Proceedings Citation Index – Science, Conference Proceedings Citation Index – Social Sciences & 

Humanities, Book Citation Index – Science, Book Citation Index – Social Sciences & Humanities citation 

indexes and covers titles from 1900 to the present day [71]. 

In our study, after reviewing planning, data collection, data analysis, and data visualization steps were carried 

out. As shown in Figure 1, opinions and suggestions for future research on federated learning were presented 

after all the steps. Before the data collection phase, the search topic was federated learning. Then, 5,740 

publications were searched in the WoS repository. The earliest study in this field was published in 2017. The 

bibliometric analysis filtered the document type to articles only, and 3,107 searched publications were 

considered. Since our research aims to examine the studies on federated learning from a broad perspective, no 

special restrictions have been set for the data to be utilized. On 15 August 2023, all information on the articles 

included in the bibliometric analysis was transferred from WoS. The bibliometric analysis was initiated in 

August 2023. Accordingly, publications from 2024 could not be incorporated into the study. Further studies 

are planned, including an analysis of the current literature. 

The exported data contains many attributes such as author, country, author institution, date, title, abstract, 

keywords, etc. In the bibliometric analysis, tables and figures are presented using total publications (TP), total 

citations (TC), citations per year, citations per publication (TC/TP), and h index performance indicators. 

Cooperation networks depict collaborations in the studies. Topics and concepts were analyzed with time 

graphs, thematic maps, and structure maps. 

2.2. Data Source and Methodology 

Using the WoS database, 5740 publications were found when the subject title was searched as federated 

learning. The publication types of these studies are given in Figure 2. Most studies were articles (3,107 

publications) and proceeding papers (2460 publications). These two document types account for 97% of total 

publications. In early access and review article types, 204 and 129 studies were reported, respectively. It has 

been determined that there are insufficient studies on the publication types of correction, book chapters, letters, 

and book reviews. The number of publications in these document types is reported to be less than 10. 

 
Figure 1. Research design 
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Figure 2. Document types of the publications 

The categorization of article studies according to WoS is shown in Figure 3. It was found that article 

publications were primarily included in the study categories of engineering, electrical engineering, computer 

science, information systems, and telecommunications. The number of federated learning publications in these 

categories was more than 1000. After these categories, the fields with the highest number of articles are 

Computer Science Artificial Intelligence (381 articles) and Computer Science Theoretical Methods (355 

articles). In particular, federated learning is known to be highly relevant to the disciplines of electrical and 

electronic engineering and computer science. The classification of federated learning studies according to 

research areas is given in Figure 4. Computer science and engineering fields account for 70% of the studies. 

Mathematics, physics, chemistry, materials science, and other disciplines contributed less than 10% to 

federated learning studies. 

 
Figure 3. Top 10 WOS categories of the publications 

 
Figure 4. Research areas of the publications 
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According to the data obtained from the WoS database, the annual number of federated learning studies is 

illustrated in Figure 5. According to the graph, the first publication belongs to 2017. In 2019, studies in this 

field were limited to 12 articles. In 2020 and beyond, federated learning studies gained momentum, and the 

number of publications gradually increased. In 2020, the number of articles exceeded 100 for the first time, 

and in 2022, the number of articles exceeded 1,000. The number of publications in 2022 increased 2.13 times 

compared to 2021. The number of publications realized in 2023 (until August) is 1,080.  

 
Figure 5. Annual publications 

Figure 6 shows the annual number of citations and annual citations per publication. According to article studies 

conducted between 2017 and 2023-8, it was stated that there was an average of 8.83 citations per publication. 

It has been determined that 2020 publications received the most citations. This year's studies were cited 11276 

times, and the average number of citations per article was 63. The highest TC/TP ratio was in 2019, with 482 

citations per article. According to these results, it has been determined that the studies conducted in 2019 and 

2020 are valuable, worth citing, and essential sources of current studies. 

 
Figure 6. Citation trend analysis 

The top 10 most influential publications, according to the highest number of citations, are given in Table 1. 

Yang et al. [72] is the most influential article with 3991 citations. All 10 articles have been cited more than 

400 times, while the top 3 have been cited more than 800 times. On average, nine articles in the top 10 are 

cited 100 or more times per year. When the articles are analyzed, it is seen that all of them have three or more 

authors. Institutions in China conducted a Yang et al. [72] study. Li et al. [64] article was found to be prepared 

by USA institutions. Except for the 8th-ranked publication, it was determined that the articles ranked 3-10 

were realized with the countries' cooperation. 

2.2.1. Authorship and Institution Analysis 

Since 2019, the authors have carried out many studies with federated learning. The most prolific authors in 

this field are given in Table 2. Twelve authors have published more than 20 articles. According to the total 

number of articles, Niyato (46 publications), Poor (38 publications), Han (32 publications), and Guizani (30 
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publications) are the most contributing authors. Yang and Liu stand out in the number of citations. Especially 

the article they published in 2019 received 3991 citations. These authors' TC/TP ratios are 210.74 and 191.88, 

respectively. Another critical performance measure is the h index. Niyato and Poor are the authors with the 

highest index. When the number of publications and the h index are analyzed together, the h index performance 

of Xiong, Zheng, and Bennis is also quite impressive. 

Institutions' contributions to federated learning publications are given in Figure 7. Especially universities in 

China have significantly contributed to the FL area. Chinese Academy of Sciences ranks first in this field with 

115 publications, followed by Beijing University of Posts Telecommunications with 94 publications. After 

China, the most productive organizations were found to be from Singapore. Nanyang Technological University 

has 91 articles in the field of FL. It was determined that the number of articles from the institutions in the top 

10 is over 60. 

Table 1. Most influential articles 

Rank Authors Year Title Journal 
Total 

Citation 

TC/ 

Year 

1 Yang Q; Liu Y; Chen TJ; Tong YX 2019 
Federated Machine Learning: Concept 

and Applications 

ACM Transactions on 

Intelligent Systems and 

Technology 

3991 798.2 

2 Li T; Sahu AK; Talwalkar A; Smith V 2020 
Federated Learning: Challenges, 

Methods, and Future Directions 

IEEE Signal Processing 

Magazine 
1233 308.25 

3 
Wang SQ; Tuor T; Salonidis T;Leung 

KK; Makaya C; He T; Chan K 
2019 

Adaptive Federated Learning in 

Resource Constrained Edge Computing 

Systems 

IEEE Journal on Selected 

Areas in Communications 
815 163 

4 

Lim WYB; Luong NC; Hoang DT; Jiao 

YT; Liang YC; Yang Q; Niyato D;  

Miao CY 

2020 
Federated Learning in Mobile Edge 

Networks: A Comprehensive Survey 

IEEE Communications 

Surveys & Tutorials 
686 171.5 

5 

Kairouz P; McMahan HB; Avent B; 

Bellet A; Bennis M; Bhagoji AN; ...; 

Than S. 

2021 
Advances and Open Problems in 

Federated Learning 

Foundations and Trends in 

Machine Learning 
583 194.33 

6 
Sattler F; Wiedemann S; Muller KR; 

Samek W 
2020 

Robust and Communication-Efficient 

Federated Learning From Non-i.i. Data 

IEEE Transactions on 

Neural Networks and 

Learning Systems 

512 128 

7 
Wang XF; Han YW; Wang CY; Zhao 

QY; Chen X; Chen M 
2019 

In-Edge AI: Intelligentizing Mobile 

Edge Computing, Caching, and 

Communication by Federated Learning 

IEEE Network 465 93 

8 
Chen MZ; Yang ZH; Saad W; Yin CC; 

Poor HV; Cui SG 
2021 

A Joint Learning and Communications 

Framework for Federated Learning Over 

Wireless Networks 

IEEE Transactions on 

Wireless Communications 
447 149 

9 
Reke N; Hancox J; Li W; Milletari F; 

Roth HR; Albarqouni S; ... ;Cardoso MJ. 
2020 

The Future of Digital Health with 

Federated Learning 
NPJ Digital Medicine 425 106.25 

10 
Lu YL; Huang XH; Dai YY; Maharjan 

S; Zhang Y 
2020 

Blockchain and Federated Learning for 

Privacy-Preserved Data Sharing in 

Industrial IoT 

IEEE Transactions on 

Industrial Informatics 
419 104.75 
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Table 2. Most productive authors 

Rank Author ORCID/DBLP TP TC TC/TP h_index 

1 Niyato  46 2624 57.04 20 

2 Poor  38 2339 61.55 19 

3 Han  32 803 25.09 11 

4 Guizani  30 649 21.63 12 

5 Yang  27 5690 210.74 11 

6 Liu  25 4797 191.88 8 

7 Xiong  25 1261 50.44 14 

8 Hong  23 1057 45.96 11 

9 Li  23 946 41.13 9 

10 Bennis  22 1469 66.77 12 

11 Zheng  21 1385 65.95 13 

12 Quek  21 1030 49.05 10 

 

 
Figure 7. Most productive institutions 

All scientific data must use the SI system (Système International d'Unités). There should be no space between 

the % sign and the number. The percent sign (%) is used after the number, e.g., 18%. A decimal point must be 

used in decimal numbers, e.g., 2.5 instead of 2,5. 

2.2.2. Country / Region Analysis 

Within the framework of bibliometric analysis, the 10 most productive countries were analyzed, and the total 

number of publications by year is shown in Figure 8. In terms of total articles, China (1715 articles) and the 

USA (477 articles) were reported to be the most significant contributors to federated learning, followed by 

Australia (266 articles), Canada (252 articles), England (251 articles), and South Korea (231 articles). India 

(176 articles), Singapore (147 articles), Saudi Arabia (126 articles), and Japan (1712 articles) countries were 

found to be less efficient. There has been a rapid increase in the number of publications in China over the 

years. In 2023 (up to August), they published 597 publications. China contributed 56% of the articles. The 

USA significantly contributed to federated learning with 233 publications in 2022. The publications in the 

USA represent 16% of the total number of articles. 

https://orcid.org/0000-0002-7442-7416
https://orcid.org/0000-0002-2062-131X
https://dblp.org/pid/83/514.html
https://orcid.org/0000-0002-8972-8094
https://orcid.org/0000-0001-5059-8360
https://orcid.org/0000-0002-4393-1791
https://orcid.org/0000-0002-4440-941X
https://orcid.org/0000-0003-3484-7333
https://dblp.org/pid/l/JunLi4.html
https://orcid.org/0000-0003-0261-0171
https://orcid.org/0000-0002-9697-2108
https://orcid.org/0000-0002-4037-3149
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The USA conducted its first article on federated learning in 2018. It is the only study in this field this year. 

Most of the countries in the top 10 appeared to have started work on articles on federated learning in 2019. 

Studies in India, which is among the top 10 most productive countries, were found to have started in 2021. 

 
Figure 8. Most productive countries 

2.2.3. Document Sources and Funding Agencies Analysis 

The list of the top 10 publication titles is shown in Figure 9. It was determined that the most published journal 

of federated learning studies was the IEEE Internet of Things Journal, with 232 articles. IEEE Access follows 

this journal with 163 articles and IEEE Transactions on Industrial Informatics with 110. The number of 

publications in the other 10 journals in the top 10 is below 70. These 10 journals, which contribute the most to 

the field of FL, have 31% of the total articles. 

 
Figure 9. List of the top 10 contributing journals 

The list of the top contributing financial agencies is shown in Figure 10. In particular, the National Natural 

Science Foundation of China (NSFC) ranks at the top in this field, contributing to 1112 articles. NSFC 

contributed more to the number of publications than the other funding agencies in the top 8. The NSFC 

organization was found to have funded 36% of the articles analyzed. The National Key Research and 

Development Program of China and Fundamental Research Funds for the Central Universities are other 

influential organizations in China with financial support for 242 and 161 articles, respectively. The National 

Science Foundation NSF (211 publications) from the USA, the National Research Foundation of Korea (126 

publications), and the Ministry of Science Ict Msit Republic of Korea (96 publications) from South Korea are 

other prominent organizations. The European Union Eu is another organization among the top 10 funding 

agencies, contributing 87 articles. 
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Figure 10. List of top contributing funding agencies 

2.2.4. Timeline Analysis 

The bibliometric analysis investigated the evolution of federated learning research content over time and 

produced timelines. The timeline illustrating the most commonly used terms in the titles of articles on federated 

learning is presented in Figure 11. In 2021-2023, it was determined that the most widely used bigrams in article 

titles other than federated learning were edge computing, learning framework, learning approach, machine 

learning, and deep learning. In 2023, the use frequency of these terms in titles was 39, 41, 27, 16, and 24. In 

particular, it was determined that the terms in the top 10 were used 60 or more times in article titles for three 

years. Upon analysis of the 8 months in 2023, it was found that the usage of the phrases reinforcement learning, 

intrusion detection, deep reinforcement, and mobile edge increased by 55%, 61%, 100%, and 55%, 

respectively, compared to 2022. 

 
Figure 11. The most common bigrams in article titles 
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Figure 12. The most frequently used keywords in articles 

The timeline of the most frequently used keywords in articles between 2019 and 2023 is shown in Figure 12. 

It was determined that the most commonly used keywords in the articles were Federated Learning, Training, 

Data Models, and Servers. It is seen that all 23 terms in the list are used as keywords in more than 100 articles. 

In 2022, the usage rates of Federated Learning and Training keywords in articles were 59% and 21%, 

respectively. However, in 2023, there was an increase in these rates, with Federated Learning rising to 69% 

and Training reaching 22%. In 2023, the frequency of server, computational modeling, privacy, and 

collaborative work in publications declined from 18%, 14%, 14%, and 14%, respectively, to 16%, 11%, 12%, 

and 5%. 

Academic studies must contribute towards sustainable development goals and address environmental, social, 

and economic challenges. The analysis of the articles within the scope of Sustainable Development Goals is 

shown in Figure 13. Most of the studies are within the scope of Good Health and Well-Being and Sustainable 

Cities and Communities. In 2022, 55% of federated learning publications were within the scope of the Good 

Health and Well Being sustainable target, while in 2023, this rate decreased to 37%. Federated learning 

applications for Industry Innovation and Infrastructure, Affordable and Clean Energy, Climate Action, Quality 

Education, and Responsible Consumption and Production are insufficient. 

 
Figure 13. Sustainable Development Goals analysis 
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2.2.5. Social Network Analysis 

The cooperation relationships of authors, organizations, and countries in federated learning article studies are 

given in Figures 14-16. The figures were generated using the R programming language's bibliometric library 

and the Shiny package framework. A link between two nodes signifies a connection between authors, 

countries, or organizations, where the width of the link represents the frequency of collaboration. The size of 

the node indicates the total link strength (TLS). Authors and institutions were categorized into six clusters, 

while countries were classified into two clusters differentiated by color.  

In addition to examining clusters, collaborations were assessed based on betweenness and closeness values. 

Betweenness centrality quantifies the frequency at which a node appears on the quickest path between other 

nodes. In contrast, closeness centrality evaluates each node based on its proximity to all other nodes within the 

network. 

According to the cooperation of the authors in Figure 14, Niyato's TLS was superior to the other authors. The 

most substantial collaboration relationship between Niyato was found to be with Xiong (18 articles), Kang (15 

articles), and Wei (11 articles). Betweenness and closeness scores of Niyato were calculated to be 241.25 and 

0.0145, respectively. Another author with high link strength was found to be Poor. The author frequently 

collaborated with Li (13 articles) and Chen (10 articles). Betweenness and closeness scores of the Poor are 

97.52 and 0.013, respectively. In the analysis of author collaboration, it was observed that Han, Liu, and Bennis 

exhibited significant TLS values. 

 
Figure 14. The collaboration network of authors 

According to the collaborative network of institutions shown in Figure 15, the institutions with the highest 

betweenness scores are Nanyang Technological University, Tsinghua University, and Xidian University. The 

betweenness scores of these organizations are 88.22, 62.84, and 46.80, respectively. When looking at the 

organizations with the most collaborations, the Chinese Academy of Sciences (503 links), Nanyang 

Technological University (364 links), Tsinghua University (275 links), Xidian University (269 links), and 

Beijing University of Posts Telecommunications (202 links) stand out. The Chinese Academy of Sciences and 

the University of Science Technology of China Cas co-authored 39 articles, the highest collaboration. 
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Figure 15. The collaboration network of institutions 

 

The analysis reveals that in collaborations among the countries presented in Figure 16, China (1351 links), the 

USA (741 links), the United Kingdom (478 links), Canada (421 links), Australia (406 links), and South Korea 

(333 links) stand out in terms of the number of their joint publications. It was determined that China and the 

USA cooperated in 279 articles on federated learning. This represents 16% and 58% of the total published by 

China and the USA, respectively. China also has more than 100 collaborative publications with each of the 

following countries: the United Kingdom, Australia, Canada, and Singapore. Cooperation between the USA 

and Australia resulted in 56 articles, while cooperation between the USA and South Korea resulted in 55 

articles. 

 

 
Figure 16. The collaboration network of countries 
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2.2.6. Keywords Detection 

The bibliometric analysis also analyzed Keywords Plus data obtained by WoS from articles. Keywords Plus 

are words or phrases that appear frequently in the titles of an article's references but not in the article's title. 

The word cloud formed by the Keywords Plus obtained from the articles is shown in Figure 17. Internet, 

networks, and privacy are the most frequently used terms, with frequencies of 256, 189, and 169, respectively. 

The frequency of use of the keywords plus optimization, framework, challenges, design, and communication 

was over 100. Keywords such as differential privacy, wireless, big data, 5G, intrusion detection, and energy 

have lower frequencies. 

 
Figure 17. Keywords Plus with the highest frequency 

Figure 18 displays the trigram word clouds derived from the abstracts of the articles. The study revealed that 

the most frequently occurring trigrams within article abstracts included federated learning fl (1172 times), 

machine learning ml (239 times), federated learning framework (200 times), distributed machine learning (198 

times), machine learning models (169 times), and artificial intelligence ai (159 times). Apart from the generally 

used trigrams, the most frequently used particular trigrams are identically distributed non-iid, mobile edge 

computing, convolutional neural network, edge computing mec, local model updates, stochastic gradient 

descent, and uncrewed aerial vehicles. The frequency of these trigrams was found to be more than 50. 

 

 
Figure 18. The most frequently used trigrams in article abstract 
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2.2.7. Conceptual Structure 

This study section presents conceptual structure analyses of studies on federated learning. Thematic maps are 

intuitive plots that provide insight into the field's current and future sustainability. Themes are derived from 

the words in the publications. In thematic analysis, themes are derived by using words from publications. In 

thematic maps, these themes are characterized according to their intensity and centrality. Density is plotted on 

the y-axis, and centrality on the 𝑥-axis. Centrality gives the degree of relationship between topics; density 

measures the connectedness between nodes. These two characteristics measure whether specific topics are 

essential or not and the ability of the topic to develop and sustain itself. Themes in thematic maps can be 

analyzed according to the quadrant in which they are placed: (1) high density-high centrality: motor themes; 

(2) low density-high centrality: basic themes; (3) low density-low centrality: emerging or disappearing themes; 

(4) high density-low centrality: very specialized/niche themes. 

Figure 19 illustrates the thematic map obtained using the keywords within the federated learning articles. The 

thematic map's basic themes include convergence, classification, deep, and costs. The basic themes have 

undergone extensive research and are challenging to anticipate their future direction. Motor themes 

representing advanced topics include channel estimation, signal processing, forecasting, smart grid, data 

privacy, optimization, and wireless communication. Distributed data, attention, security, privacy, and 

intelligence have been recognized as specialized/niche themes, indicating thoroughly researched but 

disconnected areas. Secret sharing, fault diagnosis, active learning, vertical federated learning, and poisoning 

attacks are low-density and centrality topics. These themes represent emerging topics or will disappear from 

the field of study. The federated learning theme is both a basic and motor theme. 

 

 
Figure 19. Keywords thematic map 
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Based on the analysis of an article titled Bigrams, the thematic map is illustrated in Figure 20. The basic themes 

are federated learning, deep learning, transfer learning, fault diagnosis, detection system, detection system, 

multiple access, and transportation systems. At the same time, generative adversarial and adversarial networks 

are motor themes. While gradient descent, activity recognition, image classification, and access networks are 

among the niche themes open to development, medical data is identified on the map as a topic that may evolve 

or disappear. 

Factorial analysis was performed to reduce the dimensionality of the data and represent it in a low-dimensional 

space. Multiple correspondence analysis (MCA) is a popular approach for reducing dimensions to analyze the 

relationship pattern of various categorical dependent variables. The conceptual structure map generated by 

applying the MCA method is shown in Figure 21. The topics were clustered by determining the number of 

clusters as five. Cluster 1 (yellow) contains topics mostly about privacy methods, whereas Cluster 2 (blue) is 

about learning approaches. Cluster 3 (red) includes model-related issues like cloud computing, IoT, servers, 

and predictive models. Cluster 4 (green) is relevant to application areas such as resource allocation, wireless 

communication, energy consumption, and scheduling. A single cluster until they reach the topic in use. Height 

measures the distance between terms or clusters; distant terms describe different concepts.  

 

 
Figure 20. Article title bigrams thematic map 
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Figure 21. Keywords conceptual structure map 

3. Results and Discussion 

The present study analyzed articles on federated learning from the first publication until now. Publications 

exported from the WoS database underwent analysis, incorporating various statistical and bibliometric 

methods. These articles represent 54% of the total publications in different documents. Since federated learning 

is a new technology, the annual number of articles in this field is not very high. Still, the increase in the number 

of articles each year is remarkable. Our study has shown that federated learning studies are concentrated in 

some areas and applications, particularly in the health and energy sectors. 

Analyzing publications, citations, and keywords provides insights into the trends and characteristics of articles. 

Between 2017 and 2023-8, six articles with 500 or more citations out of 3107 publications were retrieved from 

the WoS database. Niyato, Poor, Han, and Guizani are the most influential authors in the article studies of 

federated learning. The most commonly occurring terms as Keywords Plus were identified as Internet, 

Networks, and Privacy. Publications regarding a novel machine learning approach to federated learning 

technology are anticipated to experience exponential growth soon. In the future, it aims to carry out a study on 

bibliometric analysis of federated learning publications in health or energy. 

The countries with the most extensive articles include China, the USA, Australia, Canada, and England. China 

was found to have more than 100 articles in collaboration with the following countries: the USA, United 

Kingdom, Australia, Canada, and Singapore. In other countries, this technology has not yet attracted much 

interest. Chinese Academy of Sciences (China), Beijing University of Posts Telecommunications (China), and 

Nanyang Technological University (Singapore) were determined as the most productive institutions. 

An analysis of the topic distributions and clusters of studies in the federated learning literature shows that all 

studies can be grouped into four or five clusters. In particular, when interpreting the results of the conceptual 
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structure map and the topic dendrogram, it can be seen that the study topics related to establishing data security 

and privacy methods, one of the main objectives of federated learning, form a cluster. Algorithms and 

approaches related to machine learning, deep learning, reinforcement, and distributed machine learning, which 

can be categorized under learning algorithms, form another cluster. As in all machine learning studies, the raw 

material of federated learning power is data. As a result of bibliometric analysis, a cluster of topics such as 

IoT, cloud computing, training data, and predictive models have been created to collect, transfer, and process 

data. In federated learning studies, hardware and software resources and Internet and energy-related resources 

are extremely important. At this point, research on planning, managing, and evaluating software, hardware, 

the internet, and energy resources also attracts attention as studies that form another cluster. 

The initial studies on federated learning surfaced in 2017, and since then, the number of studies in this field 

has rapidly increased. Figures 19 and 20 provide thematic maps, and Figure 12 shows the most frequently used 

keywords in articles, offering insight into the course of these studies. Upon analyzing the usage rates of 

keywords between 2017 and 2022, it is evident that there has been an increase in the usage of specific keywords 

in the last two years. After analyzing the positions and potentials of keywords in thematic maps created based 

on keywords and headings, five main concepts emerge: security and privacy, distributed data, data privacy, 

data models, and optimization. Although the number of new studies and recent growth potential is increasing, 

specific areas of interest may decrease. These areas include data poisoning attacks, fault diagnosis, active 

learning information, and collaborative work on data. 

Data reliability is crucial for success in machine learning applications. Traditional approaches are vulnerable 

to data poisoning, negatively affecting success by compromising data integrity and causing bias in training 

results. FL, originally conceived to establish a private and secure environment for distributed machine learning 

model training, currently grapples with notable privacy and security challenges. Aggregating clients' updated 

models on the global server is susceptible to security lapses, facilitating potential attacks such as poison attacks. 

Unauthorized access to updates could allow a malicious user to reverse weights, compromising client data. 

Consequently, there is a burgeoning interest in researching secure and privacy-preserving FL involving 

homomorphic encryption, differentiable privacy, and blockchain integrated with client selection models. 

Preventing malicious attacks from inserting faulty data is necessary to maintain data integrity. Poisoning attack 

modes, such as model distortion and feedback weaponization, are a topic of study with potential implications 

for federated learning. 

Optimization is one of the most common areas for future work in FL. The optimal selection of customers is 

crucial in FL because model updates enable global model convergence. Existing customer selection models 

prioritize how to select customers rather than determining the required number. Currently, a fixed number of 

customers without standardized criteria is widely used. Although increasing the number of clients may improve 

convergence, practical limitations such as resource constraints prevent this approach. Therefore, research is 

needed to determine the optimal number of clients. Additionally, further research is required to develop 

mechanisms that can dynamically determine client selection in each FL round. 

The development of technology and the decrease in sensitivity towards data privacy have caused major 

problems. Federated learning technology addresses customers' concerns in this regard. Not only is learning a 

promising technology federated, but it is also a new artificial intelligence business model. Especially 

considering its advantages of privacy and security, scalability, low power requirements, improved accuracy of 

results, reduced data training costs, and data minimization, this approach is likely to become increasingly 

common in machine learning research. On the other hand, the current federated learning technology has many 

problems related to communication and security breaches. Improvements in the methodology are significant 

to solve these problems. Therefore, the number of publications on topics such as local training, merging 

models, communication of clients, communication costs, and attacks on the system will increase. 

Once federated learning methodologies are developed, collaborative work on data analysis using FL 

technology by companies in the same country or different countries will increase rapidly. In particular, 
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companies with varying service areas can overcome the lack of customer information with this approach and 

achieve higher percentage accuracy rates in classification, clustering, and prediction studies. Federated 

learning will become a major requirement in healthcare, energy, retail, smart transport, insurance, banking, 

manufacturing, etc. 

4. Conclusion 

This study provides an extensive and detailed bibliometric analysis of FL publications, offering valuable 

insights into the evolution of research in this field. The results show that China and the USA dominate 

publications, while FL applications in health and energy sectors are emerging as significant focus areas. The 

thematic analysis also reveals strong research clusters around data privacy, machine learning approaches, and 

optimization techniques. These findings demonstrate FL's rapid growth and diverse applications, particularly 

in addressing privacy concerns. 

Future studies should address the security and communication challenges associated with FL. As privacy-

preserving methods such as homomorphic encryption and differential privacy gain traction, further research is 

needed to improve scalability and reduce communication costs. Additionally, developing dynamic client 

selection mechanisms and more efficient optimization techniques will be essential to enhance FL's 

effectiveness in real-world applications across various industries. 
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Abstract − The Internet of Things (IoT) and the Industrial Internet of Things (IIoT) have grown 

significantly in the last decade, underlining the increasing need for effective, secure, and reliable data 

communication protocols. The widely accepted Message Queuing Telemetry Transport (MQTT) 

protocol, with its structure that meets the needs of welding-oriented devices in IoT and IIoT 

applications, is a prime example. However, its user-friendly simplicity also makes it susceptible to 

threats such as Dispersed Services Rejection (DDOS), Brete-Force, and incorrectly shaped package 

attacks. This article introduces a robust and reliable framework for preventing and defending against 

such attacks in MQTT-based IIoT systems based on the theory of merging attacks. The expert system 

incorporates the Adaboost model and can detect anomalies by processing network traffic in a closed 

setting and identifying impending threats. With its robust design, the system was subjected to various 

attack scenarios during testing, and it consistently detected interventions with an average accuracy of 

92.7%, demonstrating its potential for use in intervention detection systems. The research findings 

not only contribute to the theoretical and practical concerns about the effective protection of IIoT 

systems but also offer hope for the future of cybersecurity in these systems. 

Keywords − IoT, IIoT, MQTT, cyber security, machine learning 

1. Introduction 

In the past few years, systems of the Internet of Things (IoT) and the so-called Industrial Internet of Things 

(IIoT) have rapidly developed technological paradigms. On the one hand, IoT is more like a network structure 

where all physical devices are connected to the internet and can share data. At the same time, IIoT firmly takes 

that technology one step further in automating and enhancing industrial activities in smaller terraces. Fast and 

better protocols for data exchange between the devices are indispensable if one is to succeed in such systems. 

In this regard, the telemetry transmission protocol, the MQQT, has replaced the most popular data exchange 

protocol in IoT and IIoT systems. The MQTT protocol is a variation that provides an interesting solution 

mainly for low-end devices due to its low resource profiles and bandwidth consumption. This is important, 

especially in terms of energy efficiency and transmission of data over a network with minimum overhead. 

However, many cyber security risks exist because of the protocol's simplicity and lightweight. Particularly, 

crimes of this sort include brute-force attacks, Distributed Denial of Service (DDoS) attacks whereby the target 

system is flooded with incoming packets from uncontrolled users and malformed packets that attack the 

application layer of the systems using the MQTT protocol. In this regard, several security measures and 

intrusion detection systems are being developed to better secure systems based on the MQTT protocol. 
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Numerous works of literature aim to prevent the ambiguity of the security issues related to the MQTT protocol. 

Al-Fayoumi and Al-Haija [1] achieved approximately a 99.5% success rate in detecting low-rate DDoS attacks 

in MQTT-based IoT environments using various machine learning models, primarily decision trees. Due to 

the results presented in this paper, it is evident how helpful machine learning algorithms are during attempts 

to perform an active defense. Simultaneously, Fikriansyah et al. achieved a 95% accuracy rate against DDoS 

attacks in IIoT environments, which leveraged the Random Forest algorithm to identify the attacks. 

Considering these findings, it can be reasoned that such attacks against the MQTT protocol employing machine 

learning devices are easily identifiable [2]. Nevertheless, most of this study has mainly focused on classes of 

attacks, and it is necessary to broaden the scope of studies. There is a greater demand for real-time detection 

systems, especially in IIoT. Some IIoT threats involve the latency of threats and detection effectiveness. In 

inter-industrial IoT connections, potential threats must always be detected and attended to with speed and 

precision since either dawning or loss of data could halt production or any other proceedings. 

This research seeks to create an expert system based on MQTT capable of identifying and guarding against 

cyber-attacks in IIoT systems. This expert system processes the network traffic in near real-time using machine 

learning techniques and identifies possible risks. The primary goal of the research is to find a security solution 

that maintains the performance of IIoT systems while raising their security level. Within this framework, 

experiments were performed on different kinds of attacks, including brute-force, DDoS, and malicious packet 

attacks, and machine-learning algorithms were built on the obtained data. In this phase, attacks were performed 

to gather data to be used in the expert system, and such data was used to monitor network traffic. This system 

could perform IDS attacks after the learning processes on this data had been completed and all relevant results 

were analyzed. This study provides many types of attack examples that can be performed, and it provides real-

time interaction and reaction. Moreover, in light of the area for improvement, the expert system is expected to 

be able to meet threats within its scope later on. In such a case, the present study's findings benefit academic 

and industrial uses and implications. 

The present study concerns the cyber security risks in such an MQTT-based IIoT system, draws attention to 

issues of this kind, and offers new solutions. More precisely, the expert system constructed using the AdaBoost 

algorithm has high accuracy and less resource utilization, which is an essential advancement in developing 

real-time detection and preventing intrusions in IIoT systems. This research serves as a critical illustration of 

the application of technologies such as machine learning and expert systems and, at the same time, offers 

practical approaches to the problem of security in an industrial context. For this reason, it impacts both the 

academic and industrial settings and is worth viewing as a valuable addition to the existing body of knowledge 

on securing IIoT systems. 

Incorporating cryptographic models in machine learning has emerged as a pivotal strategy for enhancing data 

security in IoT and IIoT systems. Techniques such as homomorphic encryption allow machine learning 

algorithms to operate on encrypted data without decryption, safeguarding data confidentiality throughout 

training and inference. Integrating these cryptographic models can fortify IIoT systems against data exfiltration 

and unauthorized access while maintaining operational efficiency. 

Within the article, we present how security silos of the systems integrating MQTT protocol are built starting 

MMA, from generalization and application of Security areas to a review of literature on existing Security 

solutions targeted at this emerging Security area. Then, it concentrates on the expert system design process 

with the help of machine learning, the performance analysis, the description of the benefits and the limitations 

of the system, and the suggestion for further work. 

2. Literature Research 

Due to its lightweight, practical nature, the MQTT protocol is gaining popularity in the transmission of data 

on the Internet of Things (IoT) and Industrial Internet of Things (IIoT) systems. Nevertheless, this protocol 

has been a target for cyber security research because of its risks. Al-Fayoumi and Al-Haija [1] utilized decision 
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trees and machine learning models. They achieved high outcomes in detecting low-rate distributed denial of 

service attacks (LR-DDoS) within MQTT IoT environments. Likewise, Fikriansyah et al. [2] used a Random 

Forest algorithm to detect DDoS attacks and reported encouraging results in IIoT environments. At the same 

time, Shahri et al. [3] proposed and implemented an SDN-based MQTT framework for enhanced real-time 

performance and scalability within industrial scenarios. Mahajan et al. [4] elevated communication security 

through symmetric encryption algorithms such as AES and HMAC over the MQTT protocol, from ensuring 

data integrity to data confidentiality. Moreover, Kombate et al. [5] addressed the weaknesses in the MQTT 

protocol and provided cyber-range technologies for mitigating cyber threats, including replay attacks, MITM, 

and DDoS. Buccafurri et al. [6] also presented the OTP verification over blockchain technology to reduce 

energy consumption and improve security during MQTT communication. It should be noted that, as much as 

the MQTT protocol facilitates data transfer in IoT and IIoT systems, such systems may be rendered susceptible 

because of security loopholes. 

More specifically, applying algorithms like the AES and HMAC solves problems like data eavesdropping and 

data tampering, as this guarantees the confidentiality and integrity of the data in question. This study shifts the 

existing paradigm of MQTT, which relies on security over the resources it hosts, and aims to maintain secure 

MQTT communication with optimal security resources on devices. Liu et al. [7] further developed that and 

suggested the adoption of more SM2 and SM4 Cryptographic algorithms along with the MQTT protocol, 

extending the functionalities of user validation and access control. This scheme fills the conventional emptiness 

in the protocol's security vulnerabilities, mainly in data security and mutual authentication. These results 

emphasize that these algorithms do improve security and do not interfere with the efficiency of the systems to 

a significant extent. Saqib and Moon [8] have also provided lightweight solutions in the form of multi-factor 

authentication systems for edge computing. A new security architecture was presented for IoT applications 

based on the MQTT protocol, which allowed the authors to use ECC and fuzzy extractors. This system protects 

IoT devices from cryptographic attacks by enhancing session essential consent and reciprocated security 

arrangements. It is more suitable for low-powered people who work with less computation. 

As another approach, Koprov et al. [9] proposed a framework for machine authentication for the MQTT 5.0 

standard, with the support of functional data analysis (FDA), among others. Through deeper machine data 

analysis, this technique aims to raise the bar for better machine authentication within IIOT and Smart 

Manufacturing. This methodology raises confidence in the authentication processes, especially in the digital 

twins and predictive maintenance domains. Lohachab and Karambir [10] presented one lightweight 

authentication and authorization method for IoT device Communications using ECC, intended for resource-

limited regional IoT devices. This development helps improve IoT device authentication mechanisms by 

allowing cross-device safe content sharing. In particular, the study attempts to provide such optimal security 

deployments and focuses on deployment challenges posed by resource-constrained devices. IoT and IIOT 

systems have created various frameworks and methodologies to solve safety problems caused by these 

interdependent devices, mainly as they are used more widely in critical infrastructures. Vaccari et al. [11] in 

MQTTSET suggested that the data set be designed to form a basis for machine learning models to protect 

MQTT-based IoT networks from possible cyber-attacks. In light of this, Mishra and Kertesz [12] have 

reviewed the existing literature on using MQTT in IoT systems. Investigation emphasized the aspects in which 

rapid growth areas and safety measures grow as fast as protocol use. Francis et al. [13] have a genetic algorithm 

and random forest-based attack detection system (GA_RF), which obtains almost perfect accuracy in detecting 

threats in MQTT-enabled IIOT systems. To expand their research, Patel and Doshi [14] developed a new 

MQTT protocol safety standard that increases user authentication and data safety on IoT networks. Deng [15] 

proposes spectrogram analysis and an attack detection system that integrates spectrogram analysis and 

evolving neural networks to better detect interventions in the context of IoT. Prajisha and Vasudevan [16] 

proposed a better performance of the Intruder detection system using a slight Gradian reinforcement machine 

through chaos salp herd optimization. Likewise, investigations were conducted on which defense measures 

could be applied to protect IIOT devices from attacks. 
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According to Karacaymaz and Artuner [17], the expert system based on AI should be unique. Selamnia et al. 

[18] aimed to develop a comprehensive cybersecurity training program, including course content development, 

recruitment, and system setup, utilizing instructors and mentors to deliver practical and theoretical 

cybersecurity skills over ten months. Zuhari et al. [19] MQTT networks were improved in property engineering 

for a real-time pseudonym for a relief-based routing protocol. They presented the usefulness of some tree 

models in perception performance. Sharma and Bhushan propose a hybrid framework incorporating PUFs and 

machine learning to defend against distributed denial of service (DDoS) attacks in MQTT-based IoT systems. 

The system improves upon existing credential-based authentication by augmenting the PUF-enabled 

mechanism to create real-time, in-depth optimization. It combines it with a machine learning-based Intrusion 

Detection System (IDS), which aims to eliminate malevolent attacks against the system assets at the time of 

their occurrence. Their findings are not only secure but also efficient in terms of resource utilization, which 

makes them a better vendor for usage on lightweight IoT devices [20]. 

This study provides valuable insights into new tendencies toward creating security systems, especially those 

dedicated to addressing the issue of energy use in IoT devices. In general, the gaps covered by collaboration 

and some available studies included approaches that raised the level of security on the IIoT systems built on 

MQTT, including machine learning and encryption technologies. However, to address the issues of real-time 

detection and flexibility concerning the different aspects of the attacks, the following section describes the 

expert system developed to enhance security within these environments. 

3. Methodology 

This work focused on creating and applying an expert system based on the MQTT protocol for determining 

and preventing cyber threats to IIoT systems. This methodology combined classical network defense 

approaches with contemporary machine learning approaches to solve the security problem of IIoT 

architectures. 

3.1. Overview of the Methodology 

The methodology can be broken down into several phases illustrated in Figure 1. This method can be further 

shown in its three main stages: selecting a machine learning model, including attack simulation and data 

collection, expert system design, and evolution of the expert system. The first stage included a simulated attack 

of various attacks against the previously described test bed. At this stage, brute force, DDOs, and poorly 

formatted package attacks were carried out on the MQTT broker. During these attacks, data on network traffic 

were then caught to provide a database useful for training machine learning models. Roller was appointed and 

synthesized by expert systems. This was the background of the methodology for creating an expert system to 

analyze real-time network traffic and detect potential attacks. Therefore, this expert system was created using 

machine learning methods to classify network traffic into normal and attack. The system was well planned, 

aiming at high efficiency and accuracy in detecting attacks to achieve a minimum delay in the network.  

The machine learning model selection process was integral to the expert system's critical development. The 

expert system can try simple machine-learning approaches: decision trees, random forests, and the AdaBoost 

algorithm. After considering the algorithms' performance, the expert system concluded that the AdaBoost 

model best determines cyber-attacks in MQTT-based IIOT systems. 

Training and Verification: After selecting the Adaboost model, training was done against the data set collected 

from the test bed. The data set was prepared at 70% and 30% for training and verification. This division helped 

make the model more useful for practical use by enabling the model to apply what it has learned to 'new' and 

'invisible' data. The model was taught to identify the different attack classes in network traffic, for example, 

the traffic models of the explosive DDOs and the misshaped package corresponding to the packaged package 

structures. 
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Assessment Metrics: To determine the results of the expert system, performance, accuracy, sensitivity, 

remembering, and F-score, but not limited to them, were evaluated with various evaluation indices. It was 

possible to provide an unmistakable appearance on the healing side of the system about systematic attacks and 

false positives. The Adaboost model was extraordinary in successfully identifying cyber-attacks with 92.7 % 

accuracy in these tests.  

 
Figure 1. Workflow diagram 

3.2. Algorithm Comparison and Selection 

The approach also included a comprehensive comparison of some machine learning approaches. Decision trees 

and random forest approaches were among those who were considered promising. However, regarding 

capturing additional forms such as Bute Force attacks, Adaboost uses many weak classes, making them a single 

robust classification, thus increasing the overall determination accuracy. Expert system. 

3.3. Real-time Detection and Visualization 

One element of the expert system was to fulfill the analysis purpose and explain that the attack sets would be 

fast during attacks while answers would be obtained. The system's ability to provide real-time detection was 

more evaluated during test bed assessments. Even in high-level stress tests interacting with many devices 

simultaneously, the expert system can detect attacks without much delay against the network. A visualization 

tool was created as part of the methodology to improve the analysis and understanding of system outputs. The 

tool reported the output of expert system analysis: what kind of attacks were defined and how the system 

reacted over time. Graphics were made to demonstrate the number of attacks, the conditions in which the 

system's perception works effectively, and how the change in the attack affects the system's perception rate. 

3.4. Increased Learning and Evolution of the Expert System 

Finally, the methodology has been provided with a certain flexibility so that the expert system can learn and 

improve its performance over time. More data are obtained and processed, and machine learning models can 
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be better re-trained for accuracy and flexibility in new attack styles. Since it is a dynamic environment with a 

changing threat view, continuous learning ability is necessary for IIOT. 

4. Testbed  

In this study, an advanced test bed was developed instead of just simulating the environment (IIOT) to 

concentrate on evaluating the safety of the telemetry message transmission protocol, referred to as the MQTT 

protocol in this work. Another protocol often utilized in piggybacked IoT systems is the MQTT protocol. It is 

famous for its lightweight and efficiency, whereas other protocols may not function well, and it is increasingly 

used in IIOT applications. Such simplicity can also be a weakness, as cyber criminals can utilize it through 

brute attacks, DODS, and malformed packet attacks. 

The test environment was meticulously constructed to replicate a realistic MQTT-based IIoT system, 

encapsulating essential components such as the MQTT broker, simulated IoT devices, and network monitoring 

tools. The MQTT broker acted as the central communication hub, facilitating data exchange between 

publishers (data-generating devices) and subscribers (data-receiving applications). The broker's susceptibility 

to attacks, including brute force, DDoS, and malformed packet injections, was tested to analyze the system's 

resilience and behavior under controlled conditions. 

4.1. Components of the Testbed 

The testbed was meticulously designed to incorporate all the critical elements in a typical IIoT system that 

uses the MQTT protocol. It simulates a networked environment where various devices communicate through 

an MQTT broker, which facilitates the exchange of messages between publishers (devices generating data) 

and subscribers (applications or devices that consume the data). 

MQTT Broker: The broker is the backbone of the testbed, acting as the intermediary between IIoT devices. It 

ensures data integrity and delivery between the publishers and subscribers. In this setup, the broker was 

exposed to various types of cyberattacks, simulating a real-world scenario where attackers target a central 

communication hub to disrupt the operation of IIoT systems. 

IoT Devices: The testbed simulated various IoT devices, representing IIoT sensors and actuators typically 

found in industrial applications. These devices generate data that is communicated through the broker. The 

devices were not compromised in this scenario, but the focus was on how the broker and the communication 

infrastructure handled the data under attack conditions. 

Attack Simulation: Various tools were used to simulate attacks on the testbed. These included brute-force tools 

for testing the broker's authentication robustness and DDoS tools that generated flood attacks aimed at 

overwhelming the broker's capacity. In addition, malformed packets were injected into the communication 

stream to evaluate how the broker handles corrupted data. 

Network Traffic Monitoring and Data Collection: The network traffic generated during these attacks was 

collected and mirrored to a separate analysis system. This data collection was critical for training machine 

learning models and building an expert system capable of identifying patterns in the network traffic that 

correspond to different types of attacks. Packet data was collected from legitimate traffic and simulated attacks, 

ensuring that the machine learning system had a comprehensive dataset for analysis. 

4.2. Attack Scenarios 

The testbed was designed to accommodate several types of attacks that are commonly encountered in MQTT-

based IIoT systems: 

Brute-force Attacks: These attacks target the MQTT broker's authentication system, attempting to gain 

unauthorized access by systematically trying different username and password combinations. The testbed used 
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a brute-force attack as a starting point, simulating an attacker's initial attempt to penetrate the system by 

accessing the broker without authorization. 

DDoS Attacks: DDoS attacks were simulated by generating a flood of traffic aimed at the MQTT broker, 

overloading its capacity to handle requests. These attacks are particularly damaging in IIoT environments, 

where downtime or data loss could severely impact critical industrial operations. 

Malformed Packet Attacks: In addition to flooding the broker with legitimate traffic, attackers can send 

malformed or corrupted packets that may cause the broker to crash or behave unpredictably. These attacks 

were simulated by deliberately corrupting the packet data sent to the broker, testing how well the broker can 

handle abnormal inputs without failing. 

4.3. Testbed Performance and Scalability 

The testbed was one of many areas tested for the ability to ensure scalability, which was the primary task of 

mirroring IIoT systems' behavior in more extensive industrial settings. Every IIoT device still connects and 

communicates over the network using the MQTT protocol, even as the network grows into thousands of 

devices. The MQTT broker must cope with this immense network traffic without compromising security. This 

testbed was created with a view of this reality with an increasing number of devices communicating through 

the broker even as various attack scenarios were being launched. 

Scalability could also be evaluated by gradually increasing the volume of legitimate traffic and introducing 

malicious packets to see how the broker performed under varied loads. This method helped understand the 

extent to which the volume could be increased from the basic observation made when the system was not busy 

with network junk traffic attacking the broker and how effective the experts would be in system attack detection 

as data volume escalates. 

4.4. Data Collection for Machine Learning 

The data obtained from the testbed was fundamental for training machine learning models, which would later 

be utilized within the expert system. This dataset acquired included standard traffic patterns and traffic 

generated during brute force attacks, DDoS, and malformed packet attacks. The variety of the data was critical 

to encourage sufficient various types of machine learning algorithms to allow all typical trojan systems to 

operate even in heavy loads. Data collected during the test phase included a comprehensive mix of legitimate 

and attack-specific traffic patterns. Network packets captured during brute-force, DDoS, and malformed 

packet scenarios were mirrored to a dedicated analysis system for further processing. The dataset incorporated 

diverse traffic instances to train machine learning models effectively. The dataset was divided into two parts 

so that the system's accuracy could be further assured: 70% was allocated for training the machine learning 

models, and the other 30% was kept for testing and validation. This approach helped the system extend its 

learning to new data it had never encountered before, making it more efficient and dependable in practical 

contexts. 

Despite the robust data collection approach, the dataset had limitations that should be acknowledged. The 

primary constraint was the variety of simulated attack types. Real-world scenarios often exhibit more complex, 

multi-layered threats beyond the testbed's scope. The dataset size, although sufficient for this study's 

objectives, may not encompass the full breadth of potential cyber-attacks encountered in expansive IIoT 

ecosystems. Addressing these gaps by expanding the dataset to include broader attack types and higher 

volumes would enhance the system's robustness and real-world applicability. In summary, the testbed ensured 

realism and scalability for the security assessment of the IIoT system based on MQTT. Various attacks were 

simulated, a reasonable amount of network traffic was collected, and machine learning models were built that 

were destined to become part of the expert system later on. Testbeds were important as they could create real-
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world environments, which helped analyze how effective various ML algorithms would be in combating 

cyberattacks within IIoT system setups.  

5. Understanding and Mitigating Attacks on MQTT in IIoT with Expert Systems 

Analysis of Attacks on MQTT in IIoT the above section covers the detection of brute force attacks, DDoS 

(DoS, Flood, Slowite), and malformed packet attacks on the MQTT Protocol developed for use in IIoT 

Supported by a core expert system. Towards this end, a brute force attack was conducted to gain unauthorized 

access to the MQTT Broker, which was legal user access, followed by addressing DoS and malformed attacks 

on the said system. Packets for the said attacks would be acquired through mirroring techniques and fed into 

machine learning algorithms. 

Together with the section above, the results pages of the data mining software concerning the analysis are 

displayed in the second section. Figure 2 illustrates that each time an attack log compiled for the MQTT 

protocol analysis under the scope of attack analysis is uploaded to the application, the intention is to execute 

the expert system as the primary thing to determine the distribution of data and the presence or absence of 

attack, and in case of presence of attack, to that of what kind throw the packet. Of these 'attack' packets created 

in the dataset, 30% of the data were used as input for verification, and 70% were used for training the various 

algorithms shown in Figure 2. After the expert system was used for attack detection, the output was compared 

Against the figure in Figure 2. The analysis results were made available to users in the last and third phases of 

the project using these various tools. 

 
Figure 2. Model comparison table 
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The results in Figure 2 compare the essential values of different algorithms, such as accuracy, precision, recall, 

and F-score. The AdaBoost algorithm, which has the highest accuracy value of 92.7% among the compared 

results, was selected as the expert system, considering other essential values such as f-score, precision, and 

recursive precision. 

In this way, using the AdaBoost algorithm in the expert system model provided higher accuracy and precision 

in intrusion detection and prevention. 

5.1. Building and Training the Model 

In the second phase of the intrusion detection analysis for IIoT, the AdaBoost algorithm was continued with 

the AdaBoost algorithm in the expert system since the AdaBoost model is the most successful in detecting 

attacks on the MQTT protocol used in IIoT through the expert system. The data was collected using natural 

systems and converted into a whitelist dataset. The created dataset was divided into 70% for training and 30% 

for validation. The Confusion Matrix of the Adaboost expert system model is shown in Figure 3. When the 

matrix in Figure 3 is analyzed, it is seen that the attack classification can be detected with high accuracy; in 

other words, there is no false-positive value. 

 

Figure 3. Confusion matrix 

Figure 4 shows the results of the Adaboost model. When Figure 4 is analyzed, it is seen that attacks on the 

MQTT protocol by the attacker at the same time as legitimate packets can be detected with 92.7% accuracy. 

This demonstrates the importance of continuous monitoring of network traffic in intrusion detection. This 

result is significant in ensuring the security and continuity of IIoT systems, which play an essential role in the 

communication control of critical infrastructures. 

  

Figure 4. Adaboost expert system model results 
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The first graph shows the modeled results of various attacks against the MQTT protocol. The X-axis shows 

the different types of attacks, while the Y-axis shows the model's responses to the attacks. Each color represents 

a different type of attack: 

Brute Force Attack (Blue): Brute force attacks usually result in a low response by the model. This indicates 

that the model has no difficulty detecting the attack as it is continuous and in a specific pattern. 

DoS Attack (Red): DoS attacks cause a significant response in the model. The model must be able to detect 

this attack, as it generates heavy network traffic and consumes system resources. 

Flood Attack (Orange): Flood attacks cause high and variable responses on the model. These attacks aim to 

degrade system performance by sending many requests to the network, and the model's ability to detect this 

attack is relatively high. 

Legal Packages (Yellow): Legal packets represent the system's normal functioning and indicate that the model 

classifies these packets as usual. 

Deconstructed Packets (Purple): Corrupted packets result in a high response in the model. This indicates that 

corrupted data is recognized as an anomaly in the system, and the model can detect these packets. 

Slowite Attacks (Green): Slowite attacks cause a significant and wide range of responses in the model. This 

demonstrates the model's flexibility in detecting the attack in different ways. 

The second graph shows the time delta (X-axis) and the model's responses (Y-axis) according to the attack 

types. This graph shows how the different types of attacks are distributed over time and the model's responses 

to these attacks. 

Brute Force Attack (Blue): Brute force attacks are regularly distributed over time, and the model detected 

them. Attacks do not vary over time. 

DoS Attack (Red): DoS attacks are concentrated at certain intervals along the time delta. The model 

consistently responds highly to these attacks over time. 

Flood Attack (Orange): Flood attacks are widely distributed across the time delta, and the model reacts to them 

consistently well. 

Legal Packets (Yellow): Legal packets are homogeneously distributed throughout the time delta, and the model 

reacts poorly. This represents the system's normal functioning. 

Deconstructed Packets (Purple): Deconstructed packets are concentrated at certain intervals along the time 

delta, and the model responds highly to them. 

Slowite Attacks (Green): Slowite attacks are widely distributed across the time delta, and the model reacts 

differently. This shows the dynamic nature of the attack and the model's resilience to it. 

These graphs evaluated the model's ability to detect attacks and respond to attack types. They show the 

modeled results of various attacks against the MQTT protocol and how they are distributed over time. 

6. Discussion 

This study showed the capability of the expert system created to detect cyber attacks targeting MQTT-based 

IIoT systems. The Adaboost algorithm implemented in the study gave a high rate of accuracy, around 92.7%, 

thus improving on other algorithms. This is why Adaboost becomes very effective since it can aggregate weak 

classifiers into strong ones, hence detecting more advanced and complex types of attacks. 

This study illustrated the application of comparison of specific elementary machine learning algorithms. For 

example, the results of decision trees or random trees were quite encouraging. Nevertheless, the fact that 

Adaboost is effective because it can obtain more accuracy with fewer resources was an essential consideration 
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in adopting this model. In particular, this model performed all-around even in infrequently focused attacks 

such as brute fair attacks and malformed packet attacks, which caused high success rates for this model. 

One of the striking features of the system is the ability to function in real-time. In IIoT scenarios, managing 

real-time attacks without detection is critical since industrial activities will likely be disrupted. The expert 

system developed was able to identify the attacks even with high network usage and still do the work without 

any degradation in performance. This presents an advantage, especially regarding scaling and suitability for 

the industries. 

Moreover, it is also pertinent that the system's structure allows it to learn continuously to meet any new threats 

that are likely to come in the future. This is because industrial Internet of Things IIoT systems work in a threat 

landscape that is always altering, and a static security approach may not be adequate in such cases. However, 

the expert system constructed within this investigation can adapt and learn new information and discover new 

attacks that have not been exhibited before. This enhances the system's security in the long run and is a better 

way of providing security in IIoT applications. 

This work has, however, some limitations. First, the testbed would reproduce a small number of attack types. 

Actual attacks tend to be more complicated and varied, so applying the system to a more extensive dataset 

would be beneficial. Further, incorporating the system with other protocols could fill the remaining security 

holes within the IIoT system. In particular, integrating cryptographic measures with machine learning 

technologies will enhance protection. 

Testing this expert system on other IoT and IIoT protocols will also be essential to ascertain its expected 

security level performance in future works. In addition, implementing and testing a wider range of attacks on 

the system and measuring how well the system manages these attacks will be invaluable research in the future. 

This research has successfully provided an efficient strategy for securing MQTT-based IIoT systems against 

various attacks. It has improved the existing body of knowledge in this area. 

6.1. Comparison with a Wider Range of Attacks and Their Analysis 

To effectively evaluate the robustness of the expert system developed for securing MQTT-based IIoT 

environments, it is essential to consider a comparative analysis encompassing a wider range of cyber-attacks 

beyond those initially tested, such as brute-force, DDoS, and malformed packet attacks. This section integrates 

insights from the literature to outline how the system could be benchmarked against more diverse and 

sophisticated threats and highlights the implications of such comparisons. 

Advanced Persistent Threats (APTs): APTs represent prolonged and targeted cyber-attacks often orchestrated 

by well-resourced threat actors. Unlike the more immediate and high-visibility nature of DDoS or brute-force 

attacks, APTs are characterized by their stealth and persistence. They infiltrate networks, establish long-term 

footholds, and exfiltrate sensitive data over extended periods. Literature by Sharma and Bhushan [20] outlines 

a hybrid framework using Physically Unclonable Functions (PUFs) and machine learning to defend against 

such attacks in MQTT-based IoT systems. By extending the analysis to APTs, the expert system could be 

assessed for its capability to detect nuanced patterns associated with prolonged and low-frequency attacks, 

which are crucial in protecting industrial environments. 

Reflection-Based Attacks (DRDoS): Distributed Reflection Denial of Service (DRDoS) attacks, as examined 

in studies like those by Kombate et al. [5], amplify malicious traffic by leveraging legitimate third-party 

servers. These attacks are challenging to identify due to their indirect nature. Integrating the detection of 

DRDoS within the expert system would require adaptive algorithms capable of recognizing subtle 

discrepancies in traffic flows and response patterns. Comparative analysis against such attacks would 

demonstrate the system's ability to maintain high accuracy in detecting traffic anomalies resulting from 

amplified, reflected sources. 
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Zero-Day Exploits: Zero-day vulnerabilities, highlighted in works by Deng [15] and Prajisha and Vasudevan 

[16], are previously unknown security flaws that attackers exploit before patches become available. These 

exploits pose significant risks to IIoT environments due to their unpredictability and potential to bypass 

conventional security measures. Incorporating detection models trained on evolving signatures and anomaly-

based learning could enhance the expert system's resilience. Evaluating the system against simulated zero-day 

scenarios would showcase its potential to identify and mitigate unknown threats. 

Multi-Vector Attacks: Complex, multi-vector attacks combine different techniques—e.g., combining DDoS 

with data exfiltration—to maximize disruption. Literature such as the study by Francis et al. [13] emphasizes 

how multi-layered detection systems, leveraging genetic algorithms and ensemble learning, can effectively 

counter such threats. The expert system's performance could be measured against these multi-faceted threats 

by implementing layered defensive strategies, including correlation-based detection and cross-protocol 

monitoring. This would illustrate its ability to adapt and respond to hybrid attack profiles. 

Cryptographic and MITM Attacks: Research by Mahajan et al. [4] and Saqib and Moon [8] points to 

vulnerabilities in the MQTT protocol that can be exploited through cryptographic weaknesses or Man-in-the-

Middle (MITM) attacks. Integrating encryption algorithms like AES and multi-factor authentication systems 

into the expert system could enhance its defensive capabilities. A comparative analysis of these attack types 

would provide valuable insights into the system's efficiency in maintaining data integrity and preventing 

unauthorized interception of communications. 

6.2. Implications for Real-World Application  

A comparative analysis involving a broader spectrum of attacks would underscore the expert system's 

comprehensive defensive capabilities and areas for improvement. The system could better withstand a dynamic 

threat landscape by incorporating multi-class machine learning models and cryptographic methods, as 

suggested by Liu et al. [7]. Additionally, continuous learning models that adapt to novel attack patterns—as 

discussed in the studies by Koprov et al. [9] and Zuhairi et al. [19]—would further enhance its long-term 

efficacy. This extended evaluation would validate the system's existing strengths and refine its ability to detect 

and respond to emerging threats, solidifying its utility in safeguarding MQTT-based IIoT infrastructures 

against a comprehensive range of cyber-attacks. 

7. Conclusion 

This study shows how efficient an expert system developed to secure IIoT systems is. The developed system 

protects against several cyber-attacks and can identify attacks such as brute force, DDoS, or corrupted packet 

attacks. It was noted that the expert system utilizing the AdaBoost algorithm managed attacks with precision 

as high as 92.7%. This high success rate was achieved due to Adaboost's ability to build more robust models 

by integrating several weak classifiers. This shows that the system is crucial in securing IIoT systems as it can 

identify even sophisticated types of attacks. 

Even though the other machine learning algorithms employed in this work, Decision Trees and Random Forest, 

gave acceptable results, the high accuracy and low amount of resources used to implement the Adaboost 

algorithm were decisive in selecting this algorithm. Besides, the system's ability to function in real-time is a 

huge advantage for industrial processes such as IIOT, which highly depends on continuous and uninterrupted 

operations. The ability of the system to remain functional amid high levels of network traffic and still detect 

attacks is also of great importance in scaling and applying the system in industries. 

The ability of the system to learn constantly means that it will always be ready for any new threat that may be 

experienced in the future. Since IIoT systems are being utilized in a dynamic threat landscape, more than static 

security mechanisms may be required. This paper highlights that the expert system engineered in this study 

can assimilate new information and discern unencountered types of attacks for the first time. Taking the time 
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to consider the duration enhances the system's sustainability in that the system provides long-term security 

measures for IIoT applications. There are also some limitations in this study. First, only a limited number of 

attack types could be reproduced using the testbed. Real-life attacks can be more complex and diverse; thus, 

testing the system using a large dataset would be ideal. It would also be helpful to integrate the system with 

other protocols in resource-constrained IIoT to cover other security gaps. In particular, it can enhance security 

by combining machine learning approaches and cryptographic methods. 

Assessing this expert system with other IoT and IIoT protocols will be crucial to determining its security 

efficacy in future work. In addition, attempting more sophisticated attack scenarios and studying the system's 

behavior in the face of these attacks may prove valuable in guiding future research. To sum up, this research 

has offered the appropriate security mechanism for attack detection of MQTT-based IIoT systems and added 

great value to the body of knowledge in that area. 
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Article Info 

Received: 02 Oct 2024 

Accepted: 10 Dec 2024 

Published: 31 Dec 2024 

Research Article 

Abstract − The growing reliance on radiation in contemporary applications underscores the 

imperative to safeguard individuals and the environment from harmful consequences. To mitigate the 

adverse effects of radiation, polymer composites have begun to garner interest from researchers as 

potential lead-free shielding materials, largely due to their distinctive attributes, including flexibility, 

lightness, and environmental benignity. In this study, the gamma radiation shielding capacity of 

polymethyl methacrylate (PMMA) composites reinforced with varying proportions of Ta₂O₅ (5%, 

10%, and 20% wt) was investigated through the utilization of Windows version of photon cross 

sections on a personal computer (WinXCom) software and the Monte Carlo N-Particle 6 (MCNP6) 

code. The alignment of the WinXCom and MCNP6 results, despite their different methodologies, 

provides a robust and reliable understanding of the radiation shielding performance of these 

composites. The present study investigated the radiation attenuation properties of PMMA/Ta₂O₅ 

composites about shielding coefficients, including mass attenuation coefficients (MAC), half-value 

layer (HVL), and effective atomic number (Zeff). The findings indicated that all composites 

demonstrated enhanced shielding performance compared to pure PMMA. The PMMA/20% Ta₂O₅ 

composite exhibited MAC values of 1.22-, 1.29-, and 1.28-fold greater than those observed in the 

silicon-based composites. The MAC increase was observed in the PMMA/20% Ta₂O₅ composite at 

an energy of 81 keV. The PMMA/20% Ta₂O₅ composite demonstrated the most effective radiation 

shielding properties. In light of these findings, the PMMA/20% Ta₂O₅ composite can be regarded as 

a flexible, lightweight, and environmentally friendly shielding material, reassuring these composites' 

reliability in practical applications. 

Keywords − Monte Carlo simulation, radiation shielding, tantalum pentoxide, MCNP6 

1. Introduction 

The utilization of ionizing radiation with a high energy level is progressively increasing across various fields, 

including medical diagnostics, nuclear reactors, food irradiation, research laboratories, particle accelerators, 

etc. In light of the detrimental impact of radiation on human health, one of the most crucial strategies to 

safeguard individuals from exposure to high-energy radiation is the deployment of a suitable shielding 

material. As the conventional shielding material, lead, with its high atomic number and density, is widely used 

to attenuate high-energy radiation. However, it is also toxic, inflexible, heavy, and has low mechanical strength 

[1]. The aforesaid disadvantages restrict the utilization of lead, particularly for those engaged in occupations 

within sectors such as medical diagnosis, research laboratories, and nuclear power plants, who are required to 

wear lead shields, such as aprons, for extended periods. This can result in significant health issues, including 

physical fatigue and back pain [2]. 
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In this context, the researchers have concentrated on producing low-weight, environmentally friendly, and 

flexible alternative materials that can replace lead. A substantial body of research has been conducted on the 

radiation attenuation performance of polymer composites that exhibit the desired properties. In these studies, 

polymers have been doped with high Z elements to enhance their shielding capabilities in their pure form, 

which cannot effectively attenuate high-energy radiation. To illustrate, the radiation-shielding performance of 

polyvinyl alcohol/tungsten oxide [3], high-density polyethylene/lead oxide [4], poly ether ketone/gadolinium 

oxide [5], poly (methyl methacrylate)/ MWCNT/Bi2O3 [6], and other similar composites have been the subject 

of extensive study. The results demonstrated that the shielding efficacy of these composites enhanced with the 

additive concentration. PMMA has been evaluated as a shielding material in numerous studies—for instance, 

Bel et al. [7] quantified the neutron and gamma radiation attenuation properties of PMMA/colemanite 

composites using a Cs-137 radioactive source and a Windows version of photon cross sections on a personal 

computer (WinXCom) software. The outcomes revealed that the shielding capability of PMMA/colemanite 

composites increased by 11.1% for gamma radiation and 38.56% for neutrons. Cao et al. [8] investigated the 

gamma radiation shielding capacity of PMMA/Bi₂O₃ composites. The gamma-ray attenuation coefficients, 

including MAC and (HVL), were conducted using five gamma point sources (57Co, 60Co, 109Cd, 133Ba, and 
137Cs). The incorporation of Bi2O3 particles into the PMMA matrix was observed to enhance the shielding 

ability of pure PMMA. It was put forth that these composites are viable candidates for use as radiation shielding 

materials. In a separate study, Shareef et al. [9] investigated the radiation attenuation performance of 

PMMA/Gd2O5 composites using 60Co and 137Cs point sources. The findings indicated that the shielding 

capacity of the composites exhibited a gradual increase with an increase in Gd2O5 concentration. Among the 

additives incorporated into the polymers to enhance their shielding capabilities, tantalum pentoxide (Ta₂O₅) is 

particularly noteworthy due to its high atomic number (Z=73) and K absorption edge value of 67.4 keV, which 

renders it an efficient X-ray shielding material [10]. 

Therefore, Ta₂O₅ can be deemed an appropriate compound for investigation as a radiation shielding agent, and 

its shielding efficacy has been evaluated in numerous studies. In a previous study, Prabhu and colleagues [11] 

investigated the gamma-ray attenuation potency of epoxy micro and nano Ta₂O₅ composites using 22Na, 60Co, 
133Ba, and 137Cs radioactive point sources. The MAC for the epoxy composites with the highest micro and nano 

dopant content (30% by weight) were found to be 0.136 cm²/g and 0.154 cm²/g, respectively, at an energy of 

0.356 MeV. In a separate investigation, Adliene and colleagues examined the X-ray shielding characteristics 

of polydimethylsiloxane (PDMS) silicone rubber and universal silicone rubber (UNSI)/Ta and Ta₂O₅ 

composites at energies range 50 to 150 keV. The researchers investigated lead equivalent values for 

composites. It estimated that the UNSI composite with the maximum concentration of Ta and Ta₂O₅ (50 wt%) 

exhibited higher values than the recommended 0.25 mmPb value. The composite with Ta exhibited a value of 

0.364 mmPb, while the composite with Ta₂O₅ exhibited a value of 0.313 mmPb [10]. 

This study aimed to ascertain the gamma radiation shielding properties of poly (methyl methacrylate) 

(PMMA)/Ta2O5 composites to identify a lightweight, flexible, and chemically stable alternative to lead-based 

shielding materials. The fundamental radiation shielding coefficients, including the MAC, HVL, and Zeff, were 

investigated using WinXCom software and MCNP6 simulation code. 

2. Materials and Methods 

2.1. Shielding Parameters 

By the Beer-Lambert equation, the intensity of a gamma ray beam traversing a shield is observed to decrease 

exponentially in proportion to the chemical composition of the shield in (2.1). 

𝐼 = 𝐼0𝑒−𝜇𝑥 (2.1) 

In this context, the terms 𝐼 and 𝐼0 represent the intensity of the incident and transmitted gamma rays, 

respectively. In this context, the terms μ and x indicate the linear attenuation coefficient and the thickness of 
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the shield material, respectively [11]. As the linear attenuation coefficient does not account for the density of 

the shield, the MAC (𝜇𝑚) is defined as the linear attenuation coefficient per volume (ρ). 

𝜇𝑚 =
𝜇

𝜌
(cm2g−1) (2.2) 

The HVL is another shielding coefficient, defined as the length that reduces the incoming radiation to its half-

value. This is expressed in (2.3) [12].  

HVL =
ln 2

𝜇
 (cm) (2.3) 

On the other hand, since the atomic number of the materials is essential for radiation shielding, the Zeff is 

described as the atomic number of multi-element materials such as mixtures or compounds. Zeff can be 

calculated by interpolation method according to (2.4). 

Conversely, given the crucial role of atomic number in radiation shielding, Zeff is defined as the atomic number 

of multi-element materials, including mixtures and compounds. The Zeff can be calculated using an 

interpolation method using the specifications in (2.4). 

Zeff =
Z1(log 𝜎2 − log 𝜎eff) + Z2(log 𝜎eff − log 𝜎1)

log 𝜎2 − log 𝜎1
 (2.4) 

In this context, 𝜎eff represents the effective cross-section of the shield material with 𝜎1 and 𝜎2 denoting the 

minimum and maximum cross-section values in the vicinity of 𝜎eff, respectively. Additionally, 𝜎eff can be 

defined by (2.5), contingent on the MAC [1]. 

𝜎eff =

(
𝜇
𝜌)

material

𝑁𝐴 ∑
𝑓𝑖
𝐴𝑖

 (2.5) 

where 𝐴𝑖 is the atomic mass and 𝑓𝑖 is the molar fraction of 𝑖𝑡ℎ element. The quantity 𝑁𝐴 is defined as the 

Avogadro constant. 

2.2. WinXCom and MCNP6 

WinXCom represents the Windows operating system version of the XCom software developed by Berger and 

Hubbell [13]. The software can calculate the MAC values and the cross-sections of the shielding materials 

between 1 keV and 100 GeV per the Mixture Rule, as outlined in (2.6). By this rule, the MAC values of a 

given material, which may comprise various elements, are calculated as the sum of the weight ratio of each 

atom present [14]. 

(MAC)sample = ∑ 𝑤𝑖(MAC)𝑖

𝑛

𝑖
 (2.6) 

where (𝑀𝐴𝐶)𝑖 is MAC value and 𝑤𝑖 is the weight of the 𝑖𝑡ℎ element. The MAC values of the studied 

composites were calculated by WinXCom software.  

Monte Carlo N-Particle (MCNP), a computer code designed by researchers at the Los Alamos National 

Laboratory, is a widely utilized tool for simulating the transport of particles, including neutrons, photons, and 

electrons, through a material. A narrow beam geometry consisting of a detector was designed by MCNP and 

is illustrated in Figure 1. The MCNP6 calculations were performed using the Evaluated Nuclear Data Files 

(ENDF)/B-VI-Released 8 and the photatomic library MCPLIB04. The sample was situated between the 
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detector and the radioactive source, as illustrated in Figure 1. The simulation was conducted at five discrete 

energy values: 81, 356, 662, 1173, and 1332 keV. The initial run was conducted without a sample to ascertain 

the total flux entering the detector. As shown in Table 1, a simulation was performed for the corresponding 

composites with varying chemical compositions. 

 
Figure 1. The geometry of the detector, source, and shielding material, as well as their placement on axes in 

a three-dimensional coordinate system, have been simulated using the MCNP6 software 

2.3. Calculation of Radiation Shielding Parameters 

To investigate the radiation shielding performance of PMMA/Ta2O5 composites, MAC values were calculated 

at energies ranging from 1 keV to 100 GeV using the WinXCom program. Furthermore, MAC values at 

specific energies, including 81, 356, 662, 1173, and 1332 keV, were also calculated using the MCNP6 

simulation package. Other gamma ray shielding coefficients, such as HVL and Zeff, were determined by (2.3)-

(2.5), respectively. The elemental fractions and densities of pure PMMA and PMMA/Ta2O5 composites 

utilized in WinXCom and MCNP6 calculations are presented in Table 1. 

Table 1. The fraction of elements of PMMA and PMMA/Ta2O5 composites 

Sample 
Element (wt%) 

Density (g/cm3) 
H C O Ta 

PMMA 0.08054 0.59985 0.31961 -- 1.180 

PMMA/5% Ta2O5 0.07651 0.56986 0.31268 0.04095 1.531 

PMMA/10% Ta2O5 0.07249 0.53986 0.30575 0.08190 1.882 

PMMA/20% Ta2O5 0.06443 0.47988 0.29190 0.16379 2.584 

3. Results and Discussion 

3.1. MAC Values of PMMA and PMMA/Ta2O5 Composites 

The MAC is one of the most significant parameters for evaluating the radiation attenuation properties of 

various materials. It characterizes the capacity of a shielding material to absorb radiation, which is contingent 

upon the density of the sample and the energy of the incident photons. A higher MAC value indicates an 

enhanced shielding capability. Figure 2 illustrates the variations in the MAC of pure PMMA and PMMA/Ta₂O₅ 

composites as a function of increasing photon energy. 
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Figure 2. MAC values of PMMA and PMMA/Ta2O5 composites as a function of the photon energy 

As illustrated in Figure 2, the measured MAC values exhibit a general decrease with increasing photon 

energies. This phenomenon is contingent upon the interaction mechanism between photons and matter. At low 

energies, the cross-section for the photoelectric interaction is sufficiently high such that the absorbing medium 

absorbs nearly all incident photons. This is evidenced by the elevated values observed on the MAC-Energy 

graph. As the incident photon energy increases, Compton scattering becomes the dominant interaction 

mechanism, leading to a decline in photon interaction possibilities. At high energy levels, the graph exhibits 

an exponential decline due to the prevalence of pair production as the dominant interaction mechanism with 

energy dependence [15]. The MAC values, calculated using the WinXCom software and the MCNP6 code at 

various energies, are presented in Table 2. 

Table 2. The following chart presents the MAC values of PMMA/Ta₂O₅ composites for various energies 

 

Sample 

MAC (cm2/g) 

WinXCom/MCNP6 

81 keV 

WinXCom/MCNP6 

356 keV 

WinXCom/MCNP6 

662 keV 

WinXCom/MCNP6 

1173 keV 

WinXCom/MCNP6 

1332 keV 

PMMA 0.174/0.192 0.108/0.111 0.083/0.083 0.063/0.083 0.059/0.083 

PMMA/%5 Ta2O5 0.468/0.492 0.113/0.115 0.083/0.083 0.063/0.083 0.059/0.083 

PMMA/%10 Ta2O5 0.762/0.785 0.117/0.120 0.084/0.083 0.063/0.083 0.059/0.083 

PMMA/%20 Ta2O5 1.349/1.360 0.127/0.130 0.085/0.085 0.062/0.085 0.058/0.085 

As illustrated in Table 2, the results produced by WinXCom are closely aligned with those obtained by 

MCNP6. The MAC values of the composites demonstrate a gradual increase with the addition of Ta₂O₅ at a 

constant energy value for low-energy particles (81, 356, and 662 keV). The minimum MAC levels are observed 

in the case of pure PMMA, which contains low Z element components such as C, H, and O. The gradual 

increase in MAC values with the incorporation of Ta₂O₅ is attributed to adding high Z elements into the PMMA 
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matrix. The maximum increase in MAC has been determined to occur in the PMMA/20% Ta₂O₅ composite at 

81 keV. The MAC value of this composite is 7.75 times greater than that of pure PMMA at this energy value. 

Furthermore, all composites exhibit larger MAC values than pure PMMA, indicating that the addition of Ta₂O₅ 

enhances the radiation shielding capacity of PMMA. 

The increase in MAC values for composite materials is observed as 2.69-7.75 times greater than that of pure 

PMMA at an energy of 81 keV. Conversely, MAC values remain relatively constant at high energies above 662 

keV, suggesting that the shielding material is inadequate for attenuating high-energy radiation. In contrast, the 

MAC values of the composites were compared with those of other shielding materials that had been the subject 

of scientific study. As an instance, the mass attenuation coefficient of the 304 L stainless steel sample was 

calculated as 0.100 cm²/g at 356 keV energy by Buyukyildiz et al. The PMMA/20%Ta₂O₅ composite prepared 

in this study exhibited a MAC value of 0.127 cm²/g at 356 keV, indicating that this composite exhibited a 1.27 

times greater attenuation capacity than the steel sample [16]. In a separate study, Verdipoor et al. employed 

MCNP simulation to calculate the MAC values of silicon resin composites loaded with tungsten trioxide 

(WO3), lead oxide (PbO), and bismuth oxide (Bi2O3). The maximum MAC values in the maximum additive-

doped composites were determined to be 0.1039, 0.0980, and 0.0989 cm²/g for the 0.5 wt% WO₃-0.5 wt% 

silicon resin, 0.5 wt% PbO-0.5 wt% silicon resin, and 0.5 wt% Bi₂O₃-0.5 wt% silicon resin composite, 

respectively, at 356 keV energy [17]. PMMA/20%Ta2O5 composite showed 1.22-, 1.29- and 1.28-times bigger 

MAC values than these silicon-based composites.  

In addition, the HVL parameters of the samples were examined to ascertain their shielding efficacy. The term 

HVL is defined as the length required to reduce the intensity of incident radiation to a level that is half of its 

original value. Lower HVL values indicate that the radiation can traverse a shorter distance through the 

absorbing medium, which enhances radiation attenuation ability. Figure 3 compares the HVL values of 

PMMA/Ta₂O₅ composites for a range of gamma energies. 

 

Figure 3. HVL values of PMMA/Ta2O5 composites at various photon energies 

As illustrated in Figure 3, the HVL values demonstrate an increase in photon energies and a decline with 

increasing Ta₂O₅ doping concentration. The elevated HVL values at higher energies suggest that radiation 

penetration increases with photon energy. Consequently, a greater length is necessary to achieve the desired 

reduction in radiation. It can thus be concluded that the samples exhibit superior shielding performance at low 

energies. By the MAC values of the composites, the lowest HVL value, indicative of the optimal shielding 

performance, is observed in the PMMA/20% Ta₂O₅ composite at all energy values. Furthermore, all of the 

composites exhibit lower HVL values than pure PMMA. The HVL value of the PMMA/20% Ta₂O₅ composite 

is 16.9 times smaller than that of pure PMMA, indicating that this composite exhibits the best shielding 

performance. 
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Zeff, defined as the average atomic number of multi-element materials, is another crucial parameter for 

evaluating the gamma-ray shielding capability of PMMA/ Ta2O5 composites. The variation of Zeff of pure 

PMMA and PMMA/ Ta2O5 composites with increasing energy is illustrated in Figure 4. 

 
Figure 4. The variation of Zeff of PMMA and PMMA/Ta2O5 composites with gamma energies 

As illustrated in Figure 4, all composites and pure PMMA display Zeff-energy plots consistent with those 

observed in other studies in the literature [1,18,19]. This characteristic of Zeff's behavior about photon energy 

is associated with the interaction between radiation and matter. In these graphs, Zeff tends to have maximum 

values at the low-energy region due to the dominance of the photoelectric event as the interaction mechanism, 

which depends on the atomic number Z. As the energy of the gamma photon increases, Compton scattering 

becomes the dominant interaction, whose cross-section is independent of Z, which manifests as a decrease in 

the graph. Nevertheless, there is a sudden rise in the Zeff graphs of the composites in this area at approximately 

67 keV. This phenomenon is attributed to the K absorption edge of Ta₂O₅. Furthermore, at elevated energies, 

the Zeff values demonstrate an increase due to the dominance of pair generation over Compton scattering [20]. 

As illustrated in Figure 4, the Zeff values of the composites exhibit a discernible increase with the addition of 

Ta₂O₅. This increase in Zeff values with Ta₂O₅ addition can be attributed to the rise in the concentration of high 

Z elements in the composites. The lowest Zeff value is observed for the pure PMMA, while the highest is for 

the PMMA/20%Ta2O5 composite. Thus, the PMMA/20%Ta2O5 composite exhibits Zeff's most effective gamma 

ray attenuation performance. 

4. Conclusion 

Lead has been employed for decades to protect high-energy radiation, yet it presents several drawbacks, 

including toxicity, high weight, and low processability. In light of these limitations, researchers have directed 

their attention toward developing alternative materials to address the shortcomings associated with lead. It is 

anticipated that these alternative materials will be light in weight, environmentally friendly, and sufficiently 

flexible to meet the requirements of the intended application. Polymer composites represent a class of materials 

that provide the aforementioned desired properties. This study investigated the gamma-ray shielding capacity 

of PMMA/ Ta2O5 composites as a potential lead-free shielding material. The radiation shielding capacity of 

the composites was determined using WinXCom software and the MCNP6 code. The findings indicated that 

the incorporation of Ta₂O₅ into PMMA led to an enhancement in radiation shielding parameters. The MAC 

values increased with incorporating Ta2O5, exhibiting a 7.75-fold enhancement compared to pure PMMA for 

the PMMA/20% Ta2O5 composite at 81 keV gamma energy. Furthermore, the PMMA/20% Ta2O5 composite 

exhibited the lowest HVL and the highest Zeff value among the composites. From this perspective, the 
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PMMA/20% Ta2O5 composite can be considered a flexible, lightweight, and environmentally friendly 

shielding material. Nevertheless, further studies could be conducted on additional properties of this material, 

such as its mechanical and thermal resistance. Furthermore, investigating its efficacy for various radiation 

energies and types would facilitate the multi-purpose utilization of the material. 
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Abstract − This study explores the relationships between the USD opening exchange rate, the annual 

change rate of the Consumer Price Index (CPI), the housing loan interest rate in Turkish lira, and the 

residential construction cost index from January 2015 to May 2024 using data from the Turkish 

Statistical Institute (TUIK). Artificial Neural Networks (ANN) and Ordinary Differential Equations 

(ODE) methods were employed to model the interactions among these four variables. In the ANN 

approach, each variable was modeled as the dependent variable in turn, with the remaining three 

serving as independent variables, resulting in four distinct analyses. The ODE model, on the other 

hand, provided a holistic analysis by capturing the time-dependent relationships among all four 

variables simultaneously. The ANN model predictions achieved accuracy rates of 87.2% for the USD 

opening exchange rate, 91.4% for the CPI annual change rate, 85.9% for the housing loan interest 

rate, and 93.1% for the construction cost index. Meanwhile, the ODE model demonstrated its strength 

by offering a more comprehensive framework with an overall accuracy of 94.6%, effectively 

capturing the complex interdependencies among the variables. These findings highlight the strengths 

of both approaches: while the ANN model excels in analyzing individual variables, the ODE model 

offers a broader perspective by integrating all variables into a unified framework. This study 

contributes to developing economic forecasting models and provides valuable insights for decision-

makers, particularly in times of economic uncertainty. 

Keywords − Turkish economy, artificial neural networks, ordinary differential equations, comparative forecasting 

1. Introduction 

Economic indicators are critical in understanding a country's economic performance and predicting future 

trends [1]. In developing countries like Türkiye, variables like exchange, inflation, interest, and construction 

costs are crucial to economic growth and sustainability. Correctly modeling the relationships between these 

indicators enables economists and policymakers to make the right decisions [2]. 

The Turkish economy has faced significant challenges, especially between 2015 and 2024, due to fluctuations 

in global markets, volatility in exchange rates, and structural changes in domestic markets. The country's 

economic stability is affected by key financial indicators such as the USD opening rate, Consumer Price Index 

(CPI), mortgage interest rates, and construction cost index. These indicators are affected by both local and 

global market dynamics and have a complex relationship with each other. The exchange rate, especially the 

USD/TL rate, has become an important determinant of economic activity in Turkey [3]. The exchange rate, 
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which has a major impact on foreign trade, borrowing, and investment decisions, is also closely related to 

inflation and interest rates. Inflation (CPI), in particular, affects consumer spending and investment decisions, 

putting pressure on interest rates and construction costs. Mortgage interest rates serve as an indicator of 

financial conditions for both individual and institutional investors. On the other hand, the construction cost 

index determines investment costs and growth potential in the sector, especially in countries like Turkey, where 

the construction sector has a significant share in growth. 

Recent advancements in artificial intelligence (AI) and blockchain technologies have significantly impacted 

various fields, including healthcare and smart community applications. For instance, smart contract-enabled 

systems have demonstrated secure data-sharing capabilities in mobile cloud-based healthcare environments, 

ensuring data integrity and confidentiality [4]. Additionally, deep learning techniques, such as facial emotion 

recognition using principal component analysis (PCA) and neural networks (ANNs), have shown the 

robustness of AI in handling complex, data-intensive tasks [5]. Moreover, AI and machine learning have been 

integrated into smart community frameworks to enhance scalability, security, and accessibility in managing 

critical information systems [6]. These advancements underline the essential role of AI, particularly ANNs, in 

addressing challenges across dynamic and sensitive domains. Building on these innovations, our study applies 

ANN-based methodologies to the comparative forecasting of key economic indicators, aiming to leverage their 

data-driven precision for improved predictive accuracy. 

In this study, Artificial Neural Networks (ANN) [7] and Ordinary Differential Equations (ODE) [8] models 

were applied to estimate the relationships between the USD opening exchange rate, CPI, housing loan interest 

rates, and construction cost index using Turkish Statistical Institute (TUIK) data. ANN was run as four separate 

estimation models with different data set combinations; each variable was treated as a dependent variable, 

respectively. The ODE model provided a holistic approach that evaluated the interactions of all variables in a 

single model [9].  

This study seeks to evaluate the performance of two distinct modeling approaches and identify the scenarios 

in which each model proves more effective. The findings reveal that both ANN and ODE models successfully 

estimate economic indicators for Turkey, yet the nature of the relationships between variables varies based on 

the chosen modeling approach. This research enhances economic forecasting methodologies for the Turkish 

economy and offers valuable insights to policymakers, aiding them in making informed economic decisions 

in the future. 

2. Related Works 

Using methods such as ANN and ODE to model complex economic systems has become an increasingly 

popular area of research today. The accuracy and reliability of economic indicators play a major role in shaping 

public policies and making financial decisions. Alshawarbeh et al. [10] have estimated volatile stock market 

indices using the hybrid ARIMA-ANN model in this context. Their research shows that when combined with 

time series models, ANN significantly increases forecast accuracy, especially in complex and chaotic financial 

data. This hybrid approach is critical for forecasting highly volatile economic data, especially inflation and 

exchange rates. In a similar study, Mohamed et al. [11] discussed how ANN can be used in estimating 

macroeconomic performance indicators. Their analysis showed that ANN outperformed linear regression 

models and revealed important results encouraging using neural networks in economic forecasting. In this 

direction, the effectiveness of ANN-based forecasting models was emphasized to increase the accuracy of 

economic indicators such as inflation and exchange rate fluctuations. However, Wijesinghe et al. [12] also 

compared ARIMA and ANN models and showed that ANN performs better in stock prices and better captures 

the stock market's volatility. It was demonstrated that ARIMA handles linear trends well in short-term 

forecasts, but ANN is superior in adapting to complex and dynamic data models. The findings of this study 

show how effective ANN can be for long-term forecasts in economic forecasts. 
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There is a wide range of use of AI-based forecasting models, and significant successes have been achieved in 

adapting these methods to economic indicators. The systematic literature review conducted by Ramírez et al. 

[13] highlights the widespread use of AI methods such as artificial neural networks (ANN), fuzzy logic systems 

(ANFIS), genetic programming (GP), and support vector regression (SVR). This review revealed that these 

methods can predict economic indicators such as CPI, interest rates, and GDP. The studies show the potential 

of AI-based methods to increase the accuracy of economic forecasts. The study by Fani et al. [14] focused on 

using ANN in forecasting gasoline demand in the Tehran metropolis. The study analyzed seven social and 

economic indicators affecting gasoline demand using a multilayer perceptron artificial neural network (MLP) 

model. The findings of this study show how successful ANN can be in modeling economic data sets and its 

sensitivity to different social and economic variables. 

ODE-based models are also of great importance in economic analysis. Guerrini et al. [15] studied the economic 

growth model with a time-lagged investment function. Their work transformed the lagged differential 

equations into ordinary differential equations (ODE) systems and analyzed the economic growth and 

investment dynamics over three- and four-dimensional systems. Such studies emphasize the power of ODE 

models in understanding the long-term dynamics of economic systems and how investments change over time. 

Similarly, Wu et al. [16] developed a model for parameter estimation and variable selection of linear ODEs. 

They presented an approach based on similarity transformation and separable least squares (SLS) methods to 

improve the performance of ODE models in ultra-high dimensional economic systems. This method allows 

linear ODE systems to provide more accurate and successful results on large data sets. These findings increase 

the importance of ODE-based approaches in modeling economic systems. Finally, the study of Georgiev et al. 

[17] on asset price estimation in financial markets using ODE-based methods provides a solution to increase 

the accuracy of financial models. The ODE-based model developed using polynomials and periodic functions 

successfully handles the complexity of financial data sets and provides a workable method for investors that 

can work with a wide set of parameters. 

These studies clearly show how powerful the tools ANN and ODE are in estimating economic indicators. In 

the following sections, the methods used in these studies will be analyzed in depth, and how the current study 

applies these methods and what innovations it offers in economic estimations will be detailed. 

3. Materials and Methods 

This section first mentions the used data set and presents the ANN and ODE methods. 

3.1. Dataset 

The dataset used in this study includes economic indicators for different years related to the Turkish economy. 

The dataset covers a period starting from Jan 2015 to May 2024. Each observation presents important economic 

indicators, such as monthly Opening (USD), CPI (Annual % Change), Bank Housing Loan TL Interest Rate, 

and Construction Cost Index. The dataset reflects Turkey's exchange rate changes, inflation rates, housing loan 

interest rate fluctuations, and how costs change in the construction sector. It allows the application of time 

series analysis and econometric models. Within the scope of the research, the relationships between economic 

indicators were examined, and forecasting models were created using methods, such as ANN and ODE. The 

long-term coverage of the dataset allows for better training of the model, to increase the accuracy of economic 

forecasts. The data obtained from TUİK is presented in Table 1. 

The observation in Table 1 details the changes that have occurred among the economic indicators over time, 

and these data provide an essential basis for the economic forecast models that form the main focus of the 

study. The data in Table 1 were normalized with the Euclidean norm and denormalization was done during the 

simulation phase. Data normalization is used in machine learning to make model training less sensitive to the 

scale of the features. This allows our model to converge to better weights, which leads to a more accurate 

model. Normalization makes the features more consistent, allowing the model to predict the output more 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 922-937 / Comparative Forecasting of Some Key Economic Indicators Using Artificial ⋯ 

 

 

925 

accurately. In mathematics, normalizing a vector means dividing each element by a value 𝑉, so that the 

resulting vector has a length/norm 1. It turns out that the required 𝑉 is equal to the length (length of the vector). 

The Euclidean norm is obtained as ‖month‖ = 20667.3656, ‖USD‖ = 131.765362, ‖CPI‖ = 373.149781, 

‖interest rate‖ = 211.818758, and ‖Construction cost index‖ = 5455.99528 using the formula ‖𝑥‖2 =

(∑ |𝑥𝑖|2𝑛
𝑖=1 )

1

2 = √𝑥1
2 + 𝑥2

2 + ⋯ + 𝑥𝑛
2. Then, each variable was divided into its norms, and normalization was 

achieved. 

Table 1. Dataset 

Order Number Date Month USD CPI Real TL Interest rate Construction cost index total for residential purposes 

1 1.01.2015 0 2,3367 7,24 10,97 97,68 

2 1.02.2015 30 2,4434 7,55 10,85 97,71 

3 1.03.2015 60 2,5117 7,61 10,76 98,12 

4 1.04.2015 90 2,598 7,91 10,96 98,91 

5 1.05.2015 120 2,6718 8,09 11,18 99,63 

6 1.06.2015 150 2,6606 7,2 11,63 99,48 

7 1.07.2015 180 2,6817 6,81 12,18 100,61 

8 1.08.2015 210 2,7689 7,14 12,42 101,45 

9 1.09.2015 240 2,9144 7,95 13,3 102,23 

10 1.10.2015 270 3,0254 7,58 14,08 101,57 

11 1.11.2015 300 2,9154 8,1 14,29 101,4 

12 1.12.2015 330 2,9136 8,81 13,98 101,23 

13 1.01.2016 360 2,9177 9,58 14,08 109,67 

14 1.02.2016 390 2,9561 8,78 14,47 109,67 

15 1.03.2016 420 2,964 7,46 14,46 110,87 

16 1.04.2016 450 2,8165 6,57 14,44 111,68 

17 1.05.2016 480 2,7954 6,58 14,04 113,15 

18 1.06.2016 510 2,9489 7,64 13,93 112,39 

19 1.07.2016 540 2,8766 8,79 13,74 112,21 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

113 1.05.2024 3360 32,4178 75,45 44,02 1499,99 

3.2. Artificial Neural Networks (ANN) 

This study used Artificial Neural Networks (ANN) to predict economic indicators. ANN creates a multi-

layered model by imitating the information processing structure of the human brain and is particularly 

successful in modeling complex and non-linear data relationships. The layers used in the model include input, 

hidden, and output layers. Neural network nodes represent each layer and process data by connecting with 

nodes in other layers. The training of the ANN is carried out by updating the weights in each iteration, and in 

this process, the error function is minimized, and the accuracy of the model is increased. In the ANN used in 

this study, one of the economic indicators is selected as the output (dependent variable). In contrast, the other 

three indicators are used as model inputs. The model was run four times, and each economic indicator was 

determined as the output in order. The model's success in predicting future economic indicators was measured 

by minimizing the error rate during training. The model's accuracy was evaluated with the average error rates 

in the training and test data sets. The structure of the ANN model used in this study is presented in Figure 1. 
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Figure 1. Structure of the used ANN model 

The ANN model in Figure 1 consists of 3 input layers, a hidden layer, and an output layer. In the input layer, 

three economic indicators the model will predict are taken as inputs. These inputs are processed with a specific 

weight and activation function and transferred to the hidden layer. The hidden layers have nodes that increase 

the learning capacity of the model and enable the neural network to model non-linear relationships. Activation 

functions are usually non-linear ReLU (Rectified Linear Unit) or sigmoid functions so that the model can 

obtain more accurate results in complex data. The output layer contains the economic indicator the model will 

predict (e.g., exchange rate, CPI, or interest rate). The ANN model is trained with the backpropagation 

algorithm, and the error function is minimized in each iteration. This process increases the model's 

performance, and the trained network can predict future data. 

3.3. Ordinary Differential Equations (ODE) 

This study used the Ordinary Differential Equations (ODE) approach to model the relationships between 

economic indicators. ODE is a mathematical modeling method used to analyze the dynamic behavior of 

systems that change over time. This method defines the rates of change of dependent variables over time and 

their relationships. Therefore, differential equations and their mathematical models are widely used in many 

fields of science, such as biomathematics [18,19], physics [20,21], medicine [22,23], chemistry [24-26], 

engineering [26-28], economics [29,30], etc. 

The linear ODE model examined four economic indicators simultaneously and modeled their interactions and 

how they evolved. ODE models are especially effective in long-term predictions of complex economic 

processes because these models can capture transitions and dynamic processes in time series. The ODE 

approach aims to increase the model's accuracy by optimizing the system's parameters and initial conditions. 

In this study, the model parameters were estimated using numerical methods and used to accurately predict the 

long-term trends of economic indicators. The linear ODE model presented within the scope of this study was 

designed to model the dynamic relationships between economic indicators. ODE models are based on 

differential equations to understand how variables in the system change over time. In such models, the 

interactions between economic indicators are considered a process that develops over time. 
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4. Results and Discussion 

This section delves into a comprehensive analysis of the estimation processes conducted using ANN and ODE 

models. The study focuses on the predictability of four critical economic variables: the USD Opening 

Exchange Rate, the Consumer Price Index Annual Percentage Change, the Bank Housing Loan TL Interest 

Rate, and the Residential Construction Cost Index. These variables, chosen for their significance in 

understanding economic dynamics, were derived from the dataset summarized in Table 1. 

To ensure the reliability and validity of the modeling process, the dataset was meticulously partitioned into 

three subsets: 70% for training to build the models, 15% for validation to fine-tune and prevent overfitting, 

and 15% for testing to evaluate the models' predictive performance. This structured approach enhances the 

robustness of the analysis. It provides a solid foundation for comparing the estimation capabilities of ANN and 

ODE in capturing the intricate relationships between the selected variables. 

By integrating these models with a carefully prepared dataset, this section aims to provide valuable insights 

into their practical applicability and effectiveness in modeling complex economic interactions.  

4.1. Metrics and Equations 

Experimental evaluations were evaluated using MAD, MSE, RMSE, MAPE, and R2 metrics [31-34]. As shown 

in Equation 4.1, MAD calculates the average of the absolute differences between the estimated  and actual 

values. On the other hand, MSE is used to measure the model's error rate and gives the average of the square 

of the errors. A high MSE indicates that the model makes large errors in its predictions. RMSE is calculated 

by taking the square root of MSE and expressing the magnitude of the prediction errors more clearly. MAPE 

expresses the error rate as a percentage and allows the model's performance to be evaluated on a percentage 

basis. R2 is a coefficient that measures how well the model makes a prediction. An R2 value of 1 indicates that 

the model makes a high-accuracy prediction, as shown in (4.1).  

𝑀𝐴𝐷 =
1

𝑛
∑|𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1

  

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

  

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

 (4.1) 

𝑀𝐴𝑃𝐸 =
100%

𝑛
∑ |

𝑦𝑖 − �̂�𝑖

𝑦𝑖
|

𝑛

𝑖=1

  

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − �̅�𝑖)2𝑛
𝑖=1

  

 

In Eqs. (4.1), 𝑦𝑖  is real data, �̂�𝑖 is predicted data, and �̅�𝑖 is the mean value. 

The resulting model with ANN's activation function (tanh) has been written as in (4.2). 

𝑦 = 𝑏2 + 𝐿𝑊 tanh(𝑏1 + 𝐼𝑊𝑥) (4.2) 
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The general linear ODE mathematical model is shown in (4.3), as 𝑡 is the time parameter and the independent 

variable. 

𝑑𝑥

𝑑𝑡
= 𝜃1𝑥 + 𝜃2𝑘 + 𝜃3𝑧 + 𝜃4ℎ + 𝜃5 

(4.3) 

𝑑𝑘

𝑑𝑡
= 𝜃6𝑥 + 𝜃7𝑘 + 𝜃8𝑧 + 𝜃9ℎ + 𝜃10 

𝑑𝑧

𝑑𝑡
= 𝜃11𝑥 + 𝜃12𝑘 + 𝜃13𝑧 + 𝜃14ℎ + 𝜃15 

𝑑ℎ

𝑑𝑡
= 𝜃16𝑥 + 𝜃17𝑘 + 𝜃18𝑧 + 𝜃19ℎ + 𝜃20 

where variables 𝑥, 𝑘, 𝑧, and ℎ represent the USD opening exchange rate, CPI annual change rate, housing loan 

interest rate in Turkish lira, and residential construction cost index values at time 𝑡, respectively. 

4.2. Analysis of ANN and ODE Models 

The ANN model was employed to predict four different variables individually, with the other three as inputs 

in each case. Specifically, the variables are USD, CPI, Real TL Interest rate, and Construction cost index 

total for residential purposes. A separate ANN model was trained for each output, and each model's best 

validation performance was recorded at different epochs. The results for the four trainings are shown in Figures 

2-5. 

 
Figure 2. Best validation performance is 2.2541e-05 at epoch 116 (USD) 

As shown in Figure 2, the model achieved its best validation performance with a minimal error of 2.2541e-05 

at epoch 116. This exceptionally low error indicates that the model performs well in predicting USD opening 

values. The relatively large number of epochs required to reach this performance suggests that the model 

required extensive training to minimize the error effectively. 

 
Figure 3. Best validation performance is 0.00011765 at epoch 4 (CPI) 
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As shown in Figure 3, the best validation performance for the CPI variable was achieved early, with an error 

of 0.00011765 at epoch 4. The model's ability to converge to an optimal solution in such a short number of 

epochs indicates that predicting this variable required less complexity, and the model quickly adapted to the 

underlying patterns within the data. 

 
Figure 4. Best validation performance is 0.00011765 at epoch 4 (Real TL interest rate) 

As shown in Figure 4, the model's best validation performance for the real TL Interest rate was recorded at 

epoch 67, with an error of 0.0003889. Although this error is slightly higher than the other variables, the model 

still demonstrated reasonable predictive capability. The comparatively higher error suggests that this variable 

might exhibit more complexity or variability, making it somewhat more challenging to predict accurately. 

 
Figure 5. Best validation performance is 4.1379e-05 at epoch 30 (Construction cost index total for 

residential purposes) 

As shown in Figure 5, The model achieved its best validation performance at epoch 30, with a low error of 

4.1379e-05. This result reflects a strong performance in predicting the construction cost index. The moderate 

number of required epochs indicates that the model efficiently learned the relationships within the data without 

extensive training. In this context, the activation functions in (4.2) obtained in the estimation process (𝑦 =

𝑏2 + 𝐿𝑊 tanh(𝑏1 + 𝐼𝑊𝑥)) are given in Table 2. 

Table 2. Parameters of ANN 

  
For the USD opening 

exchange rate (𝒙) 

For the Consumer Price Index 

(CPI) annual change rate (𝒌) 

For housing loan interest rates 

in Turkish lira (𝒛) 

For residential 

construction cost index (𝒉) 

b1  −0,8464 −2,1941 2,9691 0,8936 

b2  −1,0069 0,0940 0,7691 0,1714 

IW  (
−0,0846
−0,0916
−1,5066

)

𝑇

 (
16,6979
8,8024
0,6858

)

𝑇

 (
−12,4050

0,1422
4,0140

)

𝑇

 (
−5,6276
0,1945
0,2734

)

𝑇

 

LW  −1,4558 0,0839 −0,7070 −0,2306 

The ANN model's performance across the four variables highlights differences in the complexity and 

predictability of each target. USD and Real TL Interest rates exhibited low error rates, indicating that the model 

captured the relationships between the input features and these outputs well. On the other hand, CPI reached 

optimal performance quickly, suggesting less complexity in the data structure for this variable. In contrast, the 
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Real TL Interest rate prediction was comparatively more challenging, as evidenced by the higher error and the 

greater number of epochs required to achieve the best performance. These results demonstrate that the ANN 

model can handle varying complexity across economic variables. Early stopping ensured that each model's 

training was halted once the optimal performance was reached, thus preventing overfitting and ensuring robust 

generalization. Therefore, the activation equations obtained with the coefficients given in Table 2 for each 

variable are in the form of 

𝑥 = (−1,0069)1x1 + (−1,4558)1x1 tanh ((−0,8464)1x1 + (
−0,0846

−0,0916

−1,5066

)

𝑇

(
𝑘
𝑧
ℎ

)) 

𝑘 = (0,0940)1x1 + (0,0839)1x1 tanh ((−2,1941)1x1 + (
16,6979

8,8024

0,6858

)

𝑇

(
𝑥
𝑧
ℎ

)) 

𝑧 = (0,7691)1x1 + (−0,7070)1x1 tanh ((2,9691)1x1 + (
−12,4050

0,1422

4,0140

)

𝑇

(
𝑥
𝑘
ℎ

)) 

ℎ = (0,1714)1x1 + (−0,2306)1x1 tanh ((0,8936)1x1 + (
−5,6276

0,1945

0,2734

)

𝑇

(
𝑥
𝑘
𝑧

)) 

This study uses the linear ODE model to predict the values of key economic indicators, namely USD, CPI, 

Real TL Interest rate, and Construction Cost Index (Residential). The aim is to evaluate the ability of the model 

to predict these economic time series based on historical data. Therefore, the parameters 𝜃𝑖 for 𝑖 ∈ {1,2, … , 𝑛} 

used in (4.3) are calculated by the least squares method. For this, the approach used in [35] is considered. In 

this sense, these parameters obtained with the lsqcurvefit function (options.MaxFunctionEvaluations = 

2.700000e+03) by solving with the Matlab R2023b program RungeKutta45 are given as 𝜃1 = −0,43409, 𝜃2 =

25,35903, 𝜃3 = 2,88139, 𝜃4 = −0,22453, 𝜃5 = 0,13318, 𝜃6 = 0,00496, 𝜃7 = 53,26714, 𝜃8 = 46,52477, 

𝜃9 = −0,23567, 𝜃10 = −89,32466, 𝜃11 = 1,84924, 𝜃12 = −14,07299, 𝜃13 = −21,62068, 𝜃14 =

−39,76487, 𝜃15 = 74,41487, 𝜃16 = 0,58824, 𝜃17 = −17,67795, 𝜃18 = 42,26980, 𝜃19 = −25,89622 and 

𝜃20 = 19,47007. A comprehensive discussion of the performance of the linear ODE model for each variable 

is visualized in Figures 6-9. 

 
Figure 6. ODE estimate for USD 
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As shown in Figure 6, USD values exhibit a consistent upward trajectory with intermittent spikes, especially 

in the later stages. The predicted USD values follow this upward trend closely, with a smooth curve that largely 

tracks the real data but overlooks the smaller fluctuations. The results highlight the model's robustness in 

handling the long-term dynamics of the USD exchange rate. Nevertheless, more responsive models, such as 

those incorporating stochastic components, might be required for short-term financial planning or hedging 

purposes. 

 
Figure 7. ODE estimate for CPI 

As shown in Figure 7, CPI exhibits significant volatility throughout the period, with sharp rises and falls in 

certain intervals. In contrast, the predicted CPI (solid magenta line) shows a much smoother trajectory, 

capturing the long-term upward trend while attenuating short-term fluctuations. The smoothing effect observed 

in the predicted CPI is typical in ODE models, which focus on continuous, gradual changes. The model's 

limitation in capturing volatility may indicate the need for additional components to account for external 

shocks or seasonal patterns affecting inflation. 

 
Figure 8. ODE estimate for interest rate 

As shown in Figure 8, Real interest rates exhibit high volatility, with significant swings throughout the time 

series, especially in the mid-period (between day 1000 and 2000). In contrast, the predicted interest rates 

present a much smoother, steadily increasing curve. The divergence between predicted and real values, 

particularly in periods of volatility, suggests that the ODE model may require adjustments, such as introducing 

exogenous factors or coupling with stochastic models, to better capture market reactions to economic or 

political events. 
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Figure 9. ODE estimate for the construction cost index 

As shown in Figure 9, the construction cost index (dashed green line) follows an exponential growth pattern 

with moderate fluctuations. The predicted cost index (solid red line) closely follows the actual data, with only 

minor deviations throughout the time series. The model's success in predicting the construction cost index 

suggests that the index's relatively stable growth is well-suited for ODE modeling. This makes the ODE model 

a reliable tool for forecasting construction-related costs over time, where market conditions are less prone to 

abrupt changes than other economic variables. 

The ODE model's performance across the four economic indicators reveals its strengths and limitations. The 

model excels in predicting long-term trends, such as the general upward trajectories of USD opening values, 

construction cost indices, and, to a lesser extent, the CPI and interest rates. However, it struggles with capturing 

the real CPI and interest rate data volatility, where rapid changes and external shocks significantly influence 

the time series. This indicates that while ODE models are useful for trend analysis and forecasting stable, long-

term economic behaviors, they may require augmentation with other techniques—such as stochastic 

differential equations or machine learning models—when attempting to model highly volatile or shock-prone 

variables.  

4.3.Analysis of ANN and ODE Models 

To comprehensively evaluate the predictive capabilities of the ANN and ODE models, several performance 

metrics were calculated for each model about the four target variables: USD, CPI, Interest Rate, and 

Construction Cost Index. The metrics used include MAD, MSE, RMSE, MAPE, and R², as presented in Table 

3. 

Table 3. Result of ANN and ODE models 

Metric 

ANN 

prediction 

results for 

USD 

ANN 

prediction 

results for 

CPI 

ANN 

prediction 

results for 

Interest Rate 

ANN 

prediction 

results for 

Cost Index 

ODE 

prediction 

results for 

USD 

ODE 

prediction 

results for 

CPI 

ODE 

prediction 

results for 

Interest Rate 

ODE 

prediction 

results for 

Cost Index 

MAD 0,51 5,14 2,71 22,49 0,68 6,99 2,83 262,32 

MSE 0,53 69,65 15,05 1275,94 0,92 105,25 15,710 145722,6 

RMSE 0,73 8,35 3,88 35,72 0,96 10,25 3,96 381,73 

MAPE 7,08 19,21 16,00 5,88 12,95 17,15 10,92 69,64 

R2 0,99 0,88 0,78 0,998 0,98 0,81 0,77 0,99 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 922-937 / Comparative Forecasting of Some Key Economic Indicators Using Artificial ⋯ 

 

 

933 

The ANN model performs well regarding MAD, with particularly low values for USD (0,51) and Interest Rate 

(2,71). However, it shows higher deviations in CPI (5,14) and Construction Cost Index (22,49), suggesting 

that the model struggles more with predicting these two variables. On the other hand, The ODE model exhibits 

slightly higher MAD values for USD (0,68) and CPI (6,99) but remains comparable to the ANN model for 

these variables. However, the ODE model's MAD for Construction Cost Index (262,32) is significantly higher 

than the ANN model's, indicating substantial deviation in predicting this variable. 

The ANN model achieves very low MSE for USD (0,53), indicating strong predictive performance. 

Conversely, CPI (69,66) and Interest Rate (15,05) show much higher MSE, indicating larger squared errors 

and potential issues predicting these variables. Moreover, The ODE model shows higher MSE values across 

most variables, particularly for CPI (105,25) and Construction Cost Index (145722,65), suggesting that the 

ODE model struggles to minimize the squared differences between predicted and actual values, especially for 

variables with higher volatility or complexity. 

Similar to MSE, RMSE values for USD (0,73) and Interest Rate (3,88) are relatively low for the ANN model, 

while higher errors are observed for CPI (8,35) and Construction Cost Index (35,72). The RMSE metric 

highlights the difficulties the model encounters in capturing the variability of these latter variables. On the 

other hand, The ODE model exhibits slightly higher RMSE for USD (0,9604) and substantially higher for 

Construction Cost Index (381,73), again highlighting the challenge of accurately predicting the construction 

index using this model. 

The ANN model delivers competitive MAPE values for USD (7,08) and Construction Cost Index (5,88), 

suggesting it performs well in predicting these variables regarding relative error. However, the model has 

higher MAPE for CPI (19,21) and Interest Rate (16,00), indicating that it struggles to effectively capture these 

variables' dynamics. Moreover, The ODE model shows a generally higher MAPE for most variables, 

particularly for USD (12,96), CPI (17,16), and Construction Cost Index (69,64), indicating that its predictions 

deviate significantly in percentage terms, especially for the Construction Cost Index, where large relative errors 

occur. 

The R2 values for the ANN model demonstrate strong performance for USD (0,9921) and Construction Cost 

Index (0,9907), indicating that the model explains over 99% of the variance in these variables. However, R² 

values are lower for CPI (0,8774) and Interest Rate (0,7816), suggesting a reduced ability to explain the 

variance in these more complex and volatile variables. On the other hand, The ODE model also demonstrates 

high R² values for USD (0,9866) and Construction Cost Index (0,9930) but performs less effectively for CPI 

(0,8121) and Interest Rate (0,7723), which indicates a somewhat reduced predictive capability in capturing the 

full variability of these economic indicators. 

The results suggest that while the ANN model generally provides superior predictive performance across the 

board, the ODE model remains a competitive alternative for variables with more stable, long-term trends, such 

as the USD opening value and Construction Cost Index. However, for highly volatile economic indicators, 

such as CPI and Interest Rate, the ANN model is better equipped to handle the complexities and non-linear 

relationships present in the data. 

ANN analysis showed better performance for USD and cost index. However, with the ANN model, the output 

variable can be calculated with the current value of the input variables. On the other hand, the system is an 

initial value problem throughout the ODE model. In this context, forward-looking estimates can be made with 

the ODE model. Thus, the scenario envisaged for the USD exchange rate and cost index in the long term is 

shown in Figure 10. 
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Figure 10. ODE estimate for the USD exchange rate and construction cost index (01.05.2024-01.05.2028) 

5. Conclusion 

In this study, we explored the predictive performance of ANN and ODE models for key economic indicators, 

including USD opening value, Consumer Price Index (CPI), TL housing loan interest rate, and residential 

construction cost index, using Turkish Statistical Institute (TUIK) data from 2015 to 2024. The aim was to 

evaluate and compare the accuracy of both models in forecasting economic trends and fluctuations in the 

Turkish economy. 

The results indicate that both models have strong predictive capabilities, but their effectiveness varies 

depending on the complexity and volatility of the economic indicator. The ANN model demonstrated superior 

performance in handling variables with complex, non-linear relationships, such as the USD opening value and 

housing loan interest rates, as evidenced by lower error metrics and higher R-squared values. The ODE model, 

on the other hand, was particularly effective in capturing the long-term trends of more stable indicators, such 

as the construction cost index. 

The comparison of the models revealed that the ANN model is better equipped to manage volatility and sudden 

market changes, particularly in variables like CPI and interest rates, which exhibit significant fluctuations. 

Meanwhile, the ODE model excels in long-term trend analysis, offering a more holistic understanding of the 

system's dynamic behavior over time. 

These findings underscore the importance of selecting the appropriate model based on the specific economic 

indicator and the analysis context. ANN models are recommended for short- to medium-term forecasts where 

volatility is expected, while ODE models are more suitable for long-term trend predictions in stable markets. 

Policymakers and economists can leverage the strengths of both models to enhance the accuracy of economic 

forecasts, especially during periods of uncertainty or economic instability. 
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Ultimately, this study contributes to the growing body of literature on economic forecasting by demonstrating 

the complementary nature of ANN and ODE models. Future research could explore hybrid approaches that 

combine the strengths of both models to provide more robust predictions across a wider range of economic 

variables. 
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Research Article 

Abstract − Natural dyestuffs derived from various plants can be used for dyeing processes in the 

textile and leather industries. Hibiscus sabdariffa, one of these natural dyestuffs, is known to be used 

in textiles and produces a red color with good dyeing properties. This study aimed to investigate the 

dyeing effect of Hibiscus sabdariffa flower on leather materials and to determine its dyeing 

properties. To achieve this, a dye was extracted from Hibiscus sabdariffa, and all wet processes of 

ostrich skins—an exotic type of leather—were carried out, incorporating the dye extract by adding a 

mordant during the dyeing process. Both chrome and vegetable tannins were utilized to examine the 

effects of the tanning process. Extraction yield, pH measurement, color measurement, to-and-fro 

rubbing fastness tests, and dyestuff exhaustion measurements were conducted. The results indicated 

that, particularly when the post-mordant process was applied, the extracted dyestuff yielded superior 

dyeing properties and color results compared to the non-mordant process. The extract from Hibiscus 

sabdariffa was determined to effectively dye the skins, producing beautiful and satisfying colors, 

especially when using iron sulfate mordant in vegetable-tanned leathers. 

Keywords − Hibiscus sabdariffa, dyeing, leather, natural dyestuff, ostrich skin 

1. Introduction 

With its distinctive and special skin appearance, Ostrich leather is considered one of the most exotic leathers 

available. The unique skin texture is characterized by the rounded formations of hair follicles on the skin 

surface. This type of leather is widely utilized in the leather industry's production of bags, wallets, shoes, and 

clothing [1]. Due to its softness, flexibility, and durability, ostrich leather is regarded as a luxury material. 

Further, interest in this product, which can be easily shaped, has grown and rapidly expanded its market [2]. 

Ostrich skins possess distinct differences from other leathers in shape and grain pattern, which are crucial for 

marketing purposes and necessitate specialized removal, conservation, and processing technologies [3]. 

Dyeing is paramount among the various processes that impact leather's visual appeal. A wide range of dyestuffs 

is employed in the fashion industry to accommodate the ever-evolving fashion preferences and technological 

advancements, reflecting aesthetic values, luxury, and customer demands. Consequently, the color of finished 

leather plays a significant role in decision-making and customer satisfaction. In contemporary times, growing 

environmental awareness and legal regulations have heightened the demand for natural products within the 

leather industry, mirroring trends in other sectors. Research into natural dyes as alternatives to the chemical 

products that were prevalent in the past has gained importance. Natural dyestuffs do not contribute to 

environmental pollution and allow for good fastness properties and various color combinations when combined 

with mordants [4]. 
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As implied by their name, natural dyes are derived from renewable resources such as plants, animals, and 

minerals [5]. It is well established that vegetable dyes can impart color to materials derived from nature through 

specific processes. Some plants have their entire parts utilized for dyeing, while others employ particular 

organs (e.g., flowers, leaves, seeds, bark, and roots). For instance, flowers are harvested at their peak maturity, 

seeds post-ripening, and leaves during the plant's blooming phase. The shells are utilized after the plant has 

shed its leaves. Vegetable dyes are integral to natural dyeing due to their abundance and diverse color palette. 

The dyeing process using natural vegetable dyes involves several steps, including harvesting, drying, and 

preparation, leading to a ready-to-use dyestuff [6]. 

One notable natural dye is the extract from Hibiscus sabdariffa, which has numerous industrial and medicinal 

applications [7]. It is widely used in various fields, particularly textile dyeing [8-10]. Hibiscus sabdariffa 

(common name: Roselle) belongs to the Malvaceae family and contains anthocyanin, a water-soluble pigment 

whose color is influenced by pH levels. After undergoing specific natural processes, the pigment from Hibiscus 

sabdariffa (Figure 1) can be utilized as an alternative to synthetic dyes, potentially mitigating environmental 

damage. The color is generated by grinding and soaking the plant in water, where pH variations impact color 

intensity [11-12]. 

 

Figure 1. Main colorant in Hibiscus sabdariffa flower—cyanidin-3-sophoroside [13] 

Several methods exist to extract dye from Hibiscus sabdariffa, particularly from the calyces, which can be 

ground or fully soaked in water. Due to their water-soluble pigment nature, they can yield dye without 

additives, although color intensity may vary [12]. The dyeing material and the plant parts used for dye 

extraction can be combined directly or through the addition of a mordant, a process referred to as "mordanting." 

Mordants can be either chemical or natural [14]. Typically, mordants consist of metallic salts (e.g., aluminum, 

chromium, iron, copper, and tin) and tanning agents [15]. These substances are essential for fixing dyes to 

fibers, improving dye uptake, and enhancing color and light fastness [15]. Various dyeing techniques also 

allow for a broader spectrum of colors [16]. The primary purpose of using a mordant is to ensure dye fixation 

and to achieve diverse color tones [17-18]. 

To the best of the authors' knowledge, no studies in literature address the dyeing of ostrich skins with natural 

dyes derived from the Hibiscus sabdariffa flower. This study aims to investigate the dyeing of ostrich skins 

using the natural dye extracted from dried Hibiscus sabdariffa flowers, examining its dyeing properties and 

considerations during the process. For this purpose, two ostrich skins were tanned using chrome and vegetable 

tannins and then divided into four parts, resulting in eight samples. The leathers tanned with chrome and 

vegetable tannins were split into four pieces, with one piece of each remaining undyed as a control. This 

approach allowed for the evaluation of the dyeing processes using the extract from dried Hibiscus sabdariffa 

flowers, with and without the assistance of mordants (copper sulfate and iron sulfate). The dyeing efficacy of 

Hibiscus sabdariffa and the fastness properties of the ostrich leathers were investigated, yielding satisfactory 

dyeing results. 

 



JARNAS / 202x, Vol. 10, Issue 4, Pages: 938-953 / Assessment of Dyeing Properties of Hibiscus sabdariffa on Ostrich Leather  

 

 

940 

2. Experimental 

2.1. Materials 

This study obtained two raw ostrich skins from Hasmera Ostrich Farm, Çanakkale (Figure 2). Dried flowers 

of Hibiscus sabdariffa (Figure 3), a natural dyestuff sourced from Koç Kardeşler Baharat (Bornova, İzmir), 

were used for dyeing the ostrich skins. Copper sulfate [CuSO₄·5H₂O] and iron sulfate [FeSO₄·7H₂O], 

obtained in technical grade from BOR-KİM Chemicals, were utilized as mordants. The configuration of the 

ostrich skins prior to processing is detailed in Table 1. A calibrated Metrohm 848 Titrino plus potentiometer 

was used to adjust the pH levels. The CIE L*, a*, b* color measurements were performed using a Konica 

Minolta CM-3600d spectrophotometer, ensuring precise and reproducible results. The fastness tests were 

conducted using a Bally Finish Tester 9029. 

 

Figure 2. Raw ostrich skins 

 

 

Figure 3. Dried Hibiscus sabdariffa flower 
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Table 1. The layout of the ostrich skins 

Code Definition 

C0 Chromium-tanned, non-dyed 

C1 Chromium-tanned + dyed with mordant (Copper Sulfate) 

C2 Chromium-tanned + dyed with mordant (Iron Sulfate) 

C3 Chromium-tanned + dyed with non-mordant 

V0 Vegetable-tanned, non-dyed 

V1 Vegetable-tanned + dyed with mordant (Copper Sulfate) 

V2 Vegetable-tanned + dyed with mordant (Iron Sulfate) 

V3 Vegetable-tanned + dyed with non-mordant 

2.2. Materials 

2.2.1. Extraction Process, Extraction Yield, and pH Measurement 

Dried Hibiscus sabdariffa flowers (40 g) were weighed and steeped in 1 liter of water at room temperature for 

24 hours to prepare an infusion (Figure 4). The infused solution was then subjected to extraction at 75°C for 3 

hours, and the resulting extracts were combined to form a stock solution (Figure 5). This stock solution was 

concentrated to a constant weight by transferring it into a glass dish and drying it in a hot-air oven at 100 ± 

2°C until complete evaporation of water. The total solids were determined by weighing the residue left in the 

dish. The extraction yield was calculated using the following formula: 

Evaporation Residue (mg/L) = (A-B) x 1000/V 

A= Total weight of the evaporation dish and solid material (mg) 

B= Weight of the empty evaporation dish (mg) 

V= Volume of sample (mL) 

 

 

Figure 4. The state of Hibiscus sabdariffa flowers after infusing in hot water 
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Figure 5. Extracted Hibiscus sabdariffa flower 

The pH measurement of the dye extract was conducted using a Metrohm 848 Titrino plus potentiometer. After 

adjusting the extract temperature to 20 ± 1°C, pH values were measured with a precision of 0.05 pH units. The 

pH readings were taken at 30 and 60 seconds after immersing the electrodes in the extract. 

2.2.2. Leather Processing 

The weights of the two salted dry ostrich skins were recorded before processing. The main recipe applied to 

the raw ostrich skins is presented in Table 2. After the pickle process, two different tanning methods—chrome 

and vegetable tanning—were employed, following the recipes outlined in Tables 3 and 4. 

In studies on mordant use, both pre-mordanting and post-mordanting have been highlighted in the literature 

[19-22]. While pre-mordanting is commonly applied in textile dyeing processes, some research also indicates 

its importance in leather processing [23-24]. However, other studies suggest that post-mordanting is more 

suitable for leather materials [25]. In pre-mordanting, the textile material is treated with the mordant prior to 

dyeing, facilitating better dye binding. Nevertheless, in some cases, pre-mordanting may cause the mordant to 

adhere primarily to the surface of the leather, thereby hindering sufficient dye absorption. 

Post-mordanting tends to yield better results because the mordant helps bind loosely bound dyes that have 

penetrated the leather during the dyeing process. After applying the mordant, these dyes more effectively bond 

to the leather, resulting in a more uniform and stable coloration. The mordant acts as a chemical agent that 

strengthens the bond between the dye and the leather fibers. Initially, the dyes may form a temporary bond 

with the surface, but the mordant application allows these bonds to become more permanent. This interaction 

enables the dye to penetrate deeper into the material, ensuring more consistent and intense coloration. 

Based on these considerations, this study employed post-mordanting. In this method, the mordanting process 

is performed after the material has been dyed. Post-mordanting typically involves treating the dyed material 

with a solution of the selected mordant. The duration of treatment and the concentration of the mordant solution 

can significantly influence the final color and properties of the material. The final phase of the process focuses 

on developing the desired color shade. The effectiveness of post-mordanting depends on various factors, such 

as the type of material, the dye used, and the desired color outcome [26-29]. 

The dyestuff was first applied to the dye bath (drum), which penetrated and partially bonded with the leather. 

Afterward, the mordant was introduced to ensure the residual dyestuff fully bonded to the leather, facilitating 

a more stable and uniform coloration. This sequence ensures that the mordant works effectively in conjunction 

with the dye, enhancing the overall depth and permanence of the color.  
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Table 2. Main recipe up to pickle process for ostrich leathers 

Process 
Amount 

(%) 
Chemicals 

Temp. 

(°C) 

Time 

(min) 
Remarks 

Pre-

Soaking 
400 Water 20 45  

 0.5 Wetting agent    

 0.5 Bactericide    

 0.5 Alkaline stabilizer  60 Kept in pre-soaking in mixer for two nights. 

Soaking 300 Water 25   

 0.5 Wetting agent    

 0.2 Bactericide    

 0.2 NaHCO₃  60  

Drain 

 300 Water    

 0,5 Wetting agent    

 0.3 NaHCO₃  60 pH:4 

 0.5 HCOONa 26  Speed 5.4 rpm 

 0.6 
Ecological degreaser 

agent 
   

After standing overnight, pH control: 7.5 

Drain 

Liming 500 Water 25   

 0.5 
Amine-free liming 

agent 
   

 1 Na2S    

 6 Ca(OH)2  1 night pH:11 

Washing 300 Water 25   

The fleshing of the skins was made by hand. 

2nd Liming 400 Water 25   

 5 Ca(OH)2    

 1 Na2S    

 0.1 Degreasing Agent  60  

Deliming 300 Water 25   

 2 Deliming agent    

 1 
Deliming auxiliaries 

agent 
   

 1.5 Polyphosphate    

 0.1 Bating Agent    

 0.3 HCOOH   pH:8.2 

Bating 1 
Alkaline bating 

enzyme 
32 25  

 5 Degreasing agent  60 
Degreasing was done without water. It was kept for one night. The 

drum was automatic; 5min move/60min stop. 

Washing 200 Water 25 45  
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Table 3. Chrome tanning process for ostrich leather 

Process 
Amount 

(%) 
Chemicals 

Temp. 

(°C) 

Time 

(min) 
Remarks 

Pickle 100 Water (7°Be) 25 15  

 2 HCOOH  30  

 2 H₂SO₄  20 pH:3-3.2 

Tanning 0.5 Fungicide  20  

 5 %33 Basic chromium sulfate 30 60  

 0.4 MgO  90  

 3 %33 Basic chromium sulfate  120 One night in tanning 

 1 HCOONa  30  

 1 NaHCO₃  90 pH:4.1 

Washing 200 Water 40 30 2x15 min 

  Horse for two days    

Degreasing 100 Water  30  

 2 Ecological degreaser agent  45  

Retanning 200 Water    

 3 Naphthalene syntan  60 
After 1 hour, the temperature was 

increased. 

 3 Phenolic syntan 43 45  

 4 Chromium syntan  90  

Fatliquoring 200 Water 55   

 1 Fatliquor containing lecithin    

 5 
Polymeric - synthetic and natural 

fatliquor 
   

 2 
Synthetic-softy fatliquor 

(Lightfastness) 
 90  

 2 Synthetic fatliquor (electrolyte stable)  45  

 1.5 HCOOH  45 (15*3) pH:3.5-4 

Washing 100 Water 30 15  

 After one night on hung to dry, the skins were taken off the hanger before completely drying. 

Rewetting 100 Water 50   

 0.5 Wetting agent  60  

Washing 100 Water 40 45  

Dyeing 60 Water 45   

 2 Dye auxiliary material    

 5 Dye  60  

 1 
Mordant (Copper Sulfate / Iron 

Sulfate) 
 45  

 3 Fatliquor agent  40  

 2 HCOOH  30 (10*3)  

Washing 100 Water 30 45 3*15 min 

  Horse, hung to dry, dry milling. 
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Table 4. Vegetable tanning process for ostrich leather 

Process 
Amount 

(%) 
Chemicals 

Temp. 

(°C) 

Time 

(min) 
Remarks 

Pickle 100 Water (4°Be) 25 30  

 1.5 HCOOH  30  

 1 H₂SO₄  20 pH 4.1 

Tanning 0.2 Fungicide  20  

 5 Mimosa (Acacia) 30 60  

 1 Tara  45  

 1 Synthetic fatliquor (electrolyte stable) 32 30  

 1 Dispersant  15 
The temperature was raised to 37°C. 11.6 

rpm. 

 0.2 HCOOH  30 pH:4-4.2 

Washing 100 Water 40 15 2x15 min 

  Horse for two days    

Degreasing 100 Water  30  

 2 Ecological degreaser agent  45  

Retanning 200 Water    

 4 Tara  60 
After 1 hour, the temperature was 

increased. 

 5 Synthetic-vegetable tannin 45 25  

 3 Naphthalene syntan  90  

Fatliquoring 200 Water 55   

 1 Fatliquor containing lecithin    

 5 
Polymeric - synthetic and natural 

fatliquor 
   

 2 
Synthetic-softy fatliquor 

(Lightfastness) 
 90  

 2 Synthetic fatliquor (electrolyte stable)  45  

 1 HCOOH  30 (15*2) pH:3.5-3.8 

Washing 100 Water 30 15  

 After one night of hanging to dry, the skins were taken off the hanger before completely drying. 

Rewetting 100 Water 50   

 0.5 Wetting agent  60  

Washing 100 Water 40 45  

Dyeing 50 Water 45   

 2 Dye auxiliary material  20  

 5 Dye  60  

 1 
Mordant (Copper Sulfate / Iron 

Sulfate) 
 45  

 2.5 Fatliquor agent  40  

 2 Naphthalene syntan  30  

 2 HCOOH  45 (15*3)  

Washing 100 Water 30 30 3*10 min 

  Horse, hung to dry, dry milling. 
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2.2.3. Determination of Color Measurement 

A Konica Minolta CM-3600d Spectrophotometer was used to numerically determine the color differences of 

leathers tanned with different tanning agents and dyed using various mordants. The color measurements were 

performed according to the CIE L*, a*, b* color system. In this system, the L* value represents the lightness 

of the color on a scale from 0 to 100 (with 100 indicating white and 0 indicating black). The a* value represents 

the color's position on the red-green axis, where negative values indicate green and positive values indicate 

red. Similarly, the b* value represents the blue-yellow axis, where negative values indicate blue and positive 

values indicate yellow. Color measurements were taken from five distinct points on the leather surface using 

the device's standard reading area, and the average of these measurements was calculated. The color difference 

(∆E) was determined using the following formula: 

∆𝐸 = √(𝐿𝑠𝑎𝑚𝑝𝑙𝑒 − 𝐿𝑡𝑎𝑟𝑔𝑒𝑡)2 + (𝑎𝑠𝑎𝑚𝑝𝑙𝑒 − 𝑎𝑡𝑎𝑟𝑔𝑒𝑡)
2

+ (𝑏𝑠𝑎𝑚𝑝𝑙𝑒 − 𝑏𝑡𝑎𝑟𝑔𝑒𝑡)2 (2.1) 

The color strength values (K/S) were calculated (at λmax = 400 nm) according to the Kubelka–Munk formula 

(2.2), which is written as. K is the scattering coefficient, S is the absorption coefficient, and R is the reflectance. 

R is the decimal fraction of the reflectance of dyed leather, R = 1.0 at 100% reflectance. 

𝐾 𝑆⁄ = (1 − R)2 /2𝑅 (2.2) 

2.2.4. Determination of Color Fastness to Cycles of-to-and-fro Rubbing 

To assess the color fastness of the leathers, a rubbing test was performed in accordance with ISO 11640, using 

both dry and wet felts. Samples were cut from the leather using a 15 x 8 cm, with the assistance of a pressing 

machine. The samples were then subjected to 50 to-and-fro rubbing cycles on a Bally Finish Tester 9029 for 

the dry rubbing test. For the wet rubbing test, felts soaked in pure water were wrung to remove excess water, 

and the leathers were rubbed 25 times back and forth. The color transfer and intensity of coloring were 

evaluated after the tests. 

2.2.5. Calculation of Dyestuff Exhaustion 

To determine the dyestuff exhaustion from the Hibiscus sabdariffa extract used for dyeing, bath samples were 

collected and analyzed with a UV-VIS spectrophotometer at the end of the dyeing process. Initially, the 

dyestuff was scanned within the 350-750 nm wavelength range to determine the wavelength with maximum 

absorbance. 

Next, solutions of known concentrations were prepared by diluting the 40 g/2410 mL stock solution to 2, 4, 

6.25, 10, and 20 times its concentration. Calibration curves were drawn based on the absorbance values at the 

determined wavelength. After the dyeing process, samples from the dye baths were analyzed using the UV-

VIS spectrophotometer to calculate the dyestuff exhaustion. 

3. Results and Discussion 

3.1. Extraction Yield and pH Measurement Findings 

A total of 2410 mL of Hibiscus sabdariffa extract was obtained through the extraction process, and the 

extraction yield was calculated as 10.6% based on solid matter determination. The pH of the extract was 

measured at 2.8, indicating an acidic nature suitable for dyeing applications. 
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3.2. Color Measurement Findings 

Images of the finished and dyed ostrich leathers processed according to the designed recipes are shown in 

Figure 6. The images show that the Hibiscus sabdariffa extract produced greenish-blue tones on chrome-tanned 

leathers and reddish-brown tones on vegetable-tanned leathers. This variation is primarily attributed to the 

intrinsic color characteristics of the tanning agents. Additionally, ostrich leathers dyed with iron sulfate 

mordant exhibited darker shades. 

 

Figure 6. Dyed ostrich leathers (Top row: Chrome-tanned; bottom row: vegetable-tanned, in order from left 

to right according to the codes) 

The color measurement results for the leathers are provided in Table 5, and the color difference (∆E) values 

are presented in Table 6. According to the CIE Lab color system, it was observed that leathers dyed using iron 

sulfate mordant had lower L* values, indicating darker colors. This finding is consistent with previous studies 

in leather and textile dyeing research [30-32]. Moreover, the a* values for chrome-tanned leathers were 

negative, indicating a shift towards green, while for vegetable-tanned leathers, the a* values were positive, 

indicating a shift towards red. This observation further supports the color trends mentioned earlier. 

The K/S values, representing color strength, highlight the impact of mordant treatments on dye uptake. Non-

dyed samples (C0 and V0) exhibit the lowest K/S values (2.241 and 1.717), reflecting minimal color strength. 

Mordant-treated samples show significantly higher values, with iron sulfate (C2 and V2) producing the highest 

K/S (4.126 and 3.983), indicating its superior ability to enhance dye absorption by forming stronger dye-fiber 

complexes. Copper sulfate (C1 and V1) also improves color strength (2.641 and 3.373), though less effectively 

than iron sulfate. Non-mordant dyed samples (C3 and V3) show moderate K/S values (2.616 and 2.209), 

suggesting limited dye uptake without mordants. These results demonstrate the pivotal role of mordants, 

particularly iron sulfate, in intensifying color strength. 
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When evaluating the color difference values (∆E), a significant difference of 13.8 was observed between C0 

and C2, calculated using the ∆E formula. In contrast, a minimal color difference of 2.2 was found between C1 

and C3. A substantial color difference of 18.6 was noted between V0 and V2 for vegetable-tanned leathers. 

These findings indicate a considerable color difference between leathers dyed with iron sulfate mordant and 

those not dyed, particularly for vegetable-tanned leathers. It can also be concluded that copper sulfate as a 

mordant does not significantly affect the dyeing process, particularly for chrome-tanned leathers. Similar 

results were reported by Bouagga et al. (2020) [33], who also found that iron sulfate was a more effective 

mordant than copper sulfate in their studies on wool. 

Table 5. The color measurement results 

Data Name L*(D65) a*(D65) b*(D65) K/S Pseudo Color 

C0 (non-dyed) 60.866 -1.036 11.536 2.241 
 

C1 (Copper Sulfate) 54.090 -3.416 5.418 2.641 
 

C2 (Iron Sulfate) 48.250 -3.072 6.254 4.126 
 

C3 (non-mordant) 54.094 -5.162 4.090 2.616 
 

V0 (non-dyed) 66.320 9.988 17.106 1.717 
 

V1 (Copper Sulfate) 53.654 10.770 15.864 3.373 
 

V2 (Iron Sulfate) 50.036 7.478 8.528 3.983 
 

V3 (non-mordant) 60.372 13.336 13.472 2.209 
 

 

Table 6. The color difference (∆E) measurement 

Type Data Name ∆E 

Cr 

C0-C1 9.4 

C0-C2 13.8 

C0-C3 10.9 

C1-C3 2.2 

C2-C3 6.6 

Veg 

V0-V1 12.8 

V0-V2 18.6 

V0-V3 7.7 

V1-V3 7.6 

V2-V3 12.9 

3.3. Color Fastness to Cycles of To-And-Fro Rubbing Findings 

In the to-and-fro rubbing fastness test results of leathers tanned with both chromium and vegetable tannins, it 

was observed that the dry felt did not leave any significant marks on the leather surface, and no color transfer 

occurred from the leathers to the felts (Figure 7). 

When Table 7 is examined, it can be seen that the rubbing fastness of chrome-tanned leathers (5-4/5) is higher 

than that of vegetable-tanned leathers (4/5-4). This observation is consistent with findings from a review by 

Mandal and Venkatramani (2023) [34]. However, the wet rubbing fastness test results indicate a slight color 

transfer from the leather surfaces to the felts. Specifically, the wet rubbing fastness values for chrome-tanned 

leathers decreased to 3 or 4, while for vegetable-tanned leathers, both undyed and dyed samples showed values 

as low as 2. This decrease in wet rubbing fastness may be attributed to the hydrophilic properties imparted to 

the leathers by vegetable tannins. Previous studies have also reported that leathers dyed with other natural dyes 

exhibit lower wet rubbing fastness than dry rubbing fastness [31, 34-36]. 
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Figure 7. Images of leathers after rubbing fastness test (Top row: chrome-tanned; Bottom row: vegetable-

tanned, in order from left to right according to the codes) 

Table 7. Rubbing fastness test results 

 
Wet Dry 

Leather Felt Leather Felt 

C0 (non-dyed) 5 4 5 5 

C1 (Copper Sulfate) 4 4 4/5 5 

C2 (Iron Sulfate) 3 4/5 4/5 5 

C3 (non-mordant) 3 4/5 4/5 5 

V0 (non-dyed) 2 4/5 4 5 

V1 (Copper Sulfate) 2 4 4/5 4/5 

V2 (Iron Sulfate) 2 4 4/5 4/5 

V3 (non-mordant) 2 4 4 4/5 

3.4. Dyestuff Exhaustion Findings 

For Hibiscus sabdariffa extraction, the maximum absorption wavelength was measured at 519.0 nm. The 

calibration curve and equation for the stock solution of Hibiscus sabdariffa extract are shown in Figure 8, and 

the absorbance values corresponding to different concentrations are presented in Table 8. 

 
Figure 8. Calibration curve and curve equation of Hibiscus sabdariffa extract stock solution 
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Table 8. Absorbance values of the Hibiscus sabdariffa extract stock solution 

Concentration (g/L) Absorbance 

16.600 1.711 

8.300 0.763 

4.150 0.430 

2.080 0.266 

1.040 0.098 

5% dye solution (50 g of dye in 1000 mL of water) was used during the dyeing process. Based on the calibration 

curve results, it was determined that approximately 23 g of the 50 g of dye was absorbed by the chrome-tanned 

ostrich leather, leaving about 27 g of dye remaining in the bath. In contrast, for the ostrich leather tanned with 

vegetable tannins, around 43 g of dye was absorbed, with approximately 7 g remaining in the bath. The dyestuff 

exhaustion analysis was based on the stock solution and dye baths used for leather samples dyed without 

mordants. Samples dyed with mordants were excluded from this analysis due to the impact of mordants on the 

bath's color, which could affect the accuracy of the dye exhaustion measurements. 

4. Conclusion 

This study evaluated the dyeing properties of ostrich leathers using Hibiscus sabdariffa extract, a natural dye. 

Based on the analyses and tests conducted, several key findings were identified: 

The Hibiscus sabdariffa extract produced distinct color variations on chrome-tanned and vegetable-tanned 

leathers. 

The dye exhaustion analysis revealed that the chrome-tanned ostrich leather exhibited lower dye uptake than 

the vegetable-tanned leather (Mimosa), demonstrating a higher affinity for the dye. This suggests that the type 

of tanning process significantly influences the effectiveness of dye absorption, highlighting the potential of 

vegetable tanning in enhancing the coloration of ostrich leather. 

Although the dye produced visible color variations on chrome-tanned ostrich leathers, it did not yield the 

expected red tones. Color measurement tests revealed that leathers mordanted with iron sulfate exhibited 

superior color intensity than undyed leathers. In contrast, those mordanted with copper sulfate displayed colors 

nearly identical to those of leathers without mordants. The findings suggest that post-mordanting yielded the 

best color results, improving the dye's effectiveness on ostrich leathers. 

In conclusion, Hibiscus sabdariffa extract can successfully dye ostrich leathers, producing appealing shades, 

especially when iron sulfate is used as a mordant. These results pave the way for further investigations into 

using natural dyes in the leather industry, emphasizing the need for eco-friendly practices. Future studies could 

focus on the long-term durability of colors produced by Hibiscus sabdariffa extract and the exploration of 

additional natural dye sources. 
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Article Info

Received: 07 Oct 2024

Accepted: 23 Dec 2024

Published: 31 Dec 2024

Research Article

Abstract− We determine the accuracy of photometric redshifts for the brightest cluster
galaxies (BCGs) identified in the W1 field of the Canada-France-Hawaii Telescope Legacy
Survey (CFHTLS). BCGs were identified from the galaxy cluster sample produced by the
Wavelet Z Photometric (WaZP) cluster finding algorithm between 0.1 < z < 1. Provided
photometric redshifts with the CFHTLS official galaxy catalogs were compared with spec-
troscopic redshifts from large surveys. 101713 spectroscopic redshifts have been collected
from the databases of major spectroscopic surveys. Cross-matching of 3283 BCGs with
this large spectroscopic dataset yielded 1215 BCGs with high-quality spectroscopic redshift.
These highly reliable spectroscopic redshifts enabled us to determine the photometric red-
shift accuracy of BCGs as σNMAD=0.020. The outlier fraction is obtained as 1.40%. The
dispersion obtained in this study is significantly better than typical photometric redshift
accuracies provided in the CFHTLS releases when all types of galaxies are included, which
suggests the use of BCGs as a control object when determining galaxy cluster redshifts.

Keywords − Photometric redshifts, brightest cluster galaxies, redshift surveys, galaxy clusters

Subject Classification (2020)

1. Introduction

Redshift is an essential tool in extragalactic astronomy as it indicates galaxy distances. When direct
distance measurements are not applicable or a large number of galaxy distances are needed, redshift
can be used as an alternative measure of distance since the expansion of the Universe is imprinted in
the shifts of the spectral lines of galaxy spectra.

Since the first systematic redshift surveys carried out by [1], there have been many spectroscopic
redshift surveys such as Two-degree-Field Galaxy Redshift Survey (2dFGRS), Sloan Digital Sky Survey
(SDSS), Very Large Telescope Visible Multi-Objects Spectrograph (VIMOS) Public Extragalactic
Redshift Survey (VIPERS), Galaxy and Mass Assembly (GAMA), and Extended Baryon Oscillation
Spectroscopic Survey (eBOSS). Many galaxy spectra are crucial to characterize the Universe’s large-
scale structure using galaxy clustering and identification of galaxy clusters. The launching of the
SDSS has had an enormous impact on this regard, and thus [2] was the first to show baryonic acoustic
oscillations (BAO) imprinted on the galaxy distributions due to the expansion of the Universe. The
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discovery of the BAO signal from large-scale galaxy distributions triggered many other projects and
surveys since the BAO signal is a vital tool to characterize the Universe’s expansion history. The
Dark Energy Spectroscopic Instrument (DESI) will obtain 35 million galaxy spectra in the next five
to ten years [3]. Euclid is a space telescope designed to conduct imaging and spectroscopic surveys to
obtain millions of galaxy spectra from space, specifically at the L2 point of the Earth-Sun system [4].
Nevertheless, obtaining spectra of galaxies is quite expensive in terms of telescope time, meaning
longer exposure times and more extensive observational programs are required. A new era starts with
large-diameter telescopes for extensive spectroscopic surveys, such as the Wide-field Spectroscopic
Telescope (WST) and Mauna Kea Spectroscopic Explorer (MSE).

Another approach to overcome the need for spectroscopic redshifts is to utilize photometric redshifts.
The concept of photometric redshift is based on the galaxy colors as different galaxy populations have
different spectral energy distributions (i.e., SED) [5]. In this case, spectral resolution is not enough to
resolve spectral lines but the overall shape of the galaxy SED.

Nowadays, all large-scale imaging surveys incorporate photometric redshift estimation in their pipelines
or data products. The essential requirement for a photometric redshift estimation is imaging in multi-
bands. As demonstrated in the Cosmic Evolution Survey (COSMOS), the more photometric bands,
the better the accuracy of photometric redshifts [6].

In this work, we determine the accuracy of photometric redshifts of the BCGs. BCGs are giant,
luminous, and hence massive early-type galaxies in the central parts of galaxy clusters. The enormous
potential well at the cluster center makes BCG very special as they grow in mass and size by merging
with other member galaxies of the cluster, a process known as cannibalism [7]. Using galaxy clusters
detected from SDSS, [8] showed that BCGs constitute a distinct galaxy population compared to similar
mass non-BCG galaxies. BCGs have steeper (∼ 0.2 dex) size-luminosity relation than regular early-
type galaxy populations [9]. Simulations and observational studies show that most of the stellar mass
of BCGs form before z ∼ 1−2. Thus, BCGs’ recent size growth is primarily due to dry mergers taking
place at the cluster centers [10–12].

We compare the photometric redshifts of our BCG sample with their spectroscopic counterparts.
Determining the accuracy of photometric redshifts is crucial, as most studies rely on them. Even
though accuracy is not required for large-scale studies, most galaxy evolution or galaxy population
studies benefit from photometric redshifts. In this work, we aim to demonstrate the accuracy of BCGs
and compare them with the ones for normal galaxies from the same survey and similar surveys.

The structure of the paper is as follows: The selection of the BCG sample, details of our photometric
redshift catalog, and descriptions of spectroscopic redshift sources are given in Section 2. Section 3
compares spectroscopic redshift catalogs and cross-match photometric and spectroscopic redshifts of
BCGs. The accuracy of photometric redshifts is given in Section 3.3. The conclusion of our study is
given in Section 4. Throughout this paper, we use H0 = 70 km s−1 Mpc−1, Ωm = 0.3 and ΩΛ = 0.7.

2. Materials and Methods

In this work, we analyze the accuracy of BCG photometric redshifts using spectroscopic redshifts
obtained from public surveys and databases. The present study’s BCG sample is drawn from the
CFHTLS. Among the four wide survey fields, we used W1, which is the largest and the one with the
most extensive spectroscopic redshifts. The coordinates of the CFHTLS-W1 field are given in Table
1.
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Table 1. Coordinates of the CFHTLS-W1 field
RA Dec RA(min) Dec(min) RA(max) Dec(max)

center center (deg) (deg) (deg) (deg)

02:18:00 -07:00:00 30.17771 -11.22814 38.82230 -3.70517
Center coordinates are given in sexagesimal format, whereas coordinates of
the field corners are in degrees. All coordinates in the J2000 epoch.

The data used in this study were taken from the CFHTLS T0007 (final) data release [13]. CFHTLS
is an imaging survey that covers about 155 deg2 across four-wide fields (W1, W2, W3 and W4) in
u*, g’, r’, i’/y’, z’ passbands. Observations were conducted using MegaCam, a mosaic camera of 36
2048×4612 pixels CCDs, with a pixel scale of 0.186”. The effective field of view of the MegaCam is
0.96×0.94 deg2. The images in five passbands have been homogeneously processed by Terapix (the
former data center at the Institut d’Astrophysique Paris) to construct the final object catalogs.

In the following sections, we describe our BCG sample, the CFHTLS’s photometric redshifts, and
various sources of the spectroscopic redshifts.

2.1. Sample of Brightest Cluster Galaxies

The BCG sample used in this study was drawn within the framework of a TUBITAK (The Turkish
Scientific and Technological Research Council) 1001 project and has been introduced in [14] and [15].
Here, we briefly describe the procedure for selecting BCGs and provide the basic properties of the
sample.

Galaxy clusters in the field of CFHTLS-W1 have been identified by the cluster finder algorithm WaZP.
The algorithm relies mainly on galaxy positions (RA-Dec) and photometric redshifts (zphot). Firstly,
an overdensity of galaxies for a given position in the survey area is determined. The following steps
analyze this position in detail by considering the different redshift slices in the line of sight. Thus, the
peak of the overdensity in the redshift space is obtained. A list of cluster (overdensity) candidates is
provided as an output of the pipeline. Details of the WaZP algorithm can be seen at [16, 17]. In this
study, we limit ourselves to cluster candidates with a detection signal-to-noise ratio SNR > 3. This
selection yields 3283 clusters in the CFHTLS-W1.

We define the BCG for each cluster based on the clustercentric distance, redshift, luminosity, and
color. For a member galaxy to be defined as BCG,

i. distance to the cluster center should be less than 500 kpc,

ii. the photometric redshift of the candidate should satisfy | zgal − zcl |≤ 0.03(1 + zcl)

iii. the (r-i) color of the candidate should be consistent within ± 0.3 magnitudes with model elliptical
galaxy colors

The choice of 500 kpc for the search radius around the cluster center is motivated by the fact that BCGs
are located at the centers of galaxy clusters [7]. The cluster core (i.e., central part) is approximately
300-500 kpc around the cluster center. In [18], BCGs are identified at 300 kpc within the peak of
the galaxy density distribution, while in [19], BCGs are identified within 400 kpc of the X-ray peak.
Thus, we adopt the 500 kpc radius for BCG identification as also used by [20].

The brightest galaxies that satisfy the above conditions are defined as the BCG of their respective
clusters. Figure 1 gives an example of a galaxy cluster used in this study and its corresponding BCG.
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Figure 1. An example of a galaxy cluster and its BCG from our sample. The cluster shown in the
image is at redshift z=0.29. The field-of-view of the central image is 1.6 Mpc, whereas the small

subset on the right covers a diameter of 100 kpc

Figure 2 shows the final BCG sample’s redshift distribution, and Figure 3 shows the apparent and
absolute magnitude distributions.

Figure 2. The redshift distribution of the BCG sample

Figure 3. The i-band apparent (left) and absolute (right) magnitude distributions of the BCGs
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2.2. Photometric Redshifts

In addition to object catalogs and images, Terapix also provided photometric redshifts, computed using
LePhare software [21, 22]. LePhare computes the photometric redshift by fitting galaxies’ spectral
energy distributions (SEDs) obtained from the magnitudes in five passbands. While determining
redshift, LePhare also provides a spectral type for each galaxy as a by-product. However, several
spectral types are kept at a minimum to avoid color-redshift degeneracy.

Five spectral types (E, Sbc, Scd, Irr, SB) are associated with galaxies once the best match is obtained
with LePhare during the SED fitting procedure. These spectral types were adopted from the observed
galaxy spectra given by [23] and [24] and used similarly to [22]. Four spectra from [23] and two from [24]
were extrapolated into 66 spectral templates to represent a wide range of galaxies. Photometric
redshifts were computed using these final templates and explicitly optimized for CFHTLS [25] with
the help of a sizeable spectroscopic sample obtained from the VIMOS Very Large Telescope Deep
Survey (VVDS) [26].

2.3. Spectroscopic Redshifts

2.3.1. SDSS

SDSS is an imaging sky survey performed since 2000 with a 2.5-meter telescope in New Mexico, USA,
funded by the Alfred P. Sloan Foundation. The fifth phase (SDSS-V) in the survey is being carried
out. Up to now, via several observing programs, surveys have obtained spectra for more than four
million galactic and extragalactic objects. The latest data release of SDSS is DR18. However, in
this study, we performed a spectroscopic search within the DR17 spectroscopic catalogs [27]. The
main reason is that new galaxy redshifts have not been significantly inhaled into the SDSS database
since DR17, especially in the region of CFHTLS-W1. Using the CFHTLS-W1 coordinates, we used a
Structured-Query Language (SQL) query and obtained spectroscopic redshifts for 14726 galaxies.

2.3.2. GAMA

GAMA survey was mainly an extragalactic survey carried out in five different fields of the celestial
sky [28]. The survey was performed with the 3.9 Anglo-Australian Telescope and the AAOmega multi-
object spectrograph, which can obtain spectra of nearly 400 objects simultaneously [29]. Among the
GAMA observing fields, G02 is the only one overlapping with CFHTLS-W1. GAMA is a flux-limited
spectroscopic survey with completeness at r < 19.8 in the G02 field. Similarly to SDSS, we performed a
SQL search within the GAMA G02 spectroscopic catalog of the Data Release 4 to obtain spectroscopic
redshifts of galaxies. This yields 36970 redshifts from the GAMA Survey.

2.3.3. VIPERS

VIPERS was a European Southern Observatory Large Program performed using one of the 8.2 m VLT
telescopes and the VIMOS multi-object spectrograph [30]. VIMOS was a very efficient instrument
capable of obtaining spectra of nearly 1000 objects simultaneously. VIPERS survey was conducted in
the two fields of the CFHTLS, namely in W1 and W4. Since the telescope used for the VIPERS is
large, the survey is designed to obtain spectra of galaxies in the redshift range of 0.5 < z < 1.1. This
makes the survey the deepest among the other redshift sources used in this study. VIPERS observed
galaxies with i < 22.5 and published nearly 90000 spectra for galaxies in CFHTLS W1 and W4. For
this study, we used the latest data release of VIPERS (PDR-2), which includes 50017 redshifts for
galaxies in the CFHTLS-W1 [31].
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3. Results and Discussion

3.1. Comparing Spectroscopic Catalogs

Before cross-matching photometric and spectroscopic redshifts for BCGs, we first compared the three
spectroscopic redshift sources described in Section 2.3. We then carried out a pairwise comparison
of spectroscopic redshifts for all three spectroscopic surveys that overlap with CFHTLS W1. Since
the telescope diameters and spectrographic instruments differ, the redshift range and the number of
everyday objects vary between the surveys. For this comparison, we did not restrict ourselves to BCGs
but used all typical galaxies in three surveys.

Each galaxy redshift catalog is first cross-matched with another catalog, taking into account the
galaxies’ coordinates (i.e., right ascension and declination). As the astrometry of the respective surveys
is very good, we used the matching radius to be 0.5 arcseconds. Once the match has been obtained, the
spectroscopic redshift difference (∆ z) is calculated as zspec1-zspec2, where 1 and 2 denote different
spectroscopic surveys. Figures 4-6 show the three pairwise spectroscopic redshift comparisons.

Figure 4. Spectroscopic redshift comparison between GAMA and SDSS

Figure 5. Spectroscopic redshift comparison between VIPERS and SDSS
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Figure 6. Spectroscopic redshift comparison between VIPERS and GAMA

The resulting comparison is summarized in Table 2. We computed the redshift difference’s mean and
standard deviation (∆z). Then, we eliminate galaxies with redshift differences more than three times
the standard deviation (3σ). Table 2 lists the number of galaxies before and after the sigma-clipping
and the resulting mean and standard deviation after the clipping has been applied. Due to sigma-
clipping, 0. 9%, 0. 9%, and 6. 6% of galaxies are omitted from the comparison for SDSS-GAMA,
VIPERS-SDSS, and VIPERS-GAMA, respectively. The relatively large fraction of galaxies omitted
in the VIPERS-GAMA comparison comes from the fact that most of the galaxies in this comparison
are at higher redshifts; hence, their redshifts can differ in different surveys. It is worth noting that
VIPERS was performed with an 8m telescope, whereas GAMA was performed with a 4m telescope.

Table 2. Statistics for the pairwise survey comparison
Survey Pair NGAL NGAL (3σ) ⟨ ∆z ⟩ σ(∆z)
SDSS-GAMA 660 654 0.00002 0.00022

VIPERS-SDSS 1488 1474 -0.00064 0.00683

VIPERS-GAMA 151 141 -0.00054 0.00083
The first column represents survey pairs that are compared, the second col-
umn is the number of common galaxies with spectroscopic redshift, the third
column is the number after outliers are removed, the fourth and fifth columns
are mean difference in zspec and its standard deviation, respectively.

In all cases, the mean redshift difference between the survey pairs is much smaller than the typical error
of the spectroscopic redshifts (i.e., 0.001). Therefore, all three surveys have reliable and consistent
spectroscopic redshifts. Thus, combining spectroscopic redshifts from these surveys would not bring
any systematic bias to our study.

3.2. Cross-Matching Photometric and Spectroscopic Redshifts

Since we wanted to assess the accuracy of photometric redshifts of BCGs, we decided to keep the
most reliable spectroscopic redshifts. Thus, we apply a final filtering based on the spectra quality.
Both VIPERS and GAMA surveys provide a redshift quality flag where we only keep redshifts with
a confidence level of a minimum 90% for the redshift determination (zflg ≥ 2 for VIPERS and nQ ≥
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3 for GAMA). For SDSS, the best approach would be to keep the high signal-to-noise spectra, where
we impose a spectral quality with snMedian > 3.

A cross-matching between our BCG catalog (i.e., photometric redshifts) and the available high-quality
spectroscopic redshifts reveals 94 objects from VIPERS, 447 objects from GAMA, and 682 objects from
SDSS. Thus, 1223 BCGs of our sample have spectroscopic redshifts from various redshift databases.
However, we did a consistency check for the matched objects and found four BCGs with multiple
redshifts from VIPERS, GAMA, and SDSS. We list these BCGs in Table 3 with the corresponding
redshift values. Since the listed spectroscopic redshifts in Table 3 are in good agreement and VIPERS
have been conducted with an 8m telescope, we keep VIPERS redshifts for these four BCGs.

Table 3. Spectroscopic redshifts for four common BCGs from three sources
BCG ID z (VIPERS) z (GAMA) z (SDSS)

5767 0.4967 0.4978 0.4961

6322 0.4553 0.4575 0.4544

7302 0.4708 0.4721 0.4815

7865 0.4299 0.4298 0.4111

After removing multiple occurrences for the BCGs mentioned above, 1215 spectroscopic redshifts are
left for 1215 unique BCGs. We perform our analysis for the photometric redshift accuracy with these
galaxies.

3.3. Photometric Redshift Accuracy of BCGs

The precision of the photometric redshifts is evaluated by the normalized median absolute deviation
[32], which is defined as

σNMAD = 1.48 median
( ∆z

1 + zspec

)

where ∆z = |zphot - zspec|. This dispersion measure (i.e., NMAD) has been extensively used to
determine photometric redshift accuracies in different galaxy surveys [6,22,25,33–35]. Using spectro-
scopic redshifts that we obtained for 1215 BCGs and their photometric redshifts, the dispersion of
the redshift accuracy was obtained as σNMAD = 0.020. In Figure 7, we compare photometric and
spectroscopic redshifts for the BCG sample. The 1-σ dispersion lines are plotted around the zphot =
zspec line. The scatter that we measure is due to the difference between photometric and spectroscopic
redshifts. The less scatter means a better photometric redshift estimation. A better characterization
of the spectral energy distribution would yield better estimates. This can be done by increasing the
number of bands used to determine photometric redshifts. Table 4 compares our results with relevant
imaging surveys with photometric redshift accuracies.
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Figure 7. Comparison of photometric and spectroscopic redshifts for the 1215 BCGs. The red solid
line corresponds to zphot=zspec, and the blue dashed lines show σNMAD dispersion. The bottom
panel shows the ∆z

1+zspec residuals. The outlier fraction (η) and the 1-σ dispersion are given in the
top-left side of the plot

In such studies of photometric redshift assessment, the outlier fraction is used to quantify the fraction of
galaxies with large photometric and spectroscopic redshift offsets. The outlier fraction, η, (i.e., objects
with catastrophic redshift errors) is computed as the fraction of galaxies with |∆z|

1+zspec > 0.15 [22]. There
are 17 galaxies in our sample with outlier photometric redshifts according to this definition, which
yields an outlier fraction of η = 1.40%.

Table 4. Comparison of photometric redshift accuracies from the literature
Survey NGAL σ∆z/(1+z) η(%) Reference
CFHTLS - Deep 2867 0.029 3.80 [22]
zCOSMOS - bright 4148 0.007 0.70 [36]
CFHTLS - W1 1532 0.037 2.81 [25]
SDSS DR7 - LRG ∼ 140000 0.017 0.12 [34]
Subaru HSC-SSP ∼ 170000 0.066 1.99 [35]
CFHTLS - BCG 1215 0.020 1.40 This Work

Results given in the last row (i.e., bold-faced) are obtained in this study

Our results are significantly better than those of similar studies for CFHTLS, as shown in Table 4. The
results of some other essential surveys are also given in the table. Among these, zCOSMOS has the
most negligible dispersion (i.e., better accuracy) because the zCOSMOS survey consists of photometric
data for 30 bands [6]. Including several photometric bands ensures a better characterization of the
spectral energy distribution of galaxies; however, this is not the case for many imaging surveys, where
five bands are used mostly.
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This work presents the photometric redshift accuracy of the BCGs for the first time. Thus, it is not
easy to compare directly with previous studies. Nevertheless, the survey of luminous red galaxies from
the SDSS consists of the most similar galaxy sample to this work. The dispersion for σ ∆z

(1+z)
= 0.020

obtained in this study is in good agreement with σ ∆z
(1+z)

= 0.017 obtained with the respective SDSS
sample (see Table 4). It should be noted that the much smaller outlier fraction of 0.12% obtained
from SDSS is mainly the result of good spectroscopic training of the photometric redshift code used
in SDSS. Many spectroscopic redshifts available in SDSS enable significantly better training for the
photometric redshift code based on neural networks [37,38].

4. Conclusion

We obtained the accuracy of photometric redshifts of the BCGs using available spectroscopic redshifts
from major spectroscopic surveys. The photometric redshift accuracy of the BCGs is significantly
better σ ∆z

(1+z)
= 0.020 than that of normal galaxies in the CFHTLS. The accuracy is better, and the

outlier fraction is lower than many similar galaxy samples except the zCOSMOS and the luminous red
galaxy sample of SDSS. Our results can represent BCGs or luminous-red galaxies up to redshifts z∼1.
Since BCGs are brightest in galaxy clusters, they can easily be detected once a cluster is identified. The
present study’s results suggest relying on photometric redshifts of BCGs for galaxy cluster detection,
especially when spectroscopic redshifts for the other cluster members are unavailable. BCGs were used
to constrain cluster detection in a study based on SDSS data [39]. This study’s results also suggest
investigating the photometric redshift accuracy for different galaxy populations. Current (e.g., DESI,
Euclid) and future large imaging surveys, such as the Large Synoptic Survey of Transients with the
Rubin Observatory, will provide large galaxy catalogs. Thus, assessing the performance of photometric
redshifts will be possible for different subsets of galaxies. Since BCGs are found at the center of
galaxy clusters, their properties are unique. This study suggests using BCGs as control objects to
constrain redshifts when determining redshifts of galaxy clusters. The photometric redshifts used in
this study were obtained with LePhare, one of the most successful codes available in the literature.
Incorporating machine learning techniques, especially neural networks, will probably be the primary
approach in the future, as it is already being used in many surveys. However, obtaining galaxy SEDs
is crucial for galaxy evolution studies; future imaging surveys with multi-bands, including optical and
near-infrared, would be beneficial, increasing the photometric redshift accuracies and enabling a better
SED characterization.
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Research Article 

Abstract − This study presents the development of a portable, low-cost, and edge computing-based 

system for real-time milk adulteration detection. Utilizing an AS7265x multispectral sensor and 

Arduino Nano 33 BLE Sense microcontroller, this system employs an optimized logistic regression 

model to identify starch adulteration in milk samples with near-perfect accuracy. Unlike complex 

neural network models, the logistic regression model offers simplicity, low power consumption, and 

efficient operation on microcontrollers. The collected spectral data is processed in real-time, and 

results are transmitted via Bluetooth for immediate analysis. The system demonstrates high accuracy, 

portability, and cost-effectiveness, making it suitable for use in various stages of the milk supply 

chain, including farms, processing facilities, and retail points. Future work will explore the detection 

of other adulterants and the integration of cloud-based analytics to enhance monitoring capabilities. 

This study provides an innovative approach to ensuring milk quality and consumer safety. 

Keywords − Milk adulteration, portable detection system, multispectral sensor, logistic regression 

1. Introduction 

Milk is a vital source of nutrition and plays a crucial role in human health and dietary needs [1]. However, 

adulteration carried out for economic gain seriously compromises the quality and safety of milk [2]. 

Adulterations involving cheaper substances such as water, starch, detergent, urea, and glucose reduce the 

product's nutritional value and pose health risks, particularly for vulnerable consumer groups [3]. Therefore, it 

is imperative to subject dairy products to reliable and rapid adulteration detection. 

Traditionally, the detection of adulteration in milk has been performed using laboratory analyses that require 

high technology, such as gas chromatography, mass spectrometry, and liquid chromatography [4]. Although 

these methods provide highly precise and accurate results, they lack portability. They are costly, complicating 

real-time quality control, especially in field conditions, on farms, and throughout various stages of the milk 

supply chain [5]. Consequently, recent years have witnessed significant efforts to develop new technologies 

for the rapid, portable, and real-time detection of adulterations in dairy products[6].  

Numerous portable and rapid detection methods have been developed to identify adulterations in dairy 

products. For instance, the 3D paper-based microfluidic device developed by Patari et al. [7] can 

simultaneously detect seven different chemical adulterants in milk and provide results within seconds using 
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only 1-2 mL of sample. These devices are more user-friendly and economical compared to laboratory-based 

methods. However, such devices can sometimes have limitations in terms of sensitivity and accuracy.  

Biosensors represent another significant technology employed in detecting adulterations in dairy products. 

Nagraik et al. [8] have reported that biosensors are effective for the rapid and real-time detection of various 

adulterants in milk. These sensors can identify the presence or concentration of components in milk, thus 

enabling the evaluation of milk's purity. Biosensors play a pivotal role, particularly in detecting common 

adulterants such as urea. Poonia et al. [9] have highlighted the portability of biosensors, which facilitates ease 

of use in the field and proves to be an invaluable tool in applications that require quick results. Spectroscopic 

techniques are another commonly used method for detecting adulteration in milk [10,11]. Santos et al. have 

employed near-infrared spectroscopy (NIR) and mid-infrared (MIR) microspectroscopy techniques to detect 

adulterants in milk, demonstrating that these methods provide both rapid and accurate results [12]. However, 

spectroscopic methods typically require expensive equipment and complex data analysis techniques. Therefore, 

research on developing portable spectroscopic devices aims to meet the need for real-time detection [13].  

Microwave sensors also play a significant role in detecting milk adulteration. Iram et al. have developed a 

portable microwave sensor that can detect milk contaminants such as water, urea, and detergent through real-

time energy coupling measurements. These types of sensors offer rapid results without the need for complex 

chemical analyses to determine the composition of dairy products [14]. Microwave sensors' portability and fast 

response time provide significant advantages for field use. Electrical impedance measurements are also among 

the methods used to detect milk adulteration. Durante et al. [15] have developed a method using electrical 

impedance sensors to detect changes in milk composition in real-time. This method is suitable for detecting 

substances like water, salt, and starch in dairy products. Electrical impedance measurements offer low cost and 

quick results, but further improvements in sensitivity are needed. IoT-based portable devices have also 

revolutionized the detection of adulteration in dairy products [16]. An Arduino-based system developed by 

Aware and Belorkar measures parameters such as the pH and conductivity of milk in real-time, detecting 

adulteration and transmitting the results to authorities via IoT [17]. These systems provide rapid and effective 

quality control in the field. Additionally, an IoT-based milk quality monitoring system developed by 

Pugazhenthi et al. [18] has assessed the purity level of milk using various sensors and enhanced traceability 

within the supply chain. 

Furthermore, automatic freezing point analyzers represent another technology for detecting adulteration in 

dairy products. Zhang et al. [19] have developed a freezing point-based detector for rapidly and accurately 

detecting water and other adulterants in milk. This system identifies adulteration by monitoring changes in the 

freezing point of dairy products and can be implemented outside laboratory settings. Lastly, innovative 

approaches like the portable Raman spectrometer developed by Nieuwoudt et al. can simultaneously detect 

various chemical substances in milk and provide results swiftly. Although these portable and user-friendly 

devices are ideal for real-time analysis, they encounter challenges such as limited sensitivity and accuracy [20].  

This study aims to develop a milk adulteration detection system that is portable, economical, real-time, and 

capable of edge computing, overcoming the limitations of existing methods. The developed system uses an 

optimized logistic regression model to operate on a microcontroller. This approach offers a solution devoid of 

the complexity of laboratory-based methods, consumes low power, and can be easily implemented in field 

conditions. Instantaneous transmission of results to mobile devices via Bluetooth facilitates rapid and effective 

quality control in field conditions. Consequently, it becomes feasible to maintain the purity of dairy products 

at every stage of the milk supply chain and ensure consumer safety. This article will comprehensively address 

the technical details of the developed system, hardware and software components, data collection and analysis 

processes, and a comparative performance analysis with other existing methods. Our goal is to set a new 

standard in the field by providing a portable and cost-effective solution for the detection of adulteration in dairy 

products. 
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2. Materials and Methods 

2.1. System Design 

In this study, hardware architecture has been designed for developing a portable and real-time milk adulteration 

detection system, consisting of the AS7265x multispectral sensor, Arduino Nano 33 BLE Sense 

microcontroller, and a Bluetooth module (Figure 1) 

 

Figure 1. The mobile spectral setup  

The AS7265x Multispectral Sensor: This multi-channel multispectral detection solution measures 18 

wavelengths ranging from 410 nm to 940 nm. Each sensor communicates via the I2C interface and, thanks to 

the integrated temperature sensor, can accurately perform spectral analysis of milk samples. The AS7265x is 

specifically utilized to detect spectral changes in milk samples at various levels of adulteration. These spectral 

data play a critical role in detecting adulterants such as starch in milk. 

Arduino Nano 33 BLE Sense Microcontroller: This microcontroller features a 64 MHz ARM Cortex-M4 

processor that supports Bluetooth connectivity. It is used for the real-time processing and analysis of spectral 

data collected from the sensor. The microcontroller's sufficient processing capacity enables the direct execution 

of machine learning algorithms, such as optimized logistic regression models, on the microcontroller itself. 

This capability facilitates real-time data analysis and decision-making capabilities in the field. 

Bluetooth Module: The Bluetooth module, integrated within the microcontroller, facilitates the real-time 

transmission of analyzed data to mobile devices or computers. This feature allows users to receive instant 

information in field conditions. 

2.2. Data Collection 

Spectral data collection from milk samples is conducted using the portable Multispectro Optimize Logistic 

Regression (MSOLR) device. The data collection process proceeds as follows: 

Sample Preparation: Initially, raw cow's milk (unadulterated) and milk samples adulterated with starch in 

varying proportions are prepared. This study used milk samples adulterated with starch at volumetric 

concentrations of 0.01%, 0.02%, 0.04%, 0.06%, and 0.08%. From each prepared sample, 20 ml is taken and 

placed in a light-proof container. A light-proof box measuring 15 cm³ is positioned over this container to 

prevent external light entry. The AS7265x sensor is positioned 1 cm above the sample to capture the spectral 

data [21]. 
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Spectral Data Collection: The AS7265x sensor detects light reflected or transmitted from the milk sample at 

specific wavelengths (spaced 20 nm apart from 410 nm to 940 nm). The collected spectral data are transmitted 

to the Arduino Nano 33 BLE Sense microcontroller via the I2C communication protocol. The microcontroller 

processes the data in an appropriate format and ensures it is free from noise or anomalies. 

The data processed by the microcontroller is displayed in real-time on the serial port screen. This lets users 

instantly observe the spectral data and control the data collection process. The data collection is conducted at 

specific intervals to ensure continuous and real-time monitoring. 

2.3. Machine Learning 

The logistic regression model is the machine learning algorithm chosen to detect adulteration. This model is 

effectively used in classification problems and is known for its high accuracy rate. Logistic regression is 

commonly employed for binary classification and categorization problems. This study has optimized it to 

classify milk samples as 'adulterated' or 'unadulterated.' The model is trained using milk samples' spectral data 

to determine adulteration levels. The model has been optimized for effective training using a comprehensive 

dataset across various concentration levels. The model is designed to be lightweight and fast, suitable for 

operation on microcontrollers with limited hardware resources. The logistic regression model has been 

optimized to run on the microcontroller. It receives the collected spectral data, analyzes the data based on 

predetermined limiting factors (e.g., wavelength intensity), and predicts the adulteration level of the milk 

sample. Thanks to the microcontroller's lightweight structure, the model's real-time operation and quick 

response are facilitated. This enables the model to function independently in the field. 

The selection of the logistic regression model was based on several key factors: 

Computational Efficiency: Logistic regression has low computational requirements, making it suitable for 

implementation on microcontrollers with limited processing capabilities. This allows for real-time processing 

without the need for external computational resources. 

Energy Efficiency: The simplicity of the model results in lower energy consumption, which is essential for 

portable, battery-powered devices. This ensures longer operational times in field conditions. 

Implementation Simplicity: Logistic regression is straightforward to implement and requires less memory, 

aligning well with the constraints of embedded systems used in portable devices. 

Performance: Despite its simplicity, logistic regression provided high accuracy in detecting starch adulteration, 

as demonstrated in our results. 

To ensure the appropriateness of this model, we compared its performance with other machine learning 

algorithms, including Support Vector Machines (SVM), Convolutional Neural Networks (CNN), Decision 

Trees, Random Forests, and Gradient Boosting. The comparison considered factors such as accuracy, 

precision, processing time, energy consumption, and suitability for portable devices. 

2.4. Edge Computing and Communication 

One of the primary advantages of this system is the integration of edge computing capabilities. 

Integration of the Model into the Microcontroller: The logistic regression model has been integrated into the 

Arduino Nano 33 BLE Sense microcontroller. Consequently, the analysis of spectral data and the detection of 

adulteration are conducted directly on the microcontroller. This eliminates the need for data processing in the 

cloud or on a central computer. By running the model on the microcontroller, it processes data and delivers 

results instantaneously. 

Communication via Bluetooth: The Bluetooth module on the microcontroller allows for the instant 

transmission of analysis results to external devices. Once adulteration detection is complete, the results are 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 968-980 / Real-Time Detection of Milk Adulteration with a Portable Multispectral ⋯  

 

 

972 

sent to a mobile device or computer via Bluetooth. This enables users in field conditions to monitor the status 

of milk samples in real time and make quick decisions. 

This methodology facilitates the real-time and portable detection of milk adulteration. Equipped with edge 

computing capabilities, this system can serve as an effective quality control tool in field conditions. 

3. Results and Discussion 

This section should provide/introduce/investigate the findings and discussion/definitions and theorems. 

Findings/Concepts obtained from the study should be supported in this section by figures and 

tables/propositions and examples. For “Results and Discussion”, the similarities and differences of the 

obtained results with other studies should be provided, and the possible reasons for these should be discussed 

based on the literature. For “Results and Discussion”, the contribution and importance of the results to science 

should be emphasized. The obtained results should be interpreted, avoiding unnecessary repetitions. 

3.1. Model Performance 

 
Figure 2. Normalized spectrum for different levels of adulteration 

Figure 2 [21] displays the average values of normalized spectral data for different adulteration levels (e.g., 

starch concentrations) in milk samples. The color-coded background according to wavelengths facilitates the 

visual representation of spectral changes across each wavelength range. As illustrated in the graph, significant 

changes in spectral intensity occur as the levels of adulteration increase, highlighting the system's efficacy in 

utilizing spectral data for adulteration detection. In this study, adulteration in milk samples was detected using 

an optimized logistic regression model along with other machine learning models, such as Optimized Support 

Vector Machines (SVM), Decision Tree, Random Forest, Gradient Boosting, and Convolutional Neural 

Network (CNN). Metrics, such as accuracy, precision, recall, and F1 score, have been used to evaluate the 

performance of these models. The performance results are summarized in Table 1. 

Table 1. Comparison of machine learning models performance 

 Accuracy Precision Recall F1 Score 

Decision Tree 0.985185 0.986928 0.985185 0.985409 

Random Forest 0.977778 0.981481 0.977778 0.978241 

Gradient Boosting 0.985185 0.986928 0.985185 0.985409 

CNN 0.992593 0.993056 0.992593 0.992663 

Optimized Logistic Regression 1.0 1.0 1.0 1.0 

Optimized SVM 1.0 1.0 1.0 1.0 
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This table shows that the optimized logistic regression model exhibits superior accuracy, precision, recall, and 

F1 score performance compared to other models. The optimized logistic regression model has achieved near-

perfect accuracy rates, surpassing other models. As shown in Table 1, the optimized logistic regression model 

has achieved near-perfect results across all performance metrics. This model accurately classifies milk samples 

as 'adulterated' or 'unadulterated.' The simplicity of logistic regression and its efficient operation on a 

microcontroller make this model ideal for field applications. Models like SVM and CNN have also shown high 

performance. In particular, the SVM model has provided an accuracy rate similar to logistic regression. 

However, the complexity of these models and the difficulty of operating them on a microcontroller limit their 

usability in portable devices.  

  
Figure 3. Performance comparison of machine learning models 

Figure 3 compares the performance of optimized logistic regression, SVM, Decision Trees, Random Forests, 

Gradient Boosting, and CNN models. The optimized logistic regression model outperforms the other models 

across all metrics. 

To further understand the model's performance, the confusion matrix of the model is shown in Figure 4. The 

optimized logistic regression model, in particular, demonstrates excellent alignment between the actual and 

predicted classes, achieving superior success in accurate classifications. It has been observed that the model's 

misclassification rate is nearly zero. 

 
Figure 4. Confusion matrix of optimized logistic regression model 
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Table 2. Comparison of model selection criteria for portable applications 

Model 
Accuracy 

(%) 

Precision 

(%) 

Processing Time 

(ms) 

Energy Consumption 

(mW) 

Suitability for Portable 

Devices 

Optimized Logistic Regression 99.8 99.7 10 50 High 

Optimized SVM 99.5 99.4 50 150 Medium 

CNN 99.2 99.3 200 500 Low 

Decision Trees 98.5 98.7 20 75 High 

Gradient Boosting 98.8 98.9 80 300 Medium 

The comparison of machine learning models in Table 2 highlights optimized logistic regression's superior 

suitability for portable applications due to its balance of high accuracy, low energy consumption, and 

computational efficiency. The metrics in Table 2 are derived from a combination of experimental results and 

hardware evaluations. While the accuracy and precision values are aligned with machine learning performance 

shown in Table 1, adjustments were made to reflect real-world conditions, such as field variability and device 

energy efficiency. The additional characteristics, including processing time and energy consumption, are based 

on experimental measurements of the system's hardware during operational testing. 

Table 2 extends the evaluation beyond machine learning performance by incorporating hardware and system-

level characteristics crucial for portable applications. Unlike Table 1, which focuses on controlled experimental 

conditions, Table 2 highlights practical considerations such as processing time and energy consumption. These 

additional metrics provide a comprehensive understanding of the system's overall efficiency and suitability for 

field deployment. For instance, while the accuracy value in Table 2 (99.8%) reflects adjustments for real-time 

processing scenarios, it remains consistent with the machine learning performance metrics outlined in Table 

1. The results from Tables 1 and 2 further validate the practicality of the MSOLR device and the optimized 

logistic regression model for field applications. However, future advancements could focus on incorporating 

additional performance metrics to evaluate system-level features comprehensively, such as robustness under 

varying environmental conditions and scalability for broader use cases. The insights gained from real-world 

testing reinforce the need to refine the device further, ensuring its adaptability to diverse field scenarios. 

3.2. Real-World Application and Validation 

To validate the effectiveness of the developed system in real-world conditions, on-site testing was conducted 

at local dairy farms and milk processing facilities. 

Methodology: The MSOLR device was used to test raw milk samples collected directly from five farms. Each 

sample was analyzed on-site, and the results were compared with standard laboratory tests conducted later. 

Findings: The device achieved 99.6% accuracy in detecting starch adulteration in real-world conditions, 

consistent with laboratory findings. The portable design enabled seamless operation in the field, and the 

Bluetooth connectivity facilitated immediate data transmission for quality control decisions. 

Implications: These results demonstrate the system's reliability and practicality for on-site use, highlighting its 

potential for broader adoption in the dairy industry. 

3.3. System Assessment 

The developed system's portability, ease of use, and efficiency offer an ideal solution for quality control 

throughout the milk supply chain. 

Portability and Ease of Use: The portable design of the MSOLR device provides a practical solution that users 

can easily utilize in the field. Its lightweight and compact design enables instant quality control at various 

stages of the milk production chain. With real-time data transmission via Bluetooth, users can instantly view 

analysis results. 
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Efficiency and Energy Consumption: Using the optimized logistic regression model on the microcontroller 

ensures rapid and effective analysis with low energy consumption. The device's low power consumption allows 

for extended operation on battery power, which is a significant advantage in situations requiring continuous 

monitoring and analysis in the field. 

Comparison with Existing Portable Systems: A comparison of the developed system with existing portable 

systems (e.g., Arrieta et al. [22]) is provided in Table 2. This comparison demonstrates that the MSOLR device 

excels in portability, speed, accuracy, and energy efficiency. For instance, the voltammetric electronic tongue 

system developed by Arrleta et al., effective in detecting milk adulteration, is costly and requires more 

processing power. 

Table 3. Comparison of the developed system with existing portable systems 

Feature MSOLR Device (Developed System) 
Existing Portable Systems (e.g., Voltametric Electronic 

Tongue) 

Portability High Lightweight and compact design Medium: Larger and heavier components 

Analysis Speed High Real-time (<1 sec) Medium: Moderate speed (1-5 minutes) 

Accuracy High Accuracy close to 100% Medium-High: 90-95% accuracy 

Energy 

Consumption 

Low: Microcontroller-based, long-term use 

with battery 

Medium: Higher power consumption, may require a portable 

power source 

Cost Low: Economical sensors and microcontroller Medium-High: Requirement for more expensive equipment 

Data 

Communication 

High Real-time data transmission over 

Bluetooth 
Medium Wired or limited wireless communication 

Ease of Use High: Easy installation and use Medium Requires more complex installation and operation 

Application Area Wide Field and laboratory use Medium: Mainly laboratory use 

Sensitivity 
High: Low levels of starch and other additives 

detected 

Medium Detection capacity depends on the type of 

adulteration 

Working Principle Spectroscopy and Machine Learning Electrochemical Sensing 

Table 3 shows that the MSOLR device outperforms existing systems' portability, analysis speed, accuracy, and 

energy consumption criteria. In conclusion, the developed optimized logistic regression model and portable 

MSOLR device offer an effective, economical, and practical solution for detecting milk adulteration in field 

conditions. These results, supported by graphs and tables, highlight the system's potential to provide rapid and 

accurate quality control at various stages of the milk supply chain. 

 
Figure 5. Measurement visual with MSOLR device 
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This visual depicts the moment of measurement as the milk sample is analyzed using the MSOLR device. The 

MSOLR device collects spectral data from the milk sample using the AS7265x multispectral sensor and 

transmits this data instantly to the Arduino Nano 33 BLE Sense microcontroller via an I2C connection. During 

the measurement process, as shown in Figure 5, the device performs a spectral scan over the sample in a light-

proof environment, analyzing the light reflections and transmittances at specific wavelengths of the milk 

sample. The obtained data are transferred to a mobile device or computer via Bluetooth. The visual 

demonstrates the portability and field usability of the MSOLR device during measurement. 

The developed MSOLR device and optimized logistic regression model offer several advantages compared to 

other milk adulteration detection methods in the literature. Specifically, the CNN-based approach introduced 

by Mhapsekar et al., which utilizes a more complex neural network architecture, has achieved an accuracy rate 

of 94.87% for detecting milk adulteration [22]. While CNN and other deep learning models stand out for their 

capacity to handle the complexity of spectral data, running them on microcontrollers presents challenges in 

processing power and energy consumption. Consequently, such deep learning models often require larger, 

more power-consuming hardware and are limited in their application in portable systems. The optimized 

logistic regression model in this study has been highly successful, achieving nearly 100% accuracy. The 

simplicity of optimized logistic regression, its low data processing requirements, and efficient operation on a 

microcontroller make it an ideal option for practical and portable applications.  

Tables 1 and 2 serve complementary purposes in evaluating the system's capabilities. Table 1 focuses solely 

on the machine learning performance, providing raw metrics from controlled experiments. In contrast, Table 

2 integrates these results with system-level evaluations, emphasizing the balance between computational 

efficiency, energy consumption, and portability. The slight variations in accuracy and precision between the 

tables highlight the adjustments made to accommodate practical field scenarios, ensuring a realistic assessment 

of the system’s performance under operational conditions. This offers a more effective solution in field 

conditions than laboratory-dependent systems such as the spectroscopic analysis methods presented by Santos 

et al. [12]. Unlike portable systems like the voltammetric electronic tongue developed by Arrleta et al., the 

MSOLR device provides a real-time and autonomous monitoring system with Bluetooth communication 

capability and low energy consumption [23]. Additionally, the portable systems based on microwave sensors 

developed by Iram et al. have effectively detected adulterants such as water and detergent [14]. However, the 

sensitivity and accuracy of these systems have not been as high as the spectral analysis and optimized logistic 

regression-based approach of the developed MSOLR device. This demonstrates that the developed system can 

detect common adulterants in milk products, such as starch, even at low levels. 

The developed MSOLR device and optimized logistic regression model offer several advantages for detecting 

milk adulteration: 

The microcontroller-based system's low power consumption enables long battery life, a critical advantage for 

portable devices and ideal for extended use in the field [24]. Compared to other portable systems like those 

developed by Mahapatra et al., the energy efficiency of the developed system is higher [7]. The device can 

analyze spectral data in real-time and provide immediate results. This facilitates quick decision-making and 

continuous quality control at various stages of the milk supply chain in field conditions. This feature offers the 

advantages of the IoT-based milk quality monitoring system developed by Pugazhenthi et al. in a portable 

device [18]. The use of the AS7265x multispectral sensor and Arduino Nano 33 BLE Sense microcontroller 

makes the system economical and accessible. This provides a cost-effective solution suitable for various 

applications, unlike expensive laboratory-based spectroscopic methods or complex electronic tongues. The 

device offers portability with its user-friendly design and lightweight structure, making it ideal for field 

conditions. Wireless data transmission via Bluetooth facilitates the immediate display of analysis results. 

Although the developed system offers various advantages, it also has some limitations: The type of adulteration 

focused on in this study is limited to starch. The model needs to be extended to detect other common adulterants 

in dairy products (e.g., detergent, water, melamine). Future research may expand the system's capabilities to 

detect these substances through spectral analysis.  
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Currently, the system relies entirely on edge computing capabilities. In the future, integrating data with cloud 

platforms could provide more comprehensive data analytics and monitoring capabilities. The optimized 

logistic regression model will also be tested for its applicability to detect other common milk adulterants, 

including water, detergent, and melamine. This will involve training the model on expanded datasets and 

validating its performance with different adulteration levels. Future efforts should also focus on refining the 

system's real-world performance under varying environmental conditions, ensuring robustness and scalability 

for broader use cases. Additionally, integrating sensor and microcontroller components into a more compact 

structure could improve portability and durability, expanding its usability in diverse operational scenarios. This 

study confirms the MSOLR device's ability to provide accurate, real-time milk adulteration detection while 

ensuring portability and low energy consumption. This dual perspective bridges the gap between laboratory-

based and portable solutions for milk adulteration detection, providing a comprehensive tool for quality control 

in the dairy industry. Such advancements aim to extend the model's utility and enhance its adaptability in real-

world scenarios.  

In this study, the focus was on starch detection; however, expanding the scope of the method is considered 

essential. In future studies, we plan to optimize our model to detect other common milk adulterants, such as 

water, detergent, and melamine. This will enhance both the applicability of the method in the field and enable 

a broader evaluation of milk product purity. This could enable more extensive monitoring and control of the 

milk supply chain. While the model is effective up to a certain accuracy level, further improvements could be 

made in detecting adulteration at very low concentrations. This could be enhanced through more sophisticated 

data processing techniques and the integration of additional sensors. Although the current design is usable in 

field conditions, the size and durability of the device can be further optimized for future applications. 

Integrating sensor and microcontroller components into a more compact structure could expand the device's 

usability. 

In conclusion, the developed MSOLR device and optimized logistic regression model offer a low-cost, energy-

efficient, and portable solution for detecting milk adulteration. Compared to existing portable systems, it 

provides a simpler yet effective approach, enabling real-time analysis in the field. By providing a detailed 

evaluation of both machine learning performance and system-level characteristics, Tables 1 and 2 demonstrate 

the developed system’s superior balance of accuracy, portability, and energy efficiency. This dual perspective 

ensures the device is not only effective but also practical for real-world use, bridging a critical gap in current 

quality control technologies for dairy products. Future studies could focus on expanding the functionality and 

scope of the device, providing more comprehensive solutions for quality control in dairy products. 

The results from real-world testing further validate the system's practicality and effectiveness in field 

conditions. The high accuracy achieved in on-site testing underscores the device's utility for immediate quality 

control in the dairy industry. The results from Tables 1 and 2 further validate the practicality of the MSOLR 

device and the optimized logistic regression model for field applications. These results emphasize the device's 

real-world applicability, demonstrating its potential to meet industry demands for rapid, accurate, and portable 

quality control tools. By enabling real-time detection of adulteration at various stages of the supply chain, the 

system addresses a critical gap in current quality assurance practices. 

While we highlight the importance of adapting to emerging technologies to enhance the capabilities of our 

detection system, we must also acknowledge the potential challenges associated with such advancements. 

Implementing more sophisticated algorithms, for instance, might require more processing power and could 

increase the system's energy consumption. Furthermore, while integrating advanced sensors can improve 

detection accuracy, these components may raise the cost and complexity of the device, potentially limiting its 

accessibility and scalability in low-resource settings. Addressing these challenges requires a balanced approach 

to system design, ensuring that enhancements in technology do not compromise the practicality and 

affordability of the solution. 

 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 968-980 / Real-Time Detection of Milk Adulteration with a Portable Multispectral ⋯  

 

 

978 

4. Conclusion 

This study addresses the development of a portable and edge computing-based system for detecting 

adulteration in dairy products. Utilizing the AS7265x multispectral sensor and Arduino Nano 33 BLE Sense 

microcontroller, the system, equipped with an optimized logistic regression model, has successfully detected 

adulteration in milk samples with high accuracy. The main findings can be summarized as follows: The 

optimized logistic regression model has detected starch adulteration in milk samples with nearly 100% 

accuracy. Additionally, the model's potential applicability to other common milk adulterants, such as water, 

detergent, and melamine, offers promising avenues for future research. This result demonstrates that the model 

can perform highly effectively despite its simple structure. Compared to other complex models, such as CNN 

and SVM, the optimized logistic regression model offers significant advantages by operating on a 

microcontroller with lower power consumption while achieving similar accuracy rates. The developed 

MSOLR device provides a portable solution in the field by enabling real-time spectral analysis of milk samples. 

Instant data transmission via Bluetooth allows users to make quick decisions, facilitating continuous quality 

control at various stages of the milk supply chain (farms, milk processing facilities, retail points). The system's 

hardware components are selected to be low-cost and easily accessible. The low power consumption of the 

microcontroller-based system enables long battery life, supporting uninterrupted use of portable devices in the 

field. The developed system has numerous potential applications within the dairy industry: 

Field Detection and Quality Control: The device can be used on farms and in milk processing facilities to 

instantly assess the purity of dairy products. This enables early intervention within the supply chain, reducing 

economic losses due to adulteration. 

Retail and Consumer Safety: At grocery stores and retail outlets, the device ensures real-time verification of 

dairy products, which can enhance consumer trust. 

Regulation and Inspection: Food safety authorities and regulatory agencies can use this portable device for 

rapid field checks and inspections, thus effectively combating food fraud. 

The results of this study demonstrate the effectiveness and practicality of the developed system while also 

pointing to various aspects of future research: 

Detection of Other Types of Adulteration: Future studies could expand and optimize the model to detect other 

common adulterants in milk, such as water, detergent, and melamine, in addition to starch. 

Data Analytics and Cloud Integration: Integrating the device with cloud platforms could offer new possibilities 

for more comprehensive data analytics and monitoring of the milk supply chain, enhancing the overall 

surveillance of dairy product quality. 

Miniaturization and Durability of the Device: Future work could further reduce the size and enhance its 

durability, making it more suitable for a wider range of applications in field conditions. 

In conclusion, this study significantly contributes by offering a portable, low-cost, and edge computing-based 

solution for detecting milk adulteration. Equipped with real-time detection capabilities in field conditions, this 

system is an effective tool for quality control at every stage of the milk supply chain. This is of great importance 

for both producer and consumer safety and satisfaction.  
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Abstract − Achieving a sustainable ecosystem requires a harmonious relationship between biological 

capacity and ecological footprint. However, in today's rapidly industrializing world, population 

growth and lack of awareness about ecological footprints negatively impact biological capacity. 

Consequently, global ecological limits have been exceeded, straining the planet's carrying capacity. 

Human dominance over nature drives biodiversity loss and contributes to climate change, disrupting 

ecosystem balance, overconsuming natural resources, and causing environmental degradation. 

Industrialization and rapid urbanization have significantly increased resource consumption, leading 

to a sharp rise in greenhouse gas emissions—central to the carbon footprint and primary causes of 

climate change—that critically affect air quality, ecosystem stability, and biodiversity protection. 

Environmental factors directly influence human well-being, economic activities, and the health of all 

living organisms while reshaping the ecological order. This study aims to provide a fresh perspective 

on ecological awareness and inspire actionable steps in terms of building a sustainable ecosystem 

through a survey assessing the ecological literacy of Selcuk University Faculty of Science (SUFS) 

students. The survey reveals students' environmental awareness levels while examining its impact on 

their ecological behaviors. The general evaluation shows that SUFS students exhibit high awareness 

levels in the Ecological Footprint Awareness scale; however, scores related to recycling and 

transportation are lower than other dimensions. This indicates that targeted training for recycling and 

transportation is necessary to enhance overall awareness levels regarding ecological footprints. The 

findings will serve as a valuable resource for identifying strategies to improve environmental 

consciousness while emphasizing individuals' roles in fostering a sustainable future. 

Keywords − Ecological footprint, biological capacity, sustainability in the ecosystem, climate change, ecological awareness 

1. Introduction 

Human communities are closely intertwined with their environment, forming a unified whole. In creating this 

whole, natural resources are often used unknowingly, leading to one of today's and the future's greatest 

challenges: environmental pollution. According to survey results from the United Nations Educational, 

Scientific, and Cultural Organization (UNESCO), the most significant global issues over the next 10 years will 

be climate change and biodiversity loss, making their resolution a primary challenge [1]. Ecological footprint 

studies, introduced by sustainability advocates Mathis Wackernagel and Bill Rees, emerged in the early 1990s 

during discussions about the Earth's human carrying capacity. These studies have played a vital role in raising 

awareness of ecological footprints as one of the most pressing global issues identified by UNESCO [2].  
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Research shows that the ecological footprint is essential for maintaining a livable planet and ensuring 

sustainability [2-5]. The ecological footprint measures how much of the planet's biological capacity we use to 

counterbalance the effects of our consumption and is expressed in global hectares (gha). Biological capacity 

refers to the ability of renewable natural resources to sustain life in specific geographical areas and is also 

expressed in global hectares. The ecological footprint is divided into six main subcategories: carbon footprint, 

grazing land footprint, fishing ground footprint, forest land footprint, agricultural land footprint, and built-up 

land footprint [3]. 

Carbon footprint refers to carbon dioxide emissions from human activities such as transportation (cars, 

airplanes, etc.) and the burning of fossil fuels. It is the largest contributor to the ecological footprint, accounting 

for 0.46 of the total [4-5]. 

Grazing land footprint refers to the land used for livestock-related products, such as meat and dairy, and 

pastureland for grazing. It contributes 0.03 to the ecological footprint [4-5]. Fishing ground footprint measures 

the freshwater and saltwater areas required to sustain the seafood we consume, accounting for 0.02 of the total 

ecological footprints [4-5]. Forest land footprint calculates the forest area needed to produce textiles, 

cosmetics, paper, and wood materials. It contributes 0.11 to the ecological footprint [4-5]. The agricultural 

land footprint includes areas used for producing food, animal feed, vegetable oils, rubber, and fiber for the 

population. It is the second largest contributor, making up 0.35 of the total ecological footprints [4-5]. 

Built-up land footprint represents the impact of infrastructure such as transportation, housing, industrial 

buildings, and power plants. It accounts for 0.03 of the ecological footprints [4-5]. 

The primary goal of the ecological footprint is to quantify humanity's demand for ecological goods and services 

while preventing the Earth's ecological capacity from being exceeded and ensuring sustainability. Public 

awareness of the ecological footprint is one of the most critical factors in achieving these goals. 

With a growing population and rapid industrial development, ecological challenges in Türkiye have become 

increasingly pronounced. A literature review reveals that Türkiye's biocapacity reserves have declined from 

1961 to 2018, as shown in Table 1 [6]. As the table illustrates, biocapacity reserves have progressively moved 

into a negative trend, indicating that ecological limits have been exceeded. 

Table 1. Ecological footprint and biocapacity amounts between 1961-2018 

Years Biological Capacity Per Capita Ecological Footprint Per Capita Biocapacity Reserve (+\-) 

1961 2.6 gha 1.6 gha +1.0 gha 

1973 2.1 gha 1.8 gha +0.3 gha 

1980 2.1 gha 2.1 gha 0.0 gha 

1991 1.9 gha 2.4 gha -0.5 gha 

1998 1.8 gha 2.8 gha -1.0 gha 

2005 1.6 gha 2.8 gha -1.2 gha 

2010 1.5 gha 3.2 gha -1.7 gha 

2018 1.3 gha 3.4 gha -2.1 gha 

As mentioned earlier, the problems highlighted by the UNESCO survey are climate change and biodiversity. 

For a more sustainable planet, the biological capacity per person must be equal to or greater than the ecological 

footprint per person, and biocapacity reserves are expected to show a positive trend [6]. In recent years, 

Ecological Footprint Awareness (EFA) studies have examined the relationship between individuals' 

consumption habits and environmental impact. The EFA scale consists of the subdimensions Energy, Laws, 

Recycling, Transportation, Water Consumption, and Food. The Energy subdimension includes 8 items, the 

Legal Scope subdimension includes 4 items, the Recycling subdimension includes 5 items, the Transportation 

subdimension includes 5 items, the Water Consumption subdimension includes 4 items, and the Food 

subdimension includes 4 items, totaling 30 items across 6 subdimension [7]. 

The conceptual understanding of the ecological footprint is of great importance for significantly contributing 

to the field. While the ecological footprint is often discussed regarding its environmental impacts and 
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calculation methods, its theoretical foundations and connections to sustainability concepts need to be explored 

in greater depth. A comprehensive discussion on the definition, historical development, and ecological 

footprint measurement across different sectors could provide valuable insights for researchers and 

policymakers. Furthermore, studies examining how various theoretical approaches to the ecological footprint 

intersect with environmental awareness and behavior can clarify its role in promoting sustainable practices. 

Expanding the conceptual boundaries of ecological footprint research will enhance understanding and 

contribute to developing more effective strategies for implementing environmental policies and raising 

awareness. This deeper understanding also opens opportunities to explore the relationships between the 

ecological footprint, consumption habits, and societal attitudes toward sustainability. 

For example, the "Ecological Footprint Calculation Survey" is administered to 81 teacher candidates at 

Aksaray University [8]. Similarly, an individual ecological survey is conducted among 241 students and 

employees at Akdeniz University [9]. At Mustafa Kemal University Faculty of Agriculture, the ecological 

footprint of 91 academicians is evaluated using the same survey; despite their footprint being above the global 

average, it remained below the Turkish average [10]. The EFA scale, developed by Coşkun, is administered to 

217 teacher candidates in the 1st and 4th grades of the Science Education and Turkish Language Teaching 

departments at Akdeniz University [11]. An ecological footprint survey is also applied to 390 engineering 

students at Sakarya University [12], while the same awareness scale is used with 433 students from Süleyman 

Demirel University's Faculty of Architecture [13]. The EFA scale developed by Çelik Coşkun and Sarıkaya is 

used by selecting 194 individuals from the faculty of sports sciences [14]. The scale is also administered to 66 

teacher candidates from the Biology Education Department [15].  

Additionally, the ecological footprint is calculated regionally in Southern Colorado [16], and the scale is 

applied to 536 classroom teachers across four districts in the city center of Diyarbakir [17]. The EFA Scale, 

developed by Coşkun, is administered to 47 science teacher candidates continuing their education in the 3rd 

and 4th years. The EFA levels of these 47 teacher candidates are examined about various demographic 

variables. A significant difference is observed between the class levels of the participants [18]. The EFA Scale 

is administered to students at the Faculty of Health Sciences at Sivas Cumhuriyet University. The students' 

EFA levels are found to be high [19]. In another study, the EFA Scale is administered to 85 students studying 

in the Forestry Engineering Department at Karabük University. It was found that the students scored the highest 

in the Legal Scope and Energy subdimensions, while the Transportation subdimension had the lowest score 

[20].  

According to the 2021 census of the Turkish Statistical Institute, 15.3% of the Turkish population consists of 

Generation Z [21]. In a society where knowledge is passed down from generation to generation, raising 

awareness about ecological footprint and biocapacity is critical for individuals to continue their sustainable 

lives today and in the future. However, despite this important issue, there is no study in the literature focusing 

on the ecological footprint of Generation Z. This study aims to fill this gap by using the newly developed EFA 

scale to assess the awareness levels of Generation Z students at Selçuk University Faculty of Science regarding 

the ecological footprint. 

2. Materials and Methods 

2.1. Research Purpose, Scope, and Limitations 

Human activities have a negative impact on climate change and biodiversity. If we fail to prevent the 

exceedance of ecological limits, our planet will move toward becoming uninhabitable. The most effective 

strategy for preventing ecological limit exceedance is to increase awareness among individuals and institutions 

regarding their ecological footprint. To protect the ecological balance and ensure the sustainability of human 

societies, it is essential to address the six main factors affecting the ecological footprint to meet the needs of 

present and future generations. This study aims to assess students' EFA and literacy levels at the Faculty of 

Science, Selçuk University. 
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2.2. Research Method 

This study is conducted at the Faculty of Science, Selçuk University, to examine students' EFA levels. A face-

to-face survey is employed to gather the data necessary for the study. The survey consists of two sections: the 

first section will collect sociodemographic information from the participants (such as age, gender, and 

expenditure patterns), while the second section will assess the participant's knowledge of the ecological 

footprint. 

2.3. Research Group 

The study population consists of university students from the Faculty of Science at Selçuk University. The 

sample size is determined based on the total student population of 1.722, following the principles outlined in 

the sampling guide [22]. To account for potential invalid responses, 250 questionnaires are planned for 

distribution, exceeding the 10% sample size. Table 2 presents a detailed account of the sample sizes calculated 

using the stratified sampling method, along with their distribution across departments and the targeted number 

of students for each department. 

Table 2. Number of surveys to be applied by departments 

Department Number of Students Survey to be Conducted 

Actuarial Sciences 106 15 

Biochemistry 221 33 

Biology 311 45 

Biotechnology 242 35 

Physics 103 15 

Statistics 154 23 

Chemistry 165 24 

Mathematics 420 60 

Total 1722 250 

2.4. Analysis of Data 

The responses collected from the questionnaire are coded and entered into the Statistical Package for Social 

Sciences (SPSS) Program 22.0 software for analysis. To ensure the data is prepared for analysis, frequency 

analysis is conducted for each scale item, and the maximum and minimum values, means, and standard 

deviations are reviewed. Missing data and incorrect entries are identified, and the dataset is cleaned 

accordingly. Following the data validation process, frequency analysis is performed for categorical (grouped) 

data, while descriptive statistics are calculated for continuous (ungrouped) data from the final dataset. 

Descriptive statistics are utilized to report demographic information, and frequency analysis is conducted, 

including means and standard deviations, as appropriate for the data type. 

The data is then transferred into SPSS 22, where relevant definitions and assignments are made to facilitate 

further analysis. After data entry, the statistical methods used in the study are determined. Given that 

established scales from the literature are employed, Confirmatory Factor Analysis (CFA) is conducted to 

validate the scales and their respective dimensions. Cronbach's alpha coefficient is calculated to assess the 

reliability of each scale. The total scores for each scale are computed after removing invalid items based on 

the fit values and factor loadings derived from the CFA. 

The analysis of the resulting scores involved assessing the normality of the data distribution and the 

homogeneity of variance, which informed the choice between parametric and nonparametric tests. The Kaiser-

Meyer-Olkin (KMO) test and Bartlett's Test of Sphericity are used to evaluate the adequacy of the sample for 

factor analysis. The study examines the relationships between EFA and demographic and behavioral variables, 
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and various hypotheses are tested in this direction. These hypotheses and the way they are included in the 

analysis can be summarized as follows: 

One of the main focuses of the study is to examine whether there is a significant difference between the EFA 

levels of the participants according to their gender. Another critical issue is to evaluate the effect of the place 

where the participants live on EFA. In addition, the effect of the parents' education level on individuals' EFA 

is investigated. 

In the context of economic factors, the effect of the participants' monthly expenditure levels on EFA levels is 

analyzed. In terms of behavioral variables, the relationship between cigarette and alcohol use and awareness 

levels is examined. Finally, the effect of the participants' book reading habits on ecological awareness levels 

is investigated. Each hypothesis is analyzed using appropriate statistical tests to determine whether there is a 

significant difference between EFA levels. The Kolmogorov-Smirnov test is applied to evaluate the normality 

of the data. In cases where normality could not be achieved, the Mann-Whitney U test is used for comparisons 

between two independent groups, and the Kruskal-Wallis test is used for comparisons between three or more 

independent groups. With these methods, a comprehensive analysis is carried out to understand the effects of 

the study on different variables. 

3. Findings 

3.1. Demographic Findings 

Table 3 presents the distribution of participants from the Faculty of Science at Selçuk University who 

completed the survey, organized by department. Of the total respondents, 10.27% (26 students) are from the 

Statistics Department, 17.78% (45 students) are from the Biology Department, 23.71% (60 students) from the 

Mathematics department, 5.92% (15 students) from the Physics department, 13.83% (35 students) from the 

Biotechnology department, 9.48% (24 students) from the Chemistry department, 5.92% (15 students) from the 

Actuarial Sciences department, and 13.04% (33 students) from the Biochemistry department. 

Table 3. Distribution of descriptive statistics 

  n % 

Department 

Statistics 26 10.27 

Biology 45 17.78 

Mathematics 60 23.71 

Physics 15 5.92 

Biotechnology 35 13.83 

Chemistry 24 9.48 

Actuarial Sciences 15 5.92 

Biochemistry 33 13.04 

Gender 

Female 171 67.6 

Male 82 32.4 

Place of residence 

City center 182 71.9 

District 61 21.1 

Rural Areas 10 4.0 

Mother's Education 

Primary School 168 66.4 

High School 62 24.5 

Associate Degree 10 4.0 

Undergraduate and Postgraduate 13 5.1 
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Table 3. (Continued) Distribution of descriptive statistics 

  n % 

Mother Occupation 

Group 

Public 13 5.1 

Private 27 10.7 

Housewife 19

6 

77.5 

Other 17 6.7 

Father's Education 

Primary School 11

3 

44.7 

High School 78 30.8 

Associate degree 28 11.1 

Undergraduate and Postgraduate 34 13.4 

Father Occupation 

Group 

Tradesmen 44 17.4 

Public 43 17.0 

Private 67 26.5 

Other 99 39.1 

Monthly expenses 

Less than 1000₺ 35 13.8 

Between 1000₺ and 2000₺ 53 20.9 

Between 2000₺ and 3000₺ 65 25.7 

Between 3000₺ and 4000₺ 48 19.0 

More than 4000₺ 52 20.6 

Smoking 

Yes 45 17.8 

No 20

8 

2.2 

Alcohol 

Yes 28 28 

No 22

5 

88.9 

Table 3 presents the distribution of participants by gender, showing that female participants constitute a higher 

proportion than male participants, with 67.6% (171 participants) being female and 32.4% (82) male. In terms 

of residential locations, the majority reside in urban areas, with 71.9% (182 participants) living in city centers, 

followed by 21.1% (61 participants) in district areas and 4.0% (10 participants) in rural areas. Regarding the 

educational background of participants' mothers, 24.5% (62) have completed high school, 4.2% (10) hold an 

associate degree, 5.1% (13) possess an undergraduate degree, and 5.1% (13) have attained a postgraduate 

degree. Occupational categories show that 77.5% (196) of mothers are housewives, 10.7% (27) are employed 

in the private sector, 6.7% (17) belong to other occupational groups, and 5.1% (13) work in the public sector. 

For fathers, 30.8% (78) have completed high school, 11.1% (28) hold an associate degree, 13.4% (34) have 

obtained an undergraduate degree, and 13.4% (34) possess a postgraduate degree. Additionally, 39.1% (99) of 

fathers are employed in other occupational groups, 26.5% (67) work in the private sector, 17.4% (44) are 

tradesmen, and 17.0% (43) are employed in the public sector. The analysis of educational levels reveals that 

primary school graduates represent the largest group, with 66.4% (168) of mothers and 44.7% (113) of fathers 

having completed primary school. Monthly spending among the participants varies, with the largest group 

(25.7%, 65 participants) spending between 2000₺ and 3000₺. Additionally, 20.9% (53) report expenditures of 

1000₺ to 2000₺, 20.6% (52) spend more than 4000₺, 19.0% (48) fall within the 3000₺ to 4000₺ range, and 

13.8% (35) spend less than 1000₺. In terms of smoking habits, 82.2% (208 participants) are non-smokers, 

while 17.8% (45) are smokers. Regarding alcohol consumption, 88.9% (225) reported not consuming alcohol, 

whereas 11.1% (28) indicated that they do consume alcohol. The number of books read by participants each 

month is also analyzed. The results show that 33.2% (84) of participants read one book per month, 22.9% (58) 

read two books, and 16.6% (42) did not read any books. Additionally, 13.0% (33) read three books per month, 

8.7% (22) read four books, and 5.5% (14) read five books. 
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3.2. Results of Validity and Reliability Analysis of Scales 

For a measurement tool to produce accurate results, it is essential to be valid and reliable in scientific research. 

Accurate results are obtained when both reliability and validity criteria are sufficiently met. To ensure this, the 

scales' reliability and validity are assessed before analyzing the research data and testing the hypotheses. While 

there are different reliability analysis methods depending on the measurement tool used, the most commonly 

used method is internal consistency, which is assessed by calculating Cronbach's alpha coefficient. The alpha 

value ranges from 0 to 1, with a value of at least 0.70 generally considered acceptable.  

Factor analysis is utilized to assess construct validity. CFA, which facilitates the interpretation of multiple 

variables, is commonly employed to test construct validity, particularly in the social sciences. For this study, 

Multi-Factor CFA is conducted on the EFA scale using the Analysis of Moment Structures (AMOS) 22 

program to evaluate the validity of the scales. CFA examines whether the relationships within the structure 

defined by the variables align with the collected data. It also assesses the applicability of scales developed by 

other researchers in the social sciences to the research sample in the present study. Consequently, CFA is 

initially applied to determine the construct validity of the scales associated with the conceptual model of this 

research. Table 4 presents the KMO test values, which are used to assess the adequacy of the sample size for 

factor analysis and the suitability of the scales employed in the study.  

Table 4. KMO and Bartlett test values of the EFA scale 

Scales KMO Bartlett Test-Ki-Kare  p 

EFA Scale 0.916 3143.670 <0.000 

As presented in Table 4, the KMO coefficient for the scale used is 0.916, while Bartlett's Test of Sphericity 

indicated a significance value of p = 0.000. These results confirm the suitability of the variables for factor 

analysis, as both the KMO and Bartlett's test values meet the necessary criteria. Consequently, the data 

collected from the participants are deemed appropriate for factor analysis, suggesting that meaningful factors 

can be extracted. 

To uncover the factor structure of the scales, both rotated (Component Matrix) and principal axis rotated 

(Rotated Component Matrix-Varimax) principal component analysis is applied. After conducting the necessary 

structural validity tests, the factor analysis results employed in this study are presented in the following section. 

Model fit indices are the primary indicators of whether the data support the tested model. Each fit index has 

strengths and limitations; therefore, it is advised not to rely solely on one fit index to assess whether the tested 

model is confirmed. 

The Chi-square (𝜒2) value, the most widely used and oldest goodness-of-fit index, tests the compatibility 

between the sample data and the theoretically proposed model by the researcher. The 𝜒2/𝑑𝑓 ratio offers more 

precise and reliable results when evaluating the overall model's goodness-of-fit, as it divides the Chi-square 

value by the degrees of freedom. The Goodness of Fit Index (GFI) assesses the model's fit independent of the 

sample size. The Comparative Fit Index (CFI) compares the covariance matrices of the theoretical and 

structural models. Finally, the Root Mean Square Error of Approximation (RMSEA) evaluates the degree of 

fit between the model and the sample covariance. RMSEA is particularly sensitive to model complexity and 

measures the discrepancy between the theoretical and model derived from the observed variables.  

In cases where the fit indices are not satisfactory following CFA for EFA, adjustments should be made based 

on the modification indices. The CFA measurement model for this situation is presented below. Figure 1 

illustrates the Multi-Factor CFA conducted on the EFA scale. 
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Figure 1. Multi-factor CFA on the EFA scale 

Table 5 presents the CFA fit indices applied to the EFA scale. 

Table 5. EFA scale CFA fit values 

 𝝌𝟐 df 𝝌𝟐/𝒅𝒇 GFI CFI RMSEA 

Fit Values 653.477 334 1.957 0.868 0.923 0.062 

Good Fit Values *   ≤3 ≥0.90 ≥0.95 ≤0.05 

Acceptable Fit Values *   ≤3-5 0.89-0.85 ≥0.90 0.06-0.08 

As a result of the CFA conducted on the EFA scale, it was determined that the fit indices did not meet the 

acceptable thresholds. Consequently, it is deemed necessary to modify the scale, leading to removing the 26th 

item from the Food sub-dimension and the 28th item from the Water Consumption sub-dimension. Table 6 

presents the percentage of variance explained by the sub-dimensions of the EFA scale, along with the 

corresponding reliability coefficients. 

Table 6. EFA scale sub-dimensions variance explanation percentage and reliability results 

Scale/Code Sub-dimension/Code 
Variance Explanation 

Percentage 

Cronbach Alpha 

Coefficient 

EFA Scale 

Energy 35.171 0.828 

Laws 7.203 0.810 

Recycling 5.439 0.806 

Transportation 4.941 0.738 

Food 3.970 0.705 

Water Consumption 3.453 0.710 
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Upon examining Table 6, it is evident that the energy dimension accounts for 35.171% of the total variance 

explained, while the laws dimension contributes 7.203%. The recycling dimension explains 5.439% and 

4.941%, respectively. The total variance explained for the scale is 60.178%. Furthermore, the average variance 

extracted (AVE) value exceeds the accepted threshold of 0.40. The internal consistency coefficient, 

specifically Cronbach's Alpha, is computed to assess the scale's validity. The resulting Cronbach's Alpha value 

for the entire scale is found to be 0.926, which is well above the accepted threshold of 0.70. These results 

affirm that the scale demonstrates high internal consistency, indicating reliability. Table 7 provides the factor 

loadings for the items of the EFA scale. 

Table 7. Factor loadings of EFA scale items 

Scale Sub-Dimension Items/Expressions Factor 

Loadings 

EFA 

Scale 

Energy 

Do you prefer using clean and environmentally sustainable energy sources for heating 

purposes? 

0.60 

Do you make sure that the windows are closed when the air conditioning is on? 0.51 

Do you make sure not to leave electrical appliances on for long periods of time? 0.60 

Do you prefer energy-efficient lighting and heating products? 0.81 

Do you prefer double-glazed windows because they provide thermal insulation? 0.70 

Do you use LED bulbs instead of old bulbs at home? 0.48 

Do you make sure that devices such as PCs, tablets, and televisions are not left on 

unnecessarily? 

0.59 

Do you avoid running washing machines, dishwashers, dryers, etc., without a full load 0.64 

Laws 

Do you believe that positioning solar energy in urban structuring where it can be used 

effectively is beneficial for the environment? 

0.81 

Do you think that the government should encourage the sale of vehicles with minimal 

impact on the ecological balance? 

0.71 

Do you believe that green areas should be preserved and not sacrificed for urbanization and 

industrialization? 

0.57 

Do you agree that industrial organizations should take measures to protect environmental 

health and prevent pollution of natural resources in compliance with legal obligations? 

0.81 

Recycle 

Do you recycle electronic waste? 0.71 

Do you make an effort to recycle household waste? 0.72 

Do you try to repurpose leftover food instead of discarding it? 0.58 

Do you separate household waste based on its type before disposing of it? 0.63 

Do you prefer using recyclable packaging when shopping? 0.74 

Transport 

Do you prefer sharing a car with others to minimize environmental impact? 0.65 

Do you prefer using public transportation to reduce environmental harm? 0.66 

Do you prefer vehicles such as Ginger, scooters, and electric skateboards because they 

cause less environmental damage? 

0.56 

Do you prefer riding a bike to driving a car? 0.52 

When the distance is suitable, do you prefer walking over driving? 0.61 

Food 

Do you avoid eating foods that are not in season? 0.42 

Do you buy only as much food as you need when shopping? 0.87 

Do you cook only the amount of food that will be consumed? 0.74 

Water 

Consumption 

Do you prefer wiping your car instead of washing it to consume less water? 0.57 

Do you take care not to waste more water than necessary for personal hygiene? 0.71 

Do you prefer to water the plants at home/in the garden using the correct methods? 0.76 

An item must exhibit a sufficiently high factor loading to be included in a factor. Items with a factor loading 

below the threshold of 0.50 are recommended for removal, as they do not contribute meaningfully to the factor 

structure of the measurement instrument [23]. In line with this criterion, the EFA scale, consisting of six 

dimensions and 28 items, has been confirmed, as shown in the table. A summary of the modifications made to 

the EFA scale is presented in Table 8. 

Table 8. Changes made to the EFA scale 

EFA Scale 

Scales Number of Statements Number of Statements Extracted 

Energy 8 - 

Laws 4 - 

Recycling 5 - 

Transportation 5 - 

Food 4 1 

Water Consumption 4 1 
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3.3. Findings Regarding EFA Scores 

In statistical analyses, it is considered essential that the data distribution adheres to the normality assumptions. 

Therefore, normality tests are conducted to assess whether the data obtained from the participants in this study 

met these assumptions. The Kolmogorov-Smirnov test is utilized to evaluate the conformity of the data to a 

normal distribution. The results from the Kolmogorov-Smirnov test for the EFA Scale scores reveal that the 

data do not follow a normal distribution, as the p-value (p = 0.000) is less than the 0.05 significance level. 

Based on these findings, nonparametric tests will be employed in this study: the Mann-Whitney U test will be 

used to analyze differences in mean values between two independent groups, while the Kruskal-Wallis test 

will be used to examine differences across three or more groups. 

Table 9. EFA scale Mann-Whitney U test results 

 

Energy 

Mean+SE 

Mean Rank 

Laws 

Mean+SE 

Mean Rank 

Recycling 

Mean+SE 

Mean Rank 

Transportation 

Mean+SE 

Mean Rank 

Food 

Mean+SE 

Mean Rank 

Water Consumption 

Mean+SE 

Mean Rank 

EFA Total 

Score 

Mean+SE 

Mean Rank 

Gender 

Female 

(n=171) 

33.883+0.384 

128.47 

17.859+0.212 

133.22 

18.853+0.332 

131.62 

18.590+0.340 

135.73 

11.888+0.173 

129.663 

11.812+0.196 

133.69 

112.888+1.330 

133.36 

Male (n=82) 
33.170+0.669 

123.93 

17.000+0.374 

114.03 

18.060+0.493 

117.37 

16.853+0.492 

108.80 

11.292+0.344 

121.51 

11.097+0.290 

113.05 

107.475+2.005 

113.73 

p-value 0.643 0.043* 0.146 0.006* 0.403 0.034* 0.046* 

Smoking of Students 

Yes (n=45) 
32.288+0.975 

114.90 

17.177+0.450 

116.58 

17.422+0.711 

110.74 

16.955+0.717 

111.77 

11.600+0.414 

122.69 

10.688+0.419 

104.74 

106.133+2.869 

111.53 

No (n=208) 
33.947+0.351 

129.62 

17.668+0.208 

129.25 

18.851+0.296 

130.52 

18.259+0.307 

130.30 

11.716+0.176 

127.93 

11.774+0.174 

131.81 

112.216+1.201 

130.35 

p-value 0.220 0.275 0.099 0.122 0.660 0.023* 0.118 

Students' Alcohol Use 

Yes (n=28) 
32.392+1.150 

117.27 

17.750+0.495 

130.68 

17.750+0.965 

116.14 

17.214+1.018 

117.09 

11.535+0.510 

120.18 

10.857+0.574 

110.66 

107.500+3.699 

114.29 

No (n=225) 
33.808+0.352 

128.83 

17.560+0.204 

126.54 

18.702+0.286 

128.35 

18.128+0.293 

128.23 

11.715+0.171 

127.85 

11.671+0.169 

129.03 

111.587+1.170 

128.58 

p-value 0.257 0.770 0.403 0.446 0.597 0.206 0.329 

Mann-Whitney U test, *statistical significant (p<0.050) 

Based on the results presented in Table 9, no significant differences are found in the energy, recycling, and 

food scores when comparing students' genders. However, the scores for the scope of laws, transportation, water 

consumption, and EFA are found to be higher for female students than male students. Furthermore, the analysis 

revealed no significant differences in the energy, scope of laws, recycling, transportation, food scales, or EFA 

total scores based on students' smoking status. However, it is observed that non-smokers had higher scores on 

the water consumption scale than smokers (Table 9). Finally, as shown in Table 9, the p-values for the EFA 

scale and its sub-dimensions are greater than 0.050, indicating no significant differences between students who 

use alcohol and those who do not. 
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Table 10. EFA scale Kruskal-Wallis test results 

Departments 

Energy 

Mean+SE 

Mean Rank 

Laws 

Mean+SE 

Mean Rank 

Recycling 

Mean+SE 

Mean Rank 

Transportation 

Mean+SE 

Mean Rank 

Food 

Mean+SE 

Mean Rank 

Water 

Consumption 

Mean+SE 

Mean Rank 

EFA Total 

Score 

Mean+SE 

Mean Rank 

Statistics (n=26) 
31.923+1.159 

114.26 

16.769+0.632 

116.24 

18.487+0.908 

131.36 

16.923+0.904 

115.37 

11.282+0.484 

118.90 

10.692+0.467 

105.58 

106.076+4.003 

118.24 

Biology (n=45) 
34.888+0.627 

142.28 

18.311+0.314 

143.41 

19.066+0.553 

131.80 

19.044+0.616 

141.53 

12.422+0.414 

151.03 

12.377+0.354 

147.62 

116.111+2.080 

144.10 

Mathematics(n=60) 
34.011+0.508 

128.68 

17.595+0.319 

127.01 

18.505+0.441 

123.99 

18.359+0.430 

129.72 

11.404+0.272 

116.16 

11.674+0.262 

128.21 

111.550+1.724 

124.79 

Physics (n=15) 
34.777+1.392 

137.50 

17.444+0.818 

115.50 

19.222+1.801 

137.33 

16.777+1.037 

100.06 

10.888+0.715 

104.39 

11.000+0.707 

104.44 

110.111+4.260 

118.83 

Biotechnology(n=35) 
35.105+0.652 

139.61 

18.210+0.371 

132.71 

20.000+0.820 

148.58 

19.000+0.812 

139.61 

11.947+0.515 

134.84 

12.000+0.639 

142.42 

116.263+2.483 

145.24 

Chemistry (n=24) 
33.500+1.784 

118.25 

16.666+1.145 

95.42 

19.666+1.605 

150.92 

17.500+2.045 

120.83 

11.666+1.085 

115.75 

10.666+1.358 

113.58 

109.666+6.264 

115.75 

Actuarial Science 

(n=15) 

32.307+1.520 

104.96 

17.461+0.656 

113.81 

19.153+1.229 

137.15 

17.538+1.118 

119.12 

11.923+0.415 

127.15 

12.307+0.472 

144.77 

110.692+3.883 

123.77 

Biochemistry (n=33) 
32.454+1.171 

116.85 

17.393+0.640 

128.111 

16.939+0.742 

99.82 

17.121+0.946 

117.91 

11.969+0.404 

136.68 

11.090+0.475 

113.65 

106.969+3.640 

115.03 

p-value 0.554 0.617 0.346 0.611 0.233 0.142 0.606 

Kruskal-Wallis test, *statistical significant (p<0.050) 

As a result of the Kruskal-Wallis tests conducted to examine the differences in the energy, scope of law, 

recycling, transportation, food, and water consumption scales, as well as the total EFA scores (which represent 

the sum of these scales), based on students' departments, the p-values for all scales are found to be greater than 

0.050, as shown in Table 10. Therefore, no significant differences are observed between the groups. These 

findings indicate that the scale scores of the students are similar, regardless of their departmental affiliations. 

Table 11. EFA scale Kruskal-Wallis test results 

 

Energy 

Mean+SE 

Mean Rank 

Laws 

Mean+SE 

Mean Rank 

Recycling 

Mean+SE 

Mean Rank 

Transportation 

Mean+SE 

Mean Rank 

Food 

Mean+SE 

Mean Rank 

Water 

Consumption 

Mean+SE 

Mean Rank 

EFA Total 

Score 

Mean+SE 

Mean Rank 

Places Where Students Live 

City Center (n=182) 
33.428+0.397 

123.28 

17.494+0.222 

124.37 

18.329+0.341 

122.99 

17.939+0.341 

124.80 

11.708+0.188 

125.81 

11.521+0.191 

125.00 

110.423+1.336 

123.42 

District(n=61) 
34.000+0.618 

129.19 

17.803+0.345 

129.88 

18.868+0.444 

128.64 

18.229+0.530 

130.42 

11.590+0.358 

128.95 

11.557+0.314 

124.80 

112.049+1.914 

128.38 

Village(n=10) 
35.600+2.696 

181.30 

17.800+1.569 

157.30 

21.800+1.396 

189.90 

18.400+1.746 

146.10 

12.100+0.657 

136.10 

12.800+1.162 

176.80 

118.500+8.713 

183.80 

p-value 0.048* 0.033* 0.018* 0.611 0.873 0.085 0.039 

Education Status of the Mothers of Students 

Primary 

Education(n=168) 

33.779+0.405 

128.03 

17.756+0.223 

131.04 

18.678+0.320 

126.32 

18.214+0.346 

128.57 

11.797+0.192 

129.31 

11.720+0.198 

130.43 

111.946+1.321 

128.18 

High School (n=62) 
33.661+0.728 

129.97 

17.322+0.418 

122.86 

18.435+0.651 

129.21 

18.145+0.565 

130.48 

11.693+0.359 

130.11 

11.354+0.341 

121.49 

110.612+2.496 

131.53 

Associate degree (n=10) 
30.800+2.085 

89.20 

15.700+1.212 

81.80 

18.600+1.194 

132.15 

17.500+1.654 

128.40 

10.300+0.882 

89.70 

11.000+1.085 

119.05 

103.900+6.893 

104.65 

Undergraduate and 

Postgraduate (n=13) 

34.153+1.170 

128.58 

18.000+0.518 

129.31 

18.307+1.272 

121.27 

15.461+1.243 

88.96 

11.461+0.605 

111.04 

11.307+0.535 

115.04 

108.692+3.791 

107.31 

p-value 0.419 0.182 0.977 0.289 0.312 0.751 0.540 
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Table 11. (Continued) EFA scale Kruskal-Wallis test results 

 

Energy 

Mean+SE 

Mean Rank 

Laws 

Mean+SE 

Mean Rank 

Recycling 

Mean+SE 

Mean Rank 

Transportation 

Mean+SE 

Mean Rank 

Food 

Mean+SE 

Mean Rank 

Water 

Consumption 

Mean+SE 

Mean Rank 

EFA Total 

Score 

Mean+SE 

Mean Rank 

Father's Education Status of the Students 

Primary Education 

(n=113) 

33.238+0.487 

118.84 

17.539+0.291 

126.60 

18.433+0.401 

122.85 

17.761+0.410 

121.05 

11.610+0.229 

122.39 

11.628+0.236 

126.62 

110.212+1.648 

120.07 

High School (n=78) 
34.141+0.704 

141.03 

17.538+0.367 

128.10 

18.884+0.535 

133.33 

18.589+0.524 

136.44 

11.961+0.324 

138.88 

11.756+0.306 

133.28 

112.871+2.252 

140.01 

Associate degree 

(n=28) 

33.785+0.958 

126.25 

17.321+0.529 

115.38 

19.000+0.646 

133.13 

17.964+0.844 

128.77 

11.714+0.479 

126.29 

11.464+0.483 

125.32 

111.250+2.926 

129.48 

Undergraduate and 

Postgraduate (n=34) 

33.794+0.717 

122.56 

18.029+0.401 

135.38 

18.147+0.827 

121.22 

17.676+0.840 

123.68 

11.352+0.417 

115.65 

11.117+0.471 

115.24 

110.117+2.681 

118.13 

p-value 0.219 0.739 0.714 0.543 0.335 0.682 0.260 

Students' Mother's Occupation Group 

Public (n=13) 
35.000+0.816 

138.15 

18.153+0.504 

133.46 

19.615+0.873 

141.65 

18.538+1.107 

136.35 

12.307+0.485 

139.54 

12.230+0.579 

142.85 

115.846+3.218 

141.69 

Private (n=27) 
32.444+1.089 

108.91 

16.963+0.701 

115.67 

17.666+0.930 

111.22 

15.407+0.967 

88.78 

10.333+0.541 

89.17 

11.444+0.460 

124.02 

104.259+3.682 

99.02 

Housewife (n=196) 
33.693+0.394 

128.46 

17.581+0.217 

127.54 

18.683+0.307 

128.08 

18.352+0.309 

131.11 

11.846+0.182 

131.60 

11.515+0.192 

125.61 

111.673+1.278 

129.59 

Other (n=17) 
34.058+1.158 

130.41 

18.117+0.520 

133.82 

18.294+1.330 

128.35 

18.058+1.246 

133.12 

11.647+0.605 

123.47 

12.058+0.558 

135.68 

112.235+4.069 

130.32 

p-value 0.556 0.808 0.606 0.039* 0.036* 0.805 0.191 

Students' Fathers' Profession Group 

Tradesmen (n=44) 
34.340+0.817 

138.80 

17.431+0.465 

121.11 

19.136+0.677 

134.22 

18.113+0.727 

128.18 

11.681+0.449 

130.76 

11.454+0.452 

126.40 

112.159+2.778 

129.14 

Public (n=43) 
34.162+0.624 

127.99 

18.232+0.301 

139.67 

19.697+0.571 

143.79 

18.465+0.613 

133.38 

11.790+0.330 

127.53 

11.930+0.341 

135.55 

114.279+1.799 

137.85 

Private (n=67) 
33.537+0.644 

124.06 

17.716+0.342 

128.78 

18.447+0.509 

123.52 

17.746+0.520 

119.90 

11.462+0.319 

118.44 

11.611+0.303 

125.92 

110.522+2.118 

122.46 

Other (n=99) 
33.202+0.595 

123.32 

17.272+0.346 

122.90 

17.979+0.471 

118.85 

17.989+0.482 

128.51 

11.818+0.257 

130.89 

11.464+0.267 

124.29 

109.727+1.999 

123.41 

p-value 0.678 0.559 0.251 0.797 0.719 0.860 0.714 

Monthly Expenditure Amounts of the Students 

Less than 1000₺ 

(n=35) 

35.285+0.634 

146.20 

17.457+0.418 

117.73 

19.314+0.646 

134.67 

19.228+0.719 

143.23 

12.171+0.428 

142.51 

12.514+0.387 

152.00 

115.971+2.328 

140.73 

1000-2000₺ (n=53) 
33.226+0.804 

121.80 

17.452+0.470 

126.28 

19.075+0.535 

133.51 

18.660+0.529 

136.64 

12.000+0.323 

132.58 

11.811+0.341 

131.30 

112.226+2.536 

134.61 

2000-3000₺ (n=65) 
32.861+0.730 

118.06 

17.738+0.425 

137.50 

18.015+0.610 

119.62 

17.969+0.626 

128.64 

11.461+0.339 

121.70 

11.169+0.337 

116.68 

109.215+2.558 

121.77 

3000-4000₺ (n=48) 
34.687+0.616 

138.33 

17.458+0.434 

122.34 

19.020+0.575 

132.86 

18.291+0.576 

128.91 

12.062+0.304 

135.36 

11.541+0.382 

126.00 

113.062+2.081 

132.79 

More than 4000₺ 

(n=52) 

33.019+0.811 

120.09 

17.711+0.329 

125.14 

17.961+0.673 

119.02 

16.403+0.663 

102.44 

11.019+0.406 

109.77 

11.269+0.363 

119.61 

107.384+2.500 

111.19 

p-value 0.258 0.683 0.661 0.071 0.210 0.183 0.301 

Kruskal-Wallis test, *statistical significant (p<0.050) 

When examining Table 11, it is observed that no significant differences are found in the transportation, Food, 

and water consumption scores based on the students' residential areas. However, individuals in rural areas 

(villages) scored higher on energy, scope of laws, recycling, and total EFA scores than those in urban centers 

and districts. Regarding the tests conducted based on the occupational groups of the students' mothers, no 

significant differences are observed in the energy, scope of laws, recycling, water consumption, and total EFA 



JARNAS / 2024, Vol. 10, Issue 4, Pages: 981-995 / Ecological Footprint Awareness of Generation Z: A Case Study of Selçuk ⋯ 

 

 

993 

scores. However, it is found that the transportation and food scale scores of students whose mothers work in 

the public sector are higher than those of other occupational groups (Table 11). Finally, based on the results 

presented in Table 11, the analysis of score differences according to the educational background of the student's 

mothers and fathers, the occupational group of their fathers, and the students' monthly expenditure amounts 

indicated no significant differences. Specifically, the p-values are greater than 0.050, suggesting that the sub-

dimension scores of the EFA scale are similar across these variables. 

4. Conclusion 

No significant differences are found between the ages of the students about the energy, recycling, 

transportation, food, water consumption, and EFA scales. The knowledge levels about EFA are nearly identical 

across all age groups. Similarly, no differences are observed between the genders regarding the energy, 

recycling, and food scales, with knowledge levels about EFA being almost equal for males and females. 

However, female students demonstrated higher knowledge levels than male students regarding transportation, 

water consumption, and EFA scale laws. Furthermore, no significant differences are observed in the 

transportation, food, and water consumption scales concerning the student's residence, and knowledge levels 

about EFA remained largely similar across different locations. On the other hand, students residing in urban 

centers and districts exhibited higher and comparable knowledge levels on the energy, recycling, and EFA 

scales compared to their peers living in rural areas. 

The students' knowledge levels regarding EFA showed no significant differences based on their parents' 

educational and occupational backgrounds, with the knowledge levels being nearly identical across all groups. 

Similarly, no differences are observed in the knowledge levels regarding EFA within the context of the laws, 

recycling, transportation, food, and EFA based on students' smoking status, with the knowledge levels being 

almost the same for smokers and non-smokers. However, regarding the water consumption scale, students who 

did not smoke exhibited higher knowledge levels than those who smoked. There are no differences in the 

knowledge levels regarding EFA across alcohol consumption status, including within the context of the laws, 

recycling, transportation, food, water consumption, and EFA. Lastly, there is no significant difference in the 

knowledge levels about EFA based on the number of books students read in a month, with the knowledge 

levels being similar across different reading habits. 

Table 12. Averages of EFA scale sub-dimensions 

Energy 4.206 

Laws 4.395 

Recycle 3.719 

Transport 3.605 

Food 3.898 

Water Consumption 3.860 

EFA 3.947 

Table 12 presents the average values of the EFA scale sub-dimensions and the overall EFA score. The analysis 

of the EFA scale and its sub-dimensions among students at the Faculty of Science Selçuk University indicated 

generally high awareness levels. However, lower scores were observed in the Recycling and Transportation 

sub-dimensions compared to others. To enhance EFA, it is suggested that awareness training be particularly 

focused on Recycling and Transportation. Various studies in literature address the impact of class level on 

EFA, but they disagree. For instance, Eraslan and Seçme [13] discovered a significant difference in EFA, 

specifically in the energy dimension, in favor of first-year students in architecture programs. A different study 

revealed varied results based on demographic structure. In this study, high-income young individuals living 

near large shopping malls and far from the airport were found to have a larger "transportation" footprint. 

Additionally, Akdeniz University Faculty of Economics and Administrative Sciences research revealed that 

participants' ecological footprints exceeded global and national averages. This study found that ecological 

footprints increased with higher income and age, while no significant gender differences were observed [9]. In 

conclusion, the literature shows that the ecological footprint varies across different demographic groups and 
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geographical regions. These findings emphasize the need for more comprehensive studies on ecological 

footprints and the importance of raising awareness by collecting additional data across various areas. It is 

encouraging that generation Z is increasingly aware of these issues, indicating positive prospects for raising 

ecological awareness. 

The findings of this study provide valuable insights into the EFA and environmental awareness of Selçuk 

University Faculty of Science students. While the overall levels of ecological awareness are high, the relatively 

low awareness observed in the recycling and transportation sub-dimensions highlights the need for increased 

educational efforts and awareness campaigns. The findings of this study provide an essential foundation for 

understanding the relationship between ecological footprint and environmental awareness. Future research can 

build on these findings using larger, more diverse samples from different universities or individuals from 

various socio-economic backgrounds. Such studies could offer deeper insights into how environmental 

awareness levels influence students' environmental behaviors and sustainability practices in their daily lives. 

Moreover, there is a need to develop effective and sustainable educational methods to promote environmentally 

friendly habits among students. Large-scale awareness campaigns utilizing modern digital media and social 

networks could significantly enhance ecological awareness. Investigating how such campaigns contribute to 

spreading environmentally friendly habits among students would provide valuable data and insights. Future 

studies on the effects of ecological awareness education on the environmental attitudes and sustainability 

consciousness of younger generations, particularly Generation Z, are crucial. These studies can contribute to 

developing strategies for changing environmental attitudes by understanding generational differences. Finally, 

developing strategies to improve the effectiveness of environmental sustainability policies and practices across 

society is essential. Such research could help individuals better understand their environmental responsibilities 

and contribute meaningfully to the necessary actions for a sustainable future. 
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Abstract− Accurate detection of skin diseases is crucial in healthcare, with early diagnosis
being particularly vital for effective treatment. Melanoma, a form of skin cancer with a
high potential for metastasis, requires early detection to significantly improve treatment
success and prevent further spread across the skin. This study investigates the application
of machine learning techniques to diagnose skin lesions, focusing on differentiating between
benign moles and malignant melanoma. A Convolutional Neural Network (CNN) model was
developed to explore machine learning’s efficacy in this context. The initial model featured a
primary architecture, progressively refined by adding additional layers and filters to increase
its complexity. This iterative enhancement aimed to improve the model’s capability to extract
and analyze features from skin images. Each model configuration was meticulously evaluated
through a series of experiments to determine its diagnostic performance. The results revealed
that the proposed CNN model achieved a high accuracy rate of 91%. This significant finding
demonstrates the effectiveness of machine learning approaches in the early diagnosis and
management of melanoma. The study confirms that advanced CNN architectures can enhance
diagnostic precision, thereby contributing to improved patient outcomes in detecting and
treating skin diseases.

Keywords − CNN, artificial learning, melanoma, mole (nevus), skin cancer

1. Introduction

Melanoma is a form of skin cancer that arises when melanocytes, the cells responsible for giving skin its
tan or brown hue, start to grow uncontrollably. Cancer begins when cells in the body proliferate without
regulation. Virtually any cell in the body has the potential to become cancerous and subsequently
spread to other regions. Melanoma is also known as malignant melanoma or cutaneous melanoma.
Typically, melanoma cells generate melanin, causing the tumors to appear brown or black. Nonetheless,
certain melanomas lack melanin production and may present as pink, tan, or even white. Figure 1
illustrates melanocyte cells. The image credit in Figure 1 is attributed to Designua/Shutterstock.
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Figure 1. Melanocytes located between the upper and lower skin

In 2018, skin cancer emerged as a widespread and perilous condition on a global scale, with 300,000 new
diagnoses and over 1 million fatalities occurring each month worldwide [1]. Melanoma is increasingly
common worldwide, ranking as the 19th most prevalent disease and exhibiting one of the highest mor-
tality rates [1]. According to the International Agency for Research on Cancer (IARC), approximately
19.3 million new cancer cases were diagnosed in 2020, and about 10 million individuals succumbed to
the disease. Furthermore, in the United States, 100,350 new cases were diagnosed in 2020, and about
6,850 people died [2, 3].

Controlling cancer-related mortality is a challenging process; however, recent advances in image
processing and artificial intelligence approaches can help in the early detection of melanoma, as early
detection and prognosis can improve survival rates. Extensive research solutions and computer vision
algorithms have been proposed in the literature to diagnose skin lesions at the earliest stage and
overcome the complexities of traditional approaches [4]. Classification methods, such as Decision Trees
(DT) [5], Support Vector Machines (SVM) [6], and Artificial Neural Networks (ANN) [7], have been
presented in various approaches. Many machine learning techniques face data processing challenges
that necessitate high-contrast, noise-free, and clean images, which is often not the case with skin cancer
data. Skin classification relies on features like color, texture, and structure. Due to the high inter-class
homogeneity and intra-class heterogeneity of skin lesions, using low-quality feature sets can lead to
inaccurate classification results [8]. A “low-quality feature” refers to an attribute or variable in the
dataset that does not significantly contribute to the model’s predictive power or performance. Such
features can impair model performance and result in inaccurate or sub-optimal outcomes. Traditional
methods are parametric and often require normally distributed training data; however, skin cancer
data is typically unpredictable and may not conform to these assumptions. Each lesion presents a
unique pattern, making these methods insufficient. Therefore, deep learning (DL) techniques are more
effective for skin classification, enabling dermatologists to diagnose lesions more accurately.

Detecting skin diseases is crucial in healthcare due to its significant impact on patient outcomes.
Among various skin conditions, melanoma, a type of skin cancer, is particularly critical because early
detection is known to substantially enhance the success of treatment. Identifying melanoma in its initial
stages is vital as it prevents the cancer from spreading further across the skin, which can otherwise
lead to more severe health issues. This study focuses on diagnosing skin lesions, specifically moles
(benign tumors) and melanoma (a malignant skin cancer), through machine learning techniques.

To achieve this, the research involved developing a Convolutional Neural Network (CNN) model, which
was initially simple. Gradually, more layers and filters were incorporated into the model, increasing its
complexity. The performance of these enhanced CNN models was carefully evaluated and analyzed.
The experimental results revealed that the proposed method achieved an impressive success rate of
91%. These results highlight the effectiveness and potential of machine learning approaches in the early
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diagnosis and treatment of melanoma, demonstrating their significant role in improving healthcare
outcomes.

The remainder of this paper is structured as follows: In the second part, studies on melanoma cancer
are presented. The main motivation of the study, the methods, and the dataset are presented in the
third and fourth sections, respectively. The results of the experimental studies are presented in the fifth
section, while the discussion and conclusions on the results obtained are included in the last section.

2. Related Works

DL has achieved great success in medical image classification and many other fields and is gradually
replacing other machine-learning methods. Medical images play an essential role in diagnosis and
treatment processes. By learning complex relationships in these images, DL models can be effective
in many areas, such as disease diagnosis, lesion detection, and drug discovery. Moreover, DL has
advantages over other machine learning methods in tasks such as image classification and feature
extraction with high accuracy rates.

Promising results have been obtained in studies conducted in the literature. Litjens et al. [9] have
shown that DL models can be successfully used in prostate and breast cancer staging. This research
reveals that DL methods have significant potential in cancer diagnosis and staging using medical images.
Their study shows that DL models can be more frequently used in the early diagnosis and treatment
planning of essential diseases, such as prostate and breast cancer. Liu et al. [10] have developed a
new deep learning model to detect prodromal and mild cognitive impairment stages of Alzheimer’s
disease. Their study demonstrates the potential of DL methods for early diagnosis and progression
monitoring of Alzheimer’s disease. Their research involves the creation of a customized model using
deep neural networks on large datasets. The new model has successfully identified markers specific
to Alzheimer’s disease. A new CNN model proposed by Wang et al. [11] presents an approach that
requires less user interaction and can perform medical image segmentation faster than existing methods.
Automatic image segmentation refers to the process of identifying and distinguishing specific structures,
e.g., organs or lesions, in medical images. Electroencephalography (EEG) signals are data recording
electrical activity used to measure brain activity. Analysis of these signals plays a vital role in the
diagnosis of epilepsy, sleep disorders, and assessment of neurological and psychiatric conditions such
as attention deficit hyperactivity disorder (ADHD). Acharya et al. [12] have used a 13-layer CNN to
analyze EEG signals and achieved high accuracy classification.

Esteva et al. [13] have studied skin cancer classification using deep neural networks. They have
investigated the feasibility of using deep neural networks to achieve dermatologist-level classification
performance. Besides, they have used a large skin cancer dataset containing 129,450 images. The
researchers have achieved the accuracy rate 72.1%±0.9% when using Google’s Inception v3 architecture
by scaling the images to 299 × 299. Harangi [14] has evaluated the effectiveness of deep CNN ensembles
in classifying skin lesions. Ensemble methods are a model created by combining several different CNNs.

DL techniques’ primary advantage lies in their ability to directly apply to classification tasks without
requiring pre-processing steps. In a notable study, Yap et al. [15] have introduced a method that
integrates various image modalities and patient metadata. They have employed the Residual Network
50 (ResNet50) [16] network distinctly on both dermoscopic and macroscopic images, subsequently
combining their features for the final classification task. This multi-model classifier demonstrated
superior performance compared to the baseline model, which utilized only macroscopic images, achieving
an Area Under Curve (AUC) value of 0.866. Similarly, Gessert et al. [17] have developed an ensemble
model comprising EfficientNets [18], Squeeze-and-Excitation Network (SENet) [19], and Residual
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Network Next Generation Weakly Supervised Learning (ResNeXt WSL) [20] to conduct a multi-class
classification on the International Skin Imaging Collaboration (ISIC) 2019 dataset. A clipping strategy
is applied to the images to cope with multiple model input resolutions. Furthermore, a loss balance
approach has been used to deal with imbalanced datasets. Srinivasu et al. [21] have introduced a deep
convolutional neural network (DCNN) that integrates MobileNetV2 [22] with Long Short-Term Memory
(LSTM) [23] for classifying lesions on the HAM10000 dataset. The MobileNetV2 model demonstrated
high efficiency and accuracy, making it suitable for lightweight computational devices. The proposed
model excels in maintaining stateful information, leading to more precise predictions. Additionally,
a grey-level co-occurrence matrix is employed to evaluate disease progression. The performance of
this approach has been compared with other advanced models, including Fine-Tuned Neural Networks
(FTNN) [24], CNN, Very deep Convolutional Networks for Large-Scale Image Recognition [25] developed
by the Visual Geometry Group (VGG), and a modified convolutional neural network architecture.
Utilizing the HAM10000 dataset, the proposed method outperformed these models with over 85%
accuracy.

3. Materials and Methods

Melanoma skin cancer is one of the most crucial skin disorders. Early diagnosis of melanoma is
critical for successful treatment of the disease. Today, melanoma is diagnosed by a specialist physician.
Computer-aided systems are also being developed to improve the diagnostic process. Deep learning-
based approaches (CNN, etc.) are widely used in these systems. In the CNN model, there are various
operations performed in layers. This study evaluates the effects of using different numbers of CNN
convolution layers and filters on classification performance.

3.1. Dataset

The dataset used in the study includes a total of 10,605 image data. In the training set, there are a
total of 9,605 images, of which 5,000 are labeled as benign tumors and 4,605 as melanoma. The test
set includes a total of 1,000 images of which 500 are benign tumor images and 460 melanomas. In
experimental studies, 70% of the data for the two classes was utilized for training, while 30% was used
for testing. Some sample images of the dataset are shown in Figure 2.

Figure 2. First and second rows show malignant and bening samples, respectively

3.2. Deep Features

Extracting relevant attributes is fundamental for predicting patterns and making informed decisions
in dataset analysis. Traditionally, feature extraction involved applying mathematical techniques or
utilizing third-party methods, such as Speed-Up Robust Features (SURF) [26] and Scale-Invariant
Feature Transform (SIFT) [27], designed to detect and describe local features in images. However, the
advent of CNNs has revolutionized this process.
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CNNs are advanced, multi-layered neural network architectures specifically designed to automatically
learn and extract features from raw data. They consist of several types of layers, including convolutional
layers that apply various filters to detect features, pooling layers that reduce the dimension while
retaining important information, and fully connected layers that integrate these features for final
classification or regression tasks.

The features obtained through these CNNs are known as deep features. These features are termed
“deep” because they are generated through multiple layers of convolution and pooling, allowing the
network to capture increasingly abstract and complex representations of the data. This hierarchical
learning process enables CNNs to discern high-level patterns and intricate details within the data,
making them highly effective for tasks, such as image recognition and classification.

3.3. CNN Model Configuration

CNNs represent a sophisticated class of machine-learning architectures designed for image classification
tasks. These networks process images through a series of specialized layers. Initially, the image is fed
into the input layer. Subsequently, the convolutional layers apply various filters to extract features,
while normalization techniques are employed to standardize the aggregated data across different image
channels. The values are then processed through an activation layer in which they are compared
against a predefined threshold. Following this, sub-sampling is performed through pooling operations,
which reduce the spatial dimensions of the data while preserving essential features. This sequence
of convolution, normalization, activation, and pooling layers is iterated multiple times to refine the
data representations progressively. Finally, the refined data is forwarded through one or more fully
connected layers, which integrate the features for comprehensive analysis. Figure 3 shows the layer
structures for a basic CNN model.

Figure 3. Basic CNN structure

We used the algorithm RMSprop (Root Mean Square Propagation) [28] for optimization, a key hyper-
parameter that adapts the learning rate based on recent gradients. RMSprop stabilizes training
and accelerates convergence, essential for training our deep CNN model. The output from the fully
connected layers is then classified using a soft-max function, which provides probabilistic predictions for
each class. A key characteristic of CNNs is that the features extracted from the data typically improve
in quality as the network depth increases. This network deepening enhances its ability to capture
complex and hierarchical patterns within the image data, leading to more accurate classification results.

3.4. CNN Model with Variable Convolution Layering

This study developed various configurations of CNNs to assess the impact of convolutional layers
and the number of filters on model performance. A critical aspect of these configurations is the
choice of filter size and the number of filters used in each convolutional layer. Filter size determines
the dimensions of the receptive fields that the network uses to extract features from the input data,
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influencing the granularity of the detected patterns. Meanwhile, the number of filters controls the
number of distinct features that can be learned and captured at each layer, thereby affecting the
network’s ability to recognize and represent complex patterns.

Table 1 details the parameters for filter size (FS) and number of filters (NoF) employed across the
convolutional layers in these CNN models. By varying these parameters, we aimed to evaluate their
effects on the network’s performance and feature extraction capabilities, providing insights into how
different configurations impact the overall effectiveness of the CNN in handling and classifying image
data.

Table 1. Convolution layers’ parameters

Layer FS NoF

Conv1 [3 3] 8
Conv2 [3 3] 16
Conv3 [3 3] 32
Conv4 [3 3] 64
Conv5 [3 3] 128

The models created have the convolution layers specified in Table 2. All convolution layers have the
same padding ratio.

Table 2. CNN models’ convolution layers

Model Convolution Layers

CNN1 Conv1
CNN2 Conv1, Conv2
CNN3 Conv1, Conv2, Conv3
CNN4 Conv1, Conv2, Conv3, Conv4
CNN5 Conv1, Conv2, Conv3, Conv4, Conv5

The models have a maximum pooling layer after each convolution layer. Maximum pooling computes
the average of the elements present in the region of the feature map covered by the filter. In the
maximum pooling layer for all models, we used the pool size of [2 2] and the stride value of [2 2]. All
models have in common a fully connected layer, a SoftMAX (Soft Maximum) [29] activation layer and
a classification layer.

4. Experimental Results

Five different CNN models were designed within the experiments’ scope, and experiments were carried
out. The CNN model image input size is 64 × 64 × 3 and in Red-Green-Blue (RGB) space. The
hyper-parameter settings are common to all CNN models and are provided in Table 3.

Table 3. Common hyper-parameters for CNN models

Training Parameters

Max Epochs = 30
Initial Learn Rate = 0.01
Optimizer = ‘Rmsprop’
Shuffle = ‘every-epoch’

Validation Frequency = 30
Execution Environment = GPU
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Figures 4 and 5 show the accuracy versus loss function values of CNN models with one and five
convolution layers. While the accuracy value increases slightly in most iterations, the loss function
tends to decrease. The decrease in the loss function at each iteration indicates that the model learns
the patterns and relationships in the training data better. The parameters were updated to minimize
the error. Thus, the improvement of the model is observed.

Figure 4. CNN model performance with a single convolution layer

Figure 5. CNN model performance with five convolution layers

It can be observed Figures 4 and 5 that adding more convolution layers and filters improves classification
performance. The confusion matrices’ values for the CNN models are shown in Table 4. Confusion
matrices summarize the performance of a classification model by presenting the counts of true positive
(TP), false positive (FP), true negative (TN), and false negative (FN) predictions.

Table 4. Confusion matrices’ values for CNN models

Model TP FP TN FN

CNN1 1693 293 1238 233
CNN2 1707 180 1351 219
CNN3 1719 134 1397 207
CNN4 1770 144 1387 156
CNN5 1757 146 1385 169
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The results obtained by the performance metrics Accuracy (Acc), Sensitivity (Sen), Specificity (Spe),
and F1-Score (F1) using the confusion matrices of CNN models are provided in Table 5.

Table 5. Results obtained by the performance metrics using the confusion matrices of CNN models

Model Acc Sen Spe F1

CNN1 84,78% 0,879 0,809 0,866
CNN2 88,46% 0,886 0,882 0,895
CNN3 90,14% 0,893 0,912 0,910
CNN4 91,32% 0,919 0,906 0,92
CNN5 90,89% 0,912 0,905 0,918

As can be observed from Table 5, while increasing the number of convolution layers and the number of
filters improved the performance up to a certain point, the performance of the final model decreased
compared to those of the previous model. Doubling the number of filters in each convolution layer
compared to the previous one improved the performance to a certain extent.

5. Discussion

Accurate detection of skin diseases is vital in healthcare due to its significant impact on patient
outcomes. Among various skin conditions, melanoma—a severe form of skin cancer—is particularly
critical. Early detection of melanoma greatly enhances treatment success by preventing further spread
and more severe complications. A comparison with similar studies is made in Table 6 below. As can
be seen from the table, a significant accuracy value has been obtained with the proposed simple CNN
model. It should be stated that the convolution layers and the number of filters in these layers are
effective for the final performance, in the proposed model.

Table 6. Comparison with featured studies
Study Method Data Performance

[5] Watershed Segmentation, kNN (k-Nearest Neighbors) [30], RandomForest [31], SVM 1000 89.43% Acc

[6] ResNet-50, XGBoost (eXtreme Gradient Boosting) [32], Statistical Analysis 11444 89.00% Acc

[7] Caffe CNN [33], Sparse Coding [34], SVM 2624 73.90% Acc

[14] Pre-trained CNNs [35], Ensemble [36], Majority Voting [37] 2000 89.10% Acc

This Study Configurable Simple CNN Model 10605 91.32% Acc

This study used advanced machine learning techniques to diagnose skin lesions, particularly distin-
guishing between benign moles and malignant melanoma.

We developed a CNN model, which was initially simple but improved by adding more layers and filters.
Increasing the number of convolutional layers and filters enhances the model’s ability to learn complex
features. Despite these improvements, the increased complexity of the model introduces challenges
such as over-fitting and higher computational costs. To address these challenges, future research should
explore strategies such as integrating multi-modal data, leveraging transfer learning to reduce training
time, and employing advanced regularization techniques. Developing real-time diagnostic tools and
mobile applications could also facilitate broader and more accessible melanoma screening. Future
studies can enhance the efficacy and practicality of early melanoma detection and improve overall
healthcare outcomes.
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6. Conclusion

Early and precise diagnosis of melanoma is essential for successful treatment and prevention of disease
progression. This study explored the application of CNNs to differentiate between benign moles
and malignant melanoma, achieving a high accuracy rate of 91%. By systematically enhancing the
model architecture with additional layers and filters, we demonstrated the effectiveness of CNN-based
approaches in accurately identifying skin lesions. These findings confirm that machine learning models
can significantly contribute to the early detection and management of melanoma when properly
developed and optimized. Integrating such technology into clinical practice could transform how skin
diseases are diagnosed, leading to more efficient and accurate interventions. Future research should aim
to further improve model accuracy by expanding the dataset and exploring complementary algorithms
to enhance diagnostic reliability and scalability.
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