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 Grid-based games, such as Tic-Tac-Toe, Connect-Four, and Gomoku, offer a valuable platform 

for evaluating large language models (LLMs) in reasoning, rule comprehension, and strategic 

thinking which are key skills for advancing Artificial General Intelligence (AGI). Current 

evaluation benchmarks often focus on tasks like natural language understanding or domain-

specific problem-solving, lacking in multi-step reasoning and decision-making assessments. This 

study introduces an extensible benchmark framework leveraging these games to evaluate LLMs 

using three prompt types: list, illustration, and image. The framework's modular design facilitates 

the addition of new games, dynamic rule changes, and advanced prompt engineering techniques, 

enabling deeper examination of LLM capabilities. Through 2,310 simulated matches, we 

evaluated leading LLMs, including Claude 3.5 Sonnet, GPT-4 Turbo, and Llama3-70B. Results 

revealed significant performance variations, with simpler games like Tic-Tac-Toe yielding fewer 

invalid moves, while more complex games like Connect-Four and Gomoku posed greater 

challenges. List prompts were generally well-handled, while illustration and image prompts led 

to higher rates of disqualifications and missed opportunities. The findings underscore the utility 

of grid-based games as benchmarks for evaluating strategic thinking and adaptability, with 

implications for robotics, autonomous systems, and interactive AI. Limitations in handling visual 

data and complex scenarios suggest areas for improvement. The open-source nature of the 

benchmark encourages transparency and community contributions, fostering collaborative 

advancements in LLM research. Various future directions are discussed including expanding to 

novel games to avoid data leakage and contamination issues, increasing the complexity of games, 

refining prompt techniques, and exploring dynamic rule changes to deepen insights into LLM 

reasoning capabilities. This study lays the groundwork for advancing AI evaluation through 

flexible and comprehensive benchmarking tools, guiding progress toward more sophisticated and 

real-world applications. 
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1. INTRODUCTION  

RECENT advancements in large language models (LLMs) 

have marked significant progress in the field of Artificial 

Intelligence (AI) [1]. These developments prompt questions 

about the potential for achieving Artificial General 

Intelligence (AGI) [2] and the timeline for such advancements 

[3]. A critical challenge in the journey towards AGI is 

developing benchmarks to assess AI’s evolving intelligence. 

In this study, we introduce a novel and extensible benchmark 

for LLMs using grid-based games such as Tic-Tac-Toe, 

Connect Four, and Gomoku, utilizing three distinct types of 

prompts (list, illustration, image). This benchmark helps 

assess the capabilities of LLMs, comprising rule 

comprehension, strategic thinking, and the ability to process 

and understand complex text and image prompts. Existing 

benchmarks for LLM evaluation primarily focus on tasks such 

as natural language understanding, knowledge retrieval, or 

domain-specific problem-solving. However, these 

benchmarks fail to adequately measure an LLM’s ability to 

engage in dynamic, multi-step reasoning and decision-making 

which are critical aspects of general intelligence. By 

https://doi.org/10.52876/jcs.1611181
https://orcid.org/0000-0002-9731-6946
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incorporating grid-based games with varying complexity and 

requiring adaptation to structured prompts, our benchmark 

fills this gap and provides a practical, interactive framework 

for evaluating these underexplored capabilities. 

Additionally, it provides a flexible framework for researchers 

and developers to extend its functionality with minimal 

programming effort, leveraging built-in game classes and 

modular code structures. Furthermore, the model could also 

be used to explore how different prompt engineering 

techniques impact LLM performance in structured scenarios, 

comparing effectiveness across text- and image-based 

formats. It may also be adapted to include dynamic rule 

changes or novel game mechanics, allowing researchers to test 

how quickly LLMs can adapt to new constraints. This 

benchmark offers utility across various roles: algorithm 

designers and researchers can use it to evaluate LLMs’ 

capabilities and improve strategies for handling structured 

scenarios; game designers can leverage it to test the 

adaptability of LLMs to innovative game formats; and players 

can gain insights into AI performance in strategic and 

competitive settings, potentially identifying areas for further 

AI enhancement. 

The benchmark provides open-source code for simulating 

these board games among LLMs and generating data files that 

store details of the simulated games. We have analyzed and 

presenting results of a total of 2,310 games played among 

leading LLMs, consisting of Claude 3 Sonnet and Claude 3.5 

Sonnet by Anthropic, Gemini 1.5 Pro and Gemini 1.5 Flash 

by Google, GPT-4 Turbo and GPT-4o by OpenAI, and 

Llama3-70B by Meta. The authors encourage contributions by 

extending the benchmark with new games and welcomes the 

submission of new results from other LLMs. 

 

2. BACKGROUND AND RELATED RESEARCH 
The Transformer architecture was pivotal for the recent rapid 

developments in natural language processing [4]. This 

innovation led to the creation of models like BERT 

(Bidirectional Encoder Representations from Transformers) 

[5] and OpenAI’s GPT (Generative Pre-trained Transformer) 

series [6]. BERT advanced context understanding by 

analyzing word relationships within sentences, while the GPT 

series excelled in generative language capabilities [1]. The 

scale of LLMs expanded exponentially, resulting in models 

with billions of parameters and exceptional performance 

across various NLP tasks. Recent models include GPT-4 by 

OpenAI [7], Gemini by Google [8], Claude by Anthropic [9], 

and open-source options like LLaMA by Meta [10]. These 

models have pushed the boundaries of what is possible with 

LLMs, showcasing significant advancements in the field. 

LLMs are employed in diverse tasks such as text 

summarization, language translation, content generation, and 

question-answering [11]. 
 

2.1. Large Language Model Benchmark 
LLMs produce outputs such that their responses can vary even 

with identical input [12]. Traditional metrics are not suitable 

for evaluating LLM performance. Instead, specialized 

datasets and benchmarks are needed to assess LLM 

capabilities comprehensively [13]. Benchmarks such as 

GLUE [14], SuperGLUE [15], HELM [16], MMLU [17], 

BIG-bench [18], ARC [19], TruthfulQA [20], HellaSwag 

[21], and LiveBench [22] provide diverse tasks that test 

various aspects of LLMs. GLUE includes tasks like sentiment 

analysis and question answering to evaluate natural language 

understanding. Super-GLUE extends GLUE with more 

demanding tasks such as multi-sentence reasoning and 

complex reading comprehension. The Massive Multitask 

Language Understanding (MMLU) benchmark tests LLMs 

across a wide array of subjects, including mathematics, 

history, computer science, and law, requiring extensive world 

knowledge and problem-solving abilities [17]. BIG-bench 

offers 204 varied tasks in areas such as linguistics, 

mathematics, reasoning, biology, and software development, 

allowing researchers to evaluate LLMs comprehensively 

while managing operational costs [18]. HELM emphasizes 

transparency and performance in specific tasks, using a multi-

metric approach that includes fairness, bias, and toxicity 

assessments. It continually adapts to add new scenarios, 

metrics, and models [16]. The AI2 Reasoning Challenge 

(ARC) from the Allen Institute for Artificial Intelligence 

assesses AI systems’ complex reasoning capabilities through 

multiple-choice questions. The ARC includes an Easy Set for 

basic retrieval methods and a Challenge Set for advanced 

reasoning, pushing AI towards deeper knowledge-based 

understanding [19]. The TruthfulQA benchmark assesses the 

accuracy and truthfulness of LLM responses, specifically 

designed to measure how well models can generate accurate 

answers and avoid hallucinations [20]. The HellaSwag 

benchmark tests common sense reasoning by presenting 

models with sentences and multiple possible endings, 

requiring them to choose the most logical continuation [21]. 

LiveBench addresses the test set contamination issue in LLM 

evaluation by offering a benchmark immune to such 

contamination and biases from human or LLM judging [22]. 

It features frequently updated questions from recent sources, 

automatic scoring against objective ground-truth values, and 

diverse tasks spanning math, coding, reasoning, language, 

instruction following, and data analysis [22]. One recent 

survey reviews three key dimensions: what, where, and how 

to evaluate [23]. It covers tasks like NLP, reasoning, medical 

applications, ethics, and education, highlighting the role of 

evaluation methods in assessing LLM performance and future 

challenges [23]. Another survey categorizes LLM evaluation 

into knowledge and capability, alignment, and safety [24], 

emphasizing rigorous assessment to ensure safe and beneficial 

LLM development. Both surveys stress the necessity of 

evaluation to develop proficient and ethically sound LLMs 

[25]. 

While these benchmarks provide valuable insights into 

specific aspects of LLM performance, they often lack 

comprehensive evaluations of strategic reasoning, long-term 

planning, and decision-making in dynamic contexts. 

Additionally, many existing benchmarks do not fully account 

for the complexities involved in reasoning through real-world 

problems that require adaptive learning, as seen in tasks like 

strategic games. 

 

2.2. Utilizing Games for Evaluating LLMs 
Existing benchmarks do not assess LLMs’ performance in 

conventional games like chess or Go, which are crucial for 

evaluating strategic thinking and decision-making. Strategic 

thinking involves the ability to plan and adapt over multiple 

steps, while decision-making pertains to selecting optimal 

actions in dynamic contexts, both of which are critical 

components of advanced reasoning. Games like chess and Go 

provide structured environments to test these capabilities, as 
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they require a combination of foresight, adaptability, and 

complex problem-solving. Incorporating such benchmarks 

could provide deeper insights into LLMs’ potential for tasks 

demanding sophisticated reasoning and planning. Using 

games as benchmarks highlights LLMs’ abilities to 

understand rules, formulate strategies, and make decisions. 

Strategic games test prediction and strategy, while linguistic 

interaction games test language mastery and context. Text-

based games, for example, challenge LLMs to understand 

natural language, interpret evolving game states, and generate 

commands within narrative-driven environments, requiring a 

deep grasp of language and strategy [7]. Studies on text-based 

games enhance our understanding of LLMs’ strengths and 

weaknesses, laying the foundation for future research to 

improve their cognitive skills. Such investigations 

demonstrate the value of using games as benchmarks to 

expose AI capabilities and limitations, paving the way for 

developing models with advanced reasoning and strategic 

thinking. 

Studies on models like FLAN-T5, Turing, and OPT in the 

text-based game “Detective” reveal that these LLMs fall short 

of state-of-the-art or human performance, struggling with 

game dynamics, learning from interactions, and goal-oriented 

processing [26]. A recent study introduces a framework for 

assessing LLMs through goal-driven conversational games, 

highlighting their abilities in complex discussions, decision-

making, and problem-solving [27]. The SmartPlay benchmark 

evaluates LLMs across diverse games, focusing on their 

evolution as intelligent agents [28]. Studies on social 

interaction games, such as the iterated Prisoner’s Dilemma, 

reveal challenges in strategies requiring mutual understanding 

and flexibility [29]. Tsai et al. note limitations in LLMs like 

ChatGPT and GPT-4 in constructing world models and 

leveraging knowledge in text-based games, suggesting 

targeted benchmarks [30]. Another study on game theory 

identifies gaps in LLMs’ ability to mimic human rationality 

[31]. 

GTBENCH evaluates LLMs’ strategic reasoning in 10 game-

theoretic tasks covering complete vs. incomplete information, 

dynamic vs. static, and probabilistic vs. deterministic 

scenarios [32]. LLMs struggle with complete, deterministic 

games but perform better in probabilistic ones. Commercial 

LLMs like GPT-4 outperform open-source models such as 

CodeLlama-34b-Instruct. Code-pretraining aids strategic 

reasoning, but advanced methods like Chain-of-Thought 

(CoT) and Tree-of-Thought are inconsistent. Detailed error 

profiles are provided [32]. GAMEBENCH evaluates strategic 

reasoning in LLMs across nine game environments, each 

highlighting key reasoning skills [33]. Using GPT-3 and GPT-

4, along with Chain-of-Thought prompting and Reasoning via 

Planning (RAP), the study finds improvements, but no model 

matches human capabilities, with GPT-4 sometimes 

performing worse than random actions. The games are chosen 

to avoid overlap with the models’ pretraining corpuses. 

A recent survey explores the application of LLMs in 

gaming, identifying their roles, underexplored areas, and 

future research directions, aiming to reconcile their potential 

and limitations in the domain [34]. Another survey focuses on 

LLM-based game agents and their role in advancing AGI, 

introducing a conceptual architecture centered on perception, 

memory, thinking, role-playing, action, and learning. It 

reviews methodologies and adaptation agility across six game 

genres and suggests future research directions [35]. 

Recent studies have highlighted critical challenges in 

evaluating LLMs, including Benchmark Data Contamination 

(BDC) and benchmark dataset leakage. BDC occurs when 

models are exposed to benchmark-related data during training, 

skewing evaluation results and impacting generalization. 

Strategies addressing semantic, information, data, and label-

level contamination aim to ensure unbiased assessments [36]. 

Similarly, benchmark dataset leakage, exacerbated by opaque 

training practices, has been addressed through a scalable 

detection pipeline using Perplexity and N-gram accuracy, 

revealing test set misuse in 31 LLMs. The Benchmark 

Transparency Card was proposed to encourage clear 

documentation of benchmark usage, promoting fairness and 

transparency [37]. Evaluating LLMs through dynamic game 

competitions may further mitigate BDC and dataset leakage 

by reducing reliance on static benchmarks and enabling novel, 

adaptive assessment scenarios. 

In a previous study, the authors assessed the strategic 

decision-making abilities of large language models (LLMs) 

using Tic-Tac-Toe, leveraging its simplicity and clear 

outcomes [38]. Across 980 games involving models such as 

GPT-4, Claude 2.1, and Llama2-70B, GPT-4 demonstrated 

superior performance with minimal errors across various 

prompt types. Building on this foundation, the current study 

significantly expands the scope by providing an open-source 

benchmark that incorporates three games and three distinct 

prompt types. A more detailed version of this study has also 

been published as a preprint on arXiv [39]. 

 

3. METHODOLOGY 
We have developed a benchmark to evaluate LLMs’ 

capabilities in rule comprehension and decision-making 

through grid- based games. This benchmark includes open-

source web-based software for simulating games, accessible 

on GitHub [40]. The web application, built with JavaScript, 

HTML, and CSS, uses server-side AWS Lambda functions in 

Python to leverage LLMs hosted on AWS Bedrock. The game 

simulation web app enables LLMs to compete against each 

other, recording each move’s details for analysis in JSON, 

CSV, TXT, and PNG formats, and summarizing game results. 

Currently, the benchmark includes Tic-Tac-Toe, Connect 

Four, and Gomoku, and is designed to be easily extensible to 

accommodate additional board games with a step-by-step 

guide for adding new simulations. As shown in Figure 1, the 

user interface allows users to select a game and the LLMs for 

the first and second players from a curated list. Users can also 

choose predefined prompts (e.g., list, illustration, image) and 

specify the number of consecutive games for the selected 

combination. 

The game simulation initiates by sending the selected 

prompt to the web API of the chosen LLM for the first player, 

then awaits its move. Upon receiving a response, the 

application updates the user interface to reflect the game’s 

progress, as demonstrated in Figure 1, subsequently queries 

the chosen LLM for the second player, and awaits its move.  
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Fig.1. Web app simulates and displays Connect Four game progress. 

 

The prompts, which include the current state of the game, are 

continuously sent to each LLM’s web service until a player 

wins, the game ends in a draw, or a player is disqualified for 

making invalid moves. Each query and response are recorded 

for every move. This methodology ensures seamless 

interaction between the application and the LLMs via web 

API calls. The interactions are illustrated in Figure 2. 

 

 
Fig.2. Illustration of web app and web service interactions for game play. 

 

3.1. Games Available and Possibility of Extension 
Grid-based games like Tic-Tac-Toe, Connect Four, and 

Gomoku are ideal for this study due to their structured nature 

and well-defined rules, which make them effective 

benchmarks for evaluating strategic reasoning in LLMs. 

These classical two-player games, played on grids of 3x3, 6x7, 

and 15x15 respectively, can also be adapted to larger grids. 

Each is a solved game, meaning the outcome (win, lose, or 

draw) can be correctly predicted from any position assuming 

perfect play by both players. In Tic-Tac-Toe, optimal play 

guarantees a draw, while in Connect Four and Gomoku, the 

first player can always win with optimal play [41]. These 

games provide a clear, systematic way to measure an LLM’s 

ability to understand and execute strategies. To encourage 

further exploration, we have prepared a step-by-step guide for 

adding new games to the benchmark and welcome 

contributions. 

 

3.2. LLMs Tested & New Result Submission to the 
Leaderboard  
To ensure a comprehensive assessment, we selected LLMs 

based on several criteria. We chose models not specifically 

trained for the benchmark games, assuming proprietary LLMs 

are not explicitly trained on them. We prioritized high- 

performing LLMs from industry leaders like OpenAI and 

Google and included models from notable startups like 

Anthropic. To enrich our evaluation, we also added the open- 

source model Meta’s Llama3-70B. This selection covers a 

broad range of innovative approaches, technological 

capabilities, and accessibility options. Currently, the 

benchmark includes results and detailed files for the following 

LLMs: Claude 3.5 Sonnet and Claude 3 Sonnet from 

Anthropic, Gemini 1.5 Flash and Gemini 1.5 Pro from 

Google, GPT-4 Turbo and GPT-4o from OpenAI, and 

Llama3-70B from Meta. These models were selected based on 

several key criteria. First, they represent state-of-the-art 

performance, ensuring that the benchmark reflects the most 

recent advancements in LLM architecture. Additionally, the 

models span different research organizations and companies 

(Anthropic, Google, OpenAI, and Meta), providing a broad 

representation of the landscape of leading LLMs. The 

selection also includes a variety of architectures and design 

philosophies, allowing for comparisons across different 

approaches to LLM development. Finally, the models vary in 

size, from smaller versions to larger configurations like 

Llama3-70B, which enables assessment of the impact of 

model scale on performance. To access these models, we 

utilized the web APIs provided by Google and OpenAI for the 

Gemini and GPT-4 models. For accessing models from Meta 

and Anthropic, we employed Amazon Bedrock services, 

leveraging serverless AWS Lambda functions and API 

Gateways, as depicted in Figure 2. 

To evaluate the decision-making capabilities of LLMs com- 

pared to random play, we included an option to select “random 

play” as the opponent. This option generates random 

responses for each move. By testing all the LLMs against 

random play, we aim to determine the extent to which LLMs 

outperform random decision-making in game scenarios. 

The landscape of LLMs changes rapidly, with new models 

frequently emerging with improved capabilities. Therefore, 

we provide game simulation software in the benchmark that 

generates submission files and encourage new submissions to 

the leaderboard. Contributors can evaluate other LLMs by 

integrating their LLM web service URL or API keys, 

generating new results, and submitting them to the 

leaderboard. We believe the leaderboard will allow people to 

see the progress of LLMs in different games as the 

leaderboard continues to be updated. 

 

3.3. Details of the Prompts 

We utilized three types of prompts: list, illustration, and 

image. The three types of prompts—list, illustration, and 

image—were selected to vary the presentation of the game 

state while maintaining consistent structure and content. The 

‘list’ type provides a detailed textual format, dictating 

occupied spaces by their row and column number. The 

‘illustration’ type visualizes the game state with symbols like 

‘X’, ‘O’, and ‘e’ for empty cells, providing a more intuitive 

representation for the LLM to process. The ‘image’ type, on 

the other hand, leverages a visual representation of the game 

grid, allowing the model to directly interpret the game state 

from an image format, which may be helpful in environments 

that require more complex or spatial reasoning. This variety 

in presentation methods caters to different use cases and 

ensures that the LLM can handle various forms of input while 

maintaining consistent prompt structure across different 

games. 

Each prompt is divided into eight main components: 

1) an explanation of the game, 2) an explanation of the format 

for the game status, 3) the current game status, 4) a definition 

of the LLM’s role followed by a request for its next move, 5) 

an explanation of the response format, 6) an explanation of 

invalid moves, 7) a warning if the previous move was invalid, 

including an explanation of why it was deemed invalid, and 8) 

the current number of invalid moves made by the player, as 
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well as the number of invalid moves until the player is dis- 

qualified. The current game status, the invalid move warning, 

and the invalid move counts are dynamically generated and 

updated as the game progresses. Table I presents the 

components of a ’list’ type prompt for the Tic-Tac-Toe game. 

This standardized format ensures consistency in prompts 

throughout the game while allowing for dynamic updates of 

the game state. 

 
TABLE I 

THE PARTS OF A LIST PROMPT FOR TIC-TAC-TOE. THE DIFFERENCES 

IN THE ‘ILLUSTRATION’ AND ‘IMAGE’ PROMPTS ARE GIVEN IN TABLE 

II. 
Part Prompt Content 

The explanation of 
the game. Similar 
style explanation is 
given for other 
games. 

Tic-Tac-Toe is a two-player game played on a 
3 by 3 grid. The first player uses X symbols, 
and the second player uses O symbols. Players 
take turns placing their symbols in an empty cell 
on the grid. The objective is to align three of your 
symbols either horizontally, vertically, or 
diagonally. The player who first aligns three of 
their symbols wins the game. Strategic placement 
is crucial; besides aiming to align their symbols, 
players must also block their opponent's potential 
alignments to avoid defeat. 

The explanation of 
the format for the 
status of the game. 
The same for every 
game for the 
selected prompt 
type. The sample on 
the right is for the 
‘list’ type of 
prompt. 

The current state of the game is recorded in a 
specific format: each occupied location is 
delineated by a semicolon (';'), and for each 
occupied location, the row number is listed first, 
followed by the column number, separated by a 
comma (','). If no locations are occupied by a 
player, 'None' is noted. Both the row and column 
numbers start from 1, with the top left corner of 
the grid indicated by 1,1. 

The current game 
status. The sample 
on the right shows 
the current state for 
the ‘list’ type of 
prompt. 

The current state of the game is as follows: 
The locations occupied by the first player: 1,1; 
1,2; 3,2. 
The locations occupied by the second player: 2,2; 
3,3. 

Defining the role 
of the LLM and 
then asking its next 
move. The same for 
every game. 

You are an adept strategic player, aiming to win 
the game in the fewest moves possible. You are 
the first (second) player. What would be your 
next move? 

The explanation of 
the response format. 

Suggest your next move in the following JSON 
format: {'row': RowNumber, 'column': Column- 
Number}. Do not include any additional 
commentary in your response. Replace 
RowNumber and ColumnNumber with the 
appropriate numbers for your move. Both 
RowNumber and ColumnNumber start at 1 
(top left corner is {'row': 1, 'column': 1}). The 
maximum value for RowNumber and 
ColumnNumber is 3, as the grid is 3 by 3. 

The explanation of 
the invalid moves. 

Please note that your move will be considered 
invalid if your response does not follow the 
specified format, or if you provide a RowNumber 
or ColumnNumber that is out of the allowed 
range, or already occupied by a previous move. 
Making more than 3 invalid moves will result in 
disqualification. 

The warning if the 
last move was in- 
valid, including a 
copy of the previous 
move and an 
explanation of why 
the move was 
invalid. 

Your previous response was '{”row”: X, 
“column”: Y}'. This move was deemed invalid for 
the following reason: 'Already Taken'. Please 
adjust accordingly. 

The current number 
of invalid moves, as 
well as the number 
of invalid moves 
left until 
disqualification. 

You currently have X invalid move(s). Y more 
invalid moves will result in disqualification. 

 

The content of the three types of prompts is consistent, 

except for the representation of the current state of the game 

(previous moves). The ‘list’ prompt enumerates previous 

moves for each player in a “row, column” format. The 

‘illustration’ prompt depicts the current state of the grid using 

specific symbols for the first and second players (X and O for 

Tic-Tac-Toe, R and Y for Connect Four, and B and W for 

Gomoku) and ’e’ for empty cells. The ‘image’ prompt 

visualizes the current state by providing a snapshot of the 

game board. The structure of the game status and formatting 

for the ‘list’ prompt type are provided in Table I. The 

differences in the game status and formatting in the 

‘illustration’ and ‘image’ prompt types are detailed in Table 

II. 

LLMs use parameters like max tokens, temperature, top-p, 

and frequency penalty [42]. Max tokens control length, 

temperature adjusts creativity, top-p limits word choices to 

balance creativity and coherence, and frequency penalty 

reduces repetition. These settings customize LLM responses 

for applications such as customer support and content 

creation. We use default configurations for all parameters 

except the prompt, trusting the creators’ settings for optimal 

performance. 

The games continued until one player won, a draw occurred, 

or a disqualification was necessary. To gather statistical data, 

each game was repeated five times. Disqualification occurred 

if a player made more than the allowed number of invalid 

moves: three for Tic-Tac-Toe, six for Connect Four, and 

fifteen for Gomoku. A move was invalid if it didn’t follow the 

specified format, the RowNumber or ColumnNumber was out 

of range, or the space was already occupied. Players were 

warned and given reasons for invalid moves (as shown in 

Table I) and asked to retry.  Continuous invalid moves led to 

disqualification to prevent delays. To ensure fairness and 

avoid skewing the results due to an opponent’s 

disqualification, a player’s disqualification did not count as a 

win for the other player. 

 

TABLE II 
DIFFERENCES IN THE ILLUSTRATION AND IMAGE PROMPTS FOR 

TIC-TAC-TOE ARE OUTLINED BELOW. CONNECT FOUR AND GOMOKU 

PROMPTS FOLLOW A SIMILAR STYLE. 
Part Prompt Content 

The explanation of 
the format for the 
status within the 
illustration prompt. 

The current state of the game is illustrated on a 
3 by 3 grid. 'X' represents positions taken by the 
first player and 'O' represents positions taken by 
the second player, while 'e' indicates an empty 
(available) position. 

The current game 
Status within the 

illustration prompt. 

The current state of the game is as follows: 
eXe  
eeO  
eOe 

The explanation of 
the format for the 
status within the 
image prompt. 

The current state of the game is depicted in an 
image showing a 3 by 3 grid, where 'X' represents 
positions taken by the first player and 'O' 
represents positions taken by the second player. 

The current game 
Status within the 

image prompt. 

The current state of the game is given in the 
attached image. [Image is sent in base64 format] 

 

During the game sessions conducted through the web 

application, data on gameplay was collected and stored in 

JSON, CSV, TXT, and PNG formats. Samples and complete 

data from bulk runs are available on GitHub. The JSON files 

include details such as date/time, players, game results, 

duration, and all moves (both valid and invalid), along with 
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the game status sent to the LLM and the responses received. 

JSON is also used for leaderboard submissions. A CSV file 

provides a streamlined summary of the game, the TXT file 

offers an illustrated representation of the moves, and PNG 

files display snapshots of the board after each move. All 

generated files are publicly available on GitHub [40]. 

The charts and tables are prepared using data files generated 

by the open-source game simulation web software, shared on 

GitHub. These files, containing data from 2,310 games, are 

also available on GitHub [40]. 

 

4. RESULTS 
 

4.1. Tic-Tac-Toe: Wins, Draws, and Disqualifications 

Figure 3 displays the outcomes of 280 Tic-Tac-Toe games 

using the list prompt type, where seven LLMs and a random 

play opponent engaged in five matches per opponent. The 

chart summarizes win, draw, and disqualification rates for 

each LLM and random play as both the first and second 

players. Claude 3.5 Sonnet has the highest win rate as the first 

player (88.57%) but a lower win rate as the second player 

(17.14%). GPT-4o and Gemini 1.5 Pro perform well as both 

first and second players, while random play results in the 

highest disqualification rates. 

 

 
Fig. 3. Tic-Tac-Toe outcomes using the ‘list’ prompt: each LLM played 5 

games as both player 1 and 2 against six others and “random play” (280 

games total). 

 

Figure 4 shows the performance metrics of the seven LLMs 

and random play using the illustration prompt format. Claude 

3.5 Sonnet has the highest win rate as the first player, 

demonstrating a strategic advantage. Llama3-70B and GPT- 4 

Turbo also perform well. Some models, like Gemini 1.5 Flash, 

have notable disqualification rates due to occasional invalid 

moves. The random player has lower win rates and higher 

disqualification rates, underscoring the LLMs’ superior 

strategic capabilities. 

 

 
Fig. 4. Tic-Tac-Toe outcomes using the ‘illustration’ prompt: each LLM 

played 5 games as both player 1 and 2 against six others and “random play” 

(280 games total). 

 

Figure 5 presents the performance metrics using the image 

prompt format. Claude 3.5 Sonnet shows high disqualification 

rates as both the first (46.67%) and second player (53.33%), 

indicating rule compliance issues. GPT-4 Turbo and Gemini 

1.5 Pro also have significant disqualification rates. GPT-4 

Turbo and GPT-4o exhibit the highest win rates. The random 

play baseline has high disqualification rates, highlighting the 

strategic advantages of LLMs. No draws occurred with the 

image prompt, and Llama3-70B was excluded from image 

prompt tests as it does not accept images. 

 

 
Fig. 5. Tic-Tac-Toe outcomes using the ‘image’ prompt: each LLM played 5 

games as both player 1 and 2 against five others and “random play” (210 

games total). 

 

4.2. Connect-4: Wins, Draws, and Disqualifications 

Figure 6 displays the performance metrics of various LLMs 

and a random play strategy in Connect Four using the list 

prompt type. Claude 3.5 Sonnet and Gemini 1.5 Pro show 

outstanding performance with an 88.57% win rate as the first 

player. Most LLMs demonstrated strong overall win rates as 

both first and second players. The random player, serving as a 

baseline, has lower win rates and some disqualifications, high- 

lighting the LLMs’ strategic advantages. No draws occurred 

in these games. 

 
Fig. 6. Connect Four outcomes using the ‘list’ prompt: each LLM played 5 

games as both player 1 and 2 against six others and “random play” (280 games 

total). 

 

Figure 7 presents the performance metrics using the 

illustration prompt type. GPT-4 Turbo has the highest 

disqualification rates as both first and second players. The 

random play baseline has the second-lowest win rate as the 

first player and the lowest as the second player. No draws 

occurred in these games. 

 

 
Fig. 7. Connect Four outcomes using the ‘illustration’ prompt: each LLM 

played 5 games as both player 1 and 2 against six others and “random play” 

(280 games total). 

 

Figure 8 illustrates the performance metrics using the image 

prompt format. GPT-4 Turbo and Claude 3.5 Sonnet 

demonstrate strong winning performance as both first and 

second players. Claude 3 Sonnet and Gemini 1.5 Flash have 
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high disqualification rates. The random play baseline has the 

lowest win rates. No draws occurred during these matches. 

 

 
Fig. 8. Connect Four outcomes using the ‘image’ prompt: each LLM played 

5 games as both player 1 and 2 against five others and “random play” (210 

games total). 

 

4.3. Gomoku: Wins, Draws, and Disqualifications 

Figure 9 displays the performance metrics of various LLMs 

and a random play strategy in Gomoku using the list prompt. 

Claude 3.5 Sonnet demonstrates exceptional performance 

with a 94.29% win rate as the first player and 25.71% as the 

second player, with no disqualifications. Other models also 

perform well, but Gemini 1.5 Pro, GPT-4 Turbo, and GPT-4o 

have some disqualifications. The random player baseline has 

no wins, draws, or disqualifications. 

 

 
Fig. 9. Gomoku outcomes using the ‘list’ prompt: each LLM played 5 games 

as both player 1 and 2 against six others and “random play” (280 games total). 

 

Figure 10 shows the performance metrics in Gomoku using 

the illustration prompt. Significant disqualification rates are 

observed, particularly for second players, indicating rule 

adherence challenges. Models like Gemini 1.5 Flash and 

Llama3- 70B had high disqualification rates. Win rates vary 

widely, with some models performing well as the first player 

but struggling as the second. The notable disqualification rates 

suggest that strategic complexity and rule comprehension are 

significant factors. The random player baseline, with no wins, 

draws, or disqualifications, underscores the superior strategic 

thinking of the LLMs despite their challenges. 

 

 
Fig. 10. Gomoku outcomes using the ‘illustration’ prompt: each LLM played 

5 games as both player 1 and 2 against six others and “random play” (280 

games total). 

 

Figure 11 illustrates performance metrics using the image 

prompt type. High disqualification rates are noted for some 

models, especially as the second player, indicating rule 

adherence difficulties. Win rates vary significantly, with some 

models achieving higher success as the first player. The 

random player baseline shows no wins, draws, or 

disqualifications, highlighting the superior performance of the 

LLMs. 

 

 
Fig. 11. Gomoku outcomes using the ‘image’ prompt: each LLM played 5 

games as both player 1 and 2 against five others and “random play” (280 

games total). 

 
4.4. Tic-Tac-Toe: Move Analysis 

The chart in Figure 12 illustrates the performance of LLMs 

and a random play strategy in terms of moves per game and 

invalid moves per game in Tic-Tac-Toe across three prompt 

types: list, illustration, and image. The random play serves as 

a baseline, indicating performance without strategic thinking. 

The number of moves per game increases with the prompt’s 

complexity, with image prompts resulting in the highest 

moves. For list prompts, LLMs ranged from 6.46 to 7.43 

moves per game, while random play had 10.11. Illustration 

prompts saw a slight increase, peaking with Gemini 1.5 Flash. 

Invalid moves were minimal for list prompts but increased for 

illustration and were highest for image prompts, particularly 

for Claude 3 Sonnet and Gemini 1.5 Pro. Random play 

exhibited higher invalid moves across all prompt types, 

underscoring its lack of strategic planning. Llama3-70B was 

not used for the image prompt as it cannot accept images. 

 

 
Fig. 12. Moves per game and invalid moves (already taken) per game for Tic-

Tac-Toe. 

 

 
Fig. 13. Moves per game and invalid moves (already taken) per game for 

Connect Four. 

 

4.5. Connect-Four: Move Analysis 

The chart in Figure 13 compares the performance of LLMs 

and random play in Connect Four across three prompt types. 

Moves per game consistently trended toward the fewest 

moves with the ‘list’ prompt type, and the largest amount of 

moves with the ‘image’ prompt type. For list prompts, LLMs 

showed consistent moves with minimal invalid moves. Invalid 
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moves increased significantly for GPT-4 Turbo with 

illustration prompts and for Claude 3 Sonnet with image 

prompts. Random play showed relatively lower invalid 

moves, likely due to the nature of Connect Four. These results 

highlight the challenges LLMs face with more complex 

prompts. 
 

4.5. Gomoku: Move Analysis 

Figure 14 illustrates the performance of LLMs and random 

play in Gomoku across the three prompt types. Moves per 

game across prompt formats followed a similar trend to the 

Tic-Tac-Toe results. Invalid moves were minimal in list 

prompts but increased for illustration and image prompts, 

especially for Gemini 1.5 Flash, GPT-4 Turbo, and Llama3-

70B. Random play showed fewer invalid moves, as it is less 

likely to place a move on an already occupied space early in 

the game on the 15x15 grid. This chart highlights the 

challenges LLMs face with more complex prompts. 

 

 
Fig. 14. Moves per game and invalid moves (already taken) per game for 

Gomoku. 

 

We analyzed LLMs’ strategic decision-making by counting 

missed opportunities to win or block an opponent’s win with 

one move. For example, in Tic-Tac-Toe, if a player had two 

symbols in a row and did not place its next move to win or 

block, it was counted as a missed opportunity. Our analysis 

covered 70 games per LLM for list and illustration prompts 

and 60 games per LLM for image prompts. Fewer missed 

opportunities per game indicate better performance. However, 

LLMs making many invalid moves and getting disqualified 

without creating opportunities to win could falsely show zero 

missed opportunities. To avoid confusion, we normalized 

missed opportunities by valid moves, calculating the percent- 

age of opportunities missed per valid move. 

 

4.6. Tic-Tac-Toe: Missed Wins/Blocks Analysis 

Figure 15 shows the percentage of missed win and block 

opportunities per valid move for various LLMs in Tic-Tac- 

Toe across list, illustration, and image prompts. Blue bars 

represent missed win opportunities, and orange bars represent 

missed block opportunities. Generally, LLMs missed fewer 

opportunities with list prompts compared to illustration and 

image prompts. For instance, Claude 3.5 Sonnet had a 9% 

missed win rate and a 20% missed block rate for list prompts, 

which increased to 21% and 28% for illustration prompts. 

GPT-4 Turbo also showed a notable increase in missed block 

opportunities with illustration prompts. The trend indicates 

that LLMs struggle more with visually complex prompts, 

leading to higher missed strategic opportunities. The chart 

highlights that LLMs can identify winning moves but often 

struggle more with blocking opponents’ winning moves in 

more visual-based prompt types such as ‘illustration’ and 

‘image’. 

 

 
Fig. 15. Percentage of strategic move opportunities missed per valid Tic-Tac- 

Toe move. 

 

4.7. Connect Four: Missed Wins/Blocks Analysis 

Figure 16 shows the percentage of missed strategic move 

opportunities per valid move in Connect Four. For list 

prompts, Claude 3 Sonnet missed the most block 

opportunities. In illustration prompts, Llama3-70B and GPT-

4 Turbo performed better. In image prompts, missed block 

opportunities were notably higher for Claude 3.5 Sonnet and 

Gemini 1.5 Pro. 

 

 
Fig. 16. Percentage of strategic move opportunities missed per valid Connect 

Four move. 

 

4.8. Gomoku: Missed Wins/Blocks Analysis 

Figure 17 displays the percentage of missed win and block 

opportunities per valid move in Gomoku across the three 

prompt types. LLMs generally show a higher percentage of 

missed block opportunities compared to win opportunities. 

For list prompts, Gemini 1.5 Flash missed the most block 

opportunities. For illustration prompts, Gemini 1.5 Pro had no 

missed opportunities. For image prompts, GPT-4 Turbo 

minimized missed opportunities best. 

 

 
Fig. 17. Percentage of strategic move opportunities missed per valid Gomoku 

move. 

 

Further analysis can be conducted using the Game 

Simulation web app or the open-access data on GitHub. For 

example, analyzing the creation of winning opportunities can 

provide additional insights. Contributions to the repository 

with suggestions and new evaluation metrics are encouraged 

to enhance the assessment of LLM capabilities in grid-based 

games. 
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4.9. Leaderboard 

Figure 18 displays a portion of the leaderboard page of the 

LLM Game Benchmark, summarizing the results of games 

played between various LLMs and a random play generator. 

Key metrics on the leaderboard include win ratios, number of 

wins, disqualifications, invalid moves, and total moves for 

both the first and second players. Users can filter games by 

type, prompt type, and LLM players, and sort results by 

clicking on any column header. The leaderboard page also 

allows aggregation of results by game type, prompt type, and 

LLM player. 

The initial data includes results from Claude 3.5 Sonnet, 

Claude 3 Sonnet, Gemini 1.5 Flash, Gemini 1.5 Pro, GPT-4 

Turbo, GPT-4o, and Random-Play. Each LLM played against 

every other LLM five times for each game and prompt type 

combination. New game result submissions are welcome and 

can be generated using the game simulation web software. The 

leaderboard web page can be accessed on the benchmark’s 

GitHub page [41]. The data used to populate the leaderboard 

can be downloaded in JSON format.  

 

 
Fig. 18. A snapshot from the leaderboard showing aggregated results. 

 

5. DISCUSSION 
This study provides a comprehensive evaluation of seven 

LLMs, Claude 3.5 Sonnet, Claude 3 Sonnet, Gemini 1.5 Flash, 

Gemini 1.5 Pro, GPT-4 Turbo, GPT-4o, and Llama3-70B 

alongside a random play generator across three games (Tic-

Tac-Toe, Connect Four, and Gomoku) and three prompt types 

(list, illustration, image). Each LLM played five games per 

game and prompt type against each opponent, resulting in a 

total of 2,310 games for analysis. 

LLM performance varied significantly across different 

games and prompt types. Simpler games like Tic-Tac-Toe had 

fewer invalid moves and disqualifications compared to more 

complex games like Connect Four and Gomoku, highlighting 

the models’ varying capacities to handle increased game 

complexity. LLMs performed best with list prompts for Tic-

Tac-Toe and Connect Four, while illustration and image 

prompts led to higher disqualification rates and missed 

strategic opportunities, indicating difficulties in interpreting 

visual data and maintaining consistency. 

The random play strategy consistently recorded the highest 

number of losses and invalid moves, serving as a useful 

baseline. The stark contrast between random play and the 

LLMs underscores the models’ capacity for strategic decision- 

making, though improvements are needed in handling 

complex and visual data. 

In Tic-Tac-Toe and Connect Four, LLMs performed well 

with list prompts, exhibiting minimal invalid moves. 

Performance declined with illustration prompts, and the most 

significant decline was with image prompts, where many 

LLMs displayed a high number of invalid moves. Connect- 

Four showed increased invalid moves compared to Tic-Tac- 

Toe, reflecting higher complexity. For Gomoku, performance 

was mixed across all prompt types, with a notable increase in 

invalid moves and disqualifications, indicating significant 

interpretative and decision-making challenges. 

Prompt type significantly impacted LLM performance. List 

prompts were generally well-handled, suggesting textual 

representation of game states is within their capabilities. 

Illustration prompts posed moderate challenges, and image 

prompts were the most challenging, highlighting a need for 

improvement in processing image-based inputs. 

Invalid move analysis revealed no out-of-bounds errors, 

likely due to updated prompts that clearly defined possible 

column and row values, especially compared to our previous 

study. Invalid format errors, mostly due to hallucinated tag 

names in JSON, were made only by GPT- 4 Turbo and Gemini 

1.5 Flash. A significant percentage of invalid moves were due 

to moving to an already occupied space. 

The analysis of missed strategic opportunities highlighted 

variability in decision-making processes. Models like Claude 

3.5 Sonnet and GPT-4 Turbo showed fewer missed 

opportunities with list prompts but struggled with illustration 

and image prompts. 

The findings have broader implications for LLM 

applications in fields such as robotics, autonomous systems, 

and interactive AI. Improving LLMs’ strategic thinking and 

decision making abilities can enhance performance in real-

world tasks requiring similar cognitive skills.  

The extensible nature of the benchmark, with its modular 

code and open invitation for community contributions, 

represents a significant step towards collaborative LLM 

research. Encouraging researchers to add new games and 

share results can lead to a more dynamic and comprehensive 

evaluation framework. Future work can include a broader 

range of games and tasks to evaluate LLMs across different 

strategic environments. 

 

6. LIMITATIONS and FUTURE DIRECTIONS 
The study primarily focuses on grid-based games, which, 

while useful, may not fully capture the breadth of real-world 

strategic interactions. Future benchmarks should incorporate 

a wider variety of game types, including those with more 

complex rules and long-term strategic planning, to provide a 

more comprehensive assessment of LLM capabilities.  

We made the assumption that the LLMs were not 

specifically trained to play the evaluated grid-based games, 

relying instead on their general ability to process and 

understand game rules through the provided prompts. 

However, it is difficult to completely rule out the possibility 

that these models may have encountered similar games or 

strategies during training. This introduces a potential bias, as 

the LLMs may simply be mimicking known moves rather than 

genuinely comprehending the game rules. To address this 

limitation, future studies could evaluate LLMs using existing 

games with altered rulesets, or entirely new games. By 

introducing novel rules or variants, researchers can ensure that 

the LLMs are comprehending the game dynamics rather than 

relying on memorized patterns from training data. 

Designing custom games to test specific aspects of LLM 

capabilities, such as adapting to unusual rules, would enhance 

benchmarking effectiveness and prevent LLMs from 

becoming familiar with the games. The evaluation of Large 

Language Models (LLMs) faces significant challenges, such 

as Benchmark Data Contamination (BDC) [36] and dataset 

leakage [37], which undermine the reliability and fairness of 

performance assessments. These issues arise from the 

exposure of models to benchmark-related data during training, 

leading to skewed results and compromised generalization. 
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Custom game-based benchmarks, that has no publicly 

available rules or game plays, offer a promising alternative by 

shifting away from static datasets and providing dynamic, 

adaptive scenarios that reduce the risk of contamination and 

leakage. This approach not only enhances evaluation 

robustness but also fosters innovation in assessing LLM 

capabilities in diverse and interactive contexts. 

The simplicity of the games used in this benchmark 

facilitates basic evaluation but may not challenge LLMs’ 

strategic capabilities as much as more complex games like 

chess or Go. The fact that current LLMs have not mastered 

even these simple games provides valuable insights into their 

capabilities and limitations. Expanding the evaluation to 

larger grids, such as 4×4 or 5×5 for Tic-Tac-Toe or 19×19 for 

Gomoku, could present additional challenges and provide a 

clearer indicator of LLM performance. 

Relying on predefined prompts to guide LLMs’ moves may 

not fully capture their potential for independent strategic 

thinking or their ability to respond to changing game states. 

Although we updated prompts dynamically to warn LLMs of 

invalid moves, further techniques, such as providing all 

previous invalid moves, could be explored to reduce invalid 

move numbers and disqualifications. Additionally, alternative 

output extraction methods, such as function calling, could be 

explored. 

While the prompts used in this study were sent in isolation, 

certain critical prior information, such as invalid moves, was 

included to enhance the LLMs' ability to avoid repeating 

errors. Incorporating the full game history into each prompt 

was avoided due to limitations in LLM context windows and 

concerns over computational costs associated with per-token 

usage. Moreover, the decision to exclude full histories aligns 

with the study's objective of analyzing the LLMs' ability to 

make strategic decisions based on a limited, structured 

understanding of the game state rather than relying solely on 

extensive context memory. Future work could explore how 

varying levels of historical context affect performance. 

Additionally, given the constraints of per-token costs, we 

chose to perform 5 rounds per combination, but future studies 

should aim for more rounds to improve the robustness and 

reliability of the results. 

This study tested LLMs using structured prompts. Future 

research should investigate how these prompts influence LLM 

performance and how variations in prompt structure might 

affect their understanding of game states and subsequent 

moves. Such insights could help optimize LLMs for more 

complex and varied applications. 

Additionally, a more detailed analysis could be conducted 

on how the LLMs' performance is influenced by specific 

prompt components, such as the effect of telling the model 

that it is an “adept strategic player” versus a “regular player.” 

Testing LLMs under these different prompts could help assess 

whether LLMs are truly engaging in strategic thinking or 

merely mimicking known moves. This would also offer 

insights into how prompt engineering influences LLM 

behavior, providing a foundation for improving their decision-

making in more complex and varied contexts. While we were 

unable to pursue this comparison within the scope of this 

study, it is an important direction for future research. 

The evaluation metrics used in this study revealed a wide 

range of LLM capabilities. While these metrics provide a good 

indication of performance, they may not fully capture the 

strategic complexity of the models. Further analysis of the 

moves, drawn from the JSON and PNG files shared in the 

GitHub repository, could offer a more detailed assessment of 

game progress over time. For example, evaluating the creation 

of winning opportunities, such as aligning moves in Tic-Tac-

Toe, Connect Four, and Gomoku, can provide insights into 

proactive strategic thinking by the LLMs. Contributions to the 

repository with suggestions and implementations of new 

metrics and methods are encouraged. Focusing on a select 

group of LLMs might not capture the full diversity of strategic 

approaches across available models, highlighting the 

importance of including a broader array in future research. 

The rapidly expanding landscape of LLMs, with new models 

and improved versions emerging frequently, necessitates 

continuous updates to benchmarks. We welcome submissions 

of other and new LLMs using the open-source game 

simulation software. 

Future work could explore several promising directions to 

extend research and deepen our understanding of LLM 

capabilities in strategic games and beyond. Multi-agent 

collab- oration scenarios, where multiple LLMs work together 

against a common opponent or compete in teams, could assess 

their abilities in coordination, cooperation, and competitive 

strategy. Comparing newer versions of LLMs against those 

tested in this study could track progress and improvements in 

AI strategic gaming capabilities over time. 

This study suggests several avenues for future research and 

development. Firstly, improving LLMs’ abilities to interpret 

and act on visual data is crucial, as evidenced by high invalid 

move rates in illustration and image prompts. Enhancing 

visual processing capabilities could significantly boost overall 

performance and utility. Secondly, further research is needed 

to enhance LLMs’ decision-making processes in more 

complex environments. 

 

7. CONCLUSION 
This study introduces a novel and extensible benchmark for 

LLMs using grid-based games like Tic-Tac-Toe, Connect 

Four, and Gomoku. The open-source game simulation code, 

avail- able on GitHub, enables LLMs to compete and 

generates data files in JSON, CSV, TXT, and PNG formats 

for leaderboard rankings and further analysis. We present the 

results from games among leading LLMs, incorporating 

Claude 3.5 Sonnet and Claude 3 Sonnet by Anthropic, Gemini 

1.5 Pro and Gemini 1.5 Flash by Google, GPT-4 Turbo and 

GPT-4o by OpenAI, and Llama3-70B by Meta, and encourage 

submissions from other LLMs. 

Analyzing the performance of these models over 2,310 

games revealed significant variations in their capabilities, 

particularly their struggles with complex and visually based 

prompt formats. Comparisons with a random play generator 

underscore the LLMs’ superior yet still developing capacity 

for strategic decision-making. LLMs perform relatively well 

with simpler formats, such as list prompts for Tic-Tac-Toe and 

Connect Four, but their performance declines with more 

complex prompts, especially those involving illustrations and 

images. This trend indicates current limitations in LLMs’ 

ability to interpret and act on visual data and manage increased 

game complexity. Additionally, the models tend to make more 

invalid moves with complex prompts, highlighting the need 

for improved strategic decision-making processes. 

Future research could expand the types and complexity of 

games, test more sophisticated prompt engineering 

techniques, and explore the effects of different prompt 
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structures. Advancements in LLMs’ strategic thinking and 

decision-making could enhance applications in robotics, 

autonomous systems, and interactive AI. The modular, open-

source benchmarking framework encourages community 

contributions, enabling a more dynamic and comprehensive 

evaluation of LLM capabilities.  

In conclusion, while the current evaluation highlights both 

the strengths and limitations of LLMs, it also points to the 

need for ongoing research to enhance their ability to process 

complex and visual data, improve decision-making processes, 

and develop more sophisticated benchmarking tools. This 

continuous development will ultimately broaden the 

applicability and effectiveness of LLMs in various real-world 

tasks. 
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