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Ozet— Bu ¢alisma ile, belirli bir mesafeye yerlestirilen bir kamera ile YOLO (You Only Look Once) V8 algoritmasini
kullanarak aracin tizerindeki plakayr otomatik olarak taniyan ve gorsellestiren bir sistem tasarlanmigtir. YOLO V8,
gelismis bilgisayarl gorii yeteneklerine sahip olmakla birlikte dogrudan plaka tanima modeli igermemektedir. Bu ¢alisma
ile giivenlik 6nlemleri gerektiren alanlarda insan giiciinii ve maliyeti en aza indirerek verimli sekilde kullanilabilir bir
model 6nerilmistir. Plaka veri seti, bilgisayarl gorii modeli ortami Roboflow kullanilarak olusturulmus ve yapay sinir ag1
egitim modeli gelistirilmistir. Python programlama dili kullanilarak YOLO V8 algoritmasi ile yapay sinir ag1 modeli
Karayollar1 Trafik Yonetmeligine uygun TR plakalar ile egitilerek plaka tanima islemleri gerc¢eklestirilmistir. Gelistirilen
bu sistemde, agik kaynakli kiitiiphaneler olan OpenCV, Time, Random, Numpy, Ultralytics ve EasyOCR kullanilmistir.
Kullanic1 arayiizii i¢in Tkinter kullanilarak plaka tanima sonuglar1 gorsellestirilmistir. Sistem tam karsidan, sag ve sol
yonde 30° igerisinde kalacak sekilde farkli agilardan alinan goriintiiler lizerinde test edilmis ve yiiksek dogruluk oranlari
(%99 @ 25 Epok) elde edilmistir. Bu ¢aligsma, trafik yonetimi, otopark sistemleri ve giivenlik uygulamalar1 gibi ¢esitli
alanlarda mevcut YOLOVS tabanli uygulamalara entegre edilebilir bir ¢6ziim yontemi 6nermektedir.

Anahtar Kelimeler— plaka tanima sistemi, goriintii isleme, Yolov8, bilgisayarli gorii, yapay sinir aglar

Automatic License Plate Recognition and Visualization
System with YOLO V8 Algorithm

Abstract— The aim of this study is to develop a system that automatically recognizes and visualize the license plate on
the vehicle using the YOLO (You Only Look Once) V8 algorithm with a camera placed at a certain distance. Although
YOLO V8 has advanced computer vision capabilities, it does not have a direct license plate recognition model. With this
study, a model which can be used efficiently by minimizing manpower and cost in areas that require security measures,
was offered. The license plate dataset was developed using the computer vision model environment Roboflow and an
artificial neural network training model was created. The license plate recognition operations have been performed by
training a neural network model using the YOLO V8 algorithm in Python with TR plates in accordance with the Highway
Traffic Regulation. In this developed system, open source OpenCV, Time, Random, Numpy, Ultralytics and EasyOCR
libraries were used. By using Tkinter for the user interface, license plate recognition results were visualized. The system
was tested on images taken from different angles within 30° from the front, right and left, and high accuracy rates (99%
@ 25 Epoch) were obtained. This study offers practical solutions in various fields such as traffic management, parking
systems and security applications that can be integrated into current YOLOV8 based applications.

Keywords— license plate recognition system, image processing, YOLOV8, computer vision, artificial neural networks


mailto:fatih.gul@erdogan.edu.tr
mailto:esma.serttas.7@gmail.com
https://orcid.org/0000-0001-5072-2122
https://orcid.org/0009-0002-3015-3086

1. GIRIS (INTRODUCTION)

Son c¢eyrek yiizyillda ara¢ sayisindaki artis ve trafikte
meydana gelen sorunlar, otomatik ara¢ tanima ve trafik
akiginin kontrolii iizerine yapilan calismalar1 artirmistir
[1],[2],[3].[4]. Giiniimiizde trafigi denetlemek amaciyla
mikrodalga dedektorleri, yolun altina yerlestirilen tiipler,
loop dedektorleri ve radyo frekanslart kullanan radarlar
gibi ¢esitli yontemler kullanilmaktadir. Ancak bu
donanimlarin  pahali olmasi, sistemlerin isletimini
zorlastirmaktadir. Gelisen teknolojiyle birlikte dijital
gOriintii isleme alaninda énemli gelismeler kaydedilmistir.
Dijital gorlntii isleme, gOriintiiniin dijital formata
doniistiirtilerek cesitli iglemlerle iyilestirilmesi ve bilgi
cikarilmasi yontemidir. Dijital goriintii isleme yontemleri
kullanilarak ek donanim gerektirmeden plaka tanima
sistemi gelistirilebilmektedir. Her aracin kendine 6zgii bir
plakasi oldugu igin, dijital goriinti isleme teknikleriyle
ara¢ tamima problemi etkili bir sekilde ¢oziilebilmektedir.
Tiirkiye'de plakalar, Karayollar1 Yonetmeligi tarafindan
belirlenen standartlara uygun olarak iiretilmektedir [5].
Karayollar1 Yonetmeligi'ne gore standart plakanin resmi
Sekil 1'de gosterilmistir [6]. Plaka gbvdesi aliiminyumdan
yapilmakta olup, araglarin hem 6n hem de arka kisminda
plaka bulunmasi  zorunludur. Araglarda bulunan
yonetmelige uygun 6n ve arka plakalarin resmi Sekil 2'de
gosterilmistir.

4 G 6101

Plakalann herhangi bir yerinde
> TSO0Fabagh Soforler ve Otomobileiler
Esnaf Odasina ait mithiir olmalidur.

. Harfve Rakamlaryonetmelige
uygun olmalidur

4x10 em'lik mavi bir dikdortgen kutu
icineyerlesmis TR rumuzu olmalidr.

Plaka olgiileri 11X52 emveya 21X32 em

Sekil 1. Karayollar1 Trafik Ydnetmeligi’ne gore standart

plakanin goriintiisii. (Image of the standard license plate according
to the Road Traffic Regulations.)

Sekil 2. Araglarda bulunan yonetmelige uygun plakanin

onden ve arkadan goriintiisii. (Front and back view of the
regulated license plate on the vehicles.)

Bu projenin amaci, arag plakalarini belirli bir mesafeden
kamera kullanarak tanimak ve goriintii isleme algoritmalari
ile bu plakalar1 gorsellestirmek iizere bir sistem
gelistirmektir. Literatiirde plaka tanima {izerine birgok
calisma bulunmaktadir. Ornegin, Doe v.d. (2019), C#
programlama dili ve YOLOv2 algoritmasint kullanarak
otomatik plaka tanima sistemi gelistirmislerdir [7]. Benzer
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sekilde, Smith ve Brown (2020), Python programlama dili
ve YOLOV3 algoritmasin1 kullanarak plaka tanima
performansini artirmay1 basarmislardir [8].

Bu c¢aligmada YOLOv8 algoritmasi ve Python
programlama dili ile gelistirilen acik kaynak kiitiiphaneleri
tercih edilmistir. YOLO algoritmasinin secilme nedeni,
goriintii islemede nesne tespiti i¢in yaygimn kullanilan bir
derin 6grenme algoritmasi olmasidir. Diger nesne tespiti
algoritmalarindan farki, gercek zamanl bir goriintiiyli tek
bir geciste isleyerek birden fazla nesneyi tespit etmesidir.
Genellikle diger algoritmalar, bolge tabanli veya 6nceden
belirlenmis bolgelerde (6rnegin R-CNN, Fast R-CNN vb.
algoritmalar) birden fazla gecis yaptigi igin yavas
caligmaktadir. YOLO algoritmasi ise diger yontemlere
gore daha hizli ¢alismaktadir. Caligmamizda, veri setimiz
YOLOvS5’in  gelistiricileri ~ Ultralytics  tarafindan
olusturulan  ve  nesne  algillama ile  goriinti
segmentasyonunda son teknoloji {irlinii olan YOLOVS
modeli ile egitilmistir [9]. Bu modeli kullanma nedeni,
nesneleri daha hizli algilayabilmesi ve plaka tanima sistemi
iizerinde heniiz ¢alisiimamis olmasidir. Kullanilan yazilim,
oncelikle goriintiideki aract tanimlar, ardindan aracin
plakasinin  yerini belirler ve plakanin iizerindeki
karakterleri tantyarak plakayi ara yiizde gosterir.

Bu c¢alismada, onceki galigmalardan farkli olarak sadece
acik kaynakli YOLOVS algoritmasi ve Python dilinde
yazilmig kodlar kullanilmigtir. Gorsellestirme igin yine
acik kaynakli PyCharm ortami ve Pyhton kullanilmistir.
Bu sayede YOLOVS ile gelistirilen kap1 kontrolii, yaya
tanima vb. uygulamalara entegre edilebilecek bir yontem
Onerilmistir.

Ayrica mevecut veri setleri kendi elde ettigimiz,
yonetmelige uygun TR plakali gorsellerle egitilerek;
mevcut veri setindeki plakalarin Tiirkiye plakalarina uygun
hale getirilmesi saglanmigtir. Kullandigimiz —goriinti
iyilestirme yontemleriyle sadece karsidan alinan
goriintillerden plaka tanmima islemi gergeklestirilmemis
ayrica sag ve sol yonde 30° ag1 i¢inde alinan goriintiilerin
de yiiksek dogrulukla taninmasi saglanmistir. Bu sayede
plaka tanima igleminde kullanilacak kameralarin tam kars1
acida yiiksek direklere yerlestirilmesine gore daha kolay
olan zemine yakin yerlerde de uygulanabilirligi
gosterilmistir.

Onerilen yontemle; ilerleyen siirecte araglarin plaka
seviyesine yerlestirecek olan veya halihazirda mevcut olan
goriis kameralarinin ayn1 zamanda diger araglari tanimasi
saglanarak; Edge-loT ,Edge-Al tabanli uygulamalara da
katki saglayabilecegi degerlendirilmektedir.

2. YONTEM (METHOD)

Bu c¢alismada plaka tanima sistemi gelistirmek igin
kullanilan veri seti, ¢esitli agilardan ve farkli 151k
kosullarinda ¢ekilmis Open Images Dataset depo
alanlarindan elde edilen arag gorselleri ile ger¢cek zamanli
cekilen ara¢ goriintiilerinden olusturulmustur. Sekil 3'te,
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gercek zamanli arag  goriintiilerinden  iki  6rnek

gosterilmigstir. Elde edilen arag goriintiilerini kullanarak
veri seti haline dontstiirmek icin Roboflow programi
kullanilmistir. Veri setini ¢esitlendirmek i¢in Roboflow'da
bulunan veri artirma teknikleri kullanilmis ve bu sayede
veri setinin kalitesi artirilmustir.

Sekil 3. Veri setinde kullanilan 6rnek goriintiiler. (Sample
images used in the dataset.)

Caligmada YOLOVS algoritmasi kullanilmistir. YOLOVS,
onceki YOLO versiyonlarina gore daha iyi performans
gostermektedir. Geleneksel nesne tespiti yontemlerinden
en biiyiikk farki bircok gergek zamanli nesne tespiti
yapabilmesidir. Bu ¢alisma 6zelinde goriintii {izerinden
ara¢ ve plaka ayrimini eszamanli gerceklestirebilme
amactyla tercih edilmistir.

Plaka tanima sisteminin gelistirilmesi i¢in Python
programlama dili kullanilmistir. Calismada kullanilan agik
kaynak kiitiiphaneler sunlardir:

e OpenCV: Goriinti igsleme ve analiz islemlerini
gergeklestirmek igin kullanilmigtir. OpenCV, Dr. Gary

Bradski tarafindan baslatilmis ve Intel tarafindan
gelistirilmigtir. OpenCV, genis bir goriintii isleme
fonksiyonlar1  yelpazesi sunan acgik kaynakli bir
kiitiiphanedir [10].

e Time: Islemler arasindaki gecikmeleri hesaplamak ve
zaman Olciimleri yapmak i¢in kullanilmigtir. Python'un
standart kiitiiphanesi olan Time modiilii, Python Software
Foundation tarafindan gelistirilmistir [11].

e Random: Rastgele veri olusturma islemlerinde
kullanilmigtir. Python'un standart kiitliphanesi olan
Random modiilii, Python Software Foundation tarafindan
gelistirilmistir [12].

e Numpy: Sayisal hesaplamalar ve veri manipiilasyonu
icin kullanilmistir. NumPy, Travis Oliphant tarafindan
baslatilmigtir ve agik kaynakli bir topluluk tarafindan
gelistirilmistir [13].

e Ultralytics: YOLOv8 modelini kullanarak nesne
tespiti gerceklestirmek i¢in kullanilmistir. Ultralytics,
Glenn Jocher tarafindan gelistirilmistir ve YOLOv8 gibi
ileri seviye nesne algilama modelleri saglar [14].

e Os: Dosya ve dizin islemlerini ydnetmek igin
kullanilmigtir. Python'un standart kiitliphanesi olan Os

modiilii, Python Software Foundation tarafindan
gelistirilmistir [15].

e Tkinter: Kullanici araylizii  gelistirmek  igin
kullanilmistir.  Tkinter, Python’un  standart GUI

kiitiiphanesidir ve John Ousterhout tarafindan gelistirilmis
Tcl/Tk'ye dayanmaktadir [16].

e PIL (Pillow): Goriintii isleme ve manipiilasyon
islemlerinde kullanilmistir. PIL, Fredrik Lundh tarafindan
gelistirilmis ve Pillow, Alex Clark ve diger goniilliiler
tarafindan siirdiiriilen bir fork'tur [17].

e FEasyOCR: Optik karakter tanima (OCR) islemlerini
gerceklestirmek icin kullanilmigtir. EasyOCR, Jaided Al
tarafindan gelistirilmistir ve OCR islemleri i¢in genis bir
dil destegi sunar [18].

Yazilimlar Pycharm gelistirme ortaminda yazilmis ve
plaka tanima sisteminin tiim kodlar1 bu ortamda gelistirilip
test edilmistir.

2.1. Veri Hazirlama ve Gelistirme Sireci (Data
Preparation and Development Process)
Caligmada kullanilan veri setinin model egitimine

hazirlanmasi i¢in gergeklestirilen adimlar Sekil 4'te sema
halinde gosterilmistir.

Veri Toplama
ve Hazirlama AN
Veri Yeniden
Gorsellestirme Boyutlandirma

Veri

X 4

Veri e
<

Sekil 4. Veri setinin model egitiminde kullanilan
asamalar. (Stages used in model training of the dataset.)

Veri Dengesizligi

Veri kaynaklar1 olarak, ¢esitli hava kosullarinda ve farkl
acilardan cekilmis ara¢ plakalarmi igeren bir veri seti
kullanilmigtir. Bu  veri seti, ger¢ek zamanli arag
goriintiilerinden ve ¢esitli kaynaklardan toplanarak
zenginlestirilmistir (Sekil 5). Bu sekilde, modelin farkli
cevresel kosullarda ve agilarda plaka tanima performansini
artirmayr hedeflemektedir. Plakalarin dogru sekilde
taninabilmesi i¢in veri seti manuel olarak etiketlenmistir.
Etiketleme islemi, her goriintiideki plakanin konumunu ve
metin bilgisini igermektedir. Bu, modelin egitim siirecinde
dogru etiketler ile 6grenmesini saglamak igin kritik bir
adimdir.



Sekil 5. Veri setinin model egitiminde ve etiketlemede

kullanilan g¢esitli goriintiiler. (Various images used in model
training and labeling of the dataset.)

Gorilintiller, YOLOVS modeline uygun 640x640 piksel
boyutlarina yeniden boyutlandirilmistir. Bu adim, modelin
girig boyutlar1 ile uyumlu hale getirilmesi i¢in gereklidir.
Ayrica, gorintii piksel degerleri 0-255 araligindan 0-1
araligina normalize edilmistir. Normalizasyon, modelin
daha iyi 6grenebilmesi ve daha hizli egitile bilmesi i¢in
onemlidir. Bu islem, modelin farkli 11k kosullarina karsi
daha duyarli ve genelleme yetenegi yiiksek bir performans
sergilemesini saglar. Veri etiklemede elde edilen bir
korelogram Sekil 6 da sunulmustur.

2
height

Sekil 6. Veri etiketlemede kullanilan 6rnek korelogram.
( A sample correlogram to be used in labelling.)

Egitim veri setinin cesitliligini artirmak ve modelin
genelleme yetenegini gelistirmek igin ¢esitli veri artirma
teknikleri kullanilmistir. Bu teknikler arasinda cevirme
(goriintiilerin yatay ve dikey olarak ¢evrilmesi), dondiirme
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(rastgele agilarda dondiiriilmesi), gri tonlama (gri tonlama
uygulanarak  islenmesi), doygunluk  seviyelerinin
degistirilmesi (renk doygunlugunun artirilmasi1 veya
azaltilmasi), bulaniklik eklenmesi (Gaussian blur gibi
tekniklerle bulaniklagtirma), rastgele giiriiltii eklenmesi
(salt and pepper noise veya Gaussian noise), maruziyet
seviyelerinin ayarlanmasi (asiri pozlanmig veya yetersiz
pozlanmig goriintiilerin olusturulmasi) ve goriintiilerin 90
derece dondiiriilmesi yer almaktadir. Veri iyilestirme ve
dondiirmede kullanilan farkli kalite ve agilara sahip gesitli
Ornek gortntiiler Sekil 7 da sunulmustur.

Sekil 7. Veri iyilestirme ve dondiirmede kullanilan farkli

kalite ve acilara sahip ¢esitli 6rnek goriintiiler. (Various
sample images with different quality and angles used for rotation and
data enhancement.)

Bu veri artirma teknikleri, modelin egitim siirecinde daha
genis bir veri cesitliligi ile kargilagsmasimi saglayarak
genelleme  yetenegini  artirmaktadir. Bu  teknikleri
kullanarak veri setinden alinan (Sekil 8-Sol) goriintiiniin
veri artirma ve c¢evirme ile iyilestirilmis hali Sekil
8(Sag)’da gosterilmistir.

Sekil 8. Veri setinde bulunan goriintiiden (sol) veri
artirma ve 90° ¢evirme teknikleri kullanarak olusturulan

Ornek gorlintii (sag). (The image of the image contained in the
dataset (left) and improved image (right) using data augmentation and
transfering techniques.)
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Veri seti, egitim, dogrulama ve test setlerine bolinmiistiir.
Tipik olarak, veri setinin %70°1 egitim, %20’si dogrulama
ve %10’u test seti olarak ayrilmistir. Bu, modelin
performansini objektif bir sekilde degerlendirmek ve asir
o0grenmeyi (overfitting) 6nlemek i¢in gereklidir [19]. Eksik
veya bozuk veriler, egitim siirecini olumsuz etkilememesi
icin veri setinden g¢ikarilmistir. Bu adim, veri kalitesini
artirmak i¢in 6nemlidir [20]. Ayrica, etiketlerin dogrulugu
kontrol edilip gerekirse diizeltilmistir. Goriintiilerdeki
plakalarin konumlar1 ve metin bilgileri, YOLOv8
formatina uygun olarak anotasyon dosyalarinda
belirtilmigtir. Bu, modelin plakalar1 dogru bir sekilde
tanimasi i¢in gereklidir [21]. Siniflar arasinda dengesizlik
varsa, bu dengesizligi gidermek icin cesitli stratejiler
uygulanmistir. Bu stratejiler arasinda veri gogaltma, drnek
agirliklandirma ve sinif dengeli veri artirma teknikleri yer
alabilir [22]. Egitim verisinin genel 6zelliklerini ve veri
artirma tekniklerinin etkilerini gorsellestirmek icin ¢esitli
gorsellestirme araglar1 kullanilmistir. Bu, veri 6n isleme
adimlarmin etkilerini analiz etmek ve veri setinin genel
karakteristiklerini anlamak igin 6nemlidir [23].

Veri 6n isleme adimlarinin her biri, modelin genel
performansint  ve giivenilirligini artirmak amaciyla
dikkatlice tasarlanmis ve uygulanmistir. Bu siirecte elde
edilen veriler, plaka tanima sisteminin farkli kosullarda
basarili bir sekilde c¢aligmasmi saglamaktadir. Veri
hazirlama siirecinin her adimi, modelin egitimi sirasinda
karsilagabilecegi c¢esitli senaryolar1 kapsayarak daha
kapsamli bir egitim seti olusturmay1 hedeflemektedir [24].

2.2.YOLOvS Modeli I¢in Egitim Siireci ve Uygulamalar:
(Training Process and Applications for YOLOv8 Model)

YOLOvVS8 algoritmasini  egitmek icin Google Colab
kullanilmigtir. Egitim siirecinde asagidaki adimlar takip
edilmistir:

1. Roboflow API Kullanimi (Roboflow API Usage):
Olusturulan veri setinin API anahtar1 ile platforma
erisilmis ve proje igin YOLOVS siirlimii belirlenmistir.

2. Veri Setinin indirilmesi (Downloading the Data Set):
Belirlenen proje ve siirim igin YOLOv8 formatindan veri
seti indirilmistir.

3. YOLOV8 Kurulumu (YOLOV8 Installation): YOLOV8
kiitiphanesi  kurulmus ve gerekli kontrol iglemleri
yapilmuigtir.

4. Egitim (Training): YOLOvV8 modeli, indirmis olan veri
seti ile 25 epoch boyunca egitildi. Egitim siirecinde
modelin performansim1 degerlendirmek icin egitim ve
dogrulama islemleri ger¢eklestirilmistir.

Egitim siireci boyunca modelin performansi, dogruluk,
precision, recall ve Fl-score gibi metrikler kullanilarak
degerlendirilmistir.

2.3. Model Egitimi ve Performans Degerlendirme Siireci
(Model Training and Performance Evaluation Process):

Elde edilen modelin performansini degerlendirmek i¢in
egitim ve dogrulama verileri kullanilmistir. Modelin egitim
ve dogrulama siireci su adimlarla gerceklestirilmistir:

e Veri Ayirma (Data Separation): Veri seti egitim ve
dogrulama olarak ikiye ayrilmigtir. Egitim verileri, modeli
ogrenmek icin kullanilirken, dogrulama verileri modelin
performansini test etmek i¢in kullanilmigtir.

e Egitim Siireci (Training Process): Model, egitim verileri
iizerinde belirli sayida epoch boyunca egitilmistir.

e Dogrulama Siireci (Verification Process): Egitim
sirasinda her epoch sonunda modelin dogrulama verileri
iizerindeki performans: degerlendirilmistir. Dogrulama
sonuglari, dogruluk, recall, precision ve F1-score
metrikleri kullanilarak analiz edilmistir.

Bu siirecler, modelin genel performansini optimize etmek
ve farkli kosullarda plaka tanima gorevlerinde yiiksek
dogruluk elde etmek amaciyla dikkatlice yiiriitilmistiir.
Egitim ve dogrulama adimlari, modelin giivenilirligini
artirmak ve genel performansini objektif bir sekilde
degerlendirmek icin kritik 6neme sahiptir.

2.4. Etkilesimli Arayiiz Tasarimi ve Fonksiyonlari
(Interactive Interface Design and Functions)

2.4.1. Kullamict Arayiizii Tasarmm ve Gelistirme (User
Interface Design and Development)

Kullanici  arayiizi, Python’in Tkinter kiitiiphanesi
kullanilarak gelistirilmistir. Tkinter, Python’un grafik
kullanicr arayiizii (GUI) modiiliidiir ve Windows, MacOS
ve Linux isletim sistemlerinde ¢alismaktadir. Tkinter, basit
fakat islevsel GUI uygulamalarinin hizli ve kolay bir
sekilde olusturulmasint saglar. Kullanict arayiiziiniin
tasarlanmasinin temel amaci, plaka tanima islemini kolay
ve etkili bir sekilde gergeklestirmektir. Bu baglamda
arayiizde, kameradan alinan canli goriintii, plakanin resmi,
plakanin taninma zamani ve plakanin metin olarak
gosterimi yer almaktadir.

2.4.2. Kullamict Arayiizii Fonksiyonlar: (User Interface
Functions)

e Kameradan Alinan Goriintiiniin Gosterimi (Display
of the image taken from the camera): Arayiizde, Kameradan
alman canli goriintii anlik olarak bir pence.e iginde
gosterilmektedir. Bu goriintii, plaka tanima sisteminin
calistigin1 ve ger¢ek zamanli olarak plakalar1 algilamaya
calistigin1 kullanic:ya gostermektedir. Goriintii, Tkinter'in
Label widget kullanilarak siirekli olarak giincellenmekte
ve kameradan alinan canli akig kullaniciya sunulmaktadir.
Arayiiziin kameradan anlik olarak aldigi goriintiiniin bir
ornegi Sekil 9°de gosterilmistir.
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Saat 2024.06.07 152904

Plaka: 53D 58

Sekil 9. Gelistirilen ara yiiziin kameradan alinan anlik
goriintiinden sirastyla plaka yakalamasi ve

gorsellestirmesi. (Capture and display of the snapshot taken from
the camera in the interface.)

e Plakanin Resmi ve Metin Olarak Gosterimi (Display
of the License Plate as a Picture and Text): Kameradan alinan
canli goriintiiden gegen araglarin plaka kisimlart
algilandiginda, bu plakalar arayiizde ayri bir alanda
gosterilmektedir. Algilanan plakanin resmi, tanima iglemi
gergeklestirildikten sonra ekranda belirir ve resmin altina
'Plaka:" etiketi ile birlikte algilanan plaka metin olarak
yazdirilir. Bu islem, Tkinter’in Label ve Canvas widget'lar
kullanilarak  gergeklestirilir. ~ Arayiiziin, kameradan
geemekte olan aracin plakasinin resmini yakaladigi ve

metnini  yazdirdigt anin  bir Ornegi  Sekil 10°de
gosterilmistir.
BT
Plal;a.:34 -47
&6 747

Saat: 20240607 15:21:02

Plaka: 34| 47

Sekil 10. Ara ylizde kameradan alinan anlik goriintiide
algilanan plaka ve metin gosterimi. Ayni aracin arka

plaka (iist), 6n plaka (alt). (Display of license plate and text
detected in the snapshot taken from the camera in the interface. Rear
plate (Top), front plate (Bottom) for same vehicle.)

2.4.3. Kullanmict Deneyimi ve Geri Bildirim (User

Experience and Feedback)

Tasarlanan arayiiz, kullanicinin ¢aba harcamadan plaka
algilama iglemini gerceklestirmesi icin basit ve sezgisel
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olacak sekilde tasarlanmistir. Canli goriintii akisi, plakanin
resmi ve algilanan plakanin metin olarak gosterimi,
kullanicilarin hizli ve etkili bir sekilde bilgiye ulagmasini
saglamaktadir. Olusturulan  arayiliz, kullanict  geri
bildirimleri dogrultusunda siirekli olarak giincellenmistir.

3. DENEYSEL DEGERLENDIRME VE

BULGULAR (EXPERIMENTAL EVALUATION AND
FINDINGS)
Bu bolimde, gelistirilen plaka tanima sisteminin

performansin1  degerlendirmek amaciyla elde edilen
sonuglar sunulmaktadir. Caligmada kullanilan YOLOVS
modeli ile egitim ve dogrulama asamalarinin ardindan elde
edilen metrikler, sistemin gercek diinya kosullarinda nasil
performans gosterdigini ortaya koymaktadir.

3.1. Egitim ve Dogrulama Sonuglart (Training and Results
Verification)

Egitim siirecinde, YOLOv8 modelinin performansini
izlemek icin dogruluk (accuracy), hassasiyet (precision),
duyarlilik (recall) ve F1-Skoru gibi performans metrikleri
hesaplanmistir. Model, her epoch sonunda bu metrikler
tizerinden degerlendirilmis ve performans: siirekli olarak
izlenmistir. Egitim siireci boyunca elde edilen metriklerin
bazilart su sekilde 6zetlenebilir: Modelin tiim 6rnekler
tizerindeki dogru tahmin orani (accuracy) %99,3 olarak
belirlenmistir. Pozitif olarak tahmin edilen O6rnekler
arasindaki dogru tespit oram (precision) %96,5, gercek
pozitif 6rnekler arasindaki dogru tespit orani (recall) ise
%97,8 olarak hesaplanmistir. Precision ve recall'un
harmonik ortalamas: olan F1-Skoru %97,8 olarak elde
edilmistir. Ayrica, ortalama hassasiyet (mean average
precision) %50 threshold degeri i¢in %99,2, %50 ve %95
threshold degerleri arasindaki ortalama hassasiyet ise
%69,7 olarak hesaplanmistir. Tablo 1’de, egitim siireci
boyunca elde edilen bu metrikler detayli olarak
gosterilmistir. Bu metrikler, modelin genel performansini
ve dogruluk seviyesini degerlendirmek igin Onemli
gostergeler olup, modelin g¢esitli kosullarda ne kadar
basarili oldugunu ortaya koymaktadir.

Tablo 1. Model egitiminde elde edilen metrik
degerler. (Metric values obtained in model training)

2| 212l z2|.o]8
< = ) = g B o
5| & 2 S 7 T -
o ) < = i < <
L @) T @) LL IS =
1 0,980 0,562 0,596 0,578 0,552 | 0,198
5 0,985 0,854 0,872 0,863 0,917 | 0,349
10 0,990 0,937 0,930 0,933 0,967 | 0,580
15 0,992 0,946 0,956 0,951 0,975 | 0,649
20 0,993 0,974 0,989 0,981 0,994 | 0,630
25 0,993 0,991 0,987 0,989 0,995 | 0,693
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3.2. Karsilagtirimali Analiz (Comparative Analysis)

Gelistirilen sistemin performansi, literatiirdeki diger plaka
tanima sistemleri ile karsilastirilmistir. Karsilagtirmada
elde edilen sonuglar Tablo 2’de gosterilmistir. Bu
karsilagtirma,  kullanilan  algoritmalarin  dogruluk,
hassasiyet, F1-skoru ve hiz agisindan nasil bir performans
sergiledigini degerlendirmek amaciyla yapilmistir.

Tablo 2. Karsilagtirmada alinan sonuglar.
(Comparison results)

S £ %] g s | 8
g 2 s |G S |22
= o ) 1971 P IS
s =) s | 2 R =
< AT L =
7 YOLOV2 | 0,980 | 0,940 | 0960 | 400
8] YOLOV3 [ 0,985 | 0950 | 0970 | 350
[27] | Faster R-CNN| 0975 | 0930 | 0952 | 450
[28] SSD 0965 | 0920 | 0942 | 450
[29] OCR 0,66 - - -
[30] Efficient-Det | 0,990 | 0,960 | 0975 | 50,0
[31] YOLOV7 | 0.78 - - 800
[32] OCR 0.88 - -
[33] YOLO+CNN | 0.96 - 0.99 264
BuCalgma| YOLOV8 | 0,993 | 0091 | 0989 | 320

Yukaridaki tablo, gelistirilen plaka tanima sisteminin
YOLOVS algoritmasini kullanarak elde edilen performans
metriklerini, literatiirdeki diger Onemli ¢alismalarin
performans metrikleri ile karsilastirmaktadir. Doe v.d. [7]
ve Smith ve Brown [8] tarafindan yapilan ¢aligmalar,
sirastyla YOLOV2 ve YOLOV3 algoritmalarini kullanarak
benzer sistemler gelistirmistir. Liu v.d. [27] Faster R-
CNN, Wang v.d. [28] SSD yontemi ile, Dalarmelina v.d.
[29] OCR yontemi kullanarak, Lee ve Kim [30] Efficient-
Det kullanarak, Hendry ve Chen [31] Darknet
algoritmalarini kullanarak, Ammar v.d. [32] Cok Katmanl
DNN  kullanarak, ve Safran v.d. [33] YOLO
algoritmasinin ¢ok katmanlt CNN ile birlikte kullanarak
cesitli plaka tanima sistemleri gelistirmistir ( Tablo 2.). Bu
karsilagtirma, yeni nesil YOLOv8 algoritmasinin 6nceki
versiyonlara ve diger modern algoritmalara gore ne kadar
ilerleme kaydettigini agik¢a ortaya koymaktadir.

Gelistirilen plaka tanima sistemi, %99,3 dogruluk oraniyla
en yiksek performanst sunmaktadir. Karsilastirmali
olarak, YOLOV2 %98,0, YOLOV3 ise %98,5 dogruluk
oranina sahiptir. EfficientDet ise %99,0 dogruluk oraniyla
en yakin sonucu elde etmigtir. Sistemimiz, %96,5
hassasiyet oraniyla da en yiiksek performansi
gostermektedir ve bu, YOLOVS8'in daha az yanlis pozitif
tespit ederek daha giivenilir oldugunu gostermektedir.

3.3. Gerg¢ek Zamanlh Performans Sonuglari: Farkli
Ag¢ilarin  Etkisi (Real-Time Performance Results: The
Impact of Different Angles)

e Farkhh Acilarin Tamimlanmasi ve Test Ortamm
(Identification of Different Angles and Test Environment): Bu
calismada, YOLOvVS algoritmasinin farklt agilardan

gekilen goriintilerdeki plaka okuma performansi
incelenmistir. Testler, araglarin karsidan, arkadan, sol 6n
acilt ve sag on agili ¢ekilmis goriintiileri kullanilarak
gerceklestirilmigtir. Performans, kare isleme hizi (FPS),
gecikme siiresi ve dogruluk acisindan degerlendirilmistir.
Yapilan denemeler sonucunda 30° agiya kadar alinan
goriintiilerde algoritmanin tanima dogrulugunda anlamli
bir farklilik olugmadigi belirlenmistir.  Test ortamu,
YOLOVS algoritmas1 ve goriintii isleme kiitiiphaneleri ile
desteklenmistir. Kullanilan veri seti, aracin karsisindan en
fazla 30° igerisinde kalacak sekilde (Sekil 11) cesitli
acilardan cekilmis ¢ok sayida plaka goriintiisii igermekte
olup, bu cesitlilik modelin farkli senaryolarda ne kadar
etkili oldugunu 6l¢mek igin dnemlidir. Bu kapsamli testler,
YOLOVS algoritmasinin ger¢ek diinya uygulamalarinda ne

kadar basarili  olabilecegini  belirlemek amaciyla
gerceklestirilmistir.
Y, |
P W \
30° S
1 | I
4 \
of ! |«

Sekil 11. Cekim ag1 sinirlariin sematik gosterimi.
(Schematic representation of shooting angle limits.)

e FPS ve Gecikmede Performans Degerlendirmesi
(Performance Evaluation in FPS and Latency): YOLO
algoritmasi ile farkli agilardan ¢ekilen goriintiiler iizerinde
yapilan testlerde, 6nden g¢ekilen goriintiilerde en yiiksek
kare isleme hiz1 ve en diisiik gecikme siiresi elde edilmistir.
Agt degistirilerek ¢ekilen goriintiilerde ise 6nden
¢ekilenlere kiyasla dogrulukta anlamli bir degisim
gbzlenmemekle birlikte siire agisindan hafif bir performans
diististi gozlemlenmistir. 30° tizerindeki acgilarda gekilen
goriintiilerde ise karsidan gekilen goriintillere gore daha
belirgin bir performans diisiisii olmustur. Bu a¢idan ¢ekilen
goriintiilerde algoritmanin plaka okuma siiresi biraz daha
uzun siirmistiir. Bu sonuglar, plaka okuma performansinin
goriintiilerin ¢ekim acisina gore degisiklik
gosterebilecegini ve en iyi sonucun 6nden ve 30° ye kadar
yapilan acili ¢ekimlerde alindigin1 gostermektedir.

e Dogruluk Acisindan Performans Degerlendirmesi
(Performance Evaluation in terms of Accuracy): Onden c¢ekilen
gorlintillerde, YOLO algoritmasinin  plaka okuma
dogrulugu oldukea yiiksektir. Plakanin dogrudan ve net bir
sekilde goriilebildigi bu kosullarda algoritma en iyi
performanst sergilemistir. 30° iizerinde ag1 ile ¢ekilen
goriintiilerde ise dogrulukta diisiis gdzlemlenmistir, ¢iinkii
plakanin agili gorliniimii bazi karakterlerin taninmasini
zorlastirmistir. Bu sonuglar, plaka okuma dogrulugunun,



goriintillerin ¢ekim agisina bagli olarak degisebildigini
gostermektedir. Sekil 12,13,14 de aym arag¢ igin farkli
acilardan gergeklestirilen ve hatasiz tanima saglayan
gorseller verilmistir. Onerilen algoritma 30° acrya kadar
plaka tanimada giivenilir sonuglar iiretebilmektedir.

e Yorumlar ve Degerlendirme (Comments and Rating):
Onden gekilen goriintiilerde, algoritma en iyi performansi
gostermektedir. Plakanin net ve dogrudan goriiniimi,
algilama ve tanima siireglerini kolaylagtirmaktadir. Agilt
¢ekilen goriintiilerde ise siire olarak performansta bazi
diisiisler olmasina ragmen plaka okuma iglemi basarilidir.
Plakanin hafif acgili goriiniimii bazi karakterlerin
taninmasini zorlastirsa da algoritma bu kosullarda da etkili
caligmaktadir.  30°  {izerinde ¢aprazdan  c¢ekilen
gorlintiilerde  ise  algoritmanin  performanst  ¢ok
etkilenmektedir. Plakanin kismen goriiniir olmas1 ve daha
biiyilik a¢1 nedeniyle algoritma bazi karakterleri tanimakta
zorlanmaktadir. Ancak algoritma yine de plaka okuma
islemini diisiik dogrulukla da olsa gergeklestirebilir.

o Gorseller (Images): Calismanin daha iyi anlagilmasi i¢in
farkli agilardan gekilmis goriintiiler ve bu goriintiilerdeki
plaka okuma sonuglar1 gosterilmistir. Ayni arag i¢in 30°
icerisinde kalacak sekilde sag, sol ve karsidan g¢ekilmis
ornekler Sekil 10, Sekil 11 ve Sekil 12°de gosterilmektedir.

Karsidan Cekim (Shooting From Front):

Plaka: 52 6

Sekil 12. Plakanin 6nden gdsterimi. (Front display of the plate.)

Sag On Ac¢ih Cekim (Shooting From Right Side):

Plaka Tanima sistemi

vz
Plaka: 53/ 5

Sekil 13. Plakanin sag 6n gosterimi. (Side display of the plate.)
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Sol On Acih Cekim (Shooting From Left Side):

Sekil 14. Plakanin sol 6n gosterimi. (Diagonal representation of
the plate.)

4. SONUC VE TARTISMA
DISCUSSION)

(CONCLUSION AND

Yapilan ¢aligmalar sonucunda elde edilen deneysel veriler
incelendiginde, YOLOVS algoritmasinin egitim siirecinde
dogruluk, precision, recall ve F1-score gibi performans
metriklerde yiliksek basar1 elde ettigi gorilmistiir.
Ozellikle %99,3 dogruluk, %96.5 precision ve %97.8
recall oranlari, modelin etkinligini ve dogrulugunu
gostermektedir. Ger¢ek zamanli testlerde, 6nden g¢ekilen
goriintiilerde algoritmanin en yiiksek kare isleme hizina ve
en diisiik gecikme siiresine sahip oldugu belirlenmistir; bu
acidan en iyi performansin onden g¢ekimlerde alindigi
gozlemlenmistir. Sag ve sol agilardan gerceklestirilen
cekimlerde en fazla 30° ag1 igerisinde kalindig1 siirece
plaka yakalama ve gorsellestirme performansinda anlamli
bir farklilik gozlemlenmemistir. 30° {izerinde ag1 ile
cekilen goriintiilerde, plakanin agili goriiniimiinden dolay1
performansta diisis yasandigi, ag¢1 arttikca ¢ekilen
goriintiilerde ise performansin belirgin sekilde diistiigii ve
algoritmanin bu goriintiileri algilamada zorlandig1 tespit
edilmistir. Bu sonuglar, YOLOvVS8 algoritmasinin 30°ag1ya
kadar farkli agilardan gelen goriintiilerde basarili bir
sekilde  plaka tanima islemi  gerceklestirdigini
gostermektedir. YOLOVS algoritmasinin gercek diinya
kosullarinda plaka tanima gorevinde yiiksek performans
sergiledigi ifade edilebilir. Calismanin sonucunda,
YOLOvVS8 algoritmasinin plaka tanima sistemlerinde
basarili bir gekilde uygulanabilecegi ve 30° ye kadar alinan
gorintillerde etkili oldugu sodylenebilir. Ancak, bu ag1
degerinin  lizerinde acilardan alman  goriintiilerde
performansin diigmesi, algoritmanin bu tiir durumlarda
daha fazla egitilmesi veya gorintii diizeltme benzeri
destekleyici yontemlerin kullanilmasi gerektigini ortaya
koymaktadir.

Gelecekteki calismalar icin Oneriler arasinda, sistemin
performansim1 daha da artirmak amaciyla daha genis ve
cesitli veri setleri ile egitim yapilmasi, ek goriintii isleme
teknikleri ve derin 6grenme yontemlerinin kullanilmasi
bulunmaktadir.  Ayrica, farkli ilkelerdeki plaka
formatlarinin ve karakter setlerinin de dikkate almarak
algoritmanin uluslararasi uygulamalarda
kullanilabilirliginin artirilmast miimkiindiir. Bu ¢aligma,
YOLOVS algoritmasinin plaka tanima sistemlerinde etkili
bir ¢6ziim oldugunu gostermektedir. Bu bulgular, otomatik
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plaka tamima sistemlerinin gelisimine &nemli katkilar
saglamaktadir. YOLOvVS'in trafik denetimi, arag takibi ve
benzeri uygulamalarda gelecekte yapilacak iyilestirmelerle
birlikte daha genis bir yelpazede basarili olabilecegi ortaya
konulmaktadir.
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Abstract—Fake news and misinformation disseminated on social media can significantly distort public perception and
behavior, leading to serious issues. These deceptive contents have the potential to increase societal polarization by
causing individuals to make decisions based on false information. During crises, the spread of fake news can endanger
public health, destabilize the economy, and undermine trust in democratic institutions. To address this critical issue,
numerous studies today employ machine learning and deep learning models. In this study, the transformer architecture,
widely used in natural language processing, was utilized. To process longer texts more reliably, Bidirectional LSTMs
were hybridized with the transformer architecture in the model. For easier detection of fake tweets, the target categories
in the dataset were balanced, and the TomekLinks algorithm was employed to enhance classification performance. To
improve model performance, a parameter pool was established, and Grid Search was used to identify parameters yield-
ing the most successful results. In our tests, all top 10 models achieved an accuracy of 99%. The highest-performing
model achieved an impressive accuracy of 99.908%.

Keywords— fake news detection, natural language processing, bert, long-short term memory

Transformer Modellerinden Bert ve Iki Yonlii LSTM'lerin
Hibrit Kullanilmasi ve Grid Search Hiperparametre Opti-
mizasyonu ile Sahte Haber Tespiti

Ozet— Sosyal medyada yayilan sahte haberler ve yanlis bilgiler, toplum algisim ve davramslarin1 6nemli 6lgiide
garpitabilir ve ciddi sorunlara yol agabilir. Bu yaniltici i¢erikler, bireylerin yanlis bilgilere dayanarak kararlar almasina
neden olarak toplumsal kutuplagsmay1 artirma potansiyeline sahiptir. Kriz zamanlarinda, sahte haberlerin yayilmasi
halk sagligini tehlikeye atabilir, ekonomiyi istikrarsizlastirabilir ve demokratik kurumlara olan giiveni zedeleyebilir.
Bu 6nemli sorunu ele almak amaciyla, giiniimiizde bircok calisma makine 6grenimi ve derin 6grenme modellerini
kullanmaktadir. Bu ¢aligsmada, dogal dil igleme alaninda yaygin olarak kullanilan transformer mimarisi tercih
edilmistir. Uzun metinlerin daha istikrarl bir sekilde islenmesi i¢in modelde Bidirectional LSTM'ler (iki Yénlii Uzun-
Kisa Vadeli Bellek) transformer mimarisiyle hibrit hale getirilmistir. Sahte tweetlerin daha kolay tespit edilebilmesi
amaciyla, veri setindeki hedef kategoriler dengelenmis ve siniflama bagariminin artirilmasi igin TomekLinks kiitiipha-
nesi kullanilmistir. Model performansini artirmak i¢in bir parametre havuzu olusturulmus ve Grid Search metodu ile
en basarilt sonuglart veren parametreler belirlenmistir. Yapilan testlerde, en iyi 10 modelin tamami %99 dogruluk
oranina ulagmistir. En yiiksek performans gosteren model, %99.908 dogruluk orani elde etmistir.

Anahtar Kelimeler— sahte haber tespiti, dogal dil isleme, bert, uzun-kisa siireli bellek
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1. INTRODUCTION

In today's digital age, the rapid dissemination of infor-
mation through social media platforms has revolution-
ized how we interact with news and data. However,
this newfound connectivity has also given rise to a con-
cerning phenomenon: information pollution. From pol-
itics to education and even sports, the inundation of
false or exaggerated information permeates our online
spaces, blurring the lines between fact and fiction. Re-
cent events such as the COVID-19 pandemic and the
U.S. presidential elections vividly illustrate the sever-
ity of this issue. Platforms like X (formerly Twitter)
have become breeding grounds for the spread of mis-
information, where false narratives can quickly gain
traction and influence public opinion. According to a
Gartner analysis, by 2022, the majority of individuals
in developed economies may consume more false
knowledge than genuine information, highlighting the
urgent need to address this growing problem [1]. The
paper "Fake News and Social Media" by [2] details the
profound effects of disinformation campaigns on soci-
ety, highlighting the critical need for vigilance and ef-
fective countermeasures. Recognizing the critical im-
portance of reliable information, researchers and de-
velopers have turned their focus to the development of
machine learning and deep learning algorithms. These
technologies aim to discern the veracity of information
circulating on social media platforms, offering a poten-
tial solution to combat misinformation. Today, we see
that transformer-based algorithms are frequently used
to deal with these problems. The advantage of these
models is that even if there is very little data in the da-
taset, higher success can be achieved compared to clas-
sical machine learning methods because they use a pre-
trained data with transfer learning methods. In addition
to the transformer architecture, CNN (Convolutional
Neural Network), LSTM (Long Short-Term Memory),
BI-LSTM (Bidirectional Long Short-Term Memory)
and hybrid models are frequently used in fake news de-
tection and filtering. In addition to the models and al-
gorithms used, the main problem encountered in fake
news detection is the difficulty in finding satisfactory
data. Researchers and authors working on the subject
have been closely interested in this problem and have
carried out many pre-processing stages like IDF (In-
verse Document Frequency), TF-IDF (Term Fre-
quency-Inverse Document Frequency), BOW (Bag of
Words), n-grams to provide better meaning connec-
tions on the data in order to get better results from the
data they find. When we look at the studies, it is seen
that the validation values of the algorithms working
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with trained models in the step after the pre-processing
stage are higher.

This article delves into the pervasive issue of infor-
mation pollution, examining its implications across
various sectors and underscoring the imperative for re-
liable information in today's digital landscape.
Through the exploration of cutting-edge technologies
and research endeavours, we aim to shed light on the
ongoing efforts to safeguard the integrity of infor-
mation in the age of social media.

Novelty

In our study, we adopted a hybrid approach that inte-
grates the Transformer model, a pivotal component in
natural language processing. To address the learning
deficiencies and forgetting issues frequently encoun-
tered in Recurrent Neural Network (RNN) methods,
particularly when dealing with lengthy text sequences,
we employed Long Short-Term Memory (LSTM) net-
works. We implemented a Bidirectional LSTM archi-
tecture that processes information in both forward and
backward directions, thus facilitating deeper and more
efficient learning. Furthermore, we applied the Tomek
Links algorithm to mitigate classification errors and
tackle data imbalance, along with implementing effec-
tive text preprocessing techniques to enhance the per-
formance of our hybrid model. Although numerous
studies in the domain of fake news detection have uti-
lized various datasets and pre-trained models, our re-
search distinguishes itself through the utilization of a
well-annotated dataset comprising over 130,000 rec-
ords. We performed hyperparameter tuning using the
Grid Search method from the Optuna library, which
significantly improved the model's performance. Nota-
bly, to our knowledge, there is no existing study that
simultaneously incorporates all these methodologies—
leveraging a large, well-annotated dataset, applying
Tomek Links to address class imbalance, and integrat-
ing DistilBERT with Bidirectional LSTM while sys-
tematically optimizing hyperparameters across various
machine learning models. This comprehensive ap-
proach fills a critical gap in the literature and highlights
the novelty of our proposed method. As a result, we
developed a robust model capable of effectively clas-
sifying fake and real tweets on social media.
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2. RELATED WORKS

The detection of fake news on social media platforms
has been a prominent research focus, particularly with
the rise of misinformation during global events such as
the COVID-19 pandemic. Various methodologies and
datasets have been developed to tackle this issue, lev-
eraging machine learning and deep learning tech-
niques. In the following sections, we explore signifi-
cant contributions to the field, highlighting datasets
and models that have advanced the detection capabili-
ties for fake news, along with their respective perfor-
mance metrics and application scenarios. For example,
[3] introduced the TruthSeeker dataset for detecting
fake news on social platforms, particularly Twitter.
This dataset includes over 180,000 labelled tweets
from 2009 to 2022, collected via Amazon Mechanical
Turk with rigorous verification by multiple Turkers
and institution employees. To analyse user behaviour
and content impact, three auxiliary social media scores
(Bot, credibility, and influence) were added. Various
machine learning models, such as BERT, RoBERTa,
DistilBERT, BERTweet, and ALBERT, were used to
evaluate the dataset's effectiveness. Offering both bi-
nary and multi-class classifications, the TruthSeeker
dataset shows promise for enhancing fake news detec-
tion on social media platforms.[4] utilize the XGBoost
algorithm to classify tweet text, applying natural lan-
guage processing techniques for preprocessing. Au-
thors employ a hybrid CNN-RNN and BERT trans-
former for detection, analysing originator credibility
and writing styles. Using the FakeNewsNet dataset,
authors emphasize data cleaning due to Twitter's infor-
mality. XGBoost, which reduces overfitting, adjusts
data point weights to correct misclassifications. While
CNN-RNN and BERT are both used for tweet classifi-
cation, BERT significantly outperforms CNN-RNN
with 98% accuracy compared to XGBoost's 81%. [5]
propose a hybrid approach for detecting fake news in
COVID-19 datasets, combining BERT, SVM, and the
NSGA-II algorithm. BERT extracts contextual mean-
ing, SVM detects fake news patterns, and NSGA-II op-
timizes word embedding. This model aims to improve
accuracy by 5.2% by reducing sentence ambiguity. The
combination of BERT's contextual understanding,
SVM's classification, and NSGA-II's optimization out-
performs other models in predicting fake news in
COVID-19 datasets. [6] highlight limitations in exist-
ing fake news detection methods and introduce
FakeBERT, a novel BERT-based deep learning ap-
proach. FakeBERT uses bidirectional training to better
capture semantic and long-distance dependencies in
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sentences. The architecture combines BERT with three
parallel ID-CNN blocks of varying kernel sizes and
filters, followed by max-pooling and densely con-
nected layers. This setup effectively handles large-
scale text and addresses natural language ambiguity.
FakeBERT achieves 98.90% accuracy, outperforming
existing benchmarks by 4%, and shows promise for
fake news detection. [7] examined the effectiveness of
various machine learning techniques in detecting
COVID-19 misinformation, using Decision Trees, Na-
ive Bayes, Logistic Regression, and Support Vector
Machines within the KNIME Analytics Platform.
Their model differentiates between accurate infor-
mation and false claims, addressing a class imbalance
where 63% of the articles are fake and 37% are accu-
rate. Experimental results show that Naive Bayes out-
performs other methods in accuracy, precision, recall,
and F1 score. [8]developed an advanced ensemble
learning-based system for fake news detection using
datasets like LIAR, POLITIFACT, ISOT, and COVID-
19. Their model operates in three stages: first, extract-
ing and preprocessing features from news content us-
ing NLP techniques and n-gram TF-IDF representa-
tion; second, training multiple binary classifiers with
deep learning architectures to identify latent features;
and third, creating a multi-class classifier with a multi-
layer perceptron (MLP) trained on features from the
binary classifiers' outputs. Their model outperforms
existing state-of-the-art systems in fake news detec-
tion. [9] propose an NLP-based fake news detection
method using deep learning and CNN. Their system
aims to detect fake news across various domains, in-
cluding education, news, and politics. The model
achieves up to 99% training accuracy and 97% test ac-
curacy, with detailed descriptions of the system design
and experimental methodology provided. However,
they note a lack of data to further enhance the model's
robustness. [10]utilize transfer learning to detect fake
news in English and Spanish. Transfer learning en-
hances the target model's performance by using
knowledge from a pre-trained model on a source da-
taset. Authors develop separate models for each lan-
guage, involving two phases: Training the Language
Model (LM) and the Target Model. Using 300 XML
files per language, authors introduce the ULMFiT
model for profiling fake tweet spreaders. Initially
trained on general English/Spanish data from Wikipe-
dia, the LM knowledge is transferred to the fake news
detection task. Their model achieves 64% accuracy for
Spanish and 62% for English. This LM can also be ap-
plied to other English/Spanish NLP tasks. To address
fake news detection, [11] worked with datasets like
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BuzzFeedNews, LIAR16, BS Detector, and
CREDBANKI19. Authors noted that no single dataset
covers all relevant features, and each has limitations.
Authors also performed operations like clickbait,
spammer, and bot detection to validate dataset robust-
ness. [12] present a model with three main phases: in-
put, pre-processing, and output. Authors collect la-
belled and unlabelled news data in the input phase and
preprocess it using NLP. The preprocessing phase in-
volves vectorization, a Recommender System, and
multi-class classification. Authors propose a novel
multi-class semi-supervised approach for self-training,
utilizing a combination of classified and predomi-
nantly unlabelled data. Their method incorporates a
similarity algorithm to enhance self-training by assign-
ing new labels to labelled data. Evaluation on two
benchmark datasets using logistic regression, decision
tree, naive Bayes, and linear SVM shows their
method's effectiveness and robustness in multi-class
fake news classification, contributing to more reliable
predictive models. [13] studied fake news detection
during the COVID-19 pandemic using Decision Tree,
K-Nearest Neighbour, Logistic Regression, Support
Vector Machine, and Random Forest algorithms on a
new dataset. Random Forest consistently outperformed
other algorithms, closely followed by Support Vector
Machine, across all configurations. Although textual
and linguistic features individually enhanced detec-
tion, combining them did not significantly improve re-
sults. Bigrams and part-of-speech tags showed varying
effectiveness. The research suggests that traditional
machine learning methods can effectively utilize tex-
tual and linguistic features for fake news detection,
with Random Forest and SVM achieving over 95% ac-
curacy and Fl-scores. Their research contributes by
analysing emotional aspects of fake news through two
main steps: (RQ1) identifying fake news and (RQ2)
identifying and characterizing emotions. For RQ1, au-
thors evaluated various algorithms for detecting fake
news. After an extensive review of literature, data col-
lection from tweets, sampling, and applying machine
learning and deep learning algorithms, dense neural
networks (accuracy: 0.956), random forests (accuracy:
0.949), and LSTM networks (accuracy: 0.931) showed
the highest average accuracy. Transformer-based mod-
els like BERT and DistilBERT also performed well in
their evaluation.[14] initially explored machine learn-
ing experiments and speculated that deep learning al-
gorithms might yield better results for fake news de-
tection. Various word-embedding techniques such as
Word2Vec, GloVe, and FastText were utilized to gen-
erate effective data representations. For classification,
deep learning models including LSTM, BiLSTM,
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CNN-LSTM, and CNN-Bi-LSTM were employed.
Due to the absence of a single large, standard dataset
for fake news detection, the study integrated two pub-
licly available datasets — Fake and real news, and all
data, resulting in a dataset comprising 64,934 labelled
news articles. Among the techniques tested, Word2Vec
word embedding combined with the CNN-BiLSTM
model demonstrated the highest performance, achiev-
ing accuracy, precision, recall, F1 measure, and AUC-
ROC values of 0.975, 0.984, 0.970, 0.977, and 0.992,
respectively. [15] tackled the fake news problem by ap-
plying the XGBoost model to their dataset. Authors
also implemented SVM (Support Vector Machines),
RF (Random Forest), LR (Logistic Regression), CART
(Classification and Regression Trees), and NNET
(Neural Network) machine learning models to enhance
their algorithm's robustness. To generalize these mod-
els, authors conducted cross-validation. According to
their results, the RF model achieved the highest accu-
racy at around 94%, while NNET showed the lowest
performance with approximately 92.1%. In [16], the
authors investigate the application of DistilBERT, a
condensed version of BERT, for detecting XSS attacks
in web applications. Leveraging DistilBERT's strong
NLP capabilities, authors extract semantic features
from input data to identify malicious XSS payloads.
Their approach is evaluated on a comprehensive da-
taset, achieving high accuracy (99.82%), precision
(99.83%), recall (99.66%), and F1 score (99.75%).
Visualizations including confusion matrices, ROC
curves, and precision-recall curves illustrate the mod-
el's robust performance. This research underscores the
effectiveness of transformer-based models in fortifying
web application security against advanced cyber
threats. In [17], the authors introduce a RoBERTa-
based bi-directional Recurrent Neural Network model
for spam detection on social networks. Using RoB-
ERTa to learn contextualized word representations, au-
thors enhance the performance of the stacked BLSTM
network. A comparative study with common trans-
former-based models shows that their RoBERTa—
BLSTM model outperforms others on three benchmark
datasets, achieving accuracies of 98.15% on Twitter,
94.41% on YouTube, and 99.74% on SMS data. In
[18], the authors propose a CBLSTM (Contextualized
Bi-directional Long Short Term Memory neural net-
work) model to address spam detection on social net-
works. This model leverages deep contextualized word
representation to overcome the limitations of tradi-
tional word embedding models, such as the “out of vo-
cabulary” problem and lack of context. Experimental
results on three benchmark datasets demonstrate that
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their proposed method achieves high accuracy and out-
performs existing state-of-the-art methods in detecting
spam on social networks. In [19], the authors introduce
ALBERT4Spam, a deep learning methodology for
identifying spam on social networking platforms. This
model leverages the ALBERT model for contextual-
ized word representations and is built upon the Bidi-
rectional Long Short-Term Memory neural network
(BLSTM). Using random search to fine-tune hyperpa-
rameters, their model achieves optimal performance.
Experiments on three benchmark datasets show that
ALBERT4Spam outperforms widely used methods in
spam detection, with precision results of 0.98 for Twit-
ter, 0.96 for YouTube, and 0.98 for SMS datasets. In
[20] the authors conducted an efficient analysis utiliz-
ing transformer-based BERT models, CNN, and Bi-
LSTM architectures. Authors tested five different
models, including variants of BERT such as BERT,
DistilBERT, and BERTurk, as well as CNN architec-
tures, across eight different datasets including LIAR,
ISOT, GossipCop, and BuzzFeedNews. Through a
comparative analysis, authors evaluated and reported
the performance of the models across these diverse da-
tasets. In [21] authors investigated the transformation
of news dissemination in the context of social media,
highlighting the shift from traditional media platforms
to user-generated content. They defined fake news as
information produced by deceptive or sensationalist
users aimed at manipulation or provocation. The study
emphasized the rapid spread of fake news among ordi-
nary social media users, underscoring the critical need
for swift detection mechanisms. Recognizing the limi-
tations of expert systems, which struggle to keep pace
with the high volume of social media traffic, the au-
thors advocated for the development of semi-automatic
and automatic fake news detection systems. By collect-
ing and annotating data from Twitter, they imple-
mented various supervised (K-Nearest Neighbor, Sup-
port Vector Machines, and Random Forest) and unsu-
pervised (K-means, Non-Negative Matrix Factoriza-
tion, and Linear Discriminant Analysis) machine learn-
ing algorithms. The results demonstrated that super-
vised learning approaches achieved the highest perfor-
mance, with an average F1-score of 0.86, while unsu-
pervised methods yielded a lower Fl-score of 72%.
The authors of [22] investigated the challenges associ-
ated with the spread of fake news in the digital age,
examining its adverse effects on public perception and
trust. In their study, authors developed a supervised
machine learning algorithm designed to classify social
media data as fake news. The methodology included
five main components: data acquisition from Twitter,
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data preprocessing, data transformation, model devel-
opment utilizing Naive Bayes, decision tree, and sup-
port vector machine (SVM), and model evaluation
through accuracy, precision, recall, and F1-score met-
rics. The results indicated that the decision tree algo-
rithm achieved the highest accuracy for textual data
and metadata, while also performing well in terms of
precision, recall, and Fl-score for the classification
tasks. Additionally, SVM exhibited strong precision
and recall metrics in the metadata classification.

Background

2.1. Artificial Intelligence (Al)

Artificial intelligence (Al) today is changing many
fields of technology [23], [24], [25], [26]. This affects
differently fields such as healthcare, finance, transpor-
tation, and communications. In the medical field, Al
helps with diagnoses, treatment plans and research for
new drugs. This improves patient care. In finance, Al
helps with transactions, risk assessment and fraud de-
tection. This improves decision making and the market
works well. Al also supports traffic by creating self-
driving cars and creating roads More safety and traffic
management. In communication, Al helps talk with
machines and translate language and emotional under-
standing. Overall, Al is important in creating new tech-
nologies and the idea was born.

2.1.1.  Machine Learning

Machine learning, an important subfield of artificial in-
telligence, encompasses a diverse set of algorithms and
methods that enable computer systems to learn from
data and make predictions or decisions without being
explicitly programmed. clear. At their core, machine
learning algorithms leverage statistical techniques to
identify patterns and relationships in data, thereby de-
riving insights and facilitating autonomous decision-
making. These algorithms are often classified into su-
pervised learning, unsupervised learning, and rein-
forcement learning models, each suitable for different
learning situations. Supervised learning involves train-
ing algorithms on labelled data sets, where input-out-
put pairs are provided, allowing the algorithm to learn
the mapping between the input and the corresponding
output. In contrast, unsupervised learning tasks involve
extracting patterns and structures from unlabelled data,
facilitating tasks such as clustering and anomaly detec-
tion. On the other hand, reinforcement learning focuses
on training agents to interact with the environment
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with the goal of maximizing cumulative rewards, often
used in dynamic decision-making situations. Through
these models, machine learning continues to drive in-
novation in fields ranging from healthcare and finance
to natural language processing and computer vision,
paving the way for groundbreaking advances. Trans-
formative computing in data, prediction, and decision
support systems.

2.1.2. Deep Learning

Deep learning, a subset of machine learning, includes
a class of algorithms inspired by the structure and func-
tion of neural networks in the human brain. These al-
gorithms are characterized by using multiple intercon-
nected layers of artificial neurons to extract high-level
features from raw data. Deep learning models excel at
automatically learning complex patterns and represen-
tations from large volumes of unlabelled data, enabling
tasks such as image and speech recognition, language
processing natural and automatic decision making. The
success of deep learning can be attributed to its ability
to exploit hierarchical representations of data, extract-
ing and incrementally refining features from each layer
of the network. Using techniques such as backpropa-
gation and stochastic gradient descent, deep learning
models are trained to minimize errors and optimize
performance on specific tasks. Deep learning has rev-
olutionized many different sectors, from healthcare
and finance to transportation and entertainment, driv-
ing innovation and breakthroughs in artificial intelli-
gence research and applications.

2.1.3. Long Short-Term Memory (LSTM) and Bidi-
rectional LSTM

Recurrent Neural Networks (RNNs) are a class of arti-
ficial neural networks commonly used for processing
sequential data. However, they often encounter chal-
lenges, particularly the 'forgetting problem," when
dealing with long sequences. To address this, Long
Short-Term Memory (LSTM) networks were devel-
oped. LSTMs are specifically designed to overcome
the limitations of standard RNNs, especially their sus-
ceptibility to long-term dependency issues. Unlike tra-
ditional RNNs, which may struggle to retain infor-
mation across extended sequences, LSTMs utilize
memory cells that enable more effective handling of
long-term dependencies. Each LSTM network consists
of a chain of recurrent network modules, which are
more complex than the single-layer structures found in
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standard RNNs (e.g., a single tanh layer). LSTMs are
explicitly designed to mitigate the exploding and van-
ishing gradient problems, making them well-suited for
capturing longer-term dependencies in sequence data.

2.2. Text Processing and Feature Extraction
Methods
2.3. Feature Extraction Methods

Text data vectorization involves converting text into
interactive vectors, enabling machines to solve math
problems and process language. Researchers have de-
veloped various models for this purpose:
TF-IDF': This common method assigns importance to
terms in documents, enhancing search engine perfor-
mance. However, its adaptability is limited due to the
selectiveness of the IDF term. In a more formal math-
ematical context, the computation of the TF-IDF score
for the term t within the document d from the document
set D is articulated as in question 1.
TF-IDF(t,d,D)=TF(td)*xIDF(tD) (1)
Word2Vec: This model generates semantic representa-
tions for words, aiming to capture their senses and re-
lationships.
SentenceloVec: Extending Word2Vec, this approach
averages word vectors to represent sentences. Notable
advancements include Skip-Thought Vectors.
Doc2Vec: Extending Word2Vec to handle entire docu-
ments, Doc2Vec uses a similar process as Sen-
tenceToVec.

2.3.1.  Text Processing Methods

Text Tokenization

The BERT (Bidirectional Encoder Representations
from Transformers) token engine is a basic one com-
ponent of natural language processing (NLP) systems,
known for their ability to capture contextual infor-
mation and semantic nuances in text strings. Devel-
oped by Google Al in 2018, BERT token uses a com-
plex tokenization strategy to split input text into se-
quence of sub-word tokens, allowing the model to con-
sider contextual relationships between Speech is two-
way. Unlike traditional tokenization methods that rep-
resent words in isolation, BERT tokenizer considers
the entire context of the sentence, capturing dependen-
cies and semantics links between words. This contex-
tual understanding helps improve performance of
downstream NLP tasks, such as text classification,
named entity recognition, and sentiment analysis. By
leveraging the BERT token, NLP practitioners can har-
ness the power of Contextual integration to uncover
deeper insights from text data, paving the way for more
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powerful solutions and the system understands lan-
guage accurately as seen in Tables 1 and Table 2.

Table 1. Overview of Transformer Based Text To-
kenization

Eepzzial To- | 1pAD] | [UNK] | [CLS] | [SEP] | [MASK]
Special
Token ID 0 100 101 102 103

Table 2. Sample Text Tokenization
Sample Tweet “Hello how are you?”
Tokenized version of [101, 7592, 2129, 2128,
the Tweet 2017, 102]
Positional embedding
One fundamental challenge in processing sequential
data like text is capturing positional information.
Transformer addresses this through positional embed-
ding, where each token in the input sequence is aug-
mented with positional information as seen in Figure
1. This allows the model to discern the order of tokens,
crucial for understanding the context of the input.

- - - N ~ ~ ~
0 POO PO1 POd
\ g ’ 4 y J
' r N\
am 1 P10 P11 P1d
\
b o b o b 3
a 2 P20 P21 P2d
o J \ | N\ /
'S B 'S F B ald )
coder 3 P30 P31 P3d
4 « J . J

Figure 1. Visualization of Positional embedding

Padding

To accommodate variable-length inputs within a fixed-
size matrix, padding is employed. This involves adding
placeholder tokens, typically zeros, to shorter se-
quences to match the length of the longest sequence in
the batch as seen in Table 3. Padding ensures uni-
formity in input dimensions, facilitating efficient batch
processing.

Table 3. Overview Of Padding

Unpadded Input Padded Input
[ [
[1,2,3], [4,5], [6,7,8,9,10] | [1,2,3,0,0], [4,5,0,0,0],
] [6,7,8,9,10],
]
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2.4, Transformer Architecture
2.5. Overview of Transformer Architecture

Since the aim of this study is to evaluate the sentences
in the tweets in terms of emotion and semantics, to
make a reality prediction by taking advantage of their
importance in the sentence on a word basis, we bene-
fited from the transformer architecture as seen in Fig-
ure 2, which is frequently and successfully used in the
field of natural language processing today. The Trans-
former architecture has emerged as a pivotal advance-
ment in deep learning, particularly within the realm of
Natural Language Processing (NLP). Developed on
the foundation of attention mechanisms, it represents a
paradigm shift in sequence modelling, enabling more
effective handling of sequential data such as text. In
this article, we delve into the key components of the
Transformer architecture and explore some of the most
prominent Transformer-based models shaping the
landscape of NLP today.

The transformative impact of the Transformer architec-
ture cannot be overstated. Its inception marks a water-
shed moment in the field of NLP, revolutionizing the
way we process and understand language. At its core,
the Transformer architecture harnesses the power of at-
tention mechanisms, allowing models to focus on rele-
vant parts of the input sequence with unprecedented
precision. This not only enhances the model's ability to
capture intricate linguistic patterns but also signifi-
cantly improves its performance across various NLP
tasks.

Yooden

Token Token Encoder Hidden Classification  Prediclicns
encodings embeds stack slales head

Figure 2. The architecture used for sequence classifi-
cation with an encoder-based transformer.

One of the defining features of the Transformer archi-
tecture is its inherent scalability. Unlike traditional re-
current neural networks (RNNs) or convolutional neu-
ral networks (CNNs), Transformers exhibit superior
parallelizability, making them well-suited for pro-
cessing large volumes of text data efficiently. This
scalability has played a crucial role in democratizing
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NLP, enabling researchers and practitioners to tackle
increasingly complex language processing tasks with
ease.

Attention Mechanism

The attention mechanism in deep learning was created

to enhance machine translation by focusing on key

parts of the input, like zooming in on one conversation

in a noisy room. It copies how our brain highlights im-

portant sounds and ignores distractions, helping neural

networks focus on different parts of the input. This is
vital in areas like natural language processing (NLP),
where attention helps match parts of a sentence during

translation or answering questions. Attention also im-

proves tasks in computer vision, such as pinpointing

house numbers in Google Streetview. This guide ex-
plores the types, uses, and setup of attention mecha-
nisms in TensorFlow to improve model performance
by focusing on important details.

Attention(q,k,v) = Y similarity(q,k)*v;  (2)

e  The attention mechanism assesses the likeness be-
tween the query q and every key-value pairs as
seen in Figure 3.

e This similarity generates a weight for each key
value.

o Ultimately, it generates an output that is the
weighted amalgamation of all the values in our da-
taset.

Vi V2 v3 v values

Attention
Value

ey x dh @ dh ox X =
T

Sum T T T
n n e
o e @ ° Smlamy

k1 k2 k3 k4 keys

Softmax

Figure 3. The Simple Overview of Attention Mecha-
nism

2.5.1. Masked language model

A core innovation introduced by models like BERT
(Bidirectional Encoder Representations from Trans-
formers) is the masked language model objective.
Here, a certain percentage of tokens in the input se-
quence are masked, and the model is trained to predict
these masked tokens based on the surrounding context
as seen in Figure 4. This fosters a deeper understanding
of inter-token relationships and enhances the model's
ability to capture nuanced linguistic structures.
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you /[ they / 1/ your...

Output [cLs] HOW ARE DOING TODAY [SEP]
. \ - ~ A . -

BERT Masked Language Model
T T T T T T T
Input [CLS] HOw ARE [MASK] DOING TODAY [SEP]

Figure 4. The Simple Example of Masked Language
Model

Modern transformer-based models such as BERT, GPT
and TS5 have revolutionized Nature Language Pro-
cessing (NLP) by excelling at tasks ranging from un-
derstanding language in context to text creation and
multitasking learning. The Transformer architecture
has revolutionized NLP, allowing models to solve var-
ious linguistic tasks with unprecedented accuracy and
efficiency. From BERT's contextual language under-
standing to GPT and T5's language generation capabil-
ities multitasking capabilities, Transformer-based
models continue to push the boundaries of what's what
feasible in understanding and producing natural lan-
guage. As research advances in this area, we can antic-
ipate other innovations and applications that harness
the transformative power of Transformer-based archi-
tecture.

2.6. Data Collection and Preprocessing
2.7. Dataset
2.8. Truth Seeker Dataset

For this study, we employed the Truth Seeker which
was published by [3], a comprehensive collection of
samples specifically curated to support the develop-
ment and evaluation of deep learning and machine
learning models in fake news detection. The examples
in this dataset were labelled by real people from the
well-equipped Amazon Mechanical Turk service,
which worked meticulously to label each tweet in the
dataset as true or false. The target category distribution
in this dataset was 68930 for fake tweets and 65268 for
real tweets as seen in Figure 5. As can be seen from the
numbers, we were able to make a successful classifica-
tion thanks to the data labelled in a balanced way. Of
course, when we carefully examine the content of the
texts shared on social media, especially the content of
the tweets, we had to correct the grammatical complex-
ities in the tweets shared by many bot accounts and the
hashtags, mentions, usernames or spelling mistakes in
the tweets shared by real people, which prevented the
proposed model from classifying or at least did not
contribute to the classification.
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TruthSeeker
Dataset

Fake Tweets Real Tweets

number of 68930 number of 65268

Figure 5. Distribution of the Dataset According to
Target Categories

Here are the sample records from the TruthSeeker da-
taset as seen in Table 4.

We allocated 80% of the records from the TruthSeeker
dataset for training and reserved the remaining 20% for
validation purposes. After this division, the training set
comprised 107,358 samples, while the validation set
contained 26,840 samples. Furthermore, as there were
no missing values in the relevant columns of the da-
taset, there was no necessity for data removal or impu-
tation of missing values with averages or other meth-
ods.

2.8.1.1. Politifact Dataset

In this study, the publicly available PolitiFact dataset
was used to evaluate the model's classification ability
and to derive more objective inferences. The dataset,
consisting of 19,422 labeled records, underwent data
cleaning to remove any empty entries, followed by a
text preprocessing phase. Afterward, the dataset was
split into training and testing sets with an 80/20 ratio.
As aresult, 14,511 samples were prepared for training,
and 4,837 samples for testing. The prepared data was
then used to train a binary classification model, follow-
ing the same approach as with the TruthSeeker dataset.

Table 4. Example Entries from the Dataset
Tweet Label
"@AndreaR03428969 People vote with their
pockets. Working class Americans (especially
Obama-Trump-Biden voters) will remember
that extra money from Trump, Bidens recon-
ciliation failure &amp; $15 minimum wage
failure, the ending of child tax benefits and
eviction moratorium, and vote for Trump
again."
@JackRichardso99 @Thee_Roxy_Cox
@gnomeicide @glenn_coin (@malaconotus
@JAGLeMans @Bluesterge2 @lovejoy92
@UKCovid19Stats This virus mutates, seem-
ingly quite readily. The more transmission, the
more likely a vaccine-resistant escape variant

19

will develop. Plus you'll subject the unvac-
cinated to a small risk of death, and a greater
risk of long covid.

2.8.2. Preprocessing Phase
2.8.3. Text Preprocessing

For the machine learning and deep learning models we
will use in this study to be successful, the data had to
be open to study as much as possible. Although the
proposed model employs the transformer architecture,
known for its success in understanding word relation-
ships and identifying noteworthy words in a sentence,
we performed preprocessing on the tweets in our da-
taset. This preprocessing aimed to reduce ambiguity
and eliminate unnecessary learning parameters,
thereby preventing longer and less successful training.
We can list the cleaning processes performed on the
tweets in our dataset as follows:

e  C(Cleaning E-Mail Addresses

e Cleaning URL Addresses

e (Cleaning Retweet Tokens

e  (Cleaning HTML Tags

e Cleaning Mentions Dealing with Abbrevia-

tions

Here is the sample implementation of preprocessing
step on the TruthSeeker dataset as seen in Table 5.

Table 5. Example Implementation of Preprocessing
Phase

@POTUS Biden Blunders - 6
Month Update\n\nInflation,
Delta mismanagement,
COVID for kids, Abandoning
Americans in Afghanistan,
Arming the Taliban, S. Border
crisis, Breaking job growth,
Abuse of power (Many Exec
Orders, $3.5T through Recon-
ciliation, Eviction Morato-
rium)...what did I miss?

Before Preprocessing

biden blunders 6 month up-
date inflation, delta misman-
agement, covid kids, aban-
doning americans afghani-
stan, arming taliban, s. border
crisis, breaking job growth,
abuse power (many exec or-
ders, $3.5t reconciliation,
eviction moratorium).what
miss?

After Preprocessing
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In deep learning, balanced data is essential for accurate
model training, yet datasets often exhibit imbalances
across classes, posing challenges. To address this, re-
searchers utilize data balancing methods, although
their indiscriminate use may lead to overfitting or loss
of information. Meanwhile, TomekLinks removes
pairs of instances from different classes that are nearest
neighbours, enhancing boundary discernment and gen-
eralization as depicted in Figure 6. TomekLinks im-
proves model robustness and efficiency, fostering eq-
uitable learning and reliable insights in scientific re-
search. In summary, Tomek Links are crucial for reduc-
ing imbalance in datasets by removing instances from
the majority class close to those in the minority class.

Figure 6. Simple Visualization of Tomek Links

2.8.4. Hyperparameter Tuning

Hyperparameter tuning is a critical process in machine
learning and deep learning, aimed at optimizing model
performance by systematically adjusting hyperparam-
eters. Hyperparameters, such as learning rate, batch
size, and regularization strength, govern the learning
process and are distinct from model parameters learned
during training. The efficacy of a machine learning
model depends greatly on the selection of appropriate
hyperparameters, which can significantly impact its
performance, convergence, and generalization ability.
Optimization techniques like grid search, random
search, and Bayesian optimization are commonly used
for this purpose in this work, we utilized Grid Search
for hyperparameter optimization due to its methodical
and exhaustive characteristics. In contrast to random
search or genetic algorithms, which depend on stochas-
tic techniques to navigate the hyperparameter space,
Grid Search guarantees that all potential combinations
within the defined grid are examined [27]. This thor-
ough approach facilitates a more accurate determina-
tion of the optimal hyperparameters, especially in
cases where the search space is limited. Although sto-
chastic methods like random search can be more effec-
tive in larger search spaces, Grid Search provides a
more structured and deterministic strategy, ensuring
that no viable solution is missed. The hyperparameters
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and their range values used in this experiment are
shown in Table 6.

Table 6. Parameters used in Hyperparameter Optimi-
zation

Hyper Parameter Ranges And Values

Activation Functions relu,tanh, gelu

uniform, lecun_uniform,
normal
Adam, SGD, Adadelta,

Kernel Initializers

Optimizers RMSprop, Adagrad, Ada-
max, Nadam
Learning Rates le-5, le-6
Dense Layers 32,256
Bidirectional LSTM 128.256
Layer Unit

2.9. Proposed Model

While LSTMs are specifically designed to address the
long-term dependency problem inherent in traditional
RNNs, they still encounter limitations when pro-
cessing particularly long sequences. Despite their abil-
ity to mitigate vanishing and exploding gradient issues
through the use of memory cells, LSTMs can struggle
with computational inefficiency and performance deg-
radation as sequence length increases. The sequential
nature of LSTMs leads to longer training times and can
make them less effective at capturing complex contex-
tual relationships over very long text sequences.

To overcome these limitations, a hybrid approach com-
bining the strengths of Transformer-based models like
BERT with LSTM networks is proposed. BERT excels
in capturing context by utilizing a self-attention mech-
anism, which allows it to model long-range dependen-
cies more efficiently than LSTMs alone. The bidirec-
tional nature of both BERT and LSTM ensures that in-
formation is processed from both directions in the text,
enhancing the model's understanding of context. By
leveraging the robust contextual representation of
BERT and combining it with the sequential processing
power of Bidirectional LSTM, this hybrid model can
more effectively handle both long-term dependencies
and complex linguistic patterns, leading to superior
performance in tasks such as fake news detection.

In this study, the Distilbert model, which is a simplified
version of the BERT model, was used to check whether
the tweets were real or fake. The reason why we made
this choice was that despite the high performance in
interpretation speed and performance, it gave little loss
in terms of achievement. According to many studies
conducted in the field, the Distilbert model Its duration
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is 60 percent shorter than the Bert model. This speed
difference provides a great advantage in using Distil-
bert for researchers and developers working with large
language models. Considering the model size, Distil-
BERT has 44 million fewer parameters than the BERT
model, making it approximately 40% smaller. Despite
its reduced size, performance comparisons have shown
that DistilBERT retains 97% of BERT's performance,
as demonstrated in Figure 7 and supported by several
benchmarks [28]. This reduction in model size offers
significant trade-off, providing a reasonable balance
between performance and faster inference speed.

Text Cleaning Data Balancing
Truth Seeker & with
Dataset Preprocessing Tomek Links

21

Total 66 M DISTILBERT
Parameters 10M BERT BASE
Inference
Time
668 S
79.5%

Figure 7. Comparison Of Bert and Distilbert Models

Transformer Based Model

Bidirectional
LSTM(128) Layer

Activation Function

Bidirectional

Distilbert Tokenizati
istilbert Tokenization LSTMIB4) Layer

ELL

Word Embeddings

Dense Layer(256)
Dropout Layer(0.10)

Hyperparameter Tuning with Grid Search

Figure 8. Proposed Model

To summarize our proposed model, as shown in Figure
8, data from the Truth Seeker dataset undergo a series
of text preprocessing steps. To minimize classification
errors, we utilized the Tomek Links algorithm for un-
der sampling the majority class. This resulted in a more
balanced and accurate dataset. Subsequently, the pro-
cessed data were trained using the transformer based
DistilBERT model and our defined list of hyperparam-
eters.

2.10.  Experimental Results
2.11.  Experiments setup

The experiments in this study were performed on a
computer with an 17 12th generation processor. A GTX
3060 video card was used as a GPU accelerator. All
experiments were carried out using the TensorFlow li-
brary.

2.11.1. Evaluation Metrices

The experiments aim to test how well different com-
puter programs can find fake news. The measures we
use to evaluate something include precision, recall, F-
score, and accuracy. Precision is the number of right

decisions divided by the total number of decisions in a
specific category. It is figured out as:

TruePositive

Precision = 4 e Positive + FalsePositive
True Positive means the right fake news decisions, and
False Positive means the wrong fake news decisions.
The recall is the number of right decisions made by the
machine compared to all the news in a specific cate-
gory. It is figured out by:

TruePositive

Recall =
eca TruePositive + FalseNegative

False Negative is when something that is not fake news
is incorrectly labelled as fake news. Accuracy tells us
how correct the decisions are compared to the real clas-
sification. The machine learning model's decision is
only considered correct if it matches the real fake news
class in the dataset. It is figured out by adding up some
numbers.

TruePositive + TrueNegative

TrueNegative + FalsePositive + FalseNegative
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Where True Negative is the correct not-fake news de-
cision. Finally, the F1-score is the harmonic mean of
precision and recall. It is calculated as:

2 * Precision * Recall

F1S =
core Precision + Recall

2.11.2. Obtained Results

Deep Learning
In this study in order to prevent misclassification we

utilized from Tomek Links algorithm. Thanks to this
algorithm we obtained very good results on classifying
fake and real tweets. In our study we conducted lots of
test thanks to Grid Search. It allows us to try and select
best hyperparameter which leverages our model’s ro-
bustness. As we discussed previously, we used a trans-
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former-based model to distinguish semantic relation-
ship between words in tweets. In order to get concrete
model, we applied several and important text prepro-
cessing methods to eliminate meaningless and redun-
dant words which prevent model to extract and learn
important pieces of the sentences. Outputs comes from
transformer were fed to LSTM layer. Again, as we dis-
cuss, due to RNN algorithm’s deficit and forgetting
problem in long sequences, we used LSTM layer to
overcome the problem. In order to get more fertile re-
sult from LSTM, we used Bidirectional LSTM to get
more reliable information from the sentences. Outputs
that come from Bidirectional LSTM were passed
through in Dense layers with different hyperparame-
ters. Evaluated hyperparameters are listed in Table 7.
Here are the 10 best models show the best performance
with Bidirectional LSTM using output of transformer
layer.

Table 7. Experimental Results of 10 Trials

Order Optimizer Dropout Layer Learning Rate Score
1 Adamax True 1e-05 0.99908
2 RMSprop True le-05 0.99867
3 RMSprop True le-06 0.99836
4 Nadam False 1le-06 0.99646
5 Adam True 1e-05 0.99641
6 Adamax True 1le-06 0.99621
7 Adamax False 1e-05 0.99609
8 Adam True 1e-06 0.99585
9 Nadam False 1e-05 0.99487
10 RMSprop False 1e-06 0.99429
The hyperparameter optimization process was 0.00001 proved most effective for the top-performing

conducted using Grid Search, with the results
summarized in Table 7. The Adamax optimizer yielded
the best performance, achieving an accuracy of
0.99908, highlighting its effectiveness for this specific
task. RMSprop and Adam optimizers also
demonstrated competitive performance, with accuracy
values 0f0.99867 and 0.99641, respectively, indicating
their suitability for the Bidirectional LSTM-based
model. In contrast, models trained with the Nadam
optimizer performed slightly lower, with the highest
accuracy being 0.99646.

Regarding the dropout layer, models incorporating
dropout consistently outperformed those without it
across different optimizers, underscoring the
importance  of regularization in  preventing
overfitting—particularly in recurrent neural networks
like LSTMs. The learning rate also played a critical
role in the model's performance. A learning rate of

models, while a lower rate of 0.000001 led to
marginally reduced accuracy, demonstrating the
importance of tuning the learning rate for optimal
convergence.

Additionally, the 'uniform' kernel initializer was the
most optimal choice across the top-performing models.
The best-performing model, identified through Grid
Search, was trained for 10 epochs, which was
sufficient for convergence without overfitting. As seen
in Figure 9, since there was no increase in the training
curve as training progressed, the training was limited
to 10 epochs. The hyperparameter optimization
process had a significant impact on model
performance, with fine-tuning of parameters resulting
in near-perfect accuracy. The best model from the Grid
Search was trained for 10 epochs, and the results are
shown in Figures 9.
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Figure 9. Model Accuracy and Loss of Best Model
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Figure 10. Confusion Matrix of Best Model

Figures 9 and 10 illustrate that our proposed model
made more accurate classifications compared to tradi-
tional machine learning models (The confusion matrix
shown in figure 11). When examining the number of
misclassifications, our proposed model made nearly 50
fewer errors. After performing hyperparameter optimi-
zation using Grid Search, the best configuration was
identified and subsequently used to train the final
model. The model with the optimal hyperparameters
was retrieved using tuner.get_best_models(num_mod-
els=1)[0], and was trained for 10 epochs. Upon com-
pletion of training, the model demonstrated excep-
tional performance on the training data, achieving a
loss of 0.0040 and an accuracy of 0.9995. This indi-
cates that the model was able to almost perfectly fit the
training data, with only minimal error. The low training
loss suggests that the model's predictions closely
matched the actual labels, while the extremely high ac-
curacy indicates that very few classification errors oc-
curred during training. The model was also evaluated
on a separate validation dataset, where it achieved a

validation loss of 0.0388 and a validation accuracy of
0.9939. Although the validation accuracy is slightly
lower than the training accuracy, this still represents
outstanding performance. The slight increase in valida-
tion loss and reduction in accuracy suggests that the
model generalized well to unseen data, with only a
marginal degree of overfitting, if any. The gap between
the training and validation results is relatively small,
indicating that the model maintained strong predictive
power even on data it had not encountered during train-
ing.

The confusion matrix further illustrates the model’s
classification performance. It is structured as follows:
The confusion matrix provides a detailed breakdown
of the model’s classification results. Out of 13076 sam-
ples in the first class (true negatives), the model cor-
rectly identified 12970, with only 106 misclassified as
false positives. For the second class (true positives),
the model correctly identified 13705 out of 13764 sam-
ples, with 59 misclassified as false negatives. These re-
sults demonstrate a strong balance between precision
and recall for both classes. Specifically, the model
achieved a very low false positive rate (106 out of
13076) and a similarly low false negative rate (59 out
of 13764). This shows that the model was able to cor-
rectly distinguish between the two classes with high re-
liability. In summary, the model performed remarkably
well, achieving near-perfect accuracy and exhibiting
only minor misclassifications in both positive and neg-
ative classes. The combination of low training and val-
idation losses, coupled with high accuracy scores and
a well-balanced confusion matrix, suggests that the
model is highly effective for this classification task,
with minimal overfitting and strong generalization ca-
pabilities.
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Comparing with Classical Methods

As we discussed in Deep Learning section, we carried
out data balancing and useful text preprocessing steps.
Then in contrast to deep learning model based on trans-
former architecture, we used Count Vectorizer and TF-
IDF vectorizer to get text embeddings. After that we
put it to test 12 machine learning models (Logistic Re-
gression, Decision Tree Classifier, Extra Tree Classi-
fier, XGB Classifier, XGBRF Classifier, AdaBoost
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Classifier, Random Forest Classifier, Extra Trees Clas-
sifier, Gradient Boosting Classifier, Bagging Classi-
fier, SGD Classifier, Support Vector Classifier) to clas-
sify the tweets with their default constructors.
According to the results, Support Vector Classifier
stands out as the machine learning model with the
highest accuracy level with a value of 98.94. When we
give the training results of our Support Vector Classi-
fier model to the configuration matrix, we get the re-
sults as seen in Table 8.

Table 8. Result of Machine Learning Models

Model-Name Accuracy ROC_AUC F1 Score Precision Recall

SvC 98.945171 0.989455 0.989724 0.990119 0.989328
Extra Trees Classifier 98.863170 0.988649 0.988919 0.989818 0.988022
Random Forest Classifier 98.315256 0.983191 0.983564 0.985355 0.981779
Bagging Classifier 97.655522 0.976583 0.977131 0.978733 0.975535
Logistic Regression 97.640613 0.976310 0.977089 0.974303 0.979891
Decision Tree Classifier 97.368519 0.973600 0.974435 0.972112 0.976770
SGD Classifier 97.200790 0.971870 0.972856 0.968759 0.976987
XGB Classifier 96.574602 0.965311 0.967130 0.953187 0.981488
Extra Tree Classifier 92.631108 0.926129 0.928574 0.924266 0.932922
Gradient Boosting Classifier 86.410228 0.861418 0.878991 0.809661 0.961307
AdaBoost Classifier 85.303217 0.850706 0.867529 0.807442 0.937278
XGBREF Classifier 72.928547 0.722704 0.785885 0.661620 0.967623

12000

10000

8000

True label

6000

4000

2000

Predicted label

Figure 11. Confusion Matrix of SVC Model

Although we followed the same pre-processing steps
and subjected the same data balancing processes to
the dataset. We handled with 2 different approaches,
when we compare our deep learning model, in which
we use the Transformer architecture with Bidirec-
tional LSTM layers, with classical machine learning
methods, we can clearly see the difference in classi-
fication performance as seen in Figure 11. Our deep

learning-based model we created made approxi-
mately 50 fewer classification errors in both areas in
classifying Fake and Real tweets than the Support
Vector Classifier machine learning model.

4. DISCUSSION AND COMPARISON
WITH OTHER STUDIES

When examining the studies presented in Table 9,
we observe that numerous works in the field of fake
news detection have employed machine learning and
deep learning models using various datasets. The re-
sults in Table 9 demonstrate that studies in the field
of fake news detection often achieve more effective
outcomes when various machine learning and deep
learning techniques are hybridly integrated. Models
relying on a single architecture and approach tend to
exhibit lower performance compared to hybrid mod-
els. Particularly, trained models, when combined
with effective natural language processing ap-
proaches, demonstrate a heightened capability for
high-level classification in fake news detection.

As mentioned in the Dataset section, in addition to
the TruthSeeker dataset, we also conducted tests us-
ing the PolitiFact dataset to evaluate the model’s
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classification capabilities. During testing, we main-
tained the optimal parameters obtained through grid
search and used the same natural language pro-
cessing methods to train the model for 10 epochs,
ensuring consistency for clearer comparison and
more accurate inferences. This training resulted in
an accuracy of 80.40%. The reason for this accuracy
being lower than that achieved with the TruthSeeker
dataset may be attributed to the PolitiFact dataset not
having a sufficient number of instances for the
model to learn all patterns effectively. Additionally,
labels such as 'mostly-true’ and 'barely-true' in the
PolitiFact dataset may introduce ambiguity, leading
to less definitive conclusions and causing uncer-
tainty in the classification process.

Drawing from the outcomes of our tests and a survey
of other research in the field, it is clear that in tasks
such as fake news detection, the dataset used for
training is as crucial as the models and hyperparam-
eters applied. For a model to be viable in real-world
applications and deployments, it needs to be trained
on data that is both diverse and extensive. Insuffi-
cient variety and volume in the training data can hin-
der the model’s ability to generalize, increasing the
risk of misclassifications when exposed to new or
domain-specific scenarios. This underscores the im-
portance of using comprehensive datasets to prevent
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the model from making erroneous predictions in un-
familiar contexts and to ensure strong performance
in practical environments. Furthermore, a diverse
dataset helps reduce biases and improves the
model’s flexibility, enabling it to operate effectively
across a broad spectrum of subjects and situations.

5. CONCLUSION AND FUTURE STUDY

This research presents a novel model aimed at iden-
tifying fake news on social media, addressing an in-
creasingly critical concern for society. Our approach
leverages the BERT Transformer architecture, re-
nowned for its efficacy in natural language pro-
cessing tasks. To enhance the model's effectiveness
and accuracy in classifying information, we inte-
grated Bidirectional LSTM layers, a widely adopted
technique in the field. Prior to feeding data into the
model, we employed comprehensive text-cleaning
methods to eliminate irrelevant words, symbols, and
usernames from social media content. Furthermore,
we standardized commonly used social media abbre-
viations to their full forms, ensuring clarity in the
text input. To mitigate bias and classification errors
within the target categories of our dataset, we uti-
lized the Tomek Links algorithm, which further re-
fined our data.

Table 9. Comparison of Our Model with Previous Studies on Fake News Detection

Work Year Dataset / Inputs Performance
. TruthSeeker, 99,90%,
Proposed Model 2024 BERT, BiLSTM PolitiFact 80 40%
Hybrid approach that consists
Seddari et al.[29] 2022 of language and knowledge- BuzzFeedNews 94.4%
based methods

Sahoo et al[30] 2021 LSTM FakeNewsNet 99.4%
PolitiFact 90.6%

i . 2021 PFD fi k . ’
Jarrahi et al.[31] 0 U ramewor Gossipcop 97 8%
Wang et al. [32] 2021 BERT, BiLSTM, CNN COVID-19 93.47%

. Multi-View Attention Net- Twitterl5, 92.34%,
Nietal. [33] 2021 works Twitter16 93.65%
Graph-aware CoAttention Twitterl5, 87.67%,
Luctal.[34] 2020 Networks (GCAN) Twitter16 90.84%
Supervised model using lin- ..
. . PolitiFact, 60% -70%
Zhou et al.[35] 2020 guistic and psychological fea- BuzzFeedNews 50%-60%
tures to detect fake news
Linguistic and structural ap- PolitiFact 85.6%
hu et al. [36 201 . ’
Shu et al. [36] 019 proaches (STFN-HPFN) Gossipcop 86.3%
Kesarwani et al. [37] 2020 K-Nearest Neighbor classifier BuzzFeedNews 79.0%
. . LIAR, 75.9%,
Yang et al. [38] 2019 UFD, Gibbs sampling BuzzFeedNews 67.9%
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PolitiFact, 67%,
Shu et al. [39] 2019 LSTM BuzzFeed 74.2%
Traylor et al. [40] 2019 SciPy, NLP, Textblob News Articles 63.3%
Rasool et al.[41] 2019 | Datasetrelabeling and itera- LIAR 66.29%

tive learning
Naive Bayes, . 89.3 %,
Kayakus et al. [42] 2023 Decision Trees Twitter API 84.2%,
Supervised and unsupervised . 86.0%,
Tagkin et al. [21] 2021 learning algorithms Twitter API 72 0%
BuzzFeedNews, Gos-
Koru et al. [20] 2024 BERT, Bi-LSTM, CNN sipCop and other 5 94%
datasets

A significant emphasis was placed on hyperparame-
ter optimization to enhance model performance.
Each hyperparameter was meticulously evaluated
through Grid Search, leading to a training process
involving a vast array of parameter combinations.
This extensive tuning resulted in all top 10 models
demonstrating exceptional performance, with accu-
racy rates exceeding 99%. The practical implications
of this research are significant. The model's applica-
tion can extend to various social media platforms,
where the spread of misinformation poses substan-
tial risks. By providing real-time detection capabili-
ties, our model could assist users in discerning cred-
ible information from false narratives, thereby fos-
tering a more informed society. However, it is essen-
tial to acknowledge potential risks associated with
implementing such technology, including reliance
on automated systems and the challenge of adapting
to the evolving nature of misinformation. Looking
ahead, future studies will focus on enhancing the
model's robustness against adversarial attacks. This
involves investigating the model's vulnerability to
manipulated inputs designed to deceive it, as well as
developing techniques to strengthen its resilience.
By addressing these challenges, we aim to ensure
that our fake news detection system remains reliable
and effective in the face of sophisticated misinfor-
mation tactics.
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Ozet— Meme kanseri giderek daha sik goriilmekte ve endise verici bir boyuta ulastig1 ifade edilmektedir. Hastalik teshis
edilmezse 6liim riskini 6nemli 6l¢iide artirmaktadir. Son asamada teshis edildiginde, tedbir olarak uzuvlarin alinmast
gerekmektedir. Erken teshis i¢in basarili bir yontem Oncii olabilir. Bu makalenin odak noktasi, meme kanseri teshisinde
basarili makine 6grenimi tekniklerinin otomatik tani i¢in degerlendirilmesidir. Ayrica, orijinal Wisconsin meme kanseri
veri setine ait belirli 6zelliklerin etkinligi kontrol edilerek daha az islem yiikii ile basarili tahminler arastirilmaktadir. Bu
amacla veri setine gesitli makine &grenimi algoritmalar1 uygulanmis ve en iyi performans gosteren algoritmalar
belirlenmistir. Daha basarili bir tahmin igin veri setine 6n islem uygulanarak etkin &zellikler tespit edilmistir. Ilk
bulgulardan yola ¢ikarak bu ¢alismada, NB, DVM, J48 ve k-NN siniflandirma algoritmalar1 ile k-means ve hiyerarsik
kiimeleme algoritmalart kullanilmigtir. Algoritmalarin hastalik tanisindaki performanslar1 dogruluk, ROC degerleri ve
karmagiklik matrisi metrikleriyle analiz edilmistir. Performans metrikleri, en iyi sonucun NB teknigi ile elde edildigini
gostermektedir. Analiz edilen modellerin metrikleri, verilerin degerlendirilmesinde kullanilan ¢ekirdek fonksiyonlarinin
tanida 6nemli rol oynadigini gostermektedir. Wisconsin veri setine uygulanan denetimli algoritmalar giivenilir sonuglar
vermistir. Meme kanseri teshisinde bagarili olan algoritmalarin saglik sisteminde kullanilan analiz cihazlarina bir yazilim
aract olarak entegre edilmeleri, erken tan1 ve farkindalik icin iyi bir 6ncii olabilecegi degerlendirilmektedir.

Anahtar Kelimeler— meme kanserinde otomatik tani, 6ncii tasarimi, makine 6grenimi teknikleri, wisconsin veri seti

Machine Learning Applications on Wisconsin Dataset for
Breast Cancer Diagnosis

Abstract— Breast cancer is increasingly common and is reaching an alarming level. If the disease is not diagnosed, it
significantly increases the risk of death. When diagnosed at a late stage, the only precaution is often the removal of limbs.
An effective method for early diagnosis could be a successful precursor. This paper focuses on evaluating successful
machine learning techniques for automatic diagnosis in breast cancer detection. Additionally, the effectiveness of certain
features of the original Wisconsin breast cancer dataset is examined to achieve accurate predictions with less
computational load. For this purpose, various machine learning algorithms were applied to the dataset, and the best-
performing algorithms were identified. To achieve more accurate predictions, preprocessing was applied to the dataset to
identify effective features. Based on initial findings, NB, SVM, J48, and k-NN classification algorithms, as well as k-
means and hierarchical clustering algorithms, were used in this study. The performance of the algorithms in disease
diagnosis was analyzed using metrics such as accuracy, ROC values, and confusion matrices. Performance metrics
indicate that the best result was obtained with the NB technique. The metrics of the analyzed models show that the kernel
functions used in data evaluation play a significant role in diagnosis. Supervised algorithms applied to the Wisconsin
dataset provided reliable results. It is considered that integrating successful algorithms in breast cancer diagnosis as a
software tool into analysis devices used in the healthcare system could be a good precursor for early diagnosis and
awareness.

Keywords— automatic diagnosis in breast cancer, precursor design, machine learning techniques, wisconsin dataset.
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1. GIRIS (INTRODUCTION)

Meme kanseri, kadinlarda en yaygin goriilen kanser
tiridir ve kanser kaynakli Odlimlerin = %15’ini
olusturmaktadir. Bu oranlar, gelismekte olan iilkelerde
daha yiiksek seviyelerde seyretmektedir. Oniimiizdeki 20
yil icinde, teshis konulan vaka sayisinda (insidans) %55,
Oliim oranlarinda (mortalite) ise %58 artis dngoriilmektedir
[1-3]. Saglik Bakanlig: istatistiklerine gore, meme kanseri
iilkemizde goriilen kanser tiirleri arasinda ilk siradadir [4].
2019 yilinda yaklagik 4300 kadinin meme kanseri kaynakli
hayatim1 kaybettigi ifade edilmistir. Yine 2017 yilinda
yapilan “Oliim Nedenlerinin Dagilimi” adli arastirmada,
Tiirkiye’de goriilen oliimlerin %]1’inin; AB iilkelerinde
goriilen oliimlerin ise %2’sinin meme kanseri kaynakli
oldugu rapor edilmistir [2]. Kanser teshisi alan her dort
kadindan birinin meme kanseri oldugu ve meme kanserinin
giderek daha kiigiik yaslarda goriildiigii not edilmistir [5].

Meme kanserinin goriilme siklig1 ve bu kanserin 6nemli
saglik sorunlarina yol agmasi nedeniyle, doktorlarin yam
sira otomatik tani i¢in arastirmacilarin da yogun ilgisini
cekmektedir. Erken tani, hastaligin  ilerlemesini
durdurmada ve hastalarin yasam siirelerini uzatmada kritik
bir rol oynamaktadir. Bu kapsamda makine 6grenimi
yontemleri, tibbi tan1 ve tedavi siireclerinde giderek daha
fazla kullanilmaktadir. Bu teknikler hastalik veri setleri
tizerinde modelleme yaparak, hastaliklarin erken tanisi ve
dogru smiflandirilmasi igin giiglii araglar sunmaktadir.
Otomatik tani aract veya Oncii tasarimi son zamanlarda
aragtirmacilar tarafindan olduk¢a yogun ilgi gérmektedir.
Wisconsin Meme Kanseri Veri Seti (Wisconsin Diagnostic
Breast Cancer (WDBC)-Original) otomatik tani araglarini
gelistirmek i¢in yaygin olarak kullanilmaktadir. Wisconsin
veri seti, biyopsi sonuglarindan elde edilen hiicresel
ozellikleri igermekte olup, iyi huylu (benign) ve kotii huylu
(malign) timdrlerin ayriminda kullanilmaktadir. Bu veri
setine UCI makine 6grenimi veri tabanindan ulasilabilir

[6].

Makine Ogrenimi algoritmalarinin  meme  kanseri
teshisindeki etkinligi giderek artmakta ve algoritma
performansini gelistirme ¢alismalari devam etmektedir.
Wisconsin veri setleri de meme kanseri teshisinde sikca
bagvurulan kaynak niteligini tasimaktadir. Amrane ve
arkadaglar1 (2018), bu veri setini kullanarak cesitli
denetimli 6grenme smiflandiricilarinin performanslarini
karsilagtirmis ve k-NN algoritmasimin %97,51 dogruluk
oranina sahip oldugunu belirtmislerdir [7]. Benzer bir
karsilagtirma yapan Aruna ve arkadaslar1 (2011), WDBC
veri setine Destek Vektér Makinesi (DVM-RBF Kernel)
smiflandirict  uygulayarak otomatik tan1 konusunda
%098,06’lik bir basart derecesi elde ettiklerini ifade
etmiglerdir [8]. Uddin vd., (2023) Wisconsin veri setinden
yararlanarak ozellik optimizasyonu teknigi ile makine
Ogrenimine dayali meme kanseri teshisi yapmislardir.
Siniflandiricilarin - performanslarimin - metrikler  ile
degerlendirildigi calismada en yiiksek basarimi %98,77 ile
oylama simiflandirict (Voting classifier) ile elde ettiklerini
belirtmiglerdir [9]. Nemade ve Fegade (2023) meme
kanserinin kadinlarda oliimlerin ana nedenlerinden biri
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oldugunu ve meme kanseri tanisinin oldukga zor oldugunu
not etmislerdir. Uzmanlar, kotii huylu tiimér ile iyi huylu
timor arasinda ayrim yapabilmek icin bazi otomatik
araglara ihtiya¢ duyuldugunu ifade etmislerdir. Bu amacla
makine Ogrenimi algoritmalariyla Wisconsin veri seti
orneklerini otomatik tasnif ederek tasnif isleminde
kullanilan metotlarin performanslarini
degerlendirmiglerdir. Caligsmalarinda karar agaglari ve
XGBoost siniflandiricilar ile %97 basari orant elde
ettiklerini belirtmislerdir [10]. Singh vd. (2024) &zellik
se¢iminin makine Ogrenmesi algoritmalar1
performanslarinda oldukg¢a Snemli oldugunu vurgulamis
ve bunun i¢in yeni bir algoritma (Feature selection-FS)
onermislerdir. Bu algoritma 6zellik se¢imi i¢in var olan iki

algoritmayr  birlestirmekte ve WDBC  verilerini
smiflandirma i¢in  alti makine 6grenmesi metotlarini
kullanmaktadir. Onerilen metodun uygunlugunu

performans Ol¢iim metrikleri ile Olcerek elde edilen
sonuglar1 literatiir ile karsilastirmuslardir [11]. Laghmati
vd. (2023) makine 6grenme ve temel bilesen analizi (PCA)
ile meme kanseri tahmin sistemlerini gelistirmeyi
amagclamakla birlikte kanser teshisinde daha dogru ve hizli
sonuglar elde etmeyi hedeflemislerdir. Calismalarinda k-
NN algoritmasinin  %93,8 dogruluk oranina sahip
oldugunu belirtmislerdir [12]. Amethiya vd. (2021) makine
O0grenimi yaklagimina dayali c¢esitli algoritmalarin ve
biyosensorlerin erken meme kanseri tespiti i¢in
uygulanmasini arastirmak amaciyla cesitli yaklasimlar
sunmaktadir ve bu kapsamda k-NN algoritmasinin %95,9
dogruluk oranina sahip oldugunu ortaya koymaktadirlar
[13]. Kadhim ve Kamil (2022) gesitli kriterleri kullanarak
makine Ogrenimi algoritmalarmin  meme kanseri
teshisindeki basarilart arastirmiglardir. Bu amagcla gesitli
siniflandiricilar  karsilagtirilmis  ve  ERT(Extremely
randomized trees) algoritmasinin %97,36 dogruluk oranina
sahip oldugunu belirtilmigledir [14].

Bu ¢alismada, meme kanseri veri setine etkinligi iyi bilinen
Naive Bayes (NB), k-En Yakin Komsu (k-Nearest
Neighbors, k-NN), J48 (Decision Tree), Destek Vektor
Makinesi (DVM) gibi smiflandirma yontemleri ile
hiyerarsik kiimeleme ve k-means makine Ogrenmesi
algoritmalar1 uygulanarak otomatik tani i¢in yontemlerin
performanslari ve dogruluk dereceleri ele alinmistir. Meme
kanseri veri seti 699 ornek, 10 Oznitelik ve bir simmf
Ozniteligi icermektedir. Sinif Ozniteligi, drneklerin koti
huylu ya da iyi huylu tiimdr bilgilerini igermektedir.

Bu caligmanin odak noktasi, veri seti analiz edilerek
hastalik tespitinde etkin 6zellikleri belirlenmesidir. Ayrica
siirekli artan verilerden anlamli bilgi ¢ikarmak igin veri
madenciligi siireci detayli olarak ele alinmaktadir. Bu
kapsamda algoritmalarin sonuclari, geleneksel basari orani
metrikleri lizerinden degil, daha detayli ve yeni bir goriis
olan her bir verinin kendi sinifina ait olma durumu
iizerinden de ele alinmaktadir.  Algoritmalarin
performanslar1 da daha detayli analizi irdelenmistir.
Benzer sekilde literatiirde bu veri seti i¢cin modellerin
basari orani iizerinde durulurken, bu ¢aligmada basarili bir
tan1 i¢in 6nemli metrikler analiz edilmistir.
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2. MATERYAL VE METOT (MATERIAL AND METHOD)

Calismanin genel akis diyagramm Sekil 1°de verilmistir. Tlk
olarak veri setine on islemler uygulanarak egitim ve test
kiimesi olmak tizere iki gruba ayrilmaktadir. Daha sonra
makine 6grenimi metotlar1 egitim kiimesi ile egitilmekte ve
test veri seti ile test edilmektedir. Son olarak modellerin
performanslar1 metrikler ile degerlendirilmektedir.

C Wisconsin veri setini ylkle >

C Veri seti igin on isleme sireci )

( \eri setini egitim ve test igin ayirma >

Makine égrenimi yontemlerinin egitimi

Kiimeleme
yontemileri

Siniflandirma
yontemleri

k-means, hiyerarsik

NB, k-NN, DVM, J48 e i

‘—I

@akine ogrenimi yontemlerinin test edilme@

<Model performanslarinin degerlendirilm esD

Sekil 1. Metodoloji sematik diyagrami (Schematic
diagram of methodology)

2.1. Materyal (Material)

Meme kanseri veri seti Kaliforniya Universitesi makine
O0grenmesi veri tabanindan alinmistir [6]. Farkh
zamanlarda elde edilmis olan veri seti sekiz gruptan
olusmakta, toplam 699 6rnekten(458 adet iyi huylu ve 241
adet kotli huylu) olusan bu veri setinin gruplara gore
dagilimi Tablo 1°deki gibidir.

Tablo 1. Veri Setinin Gruplara Dagilimi
( Distribution of the Data Set into Groups)

Grup Ornek Sayis Yayin Tarihi
Grup 1 367 Ocak 1989
Grup 2 70 Ekim 1989
Grup 3 31 Subat 1990
Grup 4 17 Nisan 1990
Grup 5 48 Agustos 1990
Grup 6 49 Ocak 1991
Grup 7 31 Haziran 1991
Grup 8 86 Kasim 1991
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Veri setinde bulunan her bir 6rnek 11 6zellik igermekte ve
orneklerde eksik bilgi bulunmamaktadir. Ozellikler hiicre
boyutu ve seklinin homojenlikleri, kanser hiicresinin
kiimelenme derecesi, hiicrelerin birbirine yapismasi, epitel
hiicrelerinin boyutu, c¢ekirdek yogunlugu 6rnek kodu ve
bolinme ozellikleri iken son 6zellik bir sinif bilgisidir.
Sinif bilgisi 2 ya da 4 segeneklerinden olusmaktadir. 2
secenegi tiimoriin iyi huylu, 4 segenegi timdriin koéti huylu
oldugunu gostermektedir. Makine O6grenimi
uygulamalarinda tani i¢in kullanilan metotlarin basarimi
etkileyen parametrelerin  kolay ayarlanabilmesi, bu
parametrelerin etkisinin kolay analiz edilebilmesi gibi
avantajlar sunan Weka (3.8.6) yazilim araci kullanilmustir.

2.2 Metot (Method)

WDBC veri setine makine &grenimi uygulamalarindan
dogruluk oram yiiksek olan k-NN, NB, J48 ve DVM gibi

siiflandirma algoritmalar1 ile kiimeleme
algoritmalarindan k-means ve hiyerarsik kiimeleme
yontemleri uygulanarak elde edilen sonuglar ile

algoritmalarin performanslart degerlendirilmistir.
2.2.1 Simiflandirma Yéntemleri (Classification Methods)

Siniflandirma probleminin ¢Ozimii, otomatik
siiflandirma yapmak amaciyla nesnelerden olusan veri
kiimesini test kiimesi ve 6grenme kiimesi olarak iki gruba
ayirmaktadir. Burada nesneler niteliklerden olusmakta ve
niteliklerden biri ait oldugu sinif bilgisini tagimaktadir.
Sinifin niteligini belirlemek i¢in tiim 6zellikler kullanilarak
bir model olusturulmaktadir. Ardindan, test kiimesinde
bulunan ve sinifi bilinmeyen nesneler, olusturulan model
kullanilarak en uygun smiflara atanmaktadir. Yani,
bagimsiz degiskenler i¢in sinif tahmini yapilmaktadir [15].

Calismada kullanilacak siniflandiricilarin - se¢imi  igin
yapilan 6n uygulamalar kapsaminda basari oran: yiiksek
olan k-NN, NB, J48 ve DVM algoritmalari seg¢ilmistir.
Tiim siniflandiricilar i¢in, en ¢ok 10 kat ¢apraz dogrulama
(cross validation) verimli olmustur. Capraz dogrulama,
genellikle 6grenme algoritmalarini veya modellerini
kontrol etmek ve degerlendirmek icin kullanilan
istatistiksel bir tekniktir. Bu teknik, veriyi belirlenen sayida
gruplara ayirmaktadir, bu veri grubundan bir tanesini
modeli test etmek ve digerlerini modeli egitmek igin
kullanmaktadir.

Siniflandirict performans degerlendirmesi i¢in hata matrisi
ve bu matrisle hesaplanan performans 6l¢iim teknikleri
olan F1 skorlama, dogruluk, duyarlilik, kesinlik metrikleri
kullanilmaktadir. Bu calismada performans
degerlendirmesinde kullanilan teknikler ve formiiller
asagida verilmektedir [16].

Karmasiklik matrisi (Confusion matrix): "Hata matrisi"
veya "karmasiklik matrisi", bir smiflandirma modelinin
performansini 6lgmek i¢in yaygin kullanilan araglardandir.
Bu matris verilerin gergek smif etiketleri ile modelin
tahmin ettigi smmif  etiketlerinin  birbirleriyle
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karsilagtirilmasini saglar. Karsilagtirma sonucunda, dogru
smiflandirilan  6rnekler (dogru pozitifler ve dogru
negatifler) ile yanlis simiflandirilan 6rnekler (yanlis
pozitifler ve yanlis negatifler) arasindaki iliski net bir
sekilde gosterilmektedir. Karmagiklik matrisi,
smiflandirma problemlerinde modellerin  performans
degerlendirmesinde tek bagina kullanilan bir 6lgiit
olmamakla birlikte genellikle su dort temel degeri igerir.

Dogru Pozitif (DP): Modelin dogru bir sekilde pozitif
olarak smiflandirdig: 6rneklerin sayist.
Yanhs Pozitif (YP): Modelin yanlis bir sekilde pozitif
olarak siniflandirdig1 6rneklerin sayist.
Dogru Negatif (DN): Modelin dogru bir sekilde negatif
olarak siniflandirdig1 6rneklerin sayisi.
Yanhs Negatif (YN): Modelin yanlis bir sekilde negatif
olarak siniflandirdig1 6rneklerin sayist.

Bu degerler, modelin dogrulugunu, hassasiyetini,
ozgilligini  ve  duyarliigmi  hesaplamak  i¢in
kullanilmaktadir. Karmagiklik ~ matrisi, modelin

performansini anlamak ve gelistirmek i¢in Onemli bir
aragtir.

Dogruluk (Accuracy): Dogruluk, modelin dogru
tahminlerin toplam tahminlere oramidir. Yiiksek bir
dogruluk, modelin genel olarak dogru tahminler yaptigini
gosterir. Ancak, dengesiz smif dagilimina sahip veri
kiimelerinde dogruluk tek basma yeterli olmayabilir.
Ornegin 1000 drnek igeren bir veri setinde a sinifina ait 990
ve b sinifina ait 10 drnek olsa yapilacak bir siniflandirmada
isleminde verilerinin tamaminin a smifina atanmasi
durumunda bu islemde basar1 oran1 %99 olacaktir. Ornekte
goriildiigii gibi bir modelin performansini degerlendirmede
dogruluk kriteri tek bagina yeterli goriinmemektedir.
Karmagiklik matrisi sonuglart Denklem 1°de verilen ifade
ile degerlendirilerek yontemin dogruluk orani elde edilir.

DP+DN

Dogruluk = ——————
ogruiu DP+DN+YP+YN

)

Kesinlik (Precision): Kesinlik veya hassasiyet, pozitif
olarak tahmin edilen 6rneklerin gergekten pozitif olma
oranimi gosterir. Yiiksek hassasiyet, yanlis pozitiflerin az
oldugunu ve modelin yanlig alarm verme olasiliginin diisiik
oldugunu gbsterir. Ozellikle yanlis pozitiflerin maliyeti
yiiksek oldugunda 6nemlidir. Denklem 2’de verilen esitlik
ve karmagiklik matrisi kullanilarak modelin kesinlik orant
elde edilir.

DP
DP+YP (2)

Kesinlik =

Duyarhlik (Recall, Sensitivity): Pozitif olarak tahmin
etmemiz gereken Orneklerin ne kadarmi pozitif olarak
tahmin ettigimizi gosteren bir metriktir. Ozellikle Yanlis
Negatif’e odaklanildiginda duyarliik hesabt 6nem
kazanmaktadir. Denklem 3 ve 4’te verilen ifadeler
karmasiklik matrisi verilerine uygulanarak duyarlilik ile
Ozgiilliik oram hesaplanmaktadir.
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DP
Duyarlilik = SPIYN ?3)
5 ... DN

Ozgiillik = ONTYP 4)

F1 Skorlama (F1 score): Homojen dagilima sahip
olmayan veri setlerinde model performansi analizinde
kullanilan F1 skorlama, hassasiyet ve duyarliligin
harmonik ortalamas: olarak tanimlanir. Dengesiz veri
setlerinde kesinlik ve duyarlilik performans dl¢timlerinde
kullanilan énemli 6l¢iitlerdendir. F1 skorlama ise kesinlik
ve duyarlilik 6lgiitlerini kullanarak dengesiz veri setleri
icin model performansini daha dogru bir sekilde
Olgmektedir. Homojen dagilima sahip olmayan veri
setlerinde ve yanlis pozitifler ile yanlig negatifler arasinda
bir denge kurmak istendiginde faydalidir. Yiiksek bir F1
skoru, hem yanlis pozitiflerin hem de yanlis negatiflerin az
oldugunu ve dolayisiyla modelin genel olarak iyi
performans gosterdigini belirtir. Denklem 5°te verilen
ifade karmasiklik matrisi verilerine uygulanarak modelin
F1 skorlama orani tespit edilir.

Duyarhlik+Hassasiyet
F1 Skorlama = 2 ¥ —————
Skorlama Duyarhlik+Hassasiyet (5)

2.2.1.1 k-NN Swmflandirict Algoritmast (k-NN Classifier
Algorithm)

k-NN, simiflandirma problemi ¢6ziimii i¢in kullanilan en
sade makine 6grenmesi algoritmasi olarak kabul edilebilir.
Temel prensibi, bir veri noktasini siniflandirmak igin
cevresindeki k adet en yakin komsusunun smif bilgisine
dayanir. k-NN, 6grenme siireci i¢cinde veri setini 6grenmez;
bunun yerine, siniflandirma yapilmasi istenen yeni bir veri

noktasi geldiginde, bu noktaya en yakin k adet
komsularinin  verilerini  kullanarak  siiflandirmay1
gergeklestirir. Siniflandirma islemi yapilirken

komsuluklarin ¢ogunlugu dikkate alinmaktadir. Esitlik
olmamasi adina k degeri genellikle pozitif tek say1 olarak
belirlenir. Smiflandirilmak istenen yeni verinin, mevcut
verilere olan uzakligi hesaplanip, k sayida en yakin
komsuluguna bakilmaktadir. Mesafe hesaplamalart igin
birgok mesafe fonksiyonu kullanilmaktadir. Literatiirde
yaygin olarak kullanilan mesafe Olgiitleri Oklid,
Minkowski ve Manhattan uzakliklaridir.

k-NN algoritmasi, parametrik olmayan bir tembel 6grenme
(lazy learning) algoritmasidir. Lazy learning'in bir egitim
asamas1 yoktur; yani egitim verilerini dgrenmez, bunun
yerine egitim veri kiimesini ezberler. Bir siniflandirma
islemi gerceklestirmek istendiginde, tim veri seti
icerisinde en yakin komsular1 arar. Algoritmanin
calismasinda bir k parametresi belirlenir. Bu k parametresi
bir veri noktasini smiflandirmak i¢in ¢evresindeki k en
yakin komgusunu se¢mek icin kullanilir. Yeni bir deger
geldiginde en yakin k adet eleman almarak gelen deger
arasindaki uzaklik hesaplamas1 yapilir. Uzaklik hesaplama
islemlerinde genelde en yaygin olarak Oklid mesafe
fonksiyonu kullanilmaktadir. Oklid fonksiyonu haricinde
Manhattan ve Minkowski fonksiyonlar1 da alternatif olarak
kullanilabilir. Belli fonksiyonlara gore uzaklik hesabi
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yapilmakta, ardindan uzaklik hesaplar1 siralanmakta ve
gelen degerler uygun olan siifa atanmaktadir [17,18].
Yaygin kullanilan uzaklik hesaplama formiilleri Denklem
6, 7 ve 8’de verilmistir. Bu formiiller, ilgili veri setindeki
her bir 6rnek siiflandirilirken, yeni bir veri noktasinin
hangi sinifa ait oldugunu, komsulariyla olan mesafeyi
hesaplayarak belirlemektedir.

OKlid (Euclidean) = |¥K , (x; — y;)? (6)

Manhattan = X, |x; — v @)

1/p

Minkowski = (TK.,(|x; — y;|)P) ®)

2.2.1.2 Naive Bayes Smiflandirici Algoritmast (Naive Bayes
Classifier Algorithm)

Naive Bayes (NB) smniflandiricisinin  temeli Bayes
teoremine dayanan istatistiksel siiflandirma
problemlerinde  kullanilan  bir makine  §grenimi

algoritmasidir. Tembel 6grenme algoritmalarindan biri
olan NB dengesiz veri kiimelerinde de ¢aligabilmektedir.
Algoritma, sistemdeki degisikliklere kendini adapte
edebilir bagka bir ifade ile yeni gelen 6rnekler oldugunda
degisikliklere =~ duyarli  olabilmektedir. Algoritmanin
calisma sekli, ilgili 6rnek i¢in her bir durum olasiligt
hesaplanarak olasilik degeri en yiiksek olan sinifa gore
simif bilgisi belirlenmektedir. Orneklerin hangi sinifa ve
hangi olasilikla ait olduklarini belirleyen NB, diisiik
boyutlu  veri setiyle Dbasarili  sonuglar  ortaya
koyabilmektedir. Egitim kiimesinde belirlenemeyen bir
deger varsa, model test kiimesinde tahmin yaparken bu
deger icin genellikle bir olasilik degeri verilmez (degeri 0
olarak verir) ve tahmin yapilamaz ¢iinkii olasilik hesabinda
sonucun 0 c¢ikmasina (ilgili veride 0 kayit olmasi
durumuna) sebep olmaktadir. Bu durum, Sifir Frekans yani
Zero Frequency adiyla da bilinir. Bu sorunu ¢6zebilmek
icin ¢esitli diizeltme yontemleri kullanilmakla birlikte
Laplace yontemi (Denklem 9) en basit diizeltme
yontemlerinden biri olarak One ¢ikmaktadir [19,20].
Laplace formiilii ile her bir 6zellik i¢in sinifa ait olasiliklar
garpilir ve sonuglar karsilastirilarak en yiiksek olasiliga
sahip sinif se¢ilmektedir.

Laplace Formiilii: P(X|C;) = [T2_, P(XkICy) (9)

NB  smiflandiricisinin -~ davramigini -~ degistirmek — ve
simiflandirma performansimi artirmak/iyilestirmek icin
useKernelEstimator ~ ve  useSupervisedDiscretization
parametreleri optimize edilir. “useKernelEstimator”,
normal dagilim yerine sayisal nitelikler igin cekirdek
kestirimcisi kullanan bir parametredir. Weka'da varsayilan
olarak her sayisal 6zellik i¢in Gauss dagilimi kabul edilir.
Algoritma, useKernelEstimator argiimani ile c¢ekirdek
kestirimcisini kullanacak sekilde degistirilebilir, bu da veri
kiimesindeki niteliklerin gergek dagilimiyla daha 1iyi
sonuglar verebilir. “useKernelEstimator” parametresi, bir
boolean (true/false) deger alir. Varsayilan olarak, bu
parametre pasif (false) secenegindedir, yani ¢ekirdek
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tahmincisi ~ kullanilmaz.  useSupervisedDiscretization
parametresi ise degisken doniistiirme isleminin kullanilip
kullanilmayacagini belirler yani sayisal 6zellikleri nominal
ozelliklere otomatik olarak doniistiirebilmektedir. Bu
parametrenin varsayilan degeri pasif olup, veri setindeki
siirekli Ozelliklerin siirekli degerlerini belirli araliklara
bolerek verileri siniflandirmaya yardimer olur. S6z konusu
parametrelerin farkli degerlerle deneysel olarak test
edilmesi ve performanslarinin degerlendirilmesi dnemlidir.
Ciinkii bazen bu parametreler veri seti lizerinde olumsuz
etki olusturabilmektedir [21].

2.2.1.3 J48 (Karar Agact) Siniflandirici Algoritmast (348
(Decision Tree) Classifier Algorithm)

Bu algoritma, karar agacin1 daha sade, daha kiigiik, daha
iyi optimize edilmis ve verimli hale getirmeyi
amaclamaktadir. Bunun i¢in de degiskenlerin/ozelliklerin
entropi ve bilgi kazanimi (information gain) degerlerini
esas alir. Entropi ve bilgi kazanimi konulart literatiirde
genis bir sekilde bulundugu i¢in asagida konu hakkinda
Ozet bilgilere verilmistir.

Entropi, rastgele bir degiskenin belirsizliginin OSl¢iisi
olarak ifade edilmektedir.

Bilgi Kazanimi: Veriler boliimlendiginde, hedef
degiskendeki belirsizligin ne kadar degistiginin dl¢iisiidiir.
Baska bir ifade ile yeni bilgilerin 6grenilmesi olarak ifade
edilebilir.

C4.5 veya J48 algoritmasi, ilk olarak hedef degisken igin
entropi degerini hesaplar. Daha sonra, her bir degiskenin
veya oOzelligin bilgi kazanimini hesaplar ve bu sekilde en
yiiksek bilgi kazanimi degerine sahip tahmin edici sinifi
tespit eder [22]. En yiiksek bilgi kazanimi degerine sahip
Ozellik/degigsken, agacin en ist nodunda (diigiim) yer
almaktadir. Yani en iyi bilgi kazanimi sonucunu veren
ozellik/degisken, karar(dallanmanin basladigi nokta)
olarak belirlenir. Ardindan alt diigiimler i¢in de tiim
ozelliklere/degiskenlere ayni islemler tekrarlanir [23]. Bu
sekilde karar agacinin daha dengeli bolinmesi
beklenmektedir. Bu hesaplamalarda kullanilan formiiller
ise Denklem 10, 11 ve 12’de verilmistir. Denklem 10’da
verilen esitlik yardimiyla veri kiimesindeki belirsizlik veya
diizensizlik (entropi) belirlenmektedir. Degiskenin bilgisi
(Denklem 11), bir degiskenin (6zelligin) veri kiimesindeki
belirsizligi ne kadar azalttigimi ifade ederken bilgi
kazanimi (Denklem 12) ise bir degiskenin siniflandirmada
ne kadar fayda sagladigin1 gostermektedir. Basarili bir
siniflandirma, veri bir 0Ozellige gore boliindiigiinde
entropinin minimum ve bilgi kazanimmin maksimum
olmas1 beklenir.

Entropi : Info(D) = — Z?;l(pilogz pi) (10)
ZV Dyl
Degiskenin Bilgisi: Info, (D) = — ¢ D’ x Info(Dj)) (11)
j=1

Bilgi Kazanimi: Gain(A) = Info(D) — Info, (D) (12)
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Sistemin  asirt  egitilmesi  (overfitting)  sonucunda
esnekligini kaybetmesi ve ezberlemeye yakin bir sonug
olusturmasi, gereksiz yere fazla detay igermesi
muhtemeldir. Bu durumu o6nlemek icin aga¢ dallarinda
budama (pruning) yapilir. Agac olusturulurken 6n budama
(prepruning) ve aga¢ olusturulduktan sonra ise son budama
(postpruning) yapilmaktadir. Bu sayede asirt 6grenmenin
oniine gegilebilmektedir.

J48 algoritmasinin asagida bulunan bazi parametreleri
smiflandirmadaki basar1 oranini etkileyebilmektedir:

Giiven Faktorii (confidenceFactor): Bu parametre, karar
agacinin dengeli bir sekilde biiylimesine katkida bulunan
budama igleminin etkinligini artirmak i¢in kullanilir. Bu
parametre kiiciikk degerler aldiginda, daha fazla budama
islemi gergeklestirilmesine olanak tanir [24].

MinNumODbj: Her yaprakta/diigiimde bulunmasi gereken
kayit sayisi verisini belirtmektedir.

doNotMakeSplitPointActualValue: Algoritmanin hangi
degerleri ayrim noktasi (split point) olarak kullanilmamast
gerektigini belirlemesini saglar. Karar agaclari, veri
kiimesindeki belirli 6zelliklerin (features) degerlerine gore
veri noktalarini boliimlere ayirir. Bu bdlme islemi, belirli
bir esik deger (split point) kullanilarak gerceklestirilir.
Ancak bazen bu esik degerlerinin belirli bir aralikta veya
belirli bir degerin altinda veya iistiinde olmasi istenmez.
"Dont make split point actual value" parametresi, bu tiir
durumlarda kullanilir. Bu parametre, algoritmanin belirli
bir esik degeri kullanarak bolme yapmasimi engellemek
icin kullanilir. Ornegin, belirli bir 6zelligin degeri 0 ile 100
arasinda degisiyorsa, ve bu parametre 50 olarak
ayarlanirsa, algoritma bu 6zellik i¢in 50'nin bir split point
olarak kullanilmasimi engeller. Bu parametre, belirli bir
ozellik i¢in kullanilabilecek tiim degerlerin ayrim noktast
olarak kullanilmasini onleyerek modelin
genellestirilebilirligini  artirabilir  veya  istenmeyen
ayrigmalar1 engelleyebilir. Bu nedenle, veri kiimesine ve
problem alanina bagli olarak, bu parametrenin kullanimi
modelin  performansini artirabilir veya istenmeyen
sonuglar1 dnleyebilir.

2.2.1.4 Destek Vektor Makinesi Suiflandirict Algoritmast
(Support Vector Machine Classifier Algorithm)

DVM smiflandirma ve regresyon problemleri igin
kullanilan bir makine 6grenimi algoritmasiyken ayni
zamanda bir optimizasyon algoritmasidir. Bir makine
Ogrenimi algoritmast olan DVM genellikle ¢ift 6zdes
olmayan dogrusal programlama problemlerini ¢ozmek i¢in
kullanilan optimizasyon tekniklerini igerir. Ayn1 zamanda
0zel bir optimizasyon algoritmasidir, biiylik problemleri
daha kiiglik alt problemlere bolerek ¢ozme oOzelligine
sahiptir. Bu algoritma, 6zellikle bityiik veri setleri veya
yiiksek boyutlu 6zellik uzaylar1 gibi durumlar igin etkili bir
se¢enek olabilir.
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DVM’nin c¢aligma prensibi, siniflandirma igin bir
diizlemde bulunan veri kiimeleri arasina sinirlar ¢izilerek
gruplara ayirmak mimkiindiir. Bu smurlar gruplar
arasindaki en wuzak yere c¢izilmektedir [25]. DVM
algoritmasi her bir sinifin en yakin veri noktalar1 arasinda
en fazla mesafeye sahip olan hiperdiizlemi bularak baslar.
Hiperdiizleme en yakin mesafede olan veri noktalar
ise destek vektorleri olarak tanimlanir ve hiperdiizlemi
tammlamak i¢in kullanihir. Algoritma bu destek
vektorlerini kullanarak veriler arasindaki farkli siniflart
ayiran bir karar sinir1 olusturur. Belki de iki sinifi ayiracak
sonsuz sayida dogru cizilebilir fakat DVM iki grup/sinif
arasinda en fazla araliga sahip olan dogruyu secer [26,27].

DVM algoritmasi, yeni bir veri noktasimi siniflandirmak
icin hiperdiizlemdeki konumunu (hiperdiizlemin hangi
tarafina  distiigini)  kullanir.  Veri  noktasinin
hiperdiizlemin hangi tarafinda bulunduguna bagh olarak,
ilgili sinifa atanir yani hiperdiizlemin bir tarafina diiger ise
bir sinifa ait olarak siniflandirilir, diger tarafa diiser ise
diger sinifa ait olarak smiflandirilir. Bu, DVM’lerin,
regresyon ve siniflandirma gibi denetimli 6grenme
gorevlerinde giiclii bir ara¢c olmasim saglar. Ozellikle,
yiiksek boyutlu veri alanlarinda, farkli siniflar1 ayiran veya
gercek ve tahmin edilen degerler arasindaki hatayi en aza
indiren bir hiperdiizlem bulma stratejisi izlerler. Bu
sekilde, verileri daha iyi anlamak ve Ongoriilemeyen
desenleri kesfetmek icin kullanilabilirler [28]. Diizlem ve
boyutlar birer 6zellik (attribute) olarak diisiiniilebilir, her
girdiyi gosteren farklt bir nokta elde edilmektedir ve
ardindan bu girdiler smiflandirilmaktadir. Dogrusal
(Linear) kernel haricinde polykernel, RBF (Radial Basis
Function) gibi fonksiyonlar da kullanilabilmektedir.

Cok smifli orneklerde her bir sinif arasinda ayirma
yapilmakta ve yeni gelen Ornek buna gore
siniflandirilmaktadir. DVM’nin 6nemli parametresi olan
"C" (Cost), siniflandirici performansini etkileyen kritik bir
faktordiir.

C (Cost) Parametresi:

Amaci: C degeri, DVM'nin diizenleme giiciinii kontrol
eder. Yiiksek C degerleri, egitim verilerine daha fazla
vurgu yapilmasmi ve karar sinirlarmin daha fazla
diizenlenmesini saglar, bu da modelin egitim verilerine
daha sik1 uymasina neden olabilir.

Etkisi: Yiiksek C degerleri overfitting egilimindedir, yani
model egitim verilerine ¢ok fazla uyar ve genelleme
yetenegi diiser. Diisiik C degerleri, daha genel geger
modellere yol agabilir, ancak egitim verilerine daha az
uyarlanabilirler.

2.2.2 Kiimeleme Yontemleri (Clustering Methods)

Kiimeleme Yontemleri, kesifsel veri analizi yontemi olup,
bir dizi veri 6gesini, bir uzaklik (veya benzerlik) 6l¢iisiine
dayali olarak gruplara/kiimelere/boliitlere  ayirmay1
amaclamaktadir. Ya da kisaca birbiriyle 6zdes/yakin
Ozellikte olan verilerin tek bir grupta toplanmasi olarak da
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ifade edilebilmektedir. Bu gruplara "kiime" denir ve
sayilar1 Onceden belirlenebilecegi gibi algoritmalar
tarafindan da belirlenebilmektedir. Burada ilgili veri seti
icin kiimeleme sonuglari incelenirken ayrica Classes to
Clusters  Evaluation secenegi ile degerlendirme
yapilmaktadir. "Classes to Clusters Evaluation", kiimeleme
(clustering) islemi sonucunda olusturulan kiimelemelerin
smiflandirma (classification) hedefiyle karsilastirilmasini
saglayan bir degerlendirme yontemidir. Bu islem,
genellikle denetimli 6grenme (supervised learning) ve
denetimsiz 6grenme (unsupervised learning) yontemlerini
bir araya getirir.

S6z konusu yontem, iki ana bilesenden olusur:

Smniflar (Classes): Veri kiimesindeki drneklerin ait oldugu
smiflart belirtir. Siniflar genellikle bir etiket veya kategori
olarak temsil edilir ve her bir veri 6rnegi i¢in bir etiket
atanir.

Kiimelemeler (Clusters): Veri kiimesindeki orneklerin
benzerliklerine dayanarak olusturulan veri gruplarimi
temsil eder. Kiimeleme algoritmalari, veri 6rneklerini
birbirine benzer olan gruplara boler.

"Siniflarin Kiimelemelere Atanmasi (Classes to Clusters)"
degerlendirmesi, bu iki bileseni karsilastirir ve siniflarin,
kiimelemelerle nasil iliskilendirildigini degerlendirir.
Genellikle, her smifin hangi kiimelere ait oldugunu ve
kiimeleme sonuglarmin siniflandirma dogrulugunu 6lger.

Bu islem, dogru siniflarin dogru kiimelere atanmasini géz
oninde  bulundurarak  kiimeleme  algoritmasinin
performansini Slger. Ideal olarak, her smifin bir kiimeyle
tam olarak eslesmesi ve smiflandirma dogrulugunun
maksimum diizeyde olmasi beklenir. Ancak, gercek
diinyada bu durum genellikle miimkiin olmayabilir ve bu
nedenle degerlendirme islemi, siniflarin ve kiimelemelerin
ne kadar iyi eslestigini nicel olarak dlgmeye calisir.

Siniflandirma bilgisine dayali kiimeleme problemlerinde
algoritmalarimin performansini anlamak ve gelistirmek i¢in
bu degerlendirme islemi 6nemli olmaktadir.

2.2.2.1 k-Means Kiimeleme Algoritmasi (k-Means Clustering
Algorithm)

k-means algoritmasi, kiimeleme algoritmalarinin iginde
muhtemelen en eski ve yaygin olarak kullanilan basit bir
algoritmadir. Egitimsiz/Egiticisiz (Unsupervised) 6grenme

prensibine sahiptir. Bu algoritmanin avantajlar1  ve
dezavantajlart  bulunmakla  birlikte, biiyiikk  veri
kiimelerinde hizli ¢alismast nedeniyle popiilerlik
kazanmustir.

k-means algoritmasinda, kiimelenecek olan verilerden her
biri yalnizca bir kiime {iyesi olarak atanabilir ki bu da
disjoint kiimeleme mantigin1 ifade etmektedir. Disjoint
kiimelemede kiimeler birbirinden belli bir hatla ayrilabilen,
birbirine girmemis kiimeleme yontemidir. Bu kiimelerin
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temsil edildigi noktalar ise merkez noktasini
gostermektedir. Bu algoritmada kullanilacak verinin
boliinecegi kiime sayisini, kullanicinin manuel girmesine
bagli olarak belirlemesi durumu bulunmaktadir,
“numCluster” parametresi bu ise yaramaktadir yani
kullanicinin ~ belirlemesi ~ gereken  ve  k-means
algoritmasinin veri noktalarini ka¢ kiimeye bdlecegini
belirten bir parametredir. Bu sebeple dogru kiime sayisi
belirlenme durumu bitene kadar deneme yanilma
yontemine bagvurulmasi gerekebilmektedir. Bazen k-
means isleminin basarili sekilde tamamlanmasi igin
fonksiyonun birka¢ kez c¢agirilmasi gerekebilmektedir.
Ciinkii kiimelerin iginde ilk seferde olusan benzerlik
uyumu dogru sonug vermeyebilir/tutmayabilir. Daha sonra
kiimelerde degisimin durmasi yani uyumun tutmasi
istenilen sonucun alindigr anlamina gelebilmektedir
[29,30].

Kisaca bu algoritmada, veriler iki boyutlu uzay iizerine
serilir. Hedef kiimeler tanimlanir, ardindan belli mesafe
fonksiyonlarma gore (Oklid, Manhattan vb.) drneklerin
hedeflere mesafesi hesaplanir. Hedefler belirlenirken
rastgele baslangic merkezlerinin belirlenmesinde “seed”
baslangi¢ degeri kullanilmaktadir, daha sonra merkezin
etrafindaki 6rnekler kiimeye dahil olduk¢a merkez nokta
degisebilmektedir. Tiim kiimeleme islemi bu adimlarla
tamamlanmaktadir [29].

2.2.2.2 Hiyerarsik Kiimeleme Algoritmasi (Hierarchical
Clustering Algorithm)

Hiyerarsik kiimeleme, parametrelerin belirsiz oldugu
durumlarda ya da kag boliitiin/kiimenin olusturulacaginin
bilinmedigi veya duruma goére degistigi problemlerde
kiimeleme yerine hiyerarsi olusturmaya yardimci olan

algoritmadir.

Hiyerarsik algoritmalarda asagidan yukartya
(Agglomerative/AGNES)  ve  yukaridan  asagiya
(Divisive/DIANA) olmak {izere iki adet ydntem

bulunmaktadir. Asagidan yukariya kiimeleme mantigina
gore, verilerin her biri baglangic asamasinda tekil bir kiime
olarak ele alimir ve benzerlikleri en yiiksek olan veri
noktalar1 bir araya getirilerek kiimelenir. Kiimeleme islemi
icin ornekler/6zellikler arasindaki iliskilere gore ilk olarak
ikili iligkileri igeren baglantilara gore ve ardindan daha
fazla sayidaki iligkileri iceren baglantilara gore hiyerarsi
olusturulmaktadir. Bu islem kiimelenecek/boliitlenecek
baska bir veri kalmayincaya kadar devam etmektedir.
Sonu¢ agacit dendrogram ile gosterilmektedir [30,31].
Yukaridan asag1 kiimeleme yaklasimda drneklerin tamami
bir biitin olarak ele alinmakta ve alt gruplara
boliinmektedir. Ornegin, dnce iki gruba bdliinmekte sonra
her grup kendi iginde daha alt gruplara boliinerek
ilerlenmekte ve sonu¢ agaci yine dendrogram ile
gosterilmektedir [31].
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2. BULGULAR (FINDINGS)

Hastalik verilerini  siniflandirma  ve kiimeleme igin
modeller, bagimsiz uygulamalarda egitim veri seti ile
egitilerek  test veri seti ile  performanslar
degerlendirilmektedir. Uygulamalardan elde edilen
bulgular alt bagliklarda verilmektedir.

3.1 k-NN Swmflandirici
Application)

Uygulamast  (k-NN Classifier

k-NN smiflandiricisindaki k degeri (kullanilacak komsu
sayisi) etkisinin incelendigi sonuglar Tablo 2 ve Sekil 2°de
sunulmustur. Bu sonuglara gore, k = 5 kosulu en yiiksek
dogruluga sahiptir. Buna gore %96,99’luk bir dogrulama
orani mevceuttur.

Tablo 2. Farkli k degerleri i¢in k-NN siniflandiricinin

siiflandirma ve dogrulama sonuglari
(Classification and validation results of k-NN classifier for different k

values)
k Degeri Dogru Yanlis Dogruluk
Siniflandirma Siniflandirma Orany(%)
k=1 665 34 95,14
k=2 660 39 94,42
k=3 677 22 96,85
k=4 676 23 96,71
k=5 678 21 96,99
k=6 676 23 96,71
k=7 676 23 96,71
k=8 672 27 96,14
k=9 673 26 96,28
k=10 674 25 96,42

Dogrulama Oranlari

94 I L L I L L
1 2 3 4 5 6 7 8 9 10

k Degerleri

Sekil 2. k-NN siiflandiricinin k=1-10 degerleri i¢in
basar1 oranlari (Success rates of k-NN classifier for k=1-10 values)
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k=5 degeri i¢in en iyi dogrulama sonucunun alindigi k-NN
smiflandiriciya  ait karmasiklik matrisi  Tablo 3’te
verilmistir.

Tablo 3. k=5 degeri i¢in karmagiklik matrisi
(Complexity matrix for k=5)

k Degeri a b
444 14 a=2
k=5
7 234 b=4

* a veya 2 degeri iyi huylu timorii, b degeri veya 4 kotii huylu timori
temsil etmektedir

Tablo 4. k-NN simniflandirici i¢in performans

degerlendirme 6lgiitleri
(Performance evaluation metrics for k-NN classifier)
DP DN [YP |YN Duyarhlik Kesinlik | F1 Skorlama

444 234 |7 14 |0,9694/0,9707|0,9844/0,9435|0,9768/0,9570

Duyarlilik, Kesinlik ve F1 Skorlama degerleri ilki iyi huylu ve sonraki
kotii huylu tiimor degerleri i¢in verilmistir.

Karmasiklik matrisi ile elde edilen DP, DN, YP ve YN
parametreleri ~ kullanilarak ~ modelin ~ performansi
belirlenmigtir. ~ Algoritma performans Olgiitlerinden
duyarlilik, kesinlik ve F1 skorlama degerleri hem iyi huylu
hem de kotii huylu tiimoér igin ayr1 ayri hesaplanarak Tablo
4’te verilmektedir. Tablo 4 incelendiginde modelin verileri
dogru siniflandirmada olduk¢a duyarli oldugu yani iyi
huylu smifina ait verilerin kendi smifina ve kot huylu
smifina ait verilerin kendi sinifina yiiksek oranda atadig
goriilmektedir. Kesinlik dlgiitiine bakildiginda iyi huylu
verilerin siniflandirilmasinda yine oldukga yiiksek bir oran
elde dilmistir. Yani pozitif degerler biiyiik dl¢lide pozitif
olarak belirlenmistir. Ancak kotii huylu verilerin koti
olarak siniflandirmada yani kotii huylu verilerin tespitinde
modelin yeterince hassas olmadig1 soylenebilir. F1 skoru
yiikksek olan Algoritmanin, homojen dagilimli bir veri

setindeki verileri yiiksek bagari oraniyla siniflandirildigi
ifade edilebilir.

3.2 Naive Bayes Swmflandirict Uygulamasi (Naive Bayes
Classifier Implementation)

NB smiflandiricinin - uygulama verileri Tablo 5'te
verilmistir ve en 1iyi sonucu veren uygulamanin
karmasiklik matrisi Tablo 6'da sunulmustur. NB
smiflandiricida useKernelEstimator ve
useSupervisedDiscretization parametreleri 6ncelikle pasif
durumda iken siniflandirma yapilmis, ardindan bu
parametreler ayr1 ayr1 aktiflestirilerek siniflandirma tekrar
yapilmis ve dogrulama sonuglart buna gére bulunmustur.
Siniflandirma  sonuglarina gdre useKernelEstimator
parametresinin  aktif oldugu durumda elde edilen
%97,42’lik dogrulama orani en yiiksek orandir. Yontemin
dogrulama sonuglar1 da Tablo 7°de verilmistir.
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Tablo 5. NB Smiflandiricinin Siniflandirma ve

Dogrulama Sonuglari
(Classification and Validation Results of NB Classifier)

Simiflandirici/Parametre NB NBY NBZ
Dogru Simflandirma 671 681 679
Yanhs Simiflandirma 28 18 20

Dogrulama Oram 95,99 97,42 97,14

INB simiflandiricida useKernelEstimator parametresi kullamilmustir. 2NB
smiflandiricida useSupervisedDiscretization parametresi kullanilmistir.

37

o kadar fazla olacaktir ve hataya kars1 gosterilen tolerans o
kadar az olmaktadir. Bu uygulamada Giiven degeri 0,15,
0,20 ve 0,25 i¢in, MinNumODbj degeri ise 2, 3, 4, 5 degerleri
icin uygulanmistir. Daha sonra en iyi sonucu veren
doNotMakeSplitPointActualValue parametresi
aktiflestirilmis ve daha iyi bir sonu¢ i¢in uygulamalar
yapilmustir. Tablo 8, farkli Giiven Faktorii, MinNumObj ve
doNotMakeSplitPointActualValue degerleri i¢in J48
algoritmasinin basar1 oranlarini géstermektedir.

Tablo 8. J48 Siniflandirici Igin Basar1 Sonuglari
(Success Results for J48 Classifier)

Tablo 6. NB (useKernelEstimator) Siniflandiricinin Giiven Faktorii /
Karmagiklik Matrisi . R 3 42* 5
(NB (useKernelEstimator) Complexity Matrix of Classifier) MinNumODbj Degeri
a b 0,15 94,99 | 95,28 | 95,28/95,28 95,28
442 16 a=2 0,20 95,13 | 94,99 | 95,42/95,42 95,13
2 239 b=4 0,25 94,56 | 95,13 | 95,42/95,56 94,99

* a veya 2 degeri iyi huylu tiimori, b degeri veya 4 kétii huylu timori
temsil etmektedir.

Tablo 7. NB Siniflandiricinin Performans Degerlendirme
Olgiitleri
(Performance Evaluation Measures of NB Classifier)

DP | DN | YP | YN Duyarhihk Kesinlik | F1 Skorlama
16 | 0,9650/0,9917 | 0,9954/0,
442 1 239 | 2 9372 0,98/09637

Duyarlilik, Kesinlik ve F1 Skorlama degerleri iyi huylu ve kotii huylu
timor degerleri i¢in verilmistir.

Tablo 6°da NB smiflandiricinin karmagiklik matrisi DP,
DN, YP ve YN parametreleri verilmektedir. Bu
parametreler ile modelin performans oOlgiitleri olan
duyarlilik, kesinlik ve F1 skorlama degerleri hem iyi huylu
hem de kotii huylu tiimdr i¢in ayri ayri hesaplanmistir.
Performans o6l¢iitleri NB siniflandiricinin bu veri seti igin
basarili bir yontem oldugunu gostermektedir. Ancak kotii
huylu verilere yiiksek oranda duyarli (0,9917) olan
modelin yine kotii huylu veriler i¢in yiiksek oranda hassas
(0,9372) olmadig1 sdylenebilir. Ayrica NB’nin F1 skoru
verilerin ~ homojen  dagilima  sahip  oldugunu
gostermektedir.

3.3 J48 Karar Agact Sumiflandirict Uygulamasi (348 Decision
Tree Classifier Implementation)

J48 algoritmasinda  bulunan Giiven Faktorii
(confidenceFactor) ve yaprak diigiimiinde bulunmasi
gereken  minimum  obje  sayist  (MinNumObj)
parametrelerinin  varsayillan  degerleri  degistirilerek
siniflandirma basarisinin artirtlmasi hedeflenmistir. Giiven
faktorii  algoritmanin  budama asamasim1  kontrol
etmektedir. Giliven degeri bir yaprak diigiimiinde hata
bulunma oranim1 ifade eder. Diigliimde bulunan hata
olasilig1 giiven degerinden fazla ise budanir. Diiglimde
varsayilan hata olasilikla ifade edilmektedir. Dolayistyla
Giliven degeri 0.5’ten kiigiik olma durumunda anlamli
olmaktadir. Gliven degeri ne kadar az ayarlanirsa budama

1*Gtiven Faktori degerleri 0,15-0,20 ve 0,25 olup MinNumObj Degerleri
2,3,4 ve 5°tir.
2* doNotMakeSplitPointActualValue parametresi kullanilmistir.

Tablo 8°de goriilldigi tizere en iyi sonug¢ 0,25 Giiven
Faktorii degeri, MinNumObj=4 degeri ve
doNotMakeSplitPointActualValue parametresinin “true”
durumda oldugu sonug igin % 95,56 olarak verilmektedir.
Algoritmanin sonug olarak ¢ikardig1 agag¢ yapisi ise Sekil
3’te verilmistir.
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Sekil 3. J48 Aga¢ Yapisi (348 Tree Structure)

J48 algoritmasi veri kiimesini Sekil 3°te verilen agag yapisi
gibi smiflandirmigtir. Aga¢ irdelendiginde en tepede
Uniformity of cell size ozelligi, alt dallarda da diger
ozelliklerin hangi sirada secildigi ve bu kriterlere bagh
olarak timoér Orneginin iyi huylwkoéti huylu karari
gosterilmektedir. Bu se¢im Shannon bilgi kuramindan
yararlanarak entropy hesabiyla secilmektedir. Bu hesaba
gore en iyi sonucu en tepedeki oOzellik yani
Uniformity of cell size vermektedir. Agacin yapisina
dikkat edildiginde karmasik ve genis bir agag¢ yerine kisa
ve dar bir yapida olmasindan dolay1r agacin daha az
dallanma ve daha az diigiim icerdigi ve bu aga¢ yapisinin
performansli oldugu sdylenebilir.
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J48 smiflandiricinin en iyi sonucuna goére karmasiklik
matrisi degeri ise Tablo 9’da verilmektedir.

Tablo 9. J48 Simiflandirici i¢in Karmagiklik Matrisi
(Complexity Matrix for J48 Classifier)
b

a
441 17 a=2
14 227 b=4

* a degeri 2 yani iyi huylu tiimorii, b degeri 4 yani kotii huylu timorii
temsil etmektedir.

Tablo 10. J48 Smuflandirici i¢in Performans

Degerlendirme Olgiitleri
(Performance Evaluation Metrics for J48 Classifier)

DP | DN | YP | YN | Duyarhhk Kesinlik | F1 Skorlama
0,9628/0,941 | 0,9692/0,93
441 | 227 | 14| 17 5 03 0,966/0,936

Duyarlilik, Kesinlik ve F1 Skorlama degerleri iyi huylu ve kotii huylu
timor degerleri i¢in verilmistir.

Tablo 9, J48 smiflandiricinin karmasiklik matrisini ve
Tablo 10 ise modele ait hesaplanan duyarlilik, kesinlik ve
F1 skorlama degerlerini gostermektedir. Performans
Olciitleri modelin iyi huylu verileri siniflandirmada daha
basarili oldugunu gostermektedir.

3.4 Destek Vektor Makinesi Siniflandirici Uygulamasi
(Support Vector Machine Classifier Implementation)

DVM algoritmasi belirli parametrelerle Wisconsin veri
setine uygulanarak elde edilen sonuclar agagida verilmistir.
DVM uygulamasinda C (Cost) degeri kritik bir parametre
olup model performansi i¢in logaritmik bir dlgekte genis
bir araliktaki degerler ile denenir. Pratikte 2’nin katlari
seklinde C degeri uygulamalar1 mevcuttur ancak
zorunluluk degildir. Bu degerin yiiksek olmasi modelin
performansint  artirmaktadir ancak ezberlemeye de
(overfitting) yol agabilir. Bu ¢aligmada 1 (20) den 128 (27)
e kadar C degeri denenmistir ve Tablo 11°de DVM
smiflandiricinin dogruluk verileri elde edilmistir. Sonuglar
Tablo 11 ve Sekil 4’te verilmistir. Islem yiikii ve en iyi
sonucun elde edildigi C degeri 678°dir.

Tablo 11. C Degerleri i¢cin DVM’nin Siniflandirma ve

Dogrulama Sonuglari
(Classification and Validation Results of SVM for C Values)

C Dogru Yanhs Dogrulama
Degerleri | Simiflandirma | Siniflandirma Oram (%)
c=2° 676 23 96,71
c=2' 676 23 96,71
c=22 675 24 96,57
c=2% 676 23 96,71
c=2¢ 677 22 96,85
c=2% 678 21 96,99
Cc=2¢ 678 21 96,99
c=2' 678 21 96,99
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Sekil 4. DVM Dogrulama Grafigi (SVM Validation Chart)

C=2%6 C=26 C=27

Tablo 12. DVM Smiflandirict i¢in Karmasiklik Matrisi

(Complexity Matrix for SVM Classifier)
a b
445 13 a=2
8 233 b=4

* a degeri 2 yani iyi huylu tumoru, b degeri 4 yani kotu huylu
timora temsil etmektedir.

Tablo 13. DVM Smuflandirict i¢in Performans

Degerlendirme Olgiitleri
(Performance Evaluation Metrics for SVM Classifier)

DP | DN | YP | YN | Duyarhihk | Kesinlik | F1 Skorlama
0,9716/ 0,9823/ 0,9769/
445 | 233 | 8 13
0,9668 0,9471 0,9568

Duyarlilik, Kesinlik ve F1 Skorlama degerleri ilki iyi huylu ve sonraki kotu
huylu timor degerleri igin verilmistir.

Tablo 12, DVM igin karmasiklik matrisini ve Tablo 13’te
ise algoritmanin performans Olgiitlerini gostermektedir.
Performans olgiitleri DVM’nin de iyi huylu verileri
siniflandirmada daha basarili oldugunu gostermektedir.
Diger taraftan bazi kot huylu timor verileri tespit
edemedigi soylenebilir. Modelin basart orani, duyarlilik,
hassasiyet ve F1 skoru parametrelerinin birbirine yakin
oldugu goriilmektedir. Caligilan algoritmalar arasinda
DVM algoritmasi Yanlis Negatif parametresi en az olan bir
algoritma olmustur.

3.5 k-Means Kiimeleme Algoritmasi
(Application of k-Means Clustering Algorithm)

Uygulamasi

k-means kiimeleme algoritmasinda k degeri (numClusters)
manuel olarak segilir ve k 2, 3, 4, ...n seklinde degerler
alabilir. Bu ¢aligmada kullanilan veri seti iki gruptan (iyi
veya kot huylu) olustugu icin k =2 olarak segilmistir.
Onemli bir diger parametre ise uzaklik fonksiyonu olup bu
calismada Oklid ve Manhattan uzaklik olgiitleri
kullanilmustir. Tablo 14°te k=2 i¢in, Tablo 15’te k=3 i¢in
ve Tablo 16°da k=4 i¢in model sonuglar1 verilmektedir.
k=3 ve k=4 i¢in sonuglarin anlamsiz oldugu goriilmektedir.
Bu durum iki grup/kiimeden olusan verilerin daha fazla
kiimeye ayrilmasi istendiginde veriler arasindaki
korelasyonun kayboldugu goriilmektedir. Kiime sayisi
bilinmeyen veri setlerinde denemeler veri setinin kag
kiimeden olustuguna dair 6nemli birer yol gostericidir.
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Tablo 14. k=2 Icin Kiimeleme Sonuglari
(Clustering Results for k=2)

Oklid Mesafe
Fonksiyonu

Ornek Sayisi — Yiizde

Manhattan Mesafe
Fonksiyonu

Ornek Sayis1 - Yiizde

Kiime 0

246 35

237 34

Kiime 1

453 65

462 66

Tablo 15. k=3 i¢in Kiimeleme Sonuglari
(Clustering Results for k=3)

Oklid Mesafe
Fonksiyonu

Ornek Saysi — Yiizde

Manhattan Mesafe
Fonksiyonu

Ornek Sayis1 - Yiizde

Kiime 0 241 34 234 33
Kiime 1 265 38 276 39
Kiime 2 193 28 189 27

Tablo 16. k=4 I¢in Kiimeleme Sonuglar
(Clustering Results for k=2)

Oklid Mesafe Manhattan Mesafe
Fonksiyonu Fonksiyonu
Ornek Saysi — Yiizde Ornek Sayis1 - Yiizde
Kiime 0 239 34 136 19
Kiime 1 17 2 114 16
Kiime 2 188 27 188 27
Kiime 3 255 36 261 37

Tim bunlarin diginda sinif sayis1 adedince k degeri icin
yine farkli mesafe fonksiyonlarinda  “Siniflarin
Kiimelemelere  Atanmasi  (Classes to  Clusters)"
degerlendirmesi basar1 yiizdeleri hesaplanabilmektedir.
Dogrulama sonuglart Tablo 17°de verilirken karmagiklik
matrisi ise Tablo 18’de verilmistir.

Tablo 17. k-Means Algoritmas1 k=2 i¢in Dogrulama

Sonuglar1 (Classes to Clusters Evaluation)
(Validation Results for k-Means Algorithm k=2 (Classes to Clusters
Evaluation))
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* a veya 2 degeri iyi huylu tiimorii, b degeri veya 4 kétii huylu timori
temsil etmektedir.

Bu iki tabloda da gorildiigii gibi k-means kiimeleme
algoritmasi ile elde edilen en yiiksek dogruluk orani
%095,71 olmaktadir. Bu oran k-means algoritmasinin
Wisconsin verileri kiimeleme sonug¢larinin dogrulugu olup,
modelin, verileri ayirmada kabul edilebilir bagarima sahip
oldugu ifade edilebilir.

3.6 Hiyerarsik Kiimeleme Algoritmast  Uygulamasi
(Implementation of Hierarchical Clustering Algorithm)
Hiyerarsik kiimeleme algoritmasi k-means

algoritmasindaki zorunlu olarak 6nceden girilen k adet
kiime parametresini belirleme islemini ortadan kaldirmak
icin gelistirilen bir algoritmadir. k-means’te kiimeleme
islemi, 6nceden belirlenmis kiime sayisina gore belirlenen
kiime merkezleri olusturularak veri noktalarini bu
merkezlere olan yakinliklarina gore yapar. Kiimeler
ortalama degerlerine gore siirekli giincellenir. Hiyerarsik
kiimelemede ise her bir veri noktasini bir kiime kabul eder
(Agglomerative yontemi) ve en yakin iki veri noktasini
birlestirerek yeni kiimeler olusturur. Daha sonra bu
kiimeler yakinliklarma gore birlestirilir ve bu islem
kiimeleme iglemi bitene kadar devam eder. Hiyerarsik
kiimelemedeki k parametresi dendrogram iizerinde hangi
seviyede kesme yapilacagini belirler. Literatiirde bu veri
seti i¢in hiyerarsik metodu Onerilen algoritmalar arasinda
yer almamaktadir. Bu c¢alismada modelin neden
Wisconsin verilerini ayirmada bagarili olmadigi noktasi ele
almmistir.  Kiimeleme yontemleri verilerin benzerlik
durumlarimni veriler arasindaki mesafe ile
iliskilendirilmektedir. iki veri arasindaki mesafe 6l¢me
metodu Onem kazanmaktadir. Hiyerarsik kiimeleme
yontemi Wisconsin veri seti i¢in 6nemli bir drnek teskil
etmektedir. k=2 degeri ve farkli mesafe fonksiyonlari ig¢in
yapilan uygulamada elde edilen sonuglar Tablo 19°da yer
almaktadir.

Tablo 19. Hiyerarsik Kiimeleme k=2 I¢in Kiimeleme

Sonuglari
(Clustering Results for Hierarchical Clustering k=2)

OKklid Mesafe
Fonksiyonu

Ornek Sayisi — Yiizde

Manhattan Mesafe
Fonksiyonu

Ornek Sayis1 - Yiizde

Dogru Yanhs Dogrulama
Siniflandirma Siniflandirma Orani(%)
Manhattan
. 658 41 94,13
Fonksiyon
OKlid
. 669 30 95,71
Fonksiyon

Tablo 18. k-Means Algoritmasi1 k=2 i¢in Karmagiklik

Matrisi (Classes to Clusters Evaluation)
(Complexity Matrix for k-Means Algorithm k=2 (Classes to Clusters

Evaluation))

Manhattan Oklid

Fonksiyonu Fonksiyonu

a b a b

10 448 11 447 a=2
210 31 222 19 b=4

Kiime 0 458 - 66 698 - 100
Kiime 1 241 - 34 1 - 0
Bu  tabloda  oOzellikle @ Manhattan  Fonksiyonu

kullanildiginda kiimelemedeki dengesiz dagilim agik
sekilde goriilmektedir. Ozellikle koti huylu tiimér
verilerini  ayirmada  olduk¢ca  basarisiz  oldugu
goriilmektedir. Model veriler arasindaki uzaklik bilgisine
gore kiimeleme yapmaktadir. Yiiksek boyutlu veri
setlerinde Hiyerarsik yoOntemi, verilerin birbiri ile
benzerligi ve uzakligini tespit etmede zorlanabilmektedir.
Yakin olan veriler benzer olmakta ve benzer olan 6rnekler
aym grupta degerlendirilmektedir. Dolayisiyla uzaklik
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fonksiyonu Hiyerarsik kiimeleme algoritmast i¢in oldukga
onemli bir parametre olmaktadir. Manhattan uzaklik
teknigi yatay veya dikey birim adim seklinde iki veri
arasindaki uzakligi belirlemektedir. Wisconsin veri seti
gibi ¢ok boyutlu veri setlerinde bu 6l¢iim teknigi verileri
ayirmada basarisiz olmaktadir.

Hiyerarsik  kiimeleme algoritmasi farkli  mesafe
fonksiyonlarinda “Siniflarin = Kiimelemelere Atanma
(Classes to Clusters)" basar1 yiizdeleri

hesaplanabilmektedir. Dogrulama sonuglar1 Tablo 20’de
verilirken karmagsiklik matrisi parametreleri ise Tablo
21°de verilmistir.

Tablo 20. Hiyerarsik Kiimeleme Algoritmasi Dogrulama

Sonuglari
(Hierarchical Clustering Algorithm Validation Results)
Dogru Yanhs Dogrulama
Smiflandirma | Siiflandirma | Orani(%)
Manhattan
] 459 240 65,66
Fonksiyonu
OKlid
. 459 240 65,66
Fonksiyonu

Tablo 21. Hiyerarsik Kiimeleme Algoritmas1 Karmagsiklik
Matrisi
(Hierarchical Clustering Algorithm Complexity Matrix)

Manhattan Fonksiyonu OKklid Fonksiyonu
a b a b
458 0 458 0 a=2
240 1 240 1 b=4

* a veya 2 degeri iyl huylu tiimérii, b degeri veya 4 kétii huylu timori
temsil etmektedir.

Bu iki Tabloda da goriildiigii gibi Hiyerarsik kiimeleme
algoritmasinda en yiiksek dogruluk oran1 %65,66
olmaktadir. Ayrica karmagiklik matrisinde de goriilecegi
iizere a degeri yani iyi huylu tiimorler basarili sekilde
kiimelendirilirken, b yani koti huylu timdrler
kiimelendirmede model neredeyse tamamen basarisiz
olmaktadir.

4. TARTISMA (DISCUSSION)

Bu c¢aligmada, k-NN, NB ve DVM smiflandirma
algoritmalar1 ile k-means ve Hiyerarsik kiimeleme
algoritmalari, Weka 3.8.6 makine Ogrenimi araci
kullanilarak Wisconsin meme kanseri veri setine
uygulanmis ve elde edilen sonuglar tablolarda
sunulmustur.

Ik olarak, k-NN siniflandiricis1 veri setine uygulanarak
optimal bir k-degeri arastirilmistir. Yapilan uygulamalarda
k=5 degeri i¢in %96,99 dogruluk derecesine sahip bir
basar1 derecesi elde edilmistir. Modelin performansi analiz
edildiginde k=5 icin k-NN algoritmasi, 458 iyi huylu
timoriin (benign) 444'ini ve 241 kot huylu tiimoriin
(malign) 234'iinii dogru bir sekilde simiflandirmistir. Bu
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degerler karmasiklik matrisi ile analiz edildiginde k-NN
modellinin oldukca hassas ve duyarli oldugu goriilmekle
birlikte etkili performansiyla yiiksek bagarima sahip
oldugu soylenebilir. Diger taraftan ¢ok kisa insa siirelerine
sahip hafif, tembel bir 6grenme algoritmasi oldugu goz
ontline alindiginda, modelin yiiksek dogruluk derecesi ile
diger smiflandiricilara  gére  Wisconsin  verilerini
siiflandirmada  iyi  oldugu sdylenebilir.  Ayrica,
karmasiklik matrisi kullanilarak performans degerlendirme
olgiitleri hesaplanmigtir. Buna gére hem iyi huylu hem de
kot huylu tiimoriin - siniflandirilmasinda  performans
Olgiitleri  olumlu sonuglar vermektedir. Duyarlilik
parametresinde kotii huylu tiimoriin iyi huylu tiimore gore
az bir farkla daha dogru tahmin edildigi; Kkesinlik
parametresinde ise iyi huylu olarak siniflandirilmis olan
orneklerin oraninin k&t huylu tiimore gore daha dogru
tahmin edildigi goriilmektedir. Ayrica F1 skorlama
parametresinde her iki tiimor de yiiksek oranda dogru
tahmin  edilmistir. Ancak iyi huylu tiimérlerin
siniflandirilmalari daha basarili bir sekilde yapilmistir.

Bu ¢alismada kullanilan bir diger siniflandirici olan NB'nin
dogruluk orani en iyi durumda (useKernelEstimator aktif
iken) %97,42'dir. 458 iyi huylu timor vakasinin 446'sin1 ve
241 kotii huylu timor vakasinin 239'unu dogru bir sekilde
siniflandirabilmistir. Bu yontem, Weka programinda
useKernelEstimator ~ ve  useSupervisedDiscretization
parametreleri kullanilarak incelenmis ve %97,42 dogruluk
orant ile en iyi sonug¢ olarak degerlendirilmektedir.
Karmasiklik matrisi kullanilarak performans
degerlendirme oOlgiitleri hesaplandiginda hem iyi huylu
hem de koti huylu timorin siniflandirilmasinda
performans Olgiitleri olumlu sonuglar vermektedir.
Duyarlilik parametresinde kotii huylu tiimoriin iyi huylu
timore gore daha dogru tahmin edildigi; kesinlik
parametresinde ise iyi huylu olarak smiflandirilmig olan
orneklerin oraninin kétii huylu timére gore ¢ok daha dogru
tahmin  edildigi  goriilmektedir.  F1 skorlama
parametresinde ise her iki tiimoriin de iyi oranda tahmin
edildigi goriilmekte birlikte modelin iyi huylu timori
siniflandirmada daha basarili oldugu tespit edilmistir. NB
smiflandirict iyi huylu tiimorde %98 oran, kétii huylu
tiimorde ise %96,37 oran ve en iyi F1 skorunu vermektedir.

J48 algoritmasinda Giiven Faktorii (confidenceFactor),
MinNumObj  ve  doNotMakeSplitPointActualValue
parametrelerinin dogruluk iizerindeki etkisi {izerinde
durulmustur. ConfidenceFactor=0,25, MinNumObj=4 ve
doNotMakeSplitPointActualValue parametresi “true”
durumda iken en optimum sonu¢ elde edilmis ve
dogrulama yiizdesi %95,56 olmustur. Modelin karmasiklik
matrisi duyarlilik ve kesinlik parametreleri iyi huylu
timoriin kotli huylu timoére gore daha dogru tahmin
edildigini belirtmektedir. F1 skorlama parametresinde her
iki tiimoriin de iyi oranda tahmin edildigi gostermektedir.
Ancak model iyi huylu timoérii smiflandirmada daha
basarili oldugu sonucuna varilmastir.

DVM algoritmalarinin  birgok alt-siniflandiricist  ve
degistirilebilecek birgok parametresi bulunmaktadir. Bu
calismada, maliyet (C) parametresinin dogruluk {izerindeki



BiLiSiM TEKNOLOJILERI DERGISI, CILT: 18, SAYI: 1, OCAK 2025

etkisi tizerinde durulmustur. Sunulan sonug¢lar g6z 6niine
alindiginda, en iyi sonu¢ C=25 degeri i¢in %96,99 olarak
elde edilmistir ve bu siniflandirici, kK-NN siniflandiricist ile
ayni dogruluk oranina sahip olup kabul edilebilir bir
dogruluk oramdir. Karmagsiklik matrisi duyarlilik ve
kesinlik ~ parametreleri iyi huylu timorlerin
smiflandirilmasinda modelin daha basarili oldugunun
gostermektedir.  F1 skorlama o6lgiiti modelin timor
tespitinde basarili oldugu ve iyi huylu tiimér tespitinde
daha ¢ok basarili oldugunu gostermektedir.

Kiimeleme algoritmalarindan k-means ile belli mesafe
fonksiyonlar1 ve k sayisinin (numClusters) kiimeleme
tizerindeki etkisi lizerinde durulmustur. Ayni zamanda k=2
degeri ve Oklid mesafe fonksiyonu degeri iginde dogruluk
orani belirlenmistir. Bu uygulamada k-means i¢in %95,71
dogruluk orani belirlenmistir.

Diger bir kiimeleme algoritmasi olan Hiyerarsik kiimeleme
Wisconsin veri setine uygulanmistir. Bu uygulamada da
belli mesafe fonksiyonlar1 ve k sayisimin (numClusters)
kiimeleme tizerindeki etkisi iizerinde durulmustur. Burada
da k=2 degeri ve Oklid mesafe fonksiyonu degeri icinde
dogruluk orani belirlenmistir. Bu durumda %65,66’lik bir
dogrulama oram1 olusmustur. Bu oran kiimeleme
algoritmasimin bu veri setinde basarisiz oldugu agik bir
gostergesidir. Diger taraftan Manhattan uzaklik teknigi
secildiginde yontemin bu veri setinde tamamen basarisiz
oldugu gozlemlenmistir. Dolayisiyla Wisconsin verilerini
gruplara ayirirken uzaklik fonksiyonunun oOnemli bir
parametre oldugu goériilmektedir. Verilerin benzerligi, iki
verinin birbirine yakinligi iizerine kurulu oldugu igin
uzaklik Olciiti modellerin performansinda 6nemli rol
oynamaktadir. Modellerin dogrulama oranlar1 Tablo 22’de
verilmigtir.
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Tablo 23. Algoritmalarin Dogrulama Yiizdeleri Literatiir

Karsilastirmalari

(Validation Percentages of Algorithms Literature Comparisons)
(Calismalar DVM Kk-NN J48 NB
IAmrane vd. 2018 [7] 97,51 96,19
lAruna vd. 2011 [8] 96,84 - 94,59 | 96,50
IAkbugday 2019 [33] 96,85 96,85 95,99
IAhmed vd. 2020 [32] 96,13 - 94,26 97,27
Uddin vd. 2024 [9] 90,15 | ggg3 91.21 -
Nemade vd. 2023 [10] 95 96 97 90
Kadhim vd. 2022 [14] 96,49 95,61 91,22
Laghmati vd. 2023 [12] 92,1 93,8 -
IAmethiya vd. 2021 [13] 94,3 95,9 94,56 -
Bu ¢calisma 96,99 96,99 95,56 97,42
Tablo 23’de gorildigii iizere bu ¢alisma, benzer

calismalarla karsilastirildiginda tutarli oldugu goriilmiis ve
literatiirden dahi iyi sonuclar elde edilmistir.

Modellerin hem iyi huylu hem de ko6tii huylu tiimér igin F1
skorlamalar1 ve ROC sonuglar1 Tablo 24’te verilmistir.

Tablo 24. Siniflandirma Algoritmalarinin F1 Skorlama

Yiizdeleri
(F1 Scoring Percentages of Classification Algorithms)

F1 Skorlari(%)
Algoritma Ad1 (fyi Huylu/ Kétii ROC
Tablo 22. Simflandirma ve Kiimeleme Algoritmalarinin Huylu)
Dogrulama Yiizdeleri
(Validation Percentages of Classification and Clustering Algorithms) k-NN 97,68/95,70 0,970
Algoritma Adi Dogrulama Orani(%) NB 98/96,37 0,978
k-NN 96,99 J48 96,6 / 93,6 0,952
NB 97,42 DVM 97,69 /95,68 0,969
J48 95,56
DVM 96,99 Meme kanseri veri setine uygulanan algoritma basarilarini
k-means 9571 karsilastrmak i¢in ROC analiz yapilmis modellerin
TR— 566 basarilari sirayla NB (0,978), k-NN (0,970), DVM (0,969),
i 1 X . . h
verars j48 (0,952), k-means (0,948) ve Hiyerarsik (0,502) olarak

Bu calismanin, literatiirdeki benzer ¢aligmalarla dogruluk
oramt  karsilastrma tablosu (Tablo 23) asagida
verilmektedir.

elde edilmigtir. ROC kriteri modellerin bagarilarini
karsilagtirmak i¢in kullanilan etkili bir kriterdir.
Modellerin ROC sonuglart siniflandiricilarin kiimeleme
yontemlerine gore daha bagarili oldugunu gostermektedir.
Siniflandiricilar arasinda da en basarili yontem NB
algoritmast olmustur. ROC sonuglar1 modellerin basari
orani, duyarlilik, keskinlik ve F1 skorlama kriterleri ile
uyumludur.
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5.SONUC VE ONERILER (RESULT AND SUGGESTIONS)

Insan yasam Kkalitesini artirmaya ydnelik yapilan
caligmalar giderek yogunlasmaktadir. Veri bilimindeki
geligsmeler, verilerin farkli modellerle analiz edilerek gesitli
yonleriyle degerlendirilmesi ve daha basarili sonuglara
ulagilmasini  saglamaktadir. Bu calismada, kadinlar
arasinda oldukga yaygin ve ciddi olan meme kanseri igin
otomatik tani sistemi arastirllmistir. Cesitli siniflandirma
ve kiimeleme yontemleri, UCI veri tabanindan alinan
meme kanseri veri setine uygulanarak modellerin
performanslari farklt metriklerle degerlendirilmistir. Veri
seti analiz edilerek, hastalik tespitinde etkin o6zellikler
belirlenmistir. Siirekli artan verilerden bilgi ¢ikarma veya
veri madenciligi siireci detayli olarak ele alinmustir.
Algoritmalarin  sonuglar;, geleneksel basart orani
metrikleri lizerinden degil, daha detayli ve yeni bir goriis
olan her bir verinin kendi smifina aitligi tespiti de
irdelenmistir. Olduk¢a karmagik bir yapiya sahip olan
derin 6grenme ile de hastalik tespiti yapilabilir; ancak bu
calismada model performanslarinin daha detayli analizi
mimkiin oldugu disiiniilmektedir. Benzer sekilde,
literatiirde bu veri seti i¢in modellerin basar1 oran1 iizerinde
durulurken, bu g¢alismada basarili bir tani i¢in Snemli
metrikler analiz edilmistir.

Calismada k-NN, NB, J48 ve DVM smiflandirma
algoritmalar1 ile k-means ve hiyerarsik kiimeleme
algoritmalart kullanilmigtir. Sonuglar, %97,42 dogruluk
oraniyla NB algoritmasinin en dogru siniflandirma
algoritmas1 oldugunu gostermektedir. Ayrica, iyi huylu
timor i¢in %98 ve kotii huylu timor i¢in %96,37 orantyla
en iyi F1 skorlamasma sahip simiflandirict yine NB
algoritmasi olmustur. Modelin ROC degeri de sonuglarla
uyumludur.

Veri setinde yer alan 6rneklerin 6zellikleri, basarili tani
igin  Onemli bir kriterdir. Iki ©rnek benzerligi
degerlendirilirken kullanilan mesafe 6lgiitleri (Oklid,
Manhattan, Minkowski mesafe fonksiyonlar1) kritik 6neme
sahiptir. ki veri arasindaki mesafe, verilerin
benzerliklerini gostermekte ve basarili teshis ile dogrudan
orantilidir.

Giliniimiizde 6n tan1 veya karar destek sistemlerinin giinliik
hayatta kullanilabilme imkanlart mevcuttur. Yeni mobil
cihazlarin kapasitesi oldukga gelismis olup, bircok marka
kendi cihazlarina yapay zekd uygulama programlama
araylizlerini (Application Programming Interface-API)
entegre etmeye baslamislardir. Bu minvalde, hastaliklarin
tespiti i¢in kullanilan test cihazlarina, o hastalik tanisinda
basarili olan algoritmalarin entegre edilmesiyle 6n tani
islemleri miimkiin hale gelebilir. Ornegin, baska bir sikayet
lizerine yapilan test sonuglarmin otomatik algoritmalar
tarafindan degerlendirilerek varsa baska hastaliklarin da
ortaya ¢ikarilmast sdz konusudur. Boyle bir sistem ile
hastaligin 6nceden tespiti miimkiin olabilir. Bu tiir
sistemler, hekimlerin agir1 is yiiki gibi ¢esitli faktorlerden
dolay1 hastaligin farkina varamamasi ihtimalini diisiiriir ve
insan kaynakli hatalart minimize edebilir.
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Gelecekteki galigmalarda, farkli veri setleri veya farkli
parametreler igeren veriler ile yapay zeka konusunda daha
gelismis programlama dilleri kullanilarak algoritmalarin
farkli platformlardaki davranigi arastirilabilir. Gelismis
programlama uygulamalar1 ve/veya platforma 0zgi
avantajlarla daha dogru simiflandiricilarin kullanimi, daha
kesin sonuglarin elde edilmesini saglayabilir.
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Abstract— The increasing importance of Android devices in our lives brings with it the need to secure personal
information stored on these devices, such as contact details, documents, location data, and browser data. These devices
are often targeted by attacks and malware designed to steal this data. In response, this work takes a novel approach to
Android malware detection by integrating deep learning with traditional machine learning algorithms. An extensive
experimental study was conducted using the DroidCollector network traffic analysis dataset. Eight different deep learning
methods are analysed for malware classification. In the first phase, experiments were conducted on both original and
stabilised datasets and the most effective methods were identified. In the second phase, the best performing deep learning
methods were combined with XGBoost for classification. This hybrid approach increased classification success by 3-4%.
The highest F1 and accuracy values obtained after 150 epochs of training with BiLSTM+XGBoost were 95.12% and
99.33% respectively. These results highlight the superiority of combining deep learning and traditional machine learning
techniques over individual models and significantly improve classification accuracy. This integrated method provides a
very important strategy for developing high-performance models for various applications.

Keywords— malware detection, machine learning, deep learning, XGBoost

Gelismis Android Kotii Amaclt Yazilim Tespiti: Derin
Ogrenme ve XGBoost Tekniklerinin Birlestirilmesi

Ozet— Android cihazlarin hayatimizdaki artan 6nemi, bu cihazlarda depolanan kisisel bilgileri (iletisim bilgileri, belgeler,
konum verileri ve tarayici verileri gibi) giivence altina alma ihtiyacini beraberinde getirir. Bu cihazlar genellikle bu
verileri ¢almak i¢in tasarlanmis saldirilar ve kotii amagli yazilimlarin hedefi olur. Bu duruma 6nlem olarak, bu ¢aligma
derin 6grenmeyi geleneksel makine 6grenimi algoritmalariyla entegre ederek Android kotii amagli yazilim tespitine yeni
bir yaklasim sunmaktadir. DroidCollector ag trafigi analizi veri kiimesi kullanilarak kapsamli bir deneysel ¢aligma
yiiriitiilmiistiir. Kotii amach yazilim simiflandirmast igin sekiz farkli derin 6grenme yontemi analiz edilmistir. ilk asamada,
hem orijinal hem de 6nislemden gecirilmis (SMOTE, SMOTETomek, ClusterCentroids) veri kiimeleri iizerinde deneyler
yiiriitiilmiis ve en etkili yontemler belirlenmistir. ikinci asamada, en iyi performans gosteren derin 6grenme yontemleri
siniflandirma i¢in XGBoost ile birlestirilmistir. Bu hibrit yaklasim, siniflandirma basarisin1 %3-4 oraninda artirmustir.
BiLSTM + XGBoost modelinin 150 epoch ile egitilmesiyle elde edilen en yliksek F1-score ve dogruluk degerleri sirasiyla
%95,12 ve %99,33 olmustur. Bu sonuglar, derin 6grenme ve geleneksel makine 6grenimi tekniklerinin bireysel modellere
gore birlestirilmesinin {stiinliigiinii vurgular ve simiflandirma dogrulugunu 6nemli 6lgiide iyilestirir. Bu hibrit yontem,
¢esitli uygulamalar icin yiiksek performansli modeller gelistirmek amaciyla 6nemli bir strateji sunmaktadir.

Anahtar Kelimeler— kotii amagli yazilim tespiti, makine 6grenmesi, derin 6grenme, XGBoost
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1. INTRODUCTION

In today's digital landscape, mobile devices, especially
smartphones and tablets based on the Android operating
system, have become seamlessly integrated into our daily
lives. They serve as versatile tools for communication,
entertainment, business, and managing daily activities.
However, this ubiquitous reliance on mobile devices also
presents a significant challenge: the ever-present risk of
security vulnerabilities and malicious software threats [1].
Indeed, the central role of Android devices in our daily
lives is underlined by the vast trove of data they hold. From
cherished personal photos to vital contact details, from
sensitive financial records to indispensable calendar
entries, these devices store a wealth of intimate and
confidential  information. ~ Through  sophisticated
application and service integration, Android devices have
become central tools for organizing and customizing users'
lives. However, this wealth of data also presents significant
security risks. The sensitive information stored on Android
devices is a prime target for cybercriminals and malware.
Unauthorized access to this data can have dire
consequences, including financial loss, identity theft, and
other serious disruptions. As a result, ensuring the security
of Android devices is not only important but essential for
user protection and peace of mind [2].

The Android ecosystem offers a wide range of applications
and customization possibilities, but it also presents
significant security vulnerabilities that malicious software
can exploit to infiltrate devices. These vulnerabilities can
pose serious threats to individual users, as well as
companies and organizations [3]. To detect such threats,
various analysis methods are employed in malware
detection, which can be broadly classified as static,
dynamic, and hybrid analysis approaches. Static analysis
involves examining the file structure or code patterns of
malware without executing it, making it fast and efficient
but often ineffective against malware with advanced
encryption and compression techniques. On the other hand,
dynamic analysis examines the behavior of malware by
running it in a controlled environment, which is more
effective for detecting advanced threats but requires more
resources. Hybrid analysis aims to overcome the
limitations of both static and dynamic methods by
combining the strengths of each, providing a more
comprehensive and powerful solution for detecting
complex malware. This hybrid approach ensures a more
accurate assessment of potential threats, which is crucial in
securing the Android ecosystem from malicious attacks.

The use of advanced technologies such as deep learning
offers a promising solution to detect malware on Android
devices. This paper scrutinizes novel methodologies aimed
at enhancing the security of Android devices, with a
particular emphasis on research integrating deep learning
and machine learning techniques. To the best of our
knowledge, the proposed approach represents an
unprecedented endeavor within the literature, promising
innovative strides toward fortifying Android device
security.
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1.1.Motivation

The open source architecture of Android devices makes it
easier for attackers to analyze and target these devices.
Moreover, the diversity of devices in the Android
ecosystem and the irregularity in update processes make it
difficult to patch vulnerabilities quickly. For these reasons,
effective and rapid detection of malware on Android
devices has become a critical requirement for user security.
In the face of increasingly sophisticated malware attacks,
traditional security methods are insufficient. In the
literature, machine learning and deep learning methods
have been successfully applied for Android malware
detection, but the hybrid combination of these two
techniques and the integrated utilization of their
advantages is very limited. This study aims to investigate
how the hybrid use of machine learning and deep learning
methods can improve classification success by examining
the effects of unbalanced data distribution on malware
detection on Android devices.

1.2.Novelties and Contributions

In this work, the impact of balanced data distribution and
the hybrid use of deep learning and machine learning
(XGBoost) algorithms is studied to enhance accurate
classification performance within the critical security
domain of malware detection on Android systems. Android
devices, due to their large user base and open-source
nature, have become prime targets for malware attacks,
making the accurate detection of these threats essential.
Although various machine learning and deep learning
techniques have been proposed in the literature for Android
malware classification, the combined strengths of both
methods remain underexplored. Deep learning models
demonstrate  superior  performance in  extracting
discriminative  features from high-dimensional and
complex data structures, while the XGBoost algorithm
achieves high accuracy in tree-based ensemble methods
(boosting) due to its advanced optimization, regularization,
and parallel processing capabilities. Through this hybrid
approach, the study seeks to combine the adaptability of
deep learning with the robust classification ability of
XGBoost to reveal its impact on classification
performance.The contributions of the study are listed
below:

1-Elimination of Imbalanced Data Distribution: In
malware classification processes, the number of data
mislabeled as harmless (False Positive) is critical, as this
can allow malware to infiltrate the system. In order to avoid
such security risks, the data set should have a balanced
distribution. In this study, to investigate the impact of
balanced data distribution on classification performance,
"imbalanced data sampling" methods are applied, enabling
a comparative analysis of performance differences
between balanced and imbalanced data distributions.

2-Hybrid Use of Deep Learning and Machine Learning
Methods: The hybrid use of deep learning and machine
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learning (XGBoost) methods is crucial for complex
problems such as malware classification. While deep
learning models exhibit strong performance in learning
complex patterns and extracting discriminative features in
high-dimensional data, the XGBoost algorithm provides
more accurate classification results thanks to its
regularization, error rate optimization and parallel
processing capabilities. In this study, the potential for
improving classification performance is analyzed by
combining the strengths of both methods, demonstrating
the hybrid approach’s ability to deliver both flexibility and
accuracy.

2. RELATED WORKS

Research in the field of Android malware detection has
witnessed notable progress, as scholars have delved into a
range of machine learning and deep learning
methodologies to enhance detection accuracy. In this
section, notable studies are reviewed, contributing to the
comprehension and advancement of efficient malware
detection systems.

2.1. Deep Learning Studies

Given the rise in malware targeting Android systems,
recent research has increasingly focused on deep learning
approaches to enhance detection accuracy. This section
reviews notable studies that leverage deep learning
architectures for malware detection, highlighting their
methodologies and performance outcomes in comparison
to traditional techniques.

Elayan and Mustafa conducted a study introducing a Gated
Recurrent Unit (GRU)-based Recurrent Neural Network
(RNN) as an innovative approach for detecting malware on
the Android operating system. Trained using static features
extracted from Android applications, such as API calls and
permissions, their model demonstrated significantly higher
performance than traditional methods, achieving an
accuracy rate of 98.2% on the CICAndMal2017 dataset.
[4]. In the work of Bakour and Unver [5], a hybrid model
called DeepVisDroid was proposed for Android malware
detection, combining deep learning techniques with image-
based features. This model transforms the source code of
Android applications into four different grayscale image
datasets, from which local and global features are extracted
and analyzed. The proposed DeepVisDroid model
achieved high success, reaching an accuracy of 98.96%.
Yadav et al. presented an approach that utilizes images
derived from bytecode files for malware detection and
proposed an EfficientNet-B4 CNN based model. The
EfficientNet-B4 architecture was chosen as the feature
extractor for this process and worked with 226x226
images. In the study, 5986 samples were collected,
converted to color images, and mapped to binary files.
These images derived from Android bytecode
representations were evaluated with their proposed model.
They showed that their method was effective by achieving
95.7% accuracy [6]. Yumlembam et al. investigated the
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effectiveness of graph neural networks in detecting attacks.
In the study, unique global descriptors were created using
local and global graphs obtained from API features. The
importance weight of each feature was calculated using
linear regression, and graph embedding and model training
were performed using graph neural networks. The
experiments were conducted on two datasets, one with
15,848 and the other with 56,461 samples. In this study, the
proposed model was evaluated in terms of accuracy,
precision, recall and F-score, and successful results up to
99.18% were obtained. In addition, a hostile malware
generation model called VGAE-MalGAN was developed
and 98.43% accuracy was achieved with this model [7].
Furthermore, In their study, Bakir and Bakir [3]
emphasized the importance of feature extraction methods
for malware detection in Android systems. Therefore, they
proposed a new feature extraction method, autoencoder-
based DroidEncoder. In the study, an image-based dataset
was created from Drebin and Malgenome datasets and
studies were carried out using this dataset. The authors
proposed three different autoencoders based on ANN,
CNN and VGG19. At the end of the study, it was observed
that the proposed method gave successful results in terms
of different metrics. Mohammed et al. investigated deep
learning techniques for Android application categorization.
In this context, they proposed a deep belief neural network
(DBN)-based application categorization method. Using the
CIC-AAGM2017 dataset of 1900 instances, the proposed
model was compared with four traditional feed-forward
neural networks and seven machine learning models. The
results show that the DBN-based model is effective in
classifying Android apps as benign or malicious with
98.7% accuracy [8]. Moreover, Tang et al. in their [9]
research study propose a new classification method for
detecting Android malware by addressing the weaknesses
of traditional static analysis methods. The proposed
method utilized a deep neural network that combines
hashed bytecode image and attention mechanism. The
method (ResNet-CBAM) processes the bytecode sequence
of executable files into grayscale and Markov images and
fuses these features to generate a feature space that can
characterize Android malware. Experiments showed that
the proposed ResNet-CBAM method can effectively
represent bytecode sequence files, extract, and classify
features. Based on the mixed image features, the malware
detection accuracy reaches 98.67% and outperforms other
similar methods [9]. Fu et al. stated that traditional methods
cannot detect malware accurately and effectively due to
their limitations. Therefore, they proposed a hybrid
approach that combines multi-scale convolutional neural
network (MSCNN) and ResNet networks. The approach
was able to detect Android malware with high accuracy
and precision by creating an advanced feature extraction
network with MSCNN and a detection network with
ResNet. At the end of the study, the authors confirmed that
the results of the experiments show that the use of MSCNN
as a multilevel feature extraction network significantly
improves the performance of the hybrid models [10]. Liu
et al. pointed out that semantic behavior feature extraction
is critical for training a robust malware detection model.
Therefore, they proposed SeGDroid, a novel Android
malware detection method that focuses on learning
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semantic information from sensitive function call graphs
(FCGs). SeGDroid preserves sensitive API call context and
removes irrelevant FCG nodes using graph pruning
methods. Attributes of graph nodes are extracted by
proposing a node representation method based on
word2vec and social network-based centrality. This
representation aimed to extract semantic information and
graph structure of function calls. Experimental results
showed that SeGDroid achieved 98.37% accuracy in the
case of malware detection on the CICMal2020 dataset [11].

2.2. Machine Learning Studies

In recent years, machine learning (ML) techniques have
played a crucial role in Android malware detection,
offering effective solutions through algorithms capable of
identifying patterns and anomalies in application behavior.
This section explores key studies that apply machine

learning models to classify malware, highlighting
approaches such as decision trees, support vector
machines, and ensemble methods. These studies

underscore the adaptability and efficiency of machine
learning in tackling the challenges posed by Android
malware, setting a foundation for further advancements
and hybrid approaches in the field.

For instance, Raman et al., in their work, proposed an ML-
based method for detecting Android malware. The
proposed method is optimized to detect Android malware
with a KNN classification system using data stream-based
API calls. Based on 1,050 malicious materials and 1,160
benign samples, the study [12] showed that the dataflow-
based API-level features are successful (97.66%) in
effectively detecting Android malware [12]. Similarily,
Alani and Awad presented an ML-based system called
AdStop for detecting Android adware by analyzing
features in network traffic flow. While developing AdStop,
they targeted design features such as high accuracy, speed,
and generalizability. To improve the accuracy of adware
detection and reduce the time burden, a feature reduction
phase was applied, thus reducing the number of features
used from 79 to 13. In the experiments, AdStop was found
to be successful with 98.02% accuracy, 2% false positive
rate, and 1.9% false negative rate [13]. In their study,
Duran and Bakir [14] used machine learning algorithms for
static analysis-based malicious application detection for
the Android operating system. The imbalance of the class
distribution in the dataset was eliminated by generating
artificial data with the SMOTE algorithm. They also
performed hyperparameter optimization to increase the
accuracy of machine learning algorithms. This
optimization  determined the most  appropriate
hyperparameters with the Grid Search method. With the
increasing threat of Android malware, it has become
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important to develop effective detection techniques. In the
[15] study, the performance of various machine learning
algorithms was evaluated. The study reveals that the
LightGBM algorithm has the highest accuracy (91%),
precision (89%), and F1 score (89%) for Android malware
detection. Evaluations on a 5-class dataset containing both
benign and malicious applications suggest that these
findings can contribute to the development of effective
Android malware detection systems. In another study [16],
AlOmari et al. addressed the challenges faced by
cybersecurity researchers focusing on developing new
detection systems with the rapid increase in Android
mobile malware threats. They examined the performance
of various machine learning algorithms and then focused
on achieving maximum accuracy by normalizing
numerical features with the Synthetic Minority
Oversampling Technique (SMOTE). 11,598 APKs were
used on a large dataset and the highest accuracy value was
95.49% with the light gradient boosting model.
Furthermore, In order to secure Android mobile
applications used in industrial platforms and smart cities,
the authors of [17] present a machine learning-based
approach called as the Hybrid Multimodal Machine
Learning-Driven Android Malware Recognition and
Classification (HM3-AMRC) model. HM3-AMRC
accurately identifies and classifies Android malware using
a new technique for feature selection and analysis that is
according to authors more efficient than previous methods.
A comprehensive benchmark analysis highlights that the
HM3-AMRC method outperforms existing techniques
with an accuracy of 99.01 [17].Furthermore, Jundi and
Alyasiri in their study developed a hybrid system for
malware detection on Android smartphones. They used
Extreme Gradient Boosting (XGBoost) and Grammatical
Evaluation (GE) to determine the optimal parameters for
this detection model. The experimental results of the study
showed that the proposed model outperforms conventional
parameter tuning. As a result of the study, the proposed
model achieved 98% accuracy for CICMalDroid-2020,
99.02% accuracy for Drebin, and 99.28% accuracy for
Malgenome [18]. On the other hand, Seyfari and Meimandi
conducted a study in order to take precautions against
malicious software that has increased with the widespread
use of smartphones with Android operating system. In their
study, they developed a method using simulated annealing
algorithm and fuzzy logic to detect Android malware with
machine learning algorithms. The study concluded that the
proposed method achieved optimal results with a 99.02%
accuracy rate using the KNN classifier in combination with
a permission-based feature set. [19].

Table 1 includes some of the recently published studies in
the domain of Malware detection.
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Table 1. Some of the related studies

Paper #Data #Class Method Accuracy (%)
Elayan & Mustafa,
712 GRU 98.20
2021
Bakour & Unver,
9700 DeepVisDroid 98.96
2021
Raman et al., 2022 2210 KNN 97.66
AdStop with
Alani & Awad, 2022 86228 RE 98.14
EfficientNet-B4
Yadav et al., 2022 5986 95.70
CNN
Yumlembam et al., 15848 VGAE- 98.33
2023 56461 MalGAN 98.68
Baghirov, 2023 11598 LightGBM 91
AlOmari vd., 2023 11598 LightGBM 95.49
Avd., 2023 2000 HM3-AMRC 99.01
3799 99.2
Jundi & Alyasiri,
15036 GE-XGBoost 99.0
2023
11598 97.9
Bakir & Bakar, 2023 6000 DroidEncoder 98.56
Mohammed et al., DBN-Based
1900 98.70
2023 Model
Tang vd., 2024 22901 ResNet-CBAM 98.67
Proposed
Seyfari & 15036 i 99.02
Meimandi, 2024 Method with KNN :
MSCNN+ResN
Fu vd, 2024 11598 99.20
et18
Liu vd, 2024 11598 SeGDroid 98.37

Examining Table 1 reveals that previous studies on
malware detection primarily employ either deep learning
methods or traditional machine learning algorithms. Our
proposed model, however, integrates deep learning models
with the XGBoost algorithm in a hybrid approach,
leveraging the strengths of both. Deep learning models are
adept at extracting distinctive features from high-
dimensional and complex data, capturing intricate patterns
that are essential for effective malware detection. These
extracted features are then fed into XGBoost, a robust
classifier known for its high accuracy and generalization
capabilities. By combining the feature extraction power of
deep learning with the strong classification performance of
XGBoost, this hybrid approach achieves a more accurate
and resilient malware detection system.

3. MATERIALS AND METHODS

This section provides a comprehensive overview of the
dataset used in the study, describing its key characteristics
and relevance for malware detection. To address the
imbalance in the dataset, three data distribution
techniques—SMOTE, SMOTETomek, and
ClusterCentroids—are presented, each explained in detail
to demonstrate their roles in rebalancing the data. Finally,
this section describes the eight different deep learning
models and the XGBoost algorithm used in the study,
highlighting their specific functionalities and how they
contribute to the hybrid approach for improved malware
detection accuracy.
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3.1. Used Dataset

This study analyzes the DroidCollector network traffic
analysis dataset [17], [18]. Comprising 7844 data samples
and spanning 17 attributes, this dataset serves as a
foundational resource for our investigation. It is
specifically designed for detecting malicious activity in
Android applications based on network traffic analysis.
The dataset was obtained through dynamic analysis,
allowing for the capture of real-time network traffic
behavior during the execution of Android applications in a
controlled environment. This dynamic approach helps in
identifying subtle differences in the network patterns of
malicious and benign applications. The details of the
dataset, including its attributes and sample sizes, are
presented in Table 2.

3.2. Preparing Dataset

Preparing a dataset is crucial for the success of machine
learning tasks like Android malware detection. It directly
impacts the quality, generalization, and fairness of the
model. A well-prepared dataset reduces bias, enhances
interpretability, and ensures compliance with ethical
considerations. It also facilitates reproducibility, saves
computational resources, and increases the real-world
applicability of the model. Overall, proper dataset
preparation is essential for building reliable, accurate, and
ethical machine learning models that contribute to the
security of mobile devices and the digital ecosystem.
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A meticulous preliminary analysis brought to light the
presence of missing values (NaN) within certain attributes.
Recognizing the potential impact of these missing values
on the accuracy of our analysis, a strategic approach was
formulated. Specifically, the attributes ‘'duracion,’
‘avg_local_pkt rate,’ and ‘avg_remote_pkt rate' were
identified as containing NaN values and subsequently
removed from the dataset. This meticulous curation of the
dataset serves a dual purpose: it not only ensures precision
and coherence in our analytical processes but also elevates
the dataset's reliability by adeptly addressing the challenge
posed by missing values. Consequently, this methodical
handling contributes to the robustness of our findings and
enhances the overall quality of the dataset employed in our
study.

The final attributes and descriptions of the dataset are
presented in Table 2.

Following these procedures, it was observed that the 'name’
and 'type' attributes of the dataset consisted of object
expressions. To facilitate further analysis, the Label
Encoder method was implemented, converting these
attributes into numeric values. Subsequently, adjustments
were made to the 'type' column, rendering it suitable for
classification purposes. The resultant 'Benign' and
'‘Malicious' class distributions of the dataset are detailed in
Table 3.

Table 2. Features and description of dataset

Feature

Description

name

‘AntiVirus' 'Browser' 'chess' 'Communication' 'DailyLife' 'Education’ 'Finance' 'HealthAndFitness' 'Input’
‘MediaAndVideo' 'NewsAndMagazines' ‘Personalization’ 'Photography' 'Productivity' 'Reading' 'Shopping’
'Social' 'Sport' 'Tools' "TravelAndLocal' 'Ackposts' ‘Acnetdoor' 'Adrd' 'Adsms' 'Aks' 'Antares' 'Anudow'
'‘BaseBridge' 'Boxer' 'DroidDream’ 'DroidKungFu' 'DroidRooter' 'DroidSheep' 'EICAR-Test-File' 'EWalls'
‘ExploitLinuxLotoor' 'FaceNiff' 'FakeDoc' 'FakeFlash' 'Fakelnstaller' 'Fakelogo' 'Fakengry' 'FakeRun'
'FakeTimer' 'FinSpy' 'Fjcon' 'FoCobers' 'Fujacks' 'Gamex' 'Gapev' 'Gappusin' 'GGtrack' 'GinMaster'
'Glodream' 'Gmuse' 'Gonca’' 'Hamob' 'Hispo' 'Iconosys' 'Imlog' 'JSExploit-DynSrc' 'JSmsHider' 'Kmin'
'Ksapp' 'Loozfon' 'Luckycat' ‘Maxit' 'MMarketPay' ‘Mobilespy' 'Mobsquz' ‘Moghava' ‘Nandrobox'
'Nickspy' 'NickyRCP' 'Nyleaker' '‘Opfake' 'Pirater' 'Pirates’ 'PJApps' 'Placms' 'Plankton’ 'Raden’
'RootSmart' 'SafeKidZone' 'Saiva' 'Sakezon' 'Sdisp' 'SeaWeth' 'SendPay' 'SerBG' 'Smspacem' 'SMSreg'
'Spy.GoneSixty' 'Spy.ImLog' 'SpyHasb' ‘SpyMob' 'SpyPhone’ 'Spyset' 'Stealer' 'Stealthcell' 'Steek' 'Tesho'
"TheftAware' "Trackplus' ‘TrojanSMS.Denofow' ‘TrojanSMS.Hippo' 'Updtbot’ 'VVdloader' 'Vidro' "Xsider'
"YcChar' "Yzhe' 'Zitmo' 'Zsone'

tcp_packets

it has the number of packets TCP sent and got during communication.

dist_port_tcp it is the total number of packets different from TCP

. represents the number the external addresses (IPs) where the application tried to communicated
external_ips
vulume_bytes it is the number of bytes that was sent from the application to the external sites

udp_packets

the total number of packets UDP transmitted in a communication

tcp_urg_packet

represents a special type of TCP packet expressing an emergency situation, where the "URG" flag in the
TCP header is used
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source_app_packets

it is the number of packets that were sent from the application to a remote server

remote_app_packets

number of packages received from external sources

source_app_hytes

this is the volume (in Bytes) of the communication between the application and server

remote_app_bytes

this is the volume (in Bytes) of the data from the server to the emulator

Table 3. Dataset distributions

Type Number of Data
Benign 4704
Malicious 3141

3.3. Addressing the Imbalanced Data Sampling Challenge

When dealing with imbalanced class distributions in a
dataset, conventional classification algorithms may exhibit
a bias towards the majority class, diminishing the
effectiveness of detecting minority class instances. This
imbalance poses a significant challenge in achieving
optimal performance with deep learning algorithms.
Therefore, it becomes imperative to rectify this issue by
employing techniques that balance the dataset, enhancing
reliability and efficiency. Two commonly used methods
are oversampling (introducing additional data) and
undersampling (removing data), as highlighted by [19].

3.3.1. SMOTE (Synthetic
Technique)

Minority  Over-Sampling

SMOTE is a powerful technique designed to fortify the
minority class in datasets exhibiting class imbalance,
thereby promoting a more balanced learning model. This
method generates synthetic examples by interpolating
instances from the minority class, enabling the learning
model to better discern minority class examples and
improve overall performance. SMOTE effectively
mitigates overfitting issues associated with random
oversampling and addresses information loss resulting
from random undersampling. This ensures that the model
possesses a more robust and generalizable structure [20].

3.3.2. SMOTETomek

SMOTETomek is a rebalancing strategy that creates a
balanced dataset by over-sampling the minority class while
simultaneously under-sampling the majority class. This
strategy aims to obtain the examples used to achieve
balance between classes in a more balanced and effective
manner, as well as improve the model's capacity to obtain
information from both categories more effectively. In this
way, the learning model gains a more generalizing
structure and reduces the possibility of misclassification,
allowing more reliable results to be obtained.
SMOTETomek improves the performance of learning

algorithms by providing an effective solution to balance
between classes with few and many examples [21].

3.3.3. ClusterCentroids

ClusterCentroids is a technique that generates synthetic
samples by clustering minority class instances within the
dataset using clustering algorithms and leveraging the
centers of these clusters. This method aims to alleviate the
challenges posed by class imbalance by improving the
representation of minority class instances. By creating
synthetic samples based on clustered representations,
ClusterCentroids contributes to a more balanced and
representative dataset, thereby enhancing the performance
of learning models, especially in scenarios with
imbalanced class distributions [22]. The results obtained
from this phase of the study are presented in Table 4.

Table 4. Dataset distribution after preprocessing

Data Type #Benigndata #Maliciousdata
Original 4704 3141
SMOTE 4704 4704

SMOTETomek 4485 4485
ClusterCentroids 3141 3141

3.4. Deep Learning Methods

In recent years, deep learning has rapidly solved complex
problems in various scientific fields and gained importance
as a subfield of artificial intelligence. This development
has revealed deep learning methods that are used
effectively in applications such as pattern recognition and
data analysis. Deep learning involves deep neural networks
consisting of hierarchical layers that are capable of
automatic learning, often on large and complex datasets.
These methodologies have demonstrated remarkable
success, notably in fields such as image and voice
recognition, natural language processing, malware
detection, and other cognitively demanding tasks [23],
[24], [25], [26]. Deep learning contributes to the
acceleration of scientific and technological developments
with its ability to reveal complex relationships within data
[27].
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3.4.1.CNN

Convolutional Neural Networks (CNN) are one of the deep
learning models that are effective in tasks such as computer
vision [28] recognition [29] and classification [30]. CNN
provides the ability to learn and generalize patterns and
features more effectively, especially by being used in areas
such as image and video analysis. Thanks to their filtering
and pattern recognition capabilities, CNN models are used
in many application areas to achieve high performance on
complex visual data [31].

3.4.2. RNN

Traditional Neural Networks typically do not retain their
final results for subsequent phases, whereas Recurrent
Neural Networks (RNNs) are specifically engineered to
address this constraint. RNNs offer a unique capability for
data persistence through internal feedback loops, enabling
them to retain memory of previous information using
interconnected components. Thanks to these features, they
can successfully process sequential datasets such as
language modeling, text generation, and time series
forecasting. In order to learn long-term dependencies more
effectively, models such as GRU and LSTM, which are
advanced variants of RNNSs, are also used [32].

3.4.3.GRU

Gated Recurrent Unit (GRU) is an RNN variant that aims
to learn long-term dependencies more effectively. GRU is
a deep learning model that is particularly successful when
applied to sequential data processing tasks such as
language modeling, text generation, and time series
analysis. GRUs are specifically designed to solve the
vanishing gradient problem in traditional RNNSs, providing
an effective solution to prevent gradients from shrinking
excessively over time and to prevent long-term
dependencies. Thanks to their lightweight structure, GRUs
offer faster training processes and less computational
complexity, providing effective performance, especially on
large datasets [33].

3.4.4. BiGRU

Different from unidirectional GRU models, the
Bidirectional Gated Recurrent Unit (BiGRU) model
includes information in both forward and reverse time
directions. Forward GRU captures prior information and
reverse GRU captures subsequent information, obtaining a
wide range of context information in the network intrusion
traffic prediction task and effectively extracting deep
features of the traffic. These two GRUs with opposite
directions jointly determine the output of the current
location, thus providing a more comprehensive
prediction/classification capability [34].
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3.4.5.LSTM

Long Short-Term Memory (LSTM) networks consist of
three main gates: input, output, and forget gates. These
gates include a sigmoid neural network layer and a point
multiplication process, which processes the input vector to
determine the rate at which each component is allowed to
pass. LSTM is a type of RNN and is particularly successful
in time series analysis, language modeling, and natural
language processing tasks. Its ability to effectively learn
long-term dependencies and its capacity to store
information make LSTM an effective tool in complex
intra-temporal relationship and pattern recognition tasks
[35], [36].

3.4.6. BILSTM

Bidirectional Long Short-Term Memory (Bi-LSTM) is a
type of RNN that combines memory cells and a gate
mechanism, enabling efficient modeling of sequential data.
Bi-LSTM has a bi-directional structure, consisting of two
LSTM layers, with the input sequence being processed in
the forward direction and used in the backward direction.
The outputs of the two layers are combined to produce the
final output, and the output of the hidden layers is passed
through a linear layer that calculates probability scores. Bi-
LSTM, with its ability to capture both prior and subsequent
contextual information in the input sequence, provides a
more comprehensive contextual understanding by
simultaneously evaluating information before and after the
current time step using forward and backward LSTM
layers [37].

3.4.7. CNN+BiGRU

Compared to traditional neural networks, CNN offers
advantages in weight sharing between the receiver field
view and the hidden layer, especially given the non-
linearity and randomness of network traffic data. Thanks to
the weight-sharing mechanism, CNN can reduce network
complexity and facilitate feature extraction with the same
convolution kernel. The CNN-BiGRU model combines
CNN and Bidirectional Gated Recurrent Unit (BiGRU)
architectures, which are effective in image and sequential
data analysis, capturing spatial and temporal context and
offering a wide range of applications. This model can be
successfully used in areas such as visual data and time
series analysis. [38].

3.4.8. CNN+BILSTM

Compared to traditional techniques, CNN-based feature
learning enables an end-to-end information processing
process from input to output, bypassing the feature
extraction phase. However, considering that a single model
may not provide ideal results in predicting time series data,
more effective results can be achieved by successfully
combining the local feature extraction capabilities of CNN
with the nonlinear temporal processing capabilities of
BIiLSTM. In this context, the CNN-BiLSTM model is a



BiLiSiM TEKNOLOJILERI DERGISI, CILT: 18, SAYI: 1, OCAK 2025

deep learning model that can be effectively used in visual
data analysis and sequential data processing. The CNN part
is used for feature extraction and the BiLSTM part is used
for sequential data analysis, capturing spatial and temporal
context simultaneously, providing a wide range of
applications [39].

3.4. Machine Learning Methods

Machine learning is a branch of artificial intelligence that
can make accurate predictions by providing applications
with the capacity to learn from experience and data rather
than predetermined rules. Machine learning algorithms
work by using input data as features to predict new output
values. This discipline focuses on pattern recognition and
learning, improving the ability of computer systems to
learn from experience and data [40].

3.5.1. XGBoost

XGBoost, or eXtreme Gradient Boosting, is a standout
Gradient Boosting algorithm renowned for its exceptional
scalability. Boasting high speed and performance,
XGBoost is known to be ten times faster than alternative
methods. Its superiority lies in swift model tuning,
facilitated by a distinctive regularization technique that
mitigates overfitting. This algorithm is a formidable asset
for tackling regression and classification challenges,
demonstrating efficacy across a myriad of applications.
Leveraging optimization techniques such as parallel
processing, tree regularization, and feature selection,
XGBoost emerges as a powerful and versatile tool in data
analysis.[41], [42]. In this study, XGBoost was employed
due to its remarkable scalability, high speed, and
performance, making it well-suited for handling large
datasets efficiently. Its unique regularization technique
helps prevent overfitting, ensuring the robustness of the
models developed in the study. Additionally, XGBoost's
effectiveness in regression and classification tasks, coupled
with its proven track record in various applications, made
it a compelling choice for enhancing the accuracy of the
malware detection system being investigated.

4. EXPERIMENTAL RESULTS AND DISCUSSION
4.1. Experimental setup and evaluation metrics

The computer used in the experiments is equipped with
features that offer high performance and processing
capacity. The main component of the system is a powerful
48-core Xeon processor, which is capable of handling
intensive processing loads. The system is also equipped
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with 256 GB of RAM for efficient data processing and
memory management. This combination of hardware
allows us to perform our experiments efficiently and
effectively. Python programming language was employed
for the execution of the experiments.

Standard evaluation metrics were employed in this study to
assess the results obtained from the experiments such as
accuracy, precision, recall, and F1-score.

The model used in the study is presented in Figure 1.As
seen in the Figure 1. the study consists of two phases. In
the first phase of the study, classification tasks were
conducted using eight different deep learning methods,
including CNN, RNN, GRU, Bi-GRU, LSTM, Bi-LSTM,
CNN+BIiGRU, and CNN+BiLSTM, on both the original
dataset and the dataset enhanced with imbalanced data
sampling techniques. Furthermore, to achieve optimal
results in the classification process, hyperparameter
optimization was performed using Optuna in conjunction
with a genetic algorithm. The hyperparameter ranges used
for optimization are provided in Table 5. Throughout this
phase, the epoch value was kept constant at 50.
Additionally, experiments were conducted on three
different distributions of 70/30, 80/20, and 90/10 as train
and test. The same training and test sets were used
throughout both phases of the experiment. Specifically,
after the deep learning model was trained, features were
extracted and passed as input to the XGBoost classifier.
Consistency was maintained across both stages by keeping
the same validation and test sets during feature extraction
and classification, thereby preventing data leakage or bias
in model evaluation. This approach ensured a fair
comparison of performance between the standalone deep
learning models and the hybrid model with XGBoost. The
accuracy, precision, recall, and F1-score results of these
studies are presented in detail in Tables 6, 7, 8, and 9. Table
6 contains the results of the study conducted with the
original dataset, while Tables 7, 8, and 9 present the results
of the studies conducted with the datasets obtained after the
Smote, SmoteTomek, and ClusterCentroid processes,
respectively. The methods that yielded the best results were
determined during this phase. In the second phase, the
classification process was carried out using the deep
learning structures identified as the most effective in the
first phase, combined with the XGBoost ML classifier.
This approach involved training the deep learning models
and subsequently feeding their outputs into the XGBoost
ML model. The f1-score was used as the evaluation metric,
as it provides a balanced assessment of model performance
by considering both precision and recall. The fl-score
results for this phase are presented in Table 10.
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Figure 1. The proposed method
Table 5. Hyperparameter ranges
According by Range
Mini-batchGD,
Ootimization al MomentumGD, Adam,
P g Adadelta, Adagrad,
Adamax, Nadam
Conv_layer_number 1,2,3
Filter_size 32, 64, 96, 128
Kernel_size 35
Activation relu, tanh, gelu, swish, selu,
LeakyRel U
uniform, lecun_uniform, normal,
Kernel_initializer zero, glorot_normal, he_normal,
he_uniform
Dense_layers_number 1,2,3,4,56
Dense_neuron_number 32, 64,96, 128
Dense activation relu, tanh, gelu, swish, selu,
- LeakyRelLU
uniform, lecun_uniform, normal,
Dense_kernel_initializer zero, glorot_normal, he_normal,
he_uniform
Table 6. Results of the Original Dataset
Model Train (%) Accuracy Precision Recall F1-Score
70 75.83 89.11 75.06 81.48
80 85.53 82.99 91.94 87.24
CNN
90 79.11 87.30 80.68 83.86
70 88.91 93.88 88.29 91.00
80 81.26 89.63 80.97 85.08
RNN
90 74.39 83.40 77.23 80.20
70 85.00 88.61 86.58 87.58
80 80.05 84.60 82.40 8348
GRU
90 83.95 88.73 85.91 87.30
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70 91.08 89.25 95.51 92.27
80 91.84 92.94 93.34 93.14
Bi-GRU
90 87.90 90.57 90.02 90.30
70 78.08 95.23 74.87 83.83
80 87.25 91.76 87.46 89.56
LSTM
90 86.88 90.37 88.73 89.54
70 82.33 88.26 83.17 85.64
80 88.59 90.48 90.38 90.43
Bi-LSTM
90 91.85 93.65 93.27 93.46
70 86.79 87.62 89.99 88.78
80 72.72 87.70 72.37 79.30
CNN+BiGRU
90 88.15 92.62 88.80 90.67
70 87.51 88.26 90.58 89.40
80 88.34 89.73 90.60 90.17
CNN+BILSTM
90 78.98 89.55 79.31 84.12
Table 7. Results of the Smote Dataset
Model Train (%) Accuracy Precision Recall F1-Score
70 8321 86.71 81.49 84.02
80 88.95 85.94 91.23 88.51
CNN
90 80.13 84.00 78.24 81.02
70 87.42 88.24 87.21 87.72
80 86.82 83.48 89.22 86.25
RNN
90 76.51 80.63 74.80 77.61
70 88.66 88.31 89.30 88.80
80 87.83 85.09 89.81 87.38
GRU
90 87.35 84.00 90.27 87.02
70 61.60 98.05 57.16 72.22
80 7752 67.38 84.07 74.81
Bi-GRU
90 90.33 88.63 91.92 90.25
70 8144 86.78 78.87 82.64
LSTM 80 83.85 8455 83.12 83.83
90 83.74 79.16 87.44 83.09
70 83.60 90.26 80.06 84.85
80 90.38 90.67 89.99 90.33
Bi-LSTM
90 76.83 81.05 75.05 77.94
70 81.72 85.87 79.77 82.71
80 90.06 87.88 91.71 89.75
CNN+BiGRU
90 90.33 91.16 89.83 90.49
70 88.81 87.06 90.59 88.79
CNN+BILSTM 80 88.10 89.27 87.03 88.14
90 87.04 85.89 88.12 86.99
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Table 8. Results of the SmoteTomek Dataset

Model Train (%) Accuracy Precision Recall F1-Score
70 87.70 82.59 9141 86.78
CNN 80 87.79 83.99 91.94 87.79
920 85.68 84.97 86.67 85.81
70 86.59 85.55 86.81 86.17
RNN 80 90.13 90.72 90.43 90.57
920 75.03 92.81 68.93 79.11
70 81.05 82.21 79.66 80.91
GRU 80 75.64 85.91 72.52 78.65
90 86.68 92.37 83.30 87.60
70 87.11 86.77 86.83 86.80
Bi-GRU 80 84.34 91.89 80.77 85.97
920 74.81 97.60 67.47 79.79
70 83.62 80.30 85.30 82.73
LSTM 80 85.95 85.17 87.60 86.36
920 74.03 77.56 73.10 75.26
70 91.05 93.16 89.03 91.04
Bi-LSTM 80 94.87 96.16 94.15 95.14
90 88.35 89.54 87.82 88.67
70 88.78 86.31 90.29 88.26
CNN+BiGRU 80 88.91 89.43 89.34 89.39
920 76.47 86.71 72.50 78.97
70 89.64 87.83 90.66 89.22
CNN+BILSTM 80 86.23 88.15 85.86 86.99
90 88.46 86.06 90.80 88.37

Table 9. Results of the ClusterCentroid Dataset

Model Train (%) Accuracy Precision Recall F1-Score
70 82.02 84.89 81.14 82.97
CNN 80 77.65 77.16 77.78 7747
90 89.67 91.02 89.68 90.34
70 70.93 96.51 64.62 7741
RNN 80 85.12 89.94 81.95 85.76
920 76.47 78.14 77.68 7791
70 81.17 7153 89.92 79.68
GRU 80 78.84 79.87 78.13 78.99
90 87.12 84.73 90.42 87.48
70 68.22 93.73 62.90 75.28
Bi-GRU 80 80.51 68.05 90.45 T77.67
920 71.22 56.89 83.70 67.74
70 84.14 84.28 84.89 84.58

LSTM

80 83.93 84.19 83.65 83.92
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90 7174

70 88.70

Bi-LSTM 80 8051

90 89.98

70 85.36

CNN+BiGRU 80 88.46
90 8855

70 87.48

CNN+BIiLSTM 80 78.04
90 88.39

Tables 6, 7, 8, and 9 show that the optimal training/testing
distribution, which yields the best results for each data
type, occurs when 80% of the dataset is allocated to
training and 20% to testing. The analysis of deep learning
methods reveals that the RNN model consistently produces
the lowest performance results. Furthermore, bidirectional
models appear to achieve higher success rates compared to
other deep learning methods. Notably, when the dataset
obtained after the SmoteTomek process is used, the most
successful results are achieved.

Considering these findings, an optimal f1-score of 95.14%
was achieved using the Bi-LSTM deep learning method
with an 80/20 training/test distribution on the dataset
obtained after the SmoteTomek process. Based on the
results from the first phase, it was decided to use the
SmoteTomek dataset in the second phase, with 80%
allocated for training and 20% for testing. The first-phase
results also revealed that the lowest performance was
observed in studies conducted with the dataset obtained
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78.44 79.39 78.92
94.35 85.32 89.60
83.87 78.48 81.08
91.92 89.50 90.69
82.63 88.25 85.35
88.02 88.73 88.37
87.13 90.94 88.99
87.67 88.03 87.85
73.96 80.38 77.04
88.32 89.67 88.99

after applying the ClusterCentroid method. This may be
attributed to the data loss resulting from the data reduction
process of the ClusterCentroid method, which likely
negatively impacted the results.

In the second stage of the study, different epoch values,
such as 50, 100, and 150, were evaluated to assess their
impact on model performance. The models were created
using the hyperparameter values shared in Table 11, and
the results were then compared. The variation in epoch
values was chosen to investigate how training duration
affects the performance of the deep learning models. The
models were re-run both with and without the XGBoost
algorithm, allowing for the evaluation of the impact of
different epochs on the classification results and enabling
a comparative analysis to identify the optimal
configuration for each scenario. The results of the Bi-
LSTM, Bi-GRU, and CNN models, which achieved the
three highest success rates in the second phase of the study,
are presented in Table 10.

Table 10. F1-Score and Accuracy (Acc) results for the top 3 results in the second phase of the study

Epoch Score BiLSTM | BIiLSTM +XGB BiGRU BiGRU+XGB CNN CNN +XGB
5 F1-Score | 9504 95.79 85.97 90.42 87.79 92.03
Acc 94.77 97.44 84.34 92.00 87.79 93.72
100 F1-Score | g5 g3 95.72 94.18 94.42 91.60 92.21
Acc 92.36 97.97 93.98 98.24 91.36 96.41
15 F1-Score | g5 17 95.12 93.50 94.25 91.68 92.75
Acc 94.93 99.33 93.26 98.85 92.92 99.13
Table 11. Hyperparameter Values for Each Model
Model Hyperparameter Vlaue
Optimization alg Adamax
Conv_layer number 3
Conv_Filters (96, 96, 32)
Conv_kernel_size (3,3,5)
CNN Conv_activation (‘tanh’, 'tanh’, 'tanh")
Conv_kernel_initializer (‘glorot_normal’, 'lecun_uniform’, 'he_uniform’)
Dense_layers_number 3
Neuron_number in Dense layers (96, 96, 64)
Dense_activation (‘tanh', 'tanh’, 'relu")
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Dense_kernel_initializer (‘lecun_uniform', 'lecun_uniform', ‘uniform")
Optimization alg Adamax
Rnn_layer_number 3
Rnn_units (32, 96, 32)
(‘relu’, 'tanh’, 'selu’)

Rnn_activation

(‘'normal’, ‘glorot_normal’, 'uniform’)

Rnn_kernel_initializer

RNN
Dense_layers_number
Dense_neuron_number (128, 128)

Dense_activation (‘tanh’, 'tanh")
Dense_kernel_initializer (‘glorot_normal’, ‘uniform")
Optimization alg Adamax
Lstm_layer_number 2
Lstm_units (32, 128)
Lstm_activation (‘swish', 'tanh")
LSTM Lstm_kernel_initializer (‘lecun_uniform', ‘glorot_normal’)
Dense_layers_number
Dense_neuron_number (64, 32, 96, 64)
Dense_activation (‘swish', 'gelu’, 'swish', 'swish")
Dense_kernel_initializer (‘glorot_normal’, ‘glorot_normal', 'normal’, 'normal’)
Optimization alg Nadam
Lstm_layer_number 2
Lstm_units (128, 64)
Lstm_activation (‘tanh’, 'LeakyRelLU")

BILSTM Lstm_kernel_initializer (‘'normal’, 'he_uniform")
Dense_layers_number 5
Dense_neuron_number (32, 128, 64, 128, 96)

Dense_activation (relu’, 'swish', 'relu’, 'tanh', 'gelu’)
. (lecun_uniform', ‘glorot_normal’, 'lecun_uniform’, 'lecun_uniform’,
Dense_kernel_initializer \ ;
glorot_normal’)
Optimization alg Nadam
Gru_layer_number 2
Gru_units (128, 128)
Gru_activation (‘swish', 'tanh")

GRU Gru_kernel_initializer (‘he_normal’, ‘he_uniform’)
Dense_layers_number 1
Dense_neuron_number (64)

Dense_activation (‘relu’)
Dense_kernel_initializer (‘glorot_normal’)
Optimization alg Nadam
BiGru_layer_number 1
BiGru_units (64)
BiGru_activation (‘tanh")

BiGRU BiGru_kernel_initializer (‘glorot_normal’)
Dense_layers_number 3
Dense_neuron_number (64, 32, 32)

Dense_activation (‘tanh’, 'relu’, 'selu’)
Dense_kernel_initializer (‘he_uniform', 'lecun_uniform', 'normal’)
Optimization alg Adam
Conv_layer_number 1
Conv_Filters (32)
Conv_kernel_size 3)
Conv_activation (‘tanh")
Conv_kernel_initializer (‘he_normal’)
. BiGru_layer_number 3
CNN+BIGRU BiGrU_units (128, 128, 96)
BiGru_activation (‘gelu’, 'LeakyRel.U")
BiGru_kernel_initializer (‘normal’, 'he_normal’, 'uniform’)
Dense_layers_number 4
Dense_neuron_number (64, 96, 96,96)
Dense_activation (‘relu’, 'relu’, 'tanh’, 'tanh")
Dense_kernel_initializer (lecun_uniform', 'he_uniform’, 'normal’, 'he_uniform’)
Optimization alg Adamax
Conv_layer number 3
Conv_Filters (32, 96, 128)
Conv_kernel_size 3,5,5)
Conv_activation (‘tanh’, 'swish', 'swish')
CNN+BIiLSTM anv_kernel_initializer (‘he_normal’, 'uniform’, 'he_normal’)
BiLstm_layer_number 3
BiLstm_units (32, 96, 64)
BiLstm_kernel_initializer (‘he_uniform', 'he_normal', 'he_uniform’)
Dense_layers_number 3
Dense_neuron_number (32, 32, 64)
(‘'relu’, 'tanh’, 'tanh")

Dense_activation
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| Dense_kernel_initializer

(‘lecun_uniform', 'normal’, 'he_uniform’)

According to the results of Table 10, it can be concluded
that the results obtained by the hyperdization of deep
learning with XGBoost outperform the results of deep
learning models alone. This finding underscores the
significance of adopting a combined approach,
demonstrating that machine learning models achieve more
effective results when leveraged together.

Furthermore, it was observed that model performance
improved as the number of epochs increased. This
indicates that additional learning phases allowed the model
to better capture patterns within the dataset, resulting in a
more generalizable representation. The increase in epochs
positively impacted classification performance by
improving the model’s ability to capture complex patterns
in the data. However, to prevent overfitting—where the
model memorizes rather than generalizes—the number of
epochs was capped at 150. The BiLSTM+XGBoost
method achieved a remarkable 99.33% accuracy and
97.30% F1-score after 150 epochs, demonstrating the
hybrid model's strong performance. Additionally,
comparisons in Table 1 show that these results surpass the
benchmarks of other state-of-the-art studies. The
integration of deep learning and machine learning
algorithms effectively complements each method’s
limitations, resulting in enhanced classification accuracy.
These results suggest that combining the strengths of deep
learning and traditional machine learning approaches can
yield more robust and generalizable models for complex
datasets. This hybrid methodology demonstrates
considerable promise for advanced classification tasks,
offering valuable applications in both academic research
and industry.

5. CONCLUSION

This paper presents a novel approach to Android malware
detection by integrating machine learning and deep
learning methods, validated through an extensive
experimental study. In malicious application detection, a
critical risk lies in misclassifying malicious applications as
benign, potentially allowing harmful software to infiltrate
the system. This integrated approach aims to mitigate such
risks by enhancing detection accuracy and robustness. One
of the most important steps to solve this problem is to
ensure a balanced distribution of the dataset. For this
reason, this study first uses unbalanced data sampling
techniques to balance the dataset. Then, eight different
deep learning methods were used to classify the original
dataset, and the data organized using unbalanced data
sampling techniques. At this stage, a rigorous examination
of the different training and test set distributions was
performed while maintaining a constant epoch value to
identify the methods that gave the most favourable results.
These initial findings demonstrated the effectiveness of
deep learning models on different datasets, especially
when supported by unbalanced data sampling techniques.

In the next phase, the deep learning methods that showed
the most promising results from the first phase were
selected and the hybrid approach combining deep learning
with XGBoost was applied. The analysis of the results
showed that this hybrid approach improved the
classification performance by 3-4%, with a significant
increase especially as the epoch value increased.

The proposed hybrid model achieved an impressive
accuracy of 99.33%. When compared to results from other
benchmark studies, our approach consistently outperforms
existing methods, showcasing its superior effectiveness in
detecting Android malware. This highlights the potential of
the hybrid model in delivering more accurate and reliable
outcomes in malware detection.

A limitation of the proposed method is the potential
increase in computational complexity resulting from the
integration of deep learning with traditional machine
learning algorithms. This integration may require
significant computational resources and time, especially in
the training phase. Furthermore, the performance of the
combined model may be sensitive to hyperparameter
settings and may require extensive tuning to achieve
optimal results.

In addition, it is essential that such systems prevent privacy
violations when processing and storing users' personal
data. Therefore, the development of transparent and
accountable Al systems should not only enhance security
but also protect users' rights and privacy.

To address these limitations, future work will include the
evaluation of different machine learning algorithms
withdifferent deep learning constructs. Furthermore, an
ablation study will be conducted to investigate the impact
of hyperparameter tuning on both machine learning and
deep learning models to improve overall performance. In
addition, the use of automated hyperparameter tuning
techniques such as grid search, random search or Bayesian
optimisation will be investigated to efficiently search the
hyperparameter space and identify optimal configurations,
thus minimising the computational overhead.
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Abstract— This study delves into the possible integration of super artificial intelligence (SAI) with quantum encryption,
a revolutionary technology that harnesses the principles of quantum mechanics to secure sensitive information. While
quantum encryption promises unparalleled security through mechanisms like quantum key distribution (QKD) and
quantum entanglement, it also faces substantial challenges. These include susceptibility to noise, scalability limitations,
high implementation costs, and public trust issues. With the advent of quantum computing, traditional encryption methods
are becoming increasingly vulnerable, creating an urgent need for quantum-resistant solutions. The study proposes that
SAI, when integrated with quantum encryption, has the potential to enhance security, but also introduces novel risks such
as security breaches, bias, and transparency issues. By analyzing these risks and benefits, the study aims to develop
mitigation strategies to optimize the advantages of this integration. Through a thorough exploration of quantum
encryption's conceptual and theoretical foundations, the study examines critical tools, methodologies, and variables,
offering insights into future market trends and economic impacts. The research further proposes a function modelling to
quantify the success probability of secure key establishment within quantum encryption protocols. Ultimately, this study
contributes to advancing the understanding of the risks and opportunities surrounding the fusion of SAI and quantum
encryption, providing valuable recommendations for secure and scalable implementation in various industries.

Keywords—quantum encryption, security breach risks, bias risk, lack of transparency risk, efficient key generation, siiper
artificial intelligence

Kuantum Sifrelemenin Siiper Yapay Zeka ile Potansiyel
Entegrasyonu Uzerine Bir Tartisma

Ozet— Bu calisma, siiper yapay zeka (SAI) ile kuantum sifrelemenin muhtemel entegrasyonunu incelemektedir. Kuantum
mekaniginin prensiplerinden yararlanarak hassas bilgileri giivence altina alan devrim niteliginde bir teknoloji olan
kuantum sifreleme, kuantum anahtar dagitimi (QKD) ve kuantum dolaniklik gibi mekanizmalarla benzersiz bir giivenlik
vaat ederken, ayni zamanda onemli zorluklarla da karsi karsiyadir. Bu zorluklar arasinda giiriiltiiye duyarlilik,
olgeklenebilirlik kisitlamalari, yiiksek uygulama maliyetleri ve kamuoyunda giiven eksikligi yer almaktadir. Kuantum
hesaplamanin gelisimiyle birlikte geleneksel sifreleme yontemleri giderek daha fazla tehlike altina girmekte ve kuantum
direngli ¢ozlimler ihtiyacini acil hale getirmektedir. Caligma, SAI'nin kuantum sifreleme ile entegre edildiginde giivenligi
artirma potansiyeline sahip oldugunu, ancak ayni zamanda giivenlik ihlalleri, 6nyargi ve seffaflik sorunlart gibi yeni
riskler ortaya cikarabilecegini onermektedir. Bu riskleri ve faydalar1 analiz ederek, ¢alismanin amaci bu entegrasyonun
avantajlarin1 en iist diizeye ¢ikarmak icin risk azaltma stratejileri gelistirmektir. Kuantum sifrelemenin kavramsal ve
teorik temellerini derinlemesine inceleyen ¢alisma, kritik araglari, metodolojileri ve degiskenleri ele alarak gelecekteki
piyasa trendlerine ve ekonomik etkilere dair onemli ongoriiler sunmaktadir. Arastirma ayrica, kuantum sifreleme
protokollerinde giivenli anahtar kurulumu bagari olasiligini nicel olarak belirlemek igin bir fonksiyon modeli
onermektedir. Sonug olarak, bu ¢aligma, SAI ve kuantum sifrelemenin birlesimi etrafindaki riskler ve firsatlar hakkinda
anlayisi ilerletmeye katkida bulunarak gesitli sektorlerde giivenli ve Olgeklenebilir uygulamalar i¢in degerli oneriler
sunmaktadir.

Anahtar Kelimeler— kuantum sifreleme, giivenlik ihlali riskleri, bias riski, seffaflik eksikligi riski, verimli anahtar
iiretimi, siiper yapay zeka
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1. INTRODUCTION

Quantum encryption, a method leveraging quantum
mechanical properties to secure communication, has
recently been explored in combination with artificial
intelligence (Al), which encompasses systems capable of
performing tasks like decision-making and speech
recognition. This integration brings both risks and benefits.
On the risk side, Al systems can be vulnerable to security
breaches, potentially compromising quantum encryption if
attacked. Biases in Al due to flawed training data can also
undermine security, while the complexity and lack of
transparency in Al algorithms can erode trust in quantum
encryption's effectiveness. However, Al offers notable
benefits, such as enhanced security through the detection
of breaches, more efficient key generation for faster
encryption, and improved performance by optimizing
communication channels and reducing errors. This
evolving relationship between Al and quantum encryption
holds both potential and challenges for future security
solutions.

This study explores the potential risks and benefits of
integrating SAIl with quantum encryption, a promising
technology known for its potential to provide unparalleled
security for sensitive information. Despite its promise,
quantum encryption faces significant challenges, such as
vulnerability to noise, scalability issues, high
implementation costs, and trust concerns. As quantum
computing advances, traditional encryption standards are
increasingly at risk, necessitating the exploration of new,
quantum-resistant methods. The study posits that while
SAI could enhance quantum encryption's security, it may
also introduce new risks that could compromise the
system's integrity. The research aims to propose strategies
to mitigate these risks while maximizing the benefits of the
SAl-quantum encryption integration.

Notably, no prior studies have approached the issue from
this unique angle, highlighting this research’s significant
contribution to the literature.

This study aims to explore the conceptual and theoretical
framework of quantum encryption, including the principles
of quantum mechanics and its application to cryptography.
The research problem and discussions focus on the
potential problems and key risks associated with quantum
encryption, as well as the benefits of improved security,
efficient key generation, and enhanced performance. To
provide a comprehensive overview of the market and
economy, the study will also present relevant data, facts,
and statistics. This includes an analysis of the current and
future market trends, as well as the economic impact of
quantum encryption on various industries. However,
despite the numerous advantages of quantum encryption,
there are also potential risks that must be considered. This
study will examine the security breach risks, bias risk, and
lack of transparency risk associated with quantum
encryption. By understanding these risks, organizations
can develop strategies to mitigate potential threats and
ensure the safe and effective implementation of quantum
encryption technology. The study will also discuss the
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benefits of improved security, efficient key generation, and
enhanced performance that quantum encryption offers.
This includes the ability to protect sensitive data, reduce
the risk of cyber-attacks, and improve communication
efficiency. Finally, the study will identify the
organizational and technical requirements for business
development, including the necessary infrastructure,
training, and personnel. By providing a comprehensive
analysis of the conceptual, theoretical, and practical
aspects of quantum encryption, this study aims to promote
a better understanding of this revolutionary technology and
its potential for enhancing security in the digital age.

2. CONCEPTUAL
FRAMEWORK

AND THEORETICAL

Quantum encryption is a powerful technology that
leverages the properties of quantum mechanics to provide
secure communication channels between two parties. In
this section, it will be discussed various methodologies,
tools, formulations, parameters, variables, and functions
used for quantum encryption.

2.1. Methodologies

There are several methodologies used for quantum
encryption, including BB84, E91, and B92. BB84 is a
popular method used for secure communication, which
uses the principles of quantum mechanics to send
encrypted messages. E91 is another protocol that uses
quantum entanglement to establish a shared key between
two parties. Finally, B92 is a protocol that uses single
photons to transmit information securely between two
parties [1]. There are several methodologies for quantum
encryption, including:

1. Quantum Key Distribution (QKD): QKD is a protocol
that uses quantum mechanics to establish a shared
secret key between two parties. The key can then be
used to encrypt and decrypt messages sent between
the two parties. QKD has been shown to be secure
against both eavesdropping and man-in-the-middle
attacks [2, 3].

2. Quantum Teleportation: Quantum teleportation is a
protocol that allows the transfer of quantum
information from one location to another without
physically transporting the quantum state. This
protocol can be used to securely transmit information,
including encryption keys [4].

3. Quantum Cryptography: Quantum cryptography is a
broad field that encompasses several protocols for
secure communication using quantum mechanics.
These protocols include QKD and quantum error
correction, which can be used to protect quantum
information  from errors introduced during
transmission [5].
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4.  Quantum Steganography: Quantum steganography is
a method of hiding secret information in a quantum
state. This can be done by manipulating the quantum
state in a way that is imperceptible to an
eavesdropper. Quantum steganography has been
shown to be secure against eavesdropping attacks [6].

Various tools are available for implementing quantum
encryption, including QKD devices, QKD systems, and
quantum networks. QKD devices use single photons to
transmit information between two parties, while QKD
systems use entangled photons to establish a shared key
between two parties. Finally, quantum networks are used
to distribute the shared key to multiple parties [1].

2.2. Formulations

Several formulations are used in quantum encryption,
including the density matrix formalism, the Bell inequality,
and the Heisenberg uncertainty principle. The density
matrix formalism is used to describe the state of a quantum
system, while the Bell inequality is used to test whether
two particles are entangled. Finally, the Heisenberg
uncertainty principle is used to describe the relationship
between the position and momentum of a particle [5].
There are several different formulations of quantum
encryption, including:

1. BB84 Protocol: The BB84 protocol, developed by
Charles Bennett and Gilles Brassard in 1984, is one
of the most widely used protocols for QKD. In this
protocol, the sender (Alice) encodes a message using
a random sequence of qubits (quantum bits), which
can be in one of four possible states. The receiver
(Bob) then measures the qubits using a randomly
chosen basis, and the two parties compare their results
to determine a shared secret key that can be used for
secure communication [3].

2. E91 Protocol: The E91 protocol, proposed by Artur
Ekert in 1991, is another QKD protocol that uses
entangled pairs of particles (such as photons) to
distribute a secret key. In this protocol, Alice and Bob
each measure one particle from an entangled pair in a
randomly chosen basis, and the results are used to
generate a shared key. The security of this protocol
relies on the principles of quantum entanglement,
which ensure that any attempt to eavesdrop on the
communication will be detected [2].

3. B92 Protocol: The B92 protocol, proposed by Charles
Bennett in 1992, is a QKD protocol that uses a two-
state system (such as a photon with two polarization
states) to distribute a secret key. In this protocol,
Alice sends a randomly chosen polarization state to
Bob, who measures it using one of two possible
measurements. The protocol is designed so that if an
eavesdropper attempts to intercept the photon and
measure it, there is a high probability that the
measurement will alter the photon's state, which will
be detected by Alice and Bob. [4]
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2.3. Variables

Several variables are used in quantum encryption,
including the quantum bit (qubit), the quantum state, and
the entanglement. The qubit is used to represent the basic
unit of quantum information, while the quantum state
describes the state of a quantum system. Finally,
entanglement is a phenomenon that occurs when two
particles are correlated in such a way that the state of one
particle is dependent on the state of the other particle [5].
Quantum encryption involves the use of various variables
to ensure secure communication between two parties.
These variables include:

1. Quantum key distribution (QKD): This is a technique
used in quantum cryptography to establish a secret key
between two parties by exploiting the quantum
properties of photons. The key is generated and shared
in such a way that any attempt to intercept the photons
will be detectable, thus ensuring secure
communication. [3].

2. Entanglement: This refers to the correlation between
two or more quantum systems such that the state of one
system is dependent on the state of the other(s).
Entanglement is used in quantum cryptography to
ensure the security of the transmitted information by
detecting any attempt to intercept or eavesdrop on the
communication channel [2].

3. Polarization: In quantum cryptography, polarization
refers to the orientation of a photon's electric field. It is
used in QKD to encode information onto the photons
that are being transmitted between the two parties. By
measuring the polarization of the photons, the parties
can extract the secret key for secure communication.

[3].

4. Photon transmission rate: This variable refers to the
number of photons that are transmitted per second
between the two parties during the communication
process. The higher the transmission rate, the faster the
communication process, but this can also increase the
risk of interception [7].

Therefore, quantum encryption is a powerful technology
that relies on various methodologies, tools, formulations,
parameters, variables, and functions to provide secure
communication channels between two parties. By
understanding these concepts, researchers can continue to
improve the security and reliability of quantum encryption
systems. Unlike classical encryption methods, which rely
on mathematical algorithms, quantum encryption relies on
the fundamental properties of quantum mechanics, such as
entanglement and superposition, to provide secure
communication. In this discussion, it will be provided a
detailed theoretical background of quantum encryption,
drawing from several key references in the field.

One of the fundamental principles of quantum mechanics
is the concept of superposition. According to this principle,
a quantum system can exist in multiple states
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simultaneously, until it is measured or observed. This
principle has been used to develop a type of quantum
encryption called QKD. QKD relies on the ability of two
parties to generate and share a secret key that is secure
against any eavesdropping attempts. The key is generated
by sending quantum particles, such as photons, over a
communication channel. The properties of these particles,
such as their polarization or phase, are used to encode the
bits of the key. The key is then transmitted to the receiver,
who measures the particles and uses the results to
reconstruct the key. Any attempt to eavesdrop on the key
will inevitably disturb the particles, introducing errors that
can be detected by the sender and receiver.

The security of QKD relies on another key principle of
quantum mechanics, called the no-cloning theorem.
According to this principle, it is impossible to create an
exact copy of an unknown quantum state. This means that
any attempt to intercept and copy the quantum particles
used in QKD will result in a distorted version of the
original state, making it impossible for the eavesdropper to
gain any useful information about the key.

Another important concept in quantum encryption is
entanglement, which describes a special correlation
between two quantum particles that are created together.
These particles have properties that are correlated in a way
that cannot be explained by classical physics. This
correlation can be used to create a type of quantum
encryption called quantum teleportation, which allows for
the secure transmission of quantum states between two
parties. The basic idea is that a sender can use an entangled
pair of particles to transmit the quantum state of another
particle to a receiver, without actually sending the original
particle itself. This allows for secure communication of
quantum states, which is important for applications such as
quantum computing and cryptography.

There are several other theoretical concepts that underlie
the development of quantum encryption, including the
uncertainty principle, which describes the limits of
measurement in  quantum  mechanics, and the
complementarity principle, which describes the dual nature
of quantum particles as both waves and particles. These
concepts are used to develop more advanced types of
quantum encryption, such as quantum secure direct
communication (QSDC) and quantum digital signatures.

Therefore, quantum encryption is a technology that relies
on the fundamental principles of quantum mechanics to
provide secure communication channels. These principles
include superposition, entanglement, the no-cloning
theorem, the uncertainty principle, and the
complementarity principle. By leveraging these concepts,
quantum encryption provides a new level of security that is
impossible to achieve using classical encryption methods.

2.4. Function Formula
Based on multiple studies on formulation [2, 4. 7], it is tried

to define the function for the success probability of
establishing a secure key using the BB84 protocol:
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Psuccess = f(n, entaqnp

The elements of the function model are as follows:

o Pgcess = Probability of successfully establishing
a secure key
n = Number of photons transmitted
e = Error rate in the key generation process
n = Efficiency of the photon detectors
t = Transmission distance between the sender
(Alice) and receiver (Bob)

e (= Qubit error rate due to quantum noise

e p=Probability of photon loss during transmission
Dependent Variable:

o0 Psuceess : The probability of successfully establishing
a secure key, dependent on the independent
variables.

Independent Variables:

o n: The total number of photons transmitted. A
higher number of photons can improve the
probability of establishing a secure key but also
increases the risk of detection by eavesdroppers.

o e: The error rate in the key generation process,
which affects the security and integrity of the key.

o n: The efficiency of the photon detectors, which
influences the detection rate of the transmitted
photons.

o t. The transmission distance, affecting the
probability of photon loss and the overall security
of the communication.

o Q: The qubit error rate, representing the quantum
noise in the system. Lower noise levels result in a
higher probability of secure key establishment.

o p: The probability of photon loss during
transmission, affecting the number of photons
successfully received and used in key generation.

Coefficients and Parameters
To quantify the impact of each independent variable,
coefficients can be defined as follows:

a,py. 0,6 ¢

The function can then be expressed as:
Psuccess = an—pe+yn—dt—eq—(p

e o Coefficient for the number of photons transmitted,
indicating the impact of increasing n on Psyccess

e fa: Coefficient for the error rate, indicating how the
error rate e negatively impacts Psyccess

e v: Coefficient for the detector efficiency, showing the
positive impact of increasing 7 on Psyccess

e . Coefficient for the transmission distance,
representing the negative impact of increasing t on
PSUCCESS

o ¢ Coefficient for the qubit error rate, indicating the
negative impact of increasing g on Psyccess

e  (: Coefficient for photon loss probability, showing the
negative impact of increasing p on Psyccess

By understanding and optimizing these variables and

coefficients, researchers can improve the success
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probability of quantum encryption protocols, ensuring
secure communication channels based on the principles of
guantum mechanics.

3. RESEARCH PROBLEM AND DICSUSSIONS

While quantum encryption has the potential to
revolutionize the field of information security, it is not
without its share of problems and issues. In this section, it
will be discussed some of the key problems and issues with
guantum encryption.

One of the most significant problems with quantum
encryption is the issue of noise. Noise refers to any
interference or distortion that can occur during the
transmission of quantum states. Even small amounts of
noise can have a significant impact on the ability of
quantum encryption to function properly. Research has
shown that current quantum encryption systems are
vulnerable to noise, and more work needs to be done to
address this issue [8].

Another issue with quantum encryption is the problem of
scalability. While quantum encryption has been shown to
be effective for secure communication over short
distances, it is not yet clear whether it can be scaled up to
work over longer distances. This is because the
performance of quantum encryption systems can degrade
over longer distances due to factors such as loss and
dispersion in the transmission medium [9].

A related issue is the cost of implementing quantum
encryption. Quantum encryption requires specialized
hardware and infrastructure, which can be expensive to
develop and deploy. In addition, the cost of scaling up
quantum encryption to work over longer distances is likely
to be substantial [10].

Another problem with quantum encryption is the issue of
trust. In order for quantum encryption to work effectively,
users must be able to trust the devices and infrastructure
used to generate and transmit quantum states. However, it
can be difficult to verify the security of these devices and
infrastructure, particularly in cases where they are
manufactured or maintained by third-party vendors [8].
Finally, there is the issue of compatibility. In order for
quantum encryption to be widely adopted, it needs to be
compatible with existing communication protocols and
infrastructure. However, this is not always the case, and
significant changes may be needed in order to integrate
quantum encryption with existing systems [10].

Therefore, while quantum encryption has the potential to
provide a high level of security for communication, it is not
without its share of problems and issues. Addressing these
issues will require further research and development, as
well as careful consideration of the social, economic, and
political implications of widespread adoption of quantum
encryption.

Quantum encryption investments have several potential
problems and areas of research that require attention. One
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potential problem with quantum encryption investments is
the high cost of implementing and maintaining the
technology. The development of quantum encryption
systems requires expensive equipment and specialized
expertise [11]. Moreover, quantum encryption systems are
susceptible to noise and interference, which can lead to
errors and reduce the effectiveness of the encryption [8].
These factors increase the overall cost of quantum
encryption systems and limit their practicality for
widespread adoption.

Another issue with quantum encryption investments is the
risk of quantum attacks on current encryption standards.
While quantum encryption offers security against
eavesdropping and interception, it does not necessarily
protect against attacks on the underlying algorithms [8]. As
gquantum computing advances, traditional encryption
standards such as RSA and AES will become vulnerable to
attacks that can decrypt sensitive data [12]. Researchers are
exploring new encryption methods that are resistant to
quantum attacks, such as lattice-based cryptography and
code-based cryptography [13].

A third area of research for quantum encryption
investments is the development of quantum
communication networks. While quantum encryption can
secure communication between two parties, it becomes
more challenging to implement on a larger scale [11].
Quantum communication networks require the ability to
transmit quantum signals over long distances, which
introduces additional challenges such as signal loss and
decoherence [8]. Researchers are exploring ways to extend
the range of quantum communication, such as the use of
quantum repeaters [14].

Therefore, quantum encryption investments have the
potential to provide secure communication, but there are
several challenges that must be addressed. These
challenges include the high cost of implementing and
maintaining quantum encryption systems, the risk of
quantum attacks on current encryption standards, and the
development of quantum communication networks.
Researchers are actively working to address these
challenges and develop new methods for secure
communication. The research problem statement, key
assumptions and research hypothesis have been developed
accordingly:

3.1. Problem Statement

Quantum encryption is a promising technology that has the
potential to provide unparalleled security for sensitive
information. However, with the advent of super artificial
intelligence (SAI), there is a possibility that the security of
quantum encryption could be compromised. There is a
need to explore the potential risks and benefits of using
quantum encryption with SAI.

3.2. Key Assumptions

1. Quantum encryption is a viable and effective method
for securing information.
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2. SAl is a technology that can surpass human
intelligence and has the ability to analyze and
manipulate data at an unprecedented level.

3. The integration of SAIl with quantum encryption
could have significant implications for the security of
sensitive information.

4. The risks and benefits of using SAI with quantum
encryption are not yet fully understood.

3.3. Research Hypothesis

The integration of SAI with quantum encryption has the
potential to enhance the security of sensitive information,
but it also carries the risk of compromising the integrity of
the encryption. This study aims to examine the potential
risks and benefits of using SAI with quantum encryption,
and to propose strategies for mitigating the potential risks
while leveraging the benefits of this emerging technology.

4. DATA, FACTS AND STATISTICS ON MARKET
AND ECONOMY

The market for quantum encryption is expected to grow
significantly in the coming years, with a projected
compound annual growth rate (CAGR) of around 17%
from 2019 to 2026 (MarketsandMarkets, 2020). The
increasing demand for secure communication in various
industries, such as finance, healthcare, and military, is
expected to drive the growth of the quantum encryption
market.

Artificial intelligence, on the other hand, is a rapidly
growing field that involves the development of intelligent
machines that can perform tasks that typically require
human intelligence, such as learning, reasoning, and
decision-making. The global artificial intelligence market
was valued at $16.06 billion in 2018 and is expected to
reach $190.61 billion by 2025, growing at a CAGR of
36.2% from 2019 to 2025 [16]. The growth of the artificial
intelligence market can be attributed to the increasing
demand for Al-based solutions in various industries, such
as healthcare, finance, and retail.

Quantum encryption and artificial intelligence are two
rapidly growing technologies that are expected to have a
significant impact on the economy in the coming years.
The growth of both technologies is expected to be driven
by the increasing demand for secure communication and
data protection, as well as the advancements in Al-based
solutions that can provide improved efficiency and
performance.

In addition to thousand number of startups in quantum
encryption worldwide, there are several companies are
actively investing big money in quantum encryption
technology, recognizing its potential to revolutionize data
security:

1. IBM: IBM is a major player in quantum encryption
and quantum computing. They have developed
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qguantum-safe cryptography protocols and are
working with various partners, including VVodafone,
to integrate these protocols into telecommunications
networks. This collaboration aims to protect data
against future quantum threats and optimize network
performance through quantum technologies [17].

2. Vodafone: Vodafone has partnered with IBM to
explore quantum-safe cybersecurity and join the IBM
Quantum Network. This collaboration allows
Vodafone to access IBM's advanced quantum
computing systems and expertise, which will help
them validate and progress potential quantum use
cases in telecommunications [17].

3. Google: Google's Quantum Al team is heavily
invested in quantum computing research, including
developing algorithms and technologies that could
enhance encryption methods. Their work aims to
leverage quantum capabilities to secure data against
potential quantum-based decryption attempts in the
future [16].

4.  Amazon: Through Amazon Web Services (AWS),
Amazon is also investing in quantum computing,
including quantum-safe encryption methods. AWS
offers quantum computing services like Amazon
Braket, which allows researchers to develop and test
guantum algorithms that could be used for secure data
encryption [16, 17].

5. Argit Quantum Inc: Arqit is a leader in quantum-safe
encryption, having developed a Symmetric Key
Agreement Platform that enhances data transmission
security across networks. They have partnered with
Telecom Italia Sparkle to create the first quantum-
safe VPN, showcasing the practical application of
their technology in ensuring secure communications
[15].

These companies are at the forefront of integrating
quantum encryption technologies to protect against the
evolving landscape of cybersecurity threats, highlighting
the importance and potential of quantum encryption in
various industries. Therefore, quantum encryption and
artificial intelligence are two rapidly growing fields that are
expected to have a significant impact on the economy in
the coming years. The increasing demand for secure
communication and data protection, as well as
advancements in Al-based solutions, are expected to drive
the growth of both technologies.

Furthermore, Turkey has been investing heavily in
research and development (R&D) in recent years, with the
government allocating significant funds towards scientific
projects. In 2020, Turkey's total R&D expenditure reached
2.2% of GDP, with a focus on technology and innovation.
This indicates that Turkey has the necessary resources and
expertise to drive innovation in quantum encryption.

In addition, Turkey has a strong history of collaboration
with European Union (EU) countries, particularly in the
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area of scientific research. The EU's Horizon 2020
program, for example, has provided funding and support to
Turkish researchers and institutions, including those
involved in quantum encryption research. This
collaboration provides Turkey with access to cutting-edge
technology and expertise that can help accelerate its
development in the field.

However, despite these advantages, there are several
challenges that Turkey needs to address to realize the full
potential of quantum encryption technology. One major
challenge is the lack of trained experts in the field, which
is @ common issue in many countries. This shortage of
experts can hinder the progress of research and
development projects and slow down the adoption of the
technology.

Another challenge is the lack of a well-defined national
strategy for quantum encryption. While the Turkish
government has shown support for R&D in the field, there
is no clear roadmap or plan for the development and
deployment of quantum encryption technology. A well-
defined strategy is crucial to ensure that resources are
effectively utilized and that progress is made in a
coordinated and efficient manner.

Therefore, Turkey has significant potential to become a
leader in the quantum encryption industry, given its strong
IT sector, strategic location, and government support for
research and development. However, to realize this
potential, Turkey needs to address the challenges of a
shortage of experts and the absence of a clear national
strategy. If these challenges are addressed, quantum
encryption could become a significant driver of Turkey's
economy and enhance the country's security infrastructure.

5. POTENTIAL PROBLEMS AND KEY RISKS

Quantum encryption and artificial intelligence have
potential dangers that have been identified and studied by
the scientific and technological communities. These
dangers are related to the destructive innovation effects that
they may have on society and the environment. The
following are some of the dangers associated with quantum
encryption and artificial intelligence:

e  Vulnerability to hacking: Quantum encryption relies
on the laws of physics, which makes it more secure
than traditional encryption methods. However, it also
makes it vulnerable to hacking techniques that exploit
these laws [18].

. Implementation challenges: Implementing quantum
encryption is challenging, as it requires specialized
equipment and skilled personnel [2]. The cost and
complexity of implementing quantum encryption can
limit its use and leave some areas unprotected.

e Job displacement: Artificial intelligence has the
potential to automate many jobs, leading to job
displacement and unemployment [19]. This can have
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significant social and economic consequences,
particularly in areas where jobs are already scarce.

e Bias and discrimination: Artificial intelligence
systems can be programmed with biases that can lead
to discrimination and harm to certain groups [20].
This can have serious consequences, particularly in
areas such as criminal justice and healthcare.

e  Lackofaccountability: Artificial intelligence systems
can make decisions without human oversight or
intervention, making it difficult to hold anyone
accountable for their actions [21]. This can have
serious consequences in areas such as autonomous
weapons, where mistakes can result in significant
harm.

5.1. Security Breach Risks

Quantum encryption and artificial intelligence have been
the forefront of technology advancements and have been
widely used in various fields including information
security. The relationship between quantum encryption and
artificial intelligence in terms of security breach risks can
be studied in detail as follows: Quantum encryption, also
known as QKD, is a method of exchanging cryptographic
keys over an optical communication channel between two
parties. In this method, the keys are generated using
quantum properties of light, such as polarization and phase,
which cannot be replicated by an attacker without being
detected [3]. Hence, quantum encryption provides
unconditional security, making it the most secure method
of transmitting secret information. Al is a rapidly
developing field of technology that involves the creation of
intelligent machines capable of performing tasks that
would normally require human intelligence, such as
problem solving, decision making, and learning [22] Al is
widely used in various fields, including information
security, to improve the speed and accuracy of security
operations.

In the realm of information security, both quantum
encryption and Al face inherent security breach risks. In
the context of quantum encryption, an attacker could
attempt to intercept the quantum key exchange process,
potentially leading to a security breach. However, due to
the foundational principles of quantum mechanics—
specifically, the principles of superposition, entanglement,
and the no-cloning theorem—the system's security would
inherently detect such an attack. These quantum principles
ensure that any attempt to intercept the quantum key
exchange results in observable perturbations within the
system, thereby alerting the participants to the breach
attempt and preventing successful data interception. As a
result, quantum encryption remains the most secure
method for transmitting sensitive information [23].

Conversely, security breach risks associated with Al arise
primarily from inadequate security measures, such as
insufficient data protection protocols and weak access
controls. Additionally, Al algorithms can be susceptible to
manipulation, with the potential to produce incorrect



70

decisions and security vulnerabilities. This susceptibility
can lead to security breaches if not adequately mitigated
through robust security measures, such as regular audits,
secure data encryption, and strict access controls.

Thus, while quantum encryption offers an unconditional
level of security by virtue of quantum mechanical
principles, Al technologies are more vulnerable to security
breaches due to their reliance on conventional security
measures. Consequently, it is crucial to implement
stringent  security protocols, including secure data
protection, robust access controls, regular algorithm audits,
and continuous monitoring, to minimize the risk of security
breaches in Al systems.

5.2. Bias Risk

QKD type of encryption is considered to be secure against
attacks, including those from quantum computers, making
it an ideal solution for high-security applications.
However, to ensure the security of the encrypted data, it is
important to eliminate any biases that may occur in the
encryption process.

Al algorithms are designed to learn from large amounts of
data, and they are often used to analyze and process
information in real-time. However, the potential for bias in
Al systems has become a major concern. In particular, Al
systems that are based on machine learning algorithms can
be biased by the data they are trained on, and the algorithms
themselves can also introduce biases into the results they
produce.

In the context of quantum encryption, these biases could
have serious consequences. For example, Al algorithms
that are used to process encrypted data may produce biased
results that are not representative of the actual data. This
could undermine the security of the encryption, as the
encrypted data could be wvulnerable to attacks.
Additionally, Al algorithms that are used to process the
encrypted data could introduce biases into the encryption
process itself, leading to a lack of transparency and
accountability.

To effectively mitigate the risks associated with Al
algorithms in quantum encryption, it is crucial to prioritize
both fairness and transparency in their design and
implementation. This begins with a meticulous selection of
training data, ensuring it is diverse, representative, and free
from biases that could skew the algorithm's outcomes.
Furthermore, ongoing monitoring and regular audits
should be conducted to identify and rectify any biases that
may emerge over time. In addition to these proactive
measures, Al algorithms should be built with explainability
at their core, enabling stakeholders to understand the
rationale behind decisions made by the system. This
transparency is essential not only for accountability but
also for fostering trust in Al systems.

To achieve these objectives, organizations can implement
best practices such as adopting fairness-aware machine
learning techniques, engaging in comprehensive bias
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detection throughout the algorithm lifecycle, and
collaborating with external experts to conduct independent
reviews. By embedding these principles into the
development process, the potential for bias in Al systems
can be minimized, thereby enhancing the security and
integrity of quantum encryption.

5.3. Lack of Transparency Risk

As Al technologies evolve, they bring with them a host of
new challenges, particularly in safeguarding sensitive data.
A key concern in this domain is the lack of transparency
within Al algorithms. Unlike traditional encryption
methods, which are typically more straightforward and
understandable, Al algorithms often operate as "black
boxes." This means that their decision-making processes,
internal logic, and data manipulations are not easily visible
or comprehensible to external observers, even those with
specialized knowledge. This opacity poses significant
risks, as it becomes difficult to assess how decisions are
being made, which could lead to unintentional
vulnerabilities, biases, or errors that compromise the
security and privacy of the data being processed. The
inability to fully understand or explain these algorithms
exacerbates the challenges in ensuring their safe
deployment, particularly in contexts where trust and
accountability are paramount.

Quantum encryption offers a robust solution to mitigate the
risks arising from the lack of transparency in Al algorithms
by establishing secure communication channels that are
highly resistant to eavesdropping and unauthorized
tampering. By leveraging the principles of quantum
mechanics, such encryption ensures that the data
transmitted between systems or parties remains private,
preventing external actors from interfering with the
integrity of Al algorithms or accessing sensitive
information.

Furthermore, quantum encryption plays a pivotal role in
enhancing the transparency of Al algorithms themselves.
With quantum encryption, it becomes possible to securely
share data and insights about Al models across different
stakeholders, ensuring that these systems are not shrouded
in secrecy. This level of secure sharing enables
independent third parties, such as auditors or regulatory
bodies, to scrutinize the workings of Al algorithms more
effectively, providing a clearer understanding of how these
systems operate and make decisions. As a result, this can
help alleviate concerns regarding the "black-box" nature of
many Al systems, where algorithmic processes are often
hidden from public view.

The interplay between quantum encryption and Al is
therefore crucial in addressing the growing concerns over
the lack of transparency in artificial intelligence. By
facilitating secure, private communications and supporting
the responsible sharing of critical algorithmic information,
quantum encryption not only ensures that Al systems are
better protected from malicious interference but also
fosters accountability and ethical oversight. This dual
impact is essential for promoting the responsible and
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transparent deployment of Al technologies, ensuring they
operate in ways that are both secure and aligned with
ethical standards.

5.4. Destructive Innovation Risk

Traditional encryption algorithms are widely used to
protect sensitive information and communication channels.
However, the emergence of quantum computing and
quantum encryption with super Al capabilities poses a
significant threat to the traditional encryption industry. In
this risk analysis and assessment, it will be explored the
potential scenarios and impacts of quantum encryption on
traditional products, tools, and companies that use
traditional encryption algorithms.

Scenario 1:

Rapid adoption of quantum encryption technology If
quantum encryption technology with super Al capabilities
becomes widely adopted, traditional encryption algorithms
may become obsolete. Companies that rely on traditional
encryption may face difficulty in competing with quantum
encryption technology, and their products may lose market
share. As a result, traditional encryption companies may
experience a decline in revenue and profitability.

Scenario 2:

Resistance to change Some organizations may be resistant
to change and continue to use traditional encryption despite
the emergence of quantum encryption technology.
However, this may expose them to significant security
risks and vulnerabilities. Hackers with access to quantum
computers may be able to easily break traditional
encryption algorithms, compromising the sensitive
information of these organizations.

Scenario 3:

Hybrid encryption solutions A possible scenario is that
organizations may adopt hybrid encryption solutions,
combining traditional encryption algorithms with quantum
encryption technology. This approach could provide an
added layer of security, protecting against potential
vulnerabilities in either system.

The emergence of quantum encryption technology
represents a form of destructive innovation, where a new
technology disrupts and displaces an existing one.
Destructive innovation can have significant impacts on
industries, companies, and individuals. In the case of
traditional encryption, the emergence of quantum
encryption technology could result in the displacement of
traditional encryption companies, job losses, and a shift in
skills demand in the industry. The realization of quantum
encryption with super Al capabilities could be a disruptive
innovation for the traditional encryption industry.
Disruptive innovation is a term used to describe a process
whereby a new technology or product disrupts an existing
market by displacing earlier technologies or products [24].
Quantum encryption with super Al capabilities could
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displace the traditional encryption industry by providing
more secure and efficient encryption. This would result in
a significant shift in the market share from the traditional
encryption industry to quantum encryption with super Al
capabilities. The traditional encryption industry would be
forced to innovate and adapt to the new technology or
become obsolete. This could lead to the closure of some
companies and a reduction in the workforce. The
companies that do not adapt to the new technology could
face bankruptcy or acquisition by companies that have
adopted the new technology.

The realization of quantum encryption with super Al
capabilities could lead to a significant shift in the market
share from the traditional encryption industry to quantum
encryption with super Al capabilities. This could lead to a
reduction in the workforce in the traditional encryption
industry as the demand for traditional encryption products
decreases. The companies that do not adopt quantum
encryption with super Al capabilities could face financial
losses or bankruptcy. The traditional encryption industry
may also face difficulty in finding new markets as quantum
encryption with super Al capabilities become the preferred
encryption technology.

5.4.1. Market Share

The emergence of quantum encryption with super Al
capabilities may lead to a significant shift in market share
from companies that use traditional encryption algorithms.
This is because quantum encryption can provide stronger
security than traditional encryption algorithms. According
to a study by the National Institute of Standards and
Technology (NIST), quantum-resistant algorithms are
needed to protect against attacks by quantum computers.
This means that companies that do not adopt quantum
encryption may become less competitive in the market, and
their market share may decrease [25].

5.4.2. Destructive Innovation Effects on Stakeholders'
Investment

The adoption of quantum encryption with super Al
capabilities may also lead to destructive innovation effects
on stakeholders' investments. Destructive innovation refers
to the process by which new technologies displace old
technologies, causing economic disruption to the affected
companies and their stakeholders [24]. In this case,
companies that rely on traditional encryption algorithms
may face significant economic disruption if they fail to
adopt quantum encryption with super Al capabilities.
Investors who have invested in companies that rely on
traditional encryption algorithms may face a significant
decline in the value of their investments. This is because
these companies may become less competitive in the
market, and their revenues may decline. In addition, the
cost of adopting quantum encryption may be high, and
companies that are unable to invest in the technology may
be forced out of the market.
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6. DISCUSSIONS ON BENEFITS

Quantum encryption and artificial intelligence have a
significant relationship in terms of improved security
benefits. Quantum encryption provides an ultra-secure
form of communication, while artificial intelligence can be
utilized to monitor, detect, and prevent potential cyber
threats. The integration of these two technologies can result
in a highly secure communication system that is difficult to
penetrate.

Quantum encryption and artificial intelligence are two
important areas of study that have garnered significant
interest in recent years. While both have different areas of
focus, they have a number of synergies and can be used in
combination to achieve new breakthroughs in data security
and encryption.

The relationship between quantum encryption and Al can
be seen in the area of enhanced performance. Al can be
used to improve the performance of quantum encryption in
several ways. For example, Al algorithms can be used to
optimize the parameters of quantum encryption protocols,
such as the number of qubits used and the error rate, to
achieve better performance. Additionally, Al algorithms
can be used to identify and correct errors in the quantum
encryption process, ensuring that the encrypted messages
are transmitted securely.

6.1. Improved Security

Quantum encryption is a form of encryption that uses the
properties of quantum  mechanics to  secure
communication. In quantum encryption, the information is
encrypted in the form of quantum bits (qubits) which are
highly sensitive to interference and changes in their state.
As aresult, quantum encryption offers an ultra-secure form
of communication that is resistant to hacking and
eavesdropping.

On the other hand, artificial intelligence has been gaining
attention as a way to improve cybersecurity. Al algorithms
can be trained to recognize patterns and anomalies in the
communication system and can detect potential cyber
threats. Al-based security systems can also monitor the
network for any unusual activity and prevent potential
attacks.

The integration of quantum encryption and artificial
intelligence can result in a highly secure communication
system. Quantum encryption can provide an ultra-secure
form of communication, while Al can be utilized to
monitor, detect, and prevent potential cyber threats. This
combination can create a system that is resistant to hacking,
eavesdropping, and other forms of cyberattacks.

Therefore, the relationship between quantum encryption
and artificial intelligence offers significant benefits in
terms of improved security. The integration of these two
technologies can provide a highly secure communication
system that is difficult to penetrate. Further research is
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needed to explore the potential of this combination in the
field of cybersecurity.

6.2. Efficient Key Generation

QKD, is a method of secure communication that uses the
laws of quantum mechanics to guarantee secure
communication. In this method, a secure key is generated
using the properties of quantum states, such as
superposition and entanglement, to ensure that the key
cannot be eavesdropped upon. This method provides a
level of security that is not possible with classical
encryption techniques, as any attempt to eavesdrop on the
key will cause a disturbance in the quantum states, which
can be detected [26].

Artificial intelligence, on the other hand, is the field of
computer science concerned with the creation of intelligent
machines that can perform tasks that would normally
require human intelligence, such as learning, problem
solving, and decision making. Artificial intelligence can be
used in a variety of applications, including encryption, to
improve the efficiency of key generation and other aspects
of data security.

The relationship between quantum encryption and artificial
intelligence is particularly interesting in terms of key
generation. Artificial intelligence algorithms can be used
to optimize the key generation process in quantum
encryption, making it faster, more efficient, and more
secure. For example, machine learning algorithms can be
used to analyze data collected during key generation and
identify patterns that can be used to optimize the process
[27]. Additionally, artificial intelligence algorithms can be
used to automatically adapt to changing conditions, such as
changes in the quantum environment, to maintain the
highest possible level of security [28].

Another benefit of wusing artificial intelligence in
conjunction with quantum encryption is the ability to scale
the key generation process. In many cases, the efficiency
of key generation is limited by the available computational
resources. By using artificial intelligence algorithms, the
key generation process can be optimized to take advantage
of the available resources and generate keys more
efficiently, even in large-scale systems [31].

Finally, the combination of quantum encryption and
artificial intelligence can also improve the overall security
of the key generation process. By using machine learning
algorithms to detect and respond to potential threats, the
security of the key generation process can be improved,
reducing the risk of eavesdropping and other security
breaches [32].

Therefore, the relationship between quantum encryption
and artificial intelligence is a complex and multifaceted
one, but the benefits of efficient key generation are clear.
By using artificial intelligence algorithms to optimize key
generation in quantum encryption, it is possible to achieve
faster, more efficient, and more secure data
communication. This area of research has significant
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potential for advancing data security and encryption, and is
likely to play an increasingly important role in the years to
come.

6.3. Enhanced Performance

Another benefit of using Al in quantum encryption is that
it can help to improve the scalability of the system. Al
algorithms can be used to optimize the distribution of
quantum keys, allowing the system to handle a large
number of users, while still maintaining security and
efficiency.

Finally, Al can be used to automate the process of quantum
encryption, making it easier to use and more accessible to
a wider range of users. By automating the encryption
process, Al can reduce the risk of human error, improve the
speed of encryption and decryption, and make the process
more secure and efficient.

Therefore, the combination of quantum encryption and Al
offers a number of benefits in terms of enhanced
performance. By leveraging the strengths of both
technologies, it is possible to improve the security,
scalability, and efficiency of secure communication
systems.

7. ORGANIZATIONAL
REQUIREMENTS

AND TECHNICAL

The successful integration of quantum encryption and
artificial intelligence (Al) in business development
requires a well-coordinated approach that addresses both
organizational and technical needs.

Organizational Requirements:

1. Leadership Support: The success of quantum
encryption and Al initiatives in business is contingent
upon strong leadership commitment. Leaders must
articulate a clear vision, set measurable goals, and
allocate the necessary resources to support the
implementation of these advanced technologies [29].
Effective leadership also involves fostering a culture
that embraces innovation and strategic risk-taking.

2. Talent Development and Management: Building a team
equipped to handle quantum encryption and Al requires
a targeted approach to hiring and retaining skilled
professionals. This entails fostering an organizational
culture that prioritizes continuous learning and
technical ~ skill  development.  Investment in
comprehensive training programs will empower
existing employees to adapt to the evolving
technological landscape [30]. Additionally, fostering
interdisciplinary collaboration is essential, as expertise
in both quantum technologies and Al will be critical.

3. Data Governance and Management: A robust data
management framework is vital for the successful
deployment of quantum encryption and Al. Businesses
must establish stringent data governance policies,
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ensuring compliance with data privacy laws and
cybersecurity standards. Moreover, the integration of
systems capable of managing the exponential data
generated by these technologies is crucial to
operational efficiency and security [33].

Technical Requirements:

1. Quantum  Computing Infrastructure:  Quantum
encryption and Al systems are computationally
intensive, relying heavily on quantum computing
infrastructure for their execution. Businesses must
either invest in their quantum computing capabilities or
establish strategic partnerships with technology
providers to access such resources. Furthermore,
businesses need to develop a comprehensive strategy
for managing, maintaining, and scaling quantum
infrastructure to support long-term growth.

2. Al Platforms and Tools: The deployment of Al requires
specialized platforms capable of handling large datasets
and performing complex computations in real-time.
Businesses should carefully select Al platforms based
on their scalability, cost, and support infrastructure.
Additionally, Al platforms must be compatible with
quantum encryption systems, ensuring seamless
integration and operation [34].

3. Network and Data Security: As quantum encryption
becomes integral to data protection, businesses must
bolster their network security systems. Quantum
encryption should be employed to safeguard data
transmission and storage, supplemented by advanced
firewalls, intrusion detection systems, and encryption
technologies. These security measures are necessary to
mitigate the heightened risks posed by quantum-
powered cyber-attacks [35].

8. CONCLUSION

Quantum encryption with super Al capabilities has the
potential to disrupt the traditional encryption industry,
leading to a decline in market share and profitability for
traditional encryption companies. The impact of quantum
encryption will depend on its speed and extent of adoption.
Organizations may adopt hybrid encryption solutions,
combining traditional encryption algorithms with quantum
encryption technology to provide enhanced security. The
emergence of quantum encryption represents a form of
destructive innovation, significantly affecting the industry
and individuals. Companies in the traditional encryption
industry should prepare for these potential impacts by

investing in research and development to remain
competitive in the market.
The function formula developed in this study,

Psuccess=f(n,e,m,t,q,p) is found to be essential for
understanding the relevancy and validity of quantum
encryption. This formula which is unique in the literature
helps quantify the success probability of establishing a
secure key using the BB84 protocol, considering various
independent variables like the number of photons
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transmitted (n), error rate (e), detector efficiency (1),
transmission distance (t), qubit error rate (g), and photon
loss probability (p). By optimizing these variables,
researchers and organizations can improve the
effectiveness of quantum encryption systems, ensuring
higher security standards.

The emergence of quantum encryption with super Al
capabilities may lead to a significant shift in market share
from companies that use traditional encryption algorithms.
Companies that fail to adopt quantum encryption may
become less competitive, and their market share may
decrease. Additionally, the adoption of quantum
encryption may lead to destructive innovation effects on
stakeholders' investments. Investors in companies relying
on traditional encryption algorithms may face a significant
decline in the value of their investments. Therefore, it is
essential for companies to begin investing in quantum
encryption with super Al capabilities to remain
competitive and protect their stakeholders' investments.

The integration of Al and quantum encryption offers both
risks and benefits. Al systems can be vulnerable to security
breaches and biased decisions, potentially compromising
the security of quantum encryption. However,
incorporating quantum encryption into Al systems can
increase security by ensuring that the keys used to encrypt
and decrypt data are not intercepted or manipulated,
minimizing the risk of cyber-attacks. This is particularly
important in Al systems handling sensitive information,
such as financial data or personal health records.
Conversely, Al can enhance the security and performance
of quantum encryption. Continued research on the
relationship between Al and quantum encryption is crucial
to understanding its potential risks and benefits.

To fully harness the transformative potential of quantum
encryption and Al in  Turkey, the following
recommendations aim to guide the development of
policies, strategies, and programs. These considerations
will provide a robust foundation for integrating these
technologies into critical national infrastructure and the
broader economy.

Policy Development for the government are to be as
follows:

1. National Quantum Encryption and Al Strategy: A
comprehensive national strategy should be formulated
to systematically incorporate quantum encryption and
Al into key sectors, fostering security, innovation, and
economic growth.

2. Regulation and  Standardization:  Regulatory
frameworks and standards must be established to
ensure the safe, reliable, and high-quality deployment
of quantum encryption and Al across industries.

3. Investment in Research and Development: Sustainable
investment in research and development (R&D) is
essential to promote Turkey’s competitiveness and
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drive innovation in quantum encryption and Al
technologies.
e

;

Strategic Priorities of key stakeholders are to be as follows:

Focused investments in
education,  specialized training, and research
opportunities are crucial to nurturing a skilled
workforce capable of advancing quantum encryption
and Al.

1. Talent Development:

2. Public-Private Partnerships: Collaboration between
government entities and the private sector should be
encouraged to combine resources and expertise,
accelerating the development and adoption of quantum
encryption and Al.

3. International  Cooperation:  Establishing  strong
international partnerships can facilitate the exchange of
knowledge, resources, and best practices, helping
Turkey remain at the forefront of quantum encryption
and Al advancements.

Programmatic design models can be as follows for regional
development agencies:

1. Quantum Encryption Incubators and Accelerators:
Establishing dedicated incubators and accelerators can
foster the growth of startups and businesses focused on
quantum encryption, providing them with the necessary
resources and mentorship to thrive.
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2. Al Centers of Excellence: Creating centers of
excellence in Al will bridge the gap between academia
and industry, fostering innovation, research, and the
practical application of Al technologies.

3. Industry-Academia Collaborations:  Strengthening
partnerships between academic institutions and the
private sector will ensure that research breakthroughs
in quantum encryption and Al translate into practical
applications and products.

QUANTUM .,
ENCRY/ETION '

=

These recommendations offer a strategic roadmap for
Turkey to effectively develop and integrate quantum
encryption and Al, tailored to local needs and maximizing
available resources.

Future Research Directions

Further exploration is encouraged in areas such as the
ethical implications of Al and quantum encryption, the
development of quantum-resistant algorithms, and the
socio-economic impact of widespread Al and quantum
technology adoption. Expanding research on Al-quantum
integration in specific sectors like healthcare and
cybersecurity will also be invaluable for shaping future
policies and strategies.
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Abstract— This study investigates the impact of eye-tracking technology in advertising, with a focus on gender-based
analysis. Marketing strategies have evolved, adapting to technological advancements and shifting consumer behaviors.
The current phase, Marketing 5.0, leverages technologies like artificial intelligence, augmented reality, and virtual reality
to create data-driven and personalized marketing experiences. Human-computer interaction (HCI) has significantly
benefited from these technological developments, particularly through the use of eye-tracking technology. This
technology provides valuable insights into where individuals focus their attention on a target object or stimulus, revealing
subconscious preferences and behaviors. The research presented in this article aims to determine the effectiveness of call-
to-action elements in advertisements and whether there is a gender-based difference in attention to these elements. The
study utilizes eye-tracking technology to measure viewer engagement with various components of an advertisement,
including the human face, text, and call-to-action prompts. The findings suggest that there are indeed gender-based
differences in how viewers interact with these elements, with males focusing more on call-to-action parts and females on
the human face. The implications of this research are significant for advertisers and marketers, as understanding these
differences can lead to more effective and targeted advertising strategies. By recognizing the distinct ways in which
different genders process visual information, campaigns can be tailored to maximize impact and drive desired behavioral
outcomes.

Keywords— eye-tracking, advertising, marketing strategies, consumer behavior, human-computer interaction

Reklamda Odaklanma Alani: Bir Goz Takibi Uygulamasi

Ozet— Bu caligma, reklamcilikta goz izleme teknolojisinin etkisini, 6zellikle cinsiyete dayali analiz {izerine odaklanarak
aragtirmaktadir. Pazarlama stratejileri gelismis, teknolojik ilerlemelere ve tiiketici davranislarindaki degisikliklere uyum
saglamistir. Giincel asama olan Pazarlama 5.0, yapay zeka, artirllmis gergeklik ve sanal gerceklik gibi teknolojileri
kullanarak veriye dayali ve kisisellestirilmis pazarlama deneyimleri yaratmaktadir. Insan-bilgisayar etkilesimi (HCI), bu
teknolojik gelismelerden, ozellikle goz izleme teknolojisinin kullanimi yoluyla &nemli 6lgiide yararlanmistir. Bu
teknoloji, bireylerin bir hedef nesne veya uyaran iizerinde dikkatlerini nereye odakladiklarina dair degerli i¢goriiler
saglayarak, bilingalti tercihleri ve davranislari ortaya ¢ikarmaktadir. Bu makalede sunulan arastirma, reklamlardaki ¢agri-
eylem Ogelerinin etkinligini ve bu 0gelere yonelik dikkatte cinsiyete dayali bir fark olup olmadigimi belirlemeyi
amaglamaktadir. Calisma, goz izleme teknolojisini kullanarak, bir reklamdaki cesitli bilesenlerle, insan yiizii, metin ve
¢agri-eylem yonlendirmeleri dahil, izleyicinin etkilesimini 6l¢mektedir. Bulgular, izleyicilerin bu 6gelerle etkilesiminde
gergekten cinsiyete dayali farkliliklar oldugunu gostermektedir; erkekler ¢agri-eylem kisimlarina daha fazla odaklanirken,
kadinlar insan yliziine daha fazla odaklanmaktadir. Bu arastirmanin sonuglari, reklamcilar ve pazarlamacilar icin
onemlidir, ¢linkii bu farkliliklar1 anlamak, daha etkili ve hedefe yonelik reklam stratejileri gelistirilmesini
saglayabilecektir. Farkli cinsiyetlerin gorsel bilgiyi nasil isledigine dair farkli yollar1 taniyarak, kampanyalar etkiyi
maksimize etmek ve arzu edilen davranigsal sonuglari siirmek i¢in 6zellestirilebilir.

Anahtar Kelimeler— g6z takibi, reklamcilik, pazarlama stratejileri, tiiketici davranigi, insan-bilgisayar etkilesimi
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1. INTRODUCTION

Marketing is defined as “the science and art of exploring,
creating, and delivering value to satisfy the needs of a
target market at a profit. Marketing identifies unfulfilled
needs and desires. It defines, measures, and quantifies the
size of the identified market and the profit potential. It
pinpoints which segments the company is capable of
serving best and it designs and promotes the appropriate
products and services.” [1]. Social marketing, unlike
traditional marketing which prioritizes the target audience
and profit, argues that marketing cannot be conducted
solely with financial gain in mind [2]. Although they differ
in their focus on profit, social marketing utilizes traditional
marketing strategies to achieve social benefits. Campaigns
aimed at eliminating or reducing undesirable behavior and
promoting the maintenance of desired behavior are the
behavioral outcomes sought in social marketing efforts [3],
[4]. For marketing to contribute to the sustainability of
organizations, it must adapt to current conditions.
Accordingly, marketing has been divided into five key
phases over time based on its focus. The phase where the
main focus was on selling products is Marketing 1.0 [5];
Marketing 2.0 prioritized customer satisfaction [5];
Marketing 3.0 focused on the emotional needs and
demands of customers [6]; Marketing 4.0 involved using
technology to ensure customer satisfaction [7] and
Marketing 5.0 is classified as the phase where the focus is
on technology for humanity [8].

Marketing 5.0, with its technologies such as artificial
intelligence, augmented reality, and virtual reality, enables
data-driven, predictive, and agile marketing [8]. With the
Marketing 5.0 approach, consumers are addressed through
more individualized and experiential efforts.

With the development of technology, the field of human-
computer interaction has also experienced a significant
change. HCl is an interdisciplinary field that focuses on the
interaction between computers and users, while also
focusing on interface design to improve this interaction [9].
Studies in this field focus on improving user experience
and developing more effective systems. In this context, eye
tracking technology is seen as a powerful tool in the field
of HCI as it provides data on where the individual focuses
on the target object or stimulus and reveals various
information about the points paid attention to in this
process [10]. Thanks to eye movement data, it is possible
to obtain information about which points the individual
ignores and what disturbs him. By examining eye
movements, it is possible to understand the processes
taking place in the mind. In other words, eye movement is
the most basic indicator of determining the target of visual
attention in the element with which a person interacts [11].
Eye tracking method is used in a wide variety of fields such
as psychology, medical diagnosis, graphic design,
marketing, and usability.
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The use of eye tracking in advertising is an increasing trend
to measure the effectiveness of advertisements and ensure
the creation of targeted advertisements. Various
subconscious factors play a significant role in individuals'
preferences. While traditional research methods are
insufficient in uncovering the true thoughts lying in the
subconscious, neuromarketing methods come into play at
this point [12]. Thanks to research conducted with
neuromarketing methods, it is possible to predict whether
a product that has not yet entered the market will be
successful or not, and thus significant expenses can be
prevented. Additionally, advertisements, TV series, and
movies can be measured using neuromarketing methods
before they are broadcast, and it can be determined whether
they will achieve their goals. Nonprofit organizations also
run ads to attract donors and call for volunteers based on
their needs. These advertisements must reach the target
audience, and it is expected to provide maximum benefit if
a part of the budget that should be used in line with the
goals of the institution is spent on advertising. Nonprofit
organizations' ads should include call-to-action elements
supported by text and images that include information
about the donation process, such as phone numbers, bank
accounts, and websites. Potential donors need to pay
attention to the areas where these items are located so that
they understand how to donate and ensure that the ad
achieves its purpose [13].

The study aims to determine whether donors pay attention
to the channels that prompt them to take action. In this
context, the research questions of the study have been
determined as follows:

Research Question 1 (RQ1): Do the call to action elements
in the advertisement of the non-governmental organization
attract attention?

Research Question 2 (RQ2): Does the salience of the call
to action element in a non-governmental organization's
advertisement differ according to gender?

In this study, the potential of eye tracking technology to
measure and increase the effectiveness of advertisements
and whether there is a gender-based difference in the view
of call to action elements will be examined.

2. PREVIOUS WORK EXAMINING ADVERTISING
BY NONPROFIT ORGANIZATIONS

Attitude towards advertising is related to the individual's
thoughts about advertising. For this reason, the more
positive the attitude towards the advertisement, the more
positive the result. There is a relationship between attitude
towards advertising and behavioral intentions. If an
advertisement creates emotional arousal in an individual, it
is thought to stimulate the individual behaviorally [14],
[15]. When the content of the advertisement is compatible
with the expectations of the target audience, the message
will reach the recipient and the individual will be
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persuaded to the desired behavior [16]. For this reason,
advertisements that appeal to charity must be persuasive
for individuals seeking altruistic motivation to donate. In
addition, an advertising strategy should be created taking
into account the individual differences of donors and it
should be ensured that as many people as possible are
reached [17].

Attitudes towards non-profit organizations are based on
whether individuals' donations benefit society. For this
reason, individuals want to see where their donations are
spent and for what purpose they are used [18].

The eye tracking method was used in the study, whose aim
was to determine whether the individual's willingness to
donate was affected by emotional appeal, advertising,
helping others, and attitudes towards charities. Three areas
of interest were identified: logo, face, and text. Results
showed a positive relationship between the emotion
evoked by an ad and the participant's interaction with that
ad, depending on selected interests and attitudes toward the
ad. In addition, significant relationships were obtained
between attitudes toward advertising and identified
interests and willingness to donate. When looked at from
the field of interest, it was seen that the text in the image
created the most meaningful relationship, and the text was
followed by the face and logo, respectively [19].

Studies show that prior brand usage affects attention and
recall, where non-users or light users recall ads better when
visually engaged, highlighting the importance of designing
ads that attract these groups [20]. Eye-tracking metrics
such as fixations, saccades, and pupil size effectively gauge
emotional arousal and cognitive load, with machine
learning enhancing these assessments. A comprehensive
review underscores how these visual attention metrics
relate to emotional and cognitive processes [21].

In advertising effectiveness research, eye-tracking studies
reveal consumer attention patterns and their impact on
cognitive, affective, and behavioral responses, suggesting
significant potential for mobile and VR applications [22].
A model examining gaze in decision-making shows that
gaze allocation influences choices by weighing different
attributes, indicating complex choice dynamics through
eye movements [23]. Additionally, a framework
categorizing eye movements into search and choice tasks
provides insight into how these patterns support complex
decision-making [24]. Collectively, these findings present
a strong case for the application of eye-tracking in
understanding consumer behavior and refining targeted
advertising, with particular promise for real-world contexts
and advanced technological integration.

It is frequently seen in the literature that emotional appeal
elements are effective persuasive elements [25]. However,
no consensus has been reached regarding the direction and
impact of emotional images. In the study conducted on
donations, it was found that strong and negative emotions
triggered the feeling of empathy and aroused the
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individual's desire to help [26]. Similarly, in the study
conducted by Burt and Strongman, it was observed that
negative images of children encouraged donation [27]. On
the other hand, advertisements containing high levels of
positive emotional elements have also been shown to
encourage individuals to donate [28]. Sharma et al.
performed eye-tracking measurements on unknown
nonprofits to avoid bias due to nonprofit recognition.
Images of children with sad, happy and neutral facial
expressions were used in the research. Logos associated
with sad faces were found to be fixed faster, more
frequently, and for longer periods of time than logos
associated with neutral or happy faces [29]. In the study
investigating the effect of advertising content on the
donation decision, text, face and logo were determined as
areas of interest. The findings showed that the longer they
focused on the face in the advertisement, the more likely
they were to donate [30].

In the study where eye tracking and electroencephalogram
methods were used together, it was concluded that negative
images attract more attention than text and logos. In
addition, there was no difference between genders in terms
of interest in advertising images [31]. In the study where
the difference in focus between visual and verbal elements
in advertising was examined using the eye tracking
method, it was observed that the average focusing time on
the visual element was higher than the focusing time on the
verbal element [32]. In another study conducted on visual
and verbal elements, it was determined that the focus did
not alternate between visual and verbal elements. After
focusing on a visual element, 78% of the time the other
element focused on was the visual element; Similarly, after
focusing on the verbal element, it was observed that 77%
focused on the verbal element [33].

5 social aid posters of the Tiirk Kizilay containing aid and
donation contents were examined by eye tracking method.
Poster content includes text, human faces and call to action
elements. In the study, in which 15 women and 15 men
participated, there was a focus on text and human face, but
no focus on call to action elements and logo. Additionally,
no differences were found between genders in the results
[34].

In order to determine the visual and message effect of
social marketing themed visuals, current visuals published
by the United Nations and its affiliated organizations were
selected and these visuals included "science”, "education”,
"energy saving", "safe food consumption”, "climate crisis",
"women" and violence against girls”, "cancer", "fighting
against hate", "social media sharing" and "no tobacco"
concepts were determined as the main topics. 9 out of 10
posters contain the logo, four of which attract no attention
and the others have low attention. In all posters, the texts
attracted medium and high levels of attention, while the
visual elements attracted medium and low levels of

attention [35].

In order to increase the effectiveness of public service
announcements, 48 volunteer subjects participated in the
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study in which 10 advertisements were used together with
EEG and eye tracking methods. When examined through
packshot, attention to the logo is low in all advertisements
containing the logo. In terms of text, it is seen that the focus
is on the name of the institution, but there is no focus on
texts containing slogans. When examined through call to
action elements, it was seen that it attracted attention if it
was under the name of the institution [36].

3. METHODOLOGY
3.1. Data Collection

A total of 38 participants, consisting of university students
and scholars, 55.3% male and 44.7% female, voluntarily
participated in the research. Their eye movements were
recorded in a controlled environment while they watched
the advertisement. Data collection from all participants
was carried out within one week.

3.2. Procedure

During the session, participants were notified that their eye
movements would be tracked while they observed the
advertisement. Consent was secured from each participant
prior to the session. The advertisement was displayed on a
flat-screen monitor configured with a resolution of
1920x1080 pixels and a refresh rate of 100Hz. This setup
was managed by a PC equipped with Windows 10 OS and
iMotions software [37]. The EyeTribe desk-mounted eye
tracker, which boasts a 20 ms response rate and is operated
by iMotions software, was utilized to record the eye
movements of participants. They were positioned at an
approximate distance of 60 cm from the screen. The eye
tracker underwent a standard nine-point calibration to
ensure accuracy. Following the calibration, the eye-
tracking software determined the coordinates of the user's
eye gaze with an average precision of about 0.5° to 1° of
visual angle. This level of accuracy translates to an on-
screen average deviation of 0.5 to 1 cm at roughly 60 cm
from the screen/tracker. After the calibration was
successfully completed, participants proceeded to watch
the advertisement.

3.3. Results

Eye-tracking data for each participant was recorded as x
and y coordinates on the screen, while they watched the
advertisement. Since we were particularly interested in the
call-to-action part located at the end of the addendum, only
the eye-tracking data from this part was used in the
analysis. This part takes approximately 5500 milliseconds.
A screenshot of this scene is shown in Figure 1.
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Destek olmak icin: 4

0850 222 1863
www.darussafaka.org ,# g

E)‘f\rtissafaka
3

CEMIYET #0lmasadaOlur

Figure 1 A screenshot from the call to action part of the video

The human face, hashtag, logo, title, phone number, web
address, and finally the call-to-action part (consisting of
title, phone number, and web address) were determined as
area of interest (AOI) for analysis. Those AOIls are
highlighted via rectangles in Figure 2.

Dartissafaka
1853 CEMIYET

#OlmasadaOlur |

Figure 2 Area of Interests

For this scene, which is shown in the last 5500ms of the
advertisement, the total duration of all users looking at
those AOIs was summed in milliseconds and used in the
analysis.

The non-parametric Mann-Whitney U test was performed
to compare the total gaze durations between the male and
female participants. The non-parametric Mann-Whitney U
test is used to determine if there is a significant difference
between two independent groups when the data does not
meet the assumptions of normality required for a t-test. It
evaluates whether one group tends to have higher or lower
values than the other, making it useful for comparing
distributions that might have similar shapes but different
central locations. There was a significant difference in the
average total gaze duration to the call-to-action part
between male and female participants, z=-2.305, p<0.05.
Male participants looked at the call-to-action part
significantly longer than females. There was a significant
difference in the average total gaze duration to the face of
the girl between male and female participants, z=-2.235,
p<0.05. Female participants looked at the face significantly
longer than males. Analysis results for all AOIls are
reported in Table 1. These results show that males and
females concentrate on different points in the final part of
the advertisement; males focus on the call-to-action part,
while women focus on the human face.
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Table 1 Female-Male AOI Gaze Duration Comparisons

z Asymp. Sig. (2-tailed)
Title -1.865 .062
Phone -1.453 146
URL -470 .638
Logo -.309 757
Hashtag -474 .636
Face -2.235 .025
Call to Action | -2.305 .021

The Wilcoxon Signed Ranks Test was conducted solely
with female participants to explore potential differences in
gaze durations across various elements of the
advertisement. The Wilcoxon Signed Ranks Test is a non-
parametric test used to compare two related samples or
paired observations to determine whether their population
mean ranks differ. It’s often applied as an alternative to the
paired t-test when the data does not meet the assumption of
normality. This makes it useful for evaluating changes due
to treatments or conditions in the same subjects over time,
without assuming a specific data distribution.

The results unveiled statistically significant variations in
gaze duration for different elements. Specifically, for the
"Face - Title,” "Face - Phone," "Face - URL," "Face -
Logo," and "Face - Hashtag" elements, negative Z-values
(-3.337, -2.533, -3.077, -3.006, -3.516) were observed,
indicating that female participants tended to allocate longer
gaze durations to the face than the other elements on the
screen. Additionally, associated p-values of .001, .011,
.002, .003, and .000, respectively, underscore the statistical
significance of these differences.

However, for the "Face - Call to Action" and "Phone -
URL" elements, the Z-values were not statistically
significant (-.213 and -.639, respectively), suggesting that
gaze durations did not significantly differ among female
participants in these instances. Correspondingly, the
associated p-values of .831 and .523 further validate the
lack of statistical significance. Test results are summarized
in Table 2.

Table 2 Wilcoxon Signed Ranks Test for Female Participants
based on negative ranks. Only face — Call to Action comparison
is based on positive ranks.

z Asymp. Sig. (2-tailed)

Face - Title -3.337 .001
Face - Phone -2.533 011
Face - URL -3.077 .002
Face - Logo -3.006 .003
Face - Hashtag -3.516 .000
Face — Call to Action | -0.213 831
Phone - URL -0.639 523
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Overall, the outcomes of this test highlight significant
variations in gaze behavior towards distinct elements of the

advertisement among female participants, offering
valuable insights into their attentional engagement
patterns.

A similar analysis is also done for male participants. The
analysis of the test results using the Wilcoxon Signed
Ranks Test reveals significant differences in four
comparisons: Face - Hashtag (Z = -3.432, p = 0.001), Face
— Call to Action (Z = -3.458, p = 0.001), and Phone - URL
(Z=-2.242, p = 0.025). The comparison for Face - URL (Z
= -1.860, p = 0.063) is significant at 0.10. These low p-
values indicate that there are statistically significant
differences in these areas. In contrast, the comparisons for
Face - Title (Z = -0.224, p = 0.823), Face - Phone (Z = -
0.434, p =0.664), and Face - Logo (Z =-1.195, p =0.232)
show no significant differences, as their p-values are
greater than the 0.05. Therefore, the significant differences
observed in Face - Hashtag, Face — Call to Action, Phone
— URL, and Face - URL suggest meaningful impacts in
these areas, while the other comparisons do not provide
substantial evidence of a difference. The test results
revealed that male participants looked at the face longer
than the hashtag, the call to action longer than the face, and
the phone number longer than the URL. Test results for
mele participants are summarized in Table 3.

Table 3 Wilcoxon Signed Ranks Test for Male Participants
based on negative ranks. Only face — Call to Action comparison
is based on positive ranks.

z Asymp. Sig. (2-tailed)

Face - Title -0.224 .823
Face - Phone -0.434 .664
Face - URL -1.86 .063
Face - Logo -1.195 232
Face - Hashtag -3.432 .001
Face — Call to Action | -3.458 .001
Phone - URL -2.242 .025

4. CONCLUSION

The findings of this study provide valuable insights into the
effectiveness of advertisements by nonprofit organizations,
particularly in relation to the call-to-action elements.
Utilizing eye-tracking technology, the research revealed
significant differences in how male and female participants
engage with various elements of an advertisement.
Specifically, males tended to focus more on the call-to-
action elements, while females were more attentive to
human faces.

The analysis provides a comprehensive understanding of
gaze behaviors among male and female participants in
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response to the final 5500ms of an advertisement. Using
the non-parametric Mann-Whitney U test, significant
gender differences were identified, with males focusing
more on the call-to-action and females concentrating more
on the face of the girl in the advertisement. This indicates
distinct attentional patterns based on gender, which could
be leveraged to tailor advertisements more effectively to
different audiences.

Further examination using the Wilcoxon Signed Ranks
Test revealed nuanced insights into the attentional focus
within each gender group. Female participants
demonstrated a significant preference for the face over
other elements, including the title, phone, URL, logo, and
hashtag, highlighting the importance of human elements in
capturing female viewers' attention. However, no
significant difference was found for the call-to-action and
phone-URL elements among females.

Similarly, male participants showed significant differences
in gaze duration for the face compared to the hashtag, the
call-to-action compared to the face, and the phone number
compared to the URL, indicating specific elements that
resonate more with male viewers.

These differences suggest that gender-specific strategies
may enhance the impact of advertisements. For instance,
incorporating more emotionally resonant images may
better capture the attention of female viewers, while
ensuring that call-to-action elements are prominently
featured and engaging could be more effective for male
audiences.

The results also underscore the importance of employing
advanced technologies, such as eye-tracking, in marketing
research. This approach enables a deeper understanding of
consumer behavior, which can inform the design of more
effective advertisements. Furthermore, the study highlights
the potential of integrating neuromarketing methods to
uncover subconscious preferences and improve the
predictive success of marketing campaigns.

In conclusion, this research emphasizes the need for
tailored marketing strategies that consider gender-based
differences in visual attention. By leveraging eye-tracking
technology, marketers can create more engaging and
effective advertisements that not only capture attention but
also drive desired actions, thereby maximizing the impact
of their campaigns.

This research has limitations due to the small sample size,
which may affect the generalizability of the findings.
Additionally, the study focuses on a specific aspect of
advertising and may not account for other factors that
influence consumer behavior and engagement. It's
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important for future research to address these limitations
by including a larger and more diverse sample size and
considering a broader range of factors that may impact the
effectiveness of advertising elements.
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Abstract— Computer vision and deep learning techniques are widely applied in object detection tasks across various
domains, including defense technologies. Accurate and efficient detection of military aircraft plays a critical role in
strengthening air defense systems and enabling effective strategic decision-making. This study evaluates the performance
of YOLOvV7, YOLOvVS8, and RT-DETR maodels in detecting military aircraft using a dataset consisting of 19.514 images
spanning 43 aircraft models. The dataset incorporates images captured from various angles and diverse backgrounds, such
as urban, rural, and coastal areas, ensuring realistic testing conditions. However, class imbalance is observed, with certain
aircraft models, such as the F14 and F16, being more represented than others, which may affect model generalization. To
address these challenges, hyperparameters were optimized, and performance metrics, including mean Average Precision
(mAP) and recall, were analyzed. Experimental results show that YOLOvV8 achieved 94% mAP and 88.1% recall,
YOLOV7 reached 90.2% mAP and 82.7% recall, while RT-DETR demonstrated consistent performance with 92.7% mAP
and 90.4% recall. These findings highlight the strengths and limitations of the evaluated models and provide inferences
for improving detection systems in defense applications.

Keywords— military aircraft detection, YOLOv7, YOLOVS, RT-DETR

Karmasik Ortamlarda YOLO ve Transformer Tabanl
Nesne Tespit Modelleri ile Askeri Ucak Tespiti

Ozet— Bilgisayarla goérme ve derin 6grenme teknikleri, savunma teknolojileri de dahil olmak iizere cesitli alanlardaki
nesne algilama gorevlerinde yaygin olarak uygulanmaktadir. Savag ugaklarinin dogru ve verimli bir sekilde tespit
edilmesi, hava savunma sistemlerinin gii¢lendirilmesinde ve etkili stratejik karar alma siireglerinin desteklenmesinde
kritik bir rol oynamaktadir. Bu g¢alismada, 43 ucak modelini kapsayan 19.514 goriintiiden olusan bir veri kiimesi
kullanilarak YOLOv7, YOLOvV8 ve RT-DETR modellerinin savas ucaklarini tespit etme performansi
degerlendirilmektedir. Veri kiimesi, ¢esitli agilardan ve kentsel, kirsal ve kiy1 alanlar1 gibi farkli arka planlardan gekilen
gorintiileri icermekte ve gercekei test kosullar saglamaktadir. Bununla birlikte, F14 ve F16 gibi belirli ugak modellerinin
digerlerine gore daha fazla temsil edildigi ve model genellemesini etkileyebilecek sinif dengesizligi gézlemlenmistir. Bu
zorluklarin tstesinden gelmek i¢in hiperparametreler optimize edilmis ve ortalama Ortalama Hassasiyet (mAP) ve geri
¢agirma dahil olmak iizere performans Ol¢iitleri analiz edilmistir. Deneysel sonuglar, YOLOv8'in %94 mAP ve %88,1
geri ¢agirma, YOLOvV7'nin %90,2 mAP ve %82,7 geri ¢cagirma degerlerine ulastigimi, RT-DETR'nin ise %92,7 mAP ve
%90,4 geri ¢agirma ile tutarl bir performans sergiledigini gostermektedir. Bu bulgular, degerlendirilen modellerin giiglii
yonlerini ve kisitlamalarini vurgulamakta ve savunma uygulamalarinda tespit sistemlerinin iyilestirilmesi igin ¢ikarimlar
saglamaktadir.

Anahtar Kelimeler— savag ucagi tespiti, YOLOvV7, YOLOvS, RT-DETR
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1. INTRODUCTION

Computer vision, a key branch of computer science, has
rapidly advanced over time. Researchers have
continually worked to develop more effective and
efficient systems to tackle the challenges in this field.
Morphological methods have emerged as significant
strategies, particularly for addressing core issues in
computer vision. The expansion of digital platforms has
led to a substantial increase in visual data, driving
demand for data processing and information extraction
[1]. This surge in data has accelerated research in
computer vision, with the ultimate goal of developing
algorithms that operate as swiftly and accurately as the
human eye [2]. The growing need for automation has
also played a critical role in these advancements,
enhancing efficiency and safety in high-risk
environments through autonomous systems [3][4][5].
Research in computer vision typically falls into three
main areas: segmentation, classification, and object
detection [6]. These areas encompass more specific
tasks, such as semantic segmentation, scene
classification, and pixel-based classification. Semantic
segmentation, for instance, distinguishes object
boundaries within the same category, while pixel-based
classification is particularly effective for hyperspectral
remote sensing images, though it requires significant
processing power [7][8][9]. Object detection, which
involves identifying, classifying, and locating objects
within an image, is particularly challenging in
applications requiring detailed accuracy [10]. Object
detection is critical in fields ranging from military
operations to healthcare diagnostics [11][12][13][14].
However, the development of effective algorithms often
encounters challenges such as low spatial resolution and
complex image data. Additionally, reliance on human
interpretation can introduce potential errors. Detected
objects in images typically include a variety of
structures, both man-made and natural, making object
detection a complex task. Significant advancements in
object detection have been driven by deep learning
techniques, which have improved detection under large
datasets and complex conditions [15]. The increasing
computational power of GPUs has also been crucial in
advancing these technologies, representing a critical
step towards overcoming the challenges in object
detection. As imaging technologies have advanced, the
detection of military aircraft has become increasingly
critical. Numerous studies have contributed to
developing methods for accurately identifying military
aircraft.

Early efforts focused on creating models for fighter jet
detection using physical prototypes of aircraft such as
the P51 Mustang, G1-Fokker, MiG25-F, and Mirage
2000, achieving a recognition accuracy of 91% and a
response time of 3 seconds [16]. Building on this
foundation, subsequent research introduced novel
approaches, such as a 3D model for carrier-based
aircraft detection, achieving a detection accuracy of
99.92% in real reconnaissance images [17].
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Advancements in remote sensing also enabled methods
that used Convolutional Neural Networks (CNNs) for
aircraft classification, achieving an accuracy of 98.29%
[18]. Further developments included an enhanced
YOLOv3-based object detection system, which
improved precision to 91.49%, surpassing the original
YOLOV3's 85.61% [19]. Real-time fighter jet detection
was achieved using the YOLOv4 algorithm, with mAP
and fps improvements to 86.92% and 29.62,
respectively [20]. Object detection techniques continued
to evolve with the development of SCMask R-CNN,
which combined object recognition and segmentation,
resulting in an AP value of 96.8% [21]. To address the
challenge of detecting small aircraft, a Multi-Scale
Detection Network (MSDN) was proposed, achieving
an F1-score above 96% and an AP value exceeding 90%
[22].

Further advances included the DAFF-Net model for
detecting fighter jets within remote sensing images,
which achieved an mAP value of 83.83% [23]. This
progress continued with the development of YOLOvV5-
Aircraft, integrating enhancements that led to a 3.74%
increase in MAP and a 6.93% improvement in speed
[24]. The comparative analysis of deep learning-based
models for aircraft detection provided valuable insights,
with one study demonstrating that the FNDCNNTL
model achieved nearly 100% accuracy [25].

Additionally, the application of R-FCN using Google
Earth images reached a detection accuracy of 98.01%,
outperforming SSD and Faster R-CNN models [26].
Advances in detection methods continued with the
development of TransEffiDet, an aircraft detection
method based on EfficientDet and Transformer
modules, achieving an mAP value of 86.6% [27]. In
military vehicle detection, Tiny YOLOv3 and Quantized
SSD Mobilenet v2 showed superior performance in edge
devices [28]. Further refinement in military aircraft
recognition was achieved through the integration of
VACR techniques with Back Propagation Neural
Networks (BPNN), leading to a training accuracy of
95.33% and a testing accuracy of 87% [29].
Additionally, the lightweight CNN framework CGC-
NET demonstrated its effectiveness in remote sensing
images, achieving a 91.06% F-score and outperforming
other models [30].

Continued innovation was evident in the development of
the YOLOv5-Aircraft model, which achieved a 3.74%
increase in MAP and a 6.93% speed improvement over
previous versions [31]. The optimization of YOLOV5
led to the YOLM model, which reached an mAP score
of 88.7% on the FAIR1M dataset, outperforming other
base models [32]. Comparative analyses highlighted the
effectiveness of Faster R-CNN, which achieved the
highest mAP value of 97%, making it suitable for high-
precision scenarios [33]. Similarly, the scaled YOLOv4
model achieved 96% accuracy in practical applications
using high-resolution Worldview-3 data [34]. The
YOLO-extract algorithm, optimized from YOLOV5,
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further enhanced detection capabilities, achieving a
95.9% mAP value [35]. The CNTR-YOLO algorithm
improved detection accuracy by 3.3% over YOLOV5,
reaching a 70.1% average accuracy on the MAR20
dataset [36]. Finally, the GCD-DETR model for UAV
detection marked a significant advancement, achieving
high accuracy rates of 95.6% and 97.8% on UAV
datasets [37]. The enhancement of YOLOV8 and Faster
R-CNN  further demonstrated the continuous
improvement in object detection, with YOLOvVS8
achieving a general accuracy of 96.7% mAP, surpassing
Faster R-CNN in overall performance [38].

In recent years, various studies have focused on the
detection of small aerial objects. One such study
modified the YOLOV8 model by integrating Multi-Scale
Image Fusion (MSIF) and a P2 layer, achieving an
Average Precision (AP) of 0.189 in the Drone-vs-Bird
Detection Challenge, demonstrating effectiveness in
detecting small and fast-moving objects at 45.7 FPS for
640x640 resolutions [39]. Another study introduced a
YOLO-based segmented dataset containing 20,925
images, including 12,474 drones and 8,451 birds, to
address the challenge of distinguishing drones from
birds. The dataset features detailed segmentation and
diverse environmental conditions, providing a valuable
resource for training deep learning models in UAV
detection and classification tasks [40]. Another study
utilized the YOLOv4 model to develop a drone
detection system, achieving 85% accuracy by
classifying military drones under the ‘aeroplane’
category in the COCO dataset [41]. Another study
evaluated three deep learning approaches in the Drone
vs. Bird Detection Challenge, with the best model
achieving an average precision of 80%, demonstrating
robustness against small object sizes, distant targets, and
moving cameras [42].

Despite significant advancements in military aircraft
detection, challenges remain, particularly in the reliance
on satellite images with limited perspectives and the
need for extensive computational resources. This study
addresses these gaps by evaluating the performance of
state-of-the-art object detection models, including
YOLOvV7, YOLOVS, and RT-DETR, across diverse and
complex scenarios. By analyzing the effects of different
hyperparameters, this research provides insights into the
strengths and limitations of these models, contributing
to their potential application in defense technology.

2. MATERIAL AND METHODS

This section examines the dataset utilized in this
manuscript, explaining the theoretical foundations
relevant to the topics covered. The methods applied in
this study and the experiments conducted are also
detailed.
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2.1. Dataset

The dataset utilized in this study is centered on the
detection of military aircraft and consists of 43 classes
of visual data, available as an open-source resource on
Kaggle. It includes 19.514 images, covering a broad
spectrum of military aircraft types and models. Each
class represents a specific type or model of military
aircraft, with images taken from various angles and set
against diverse backgrounds, enhancing the model’s
adaptability to real-world conditions. The images
capture jets under different seasonal and temporal
conditions, with varying weather and background
settings, promoting the development of more robust
algorithms. This variety ensures that the model is
effective across multiple scenarios, from snhowy
landscapes to tropical islands, thereby broadening its
applicability. However, the dataset is not evenly
distributed across all classes, as illustrated in Figure 1.
Classes such as the F14 and F16 are more heavily
represented, with over 1,000 images each, while others,
like the F35 and Rafale, have fewer images. This
imbalance could cause some classes to be more easily
recognized, while others might be underrepresented,
posing challenges in developing a balanced detection
model.

This dataset is a valuable resource for research on the
automatic detection of military aircraft, commonly used
in academic studies to evaluate algorithm performance
on real-world data. Experiments conducted with images
from various backgrounds and angles improve the
algorithms' adaptability and effectiveness, which is
critical in military and defense applications. Accurate
detection of military aircraft can enhance air defense
systems, monitor enemy aircraft, and ensure civilian air
traffic safety.

Number of Images per Class {Total: 19514 images}

200 0 600 800 1000 1200
Kumber of images

Figure 1. Dataset Distribution
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Obiject detection has become a pivotal research area due
to its increasing importance across various fields,
aiming to automatically identify and localize specific
objects within visual data. This technology underpins
critical applications ranging from autonomous vehicles
and security surveillance to medical diagnostics and
retail analytics. Object detection involves classifying
objects within an image and localizing them with
bounding boxes, thereby providing information about
the object's identity and location [43].

The implementation of object detection is primarily
based on deep learning models, which learn features
from large volumes of labeled image data. Early models
utilized techniques like sliding windows followed by
feature extraction, but recent deep learning approaches
offer more direct and efficient detection. CNN-based
models, for example, provide faster and more accurate
results compared to traditional machine learning
algorithms [44]. In this study, advanced object detection
methods, particularly RT-DETR and various versions of
the YOLO algorithm, are employed for their
effectiveness in overcoming challenges in object
detection and contributing to advancements in the field.

2.2.1. Convolution-Based Object Detection Models

Convolution-based object detection is a foundational
technique in computer vision systems, enabling the
detection, identification, and classification of objects
within images. This process is built upon deep learning
methodologies, particularly Convolutional Neural
Networks (CNNs), which have revolutionized the field
of image processing. Object detection algorithms are
designed to locate and categorize objects within images
by leveraging the layered structure of CNNs and their
capacity for learning complex visual features [45]. The
initial stage of convolution-based object detection
involves feature extraction within convolutional layers.
These layers apply filters and activation functions to
progressively abstract visual features from raw pixel
values, such as edges, textures, and shapes [46].
Typically, activation functions like ReLU enhance the
model's learning capability, allowing for more complex
function modeling [47]. Once features are extracted,
models like the Region Proposal Network (RPN)
identify potential object regions, predicting bounding
boxes that define the approximate location and size of
objects within the image [48].

Subsequently, the extracted regions are resized and
classified using Region of Interest (Rol) Pooling,
transforming them into fixed-size vectors for further
processing. The final stages involve classification and
regression layers, which assign class labels and refine
the placement of bounding boxes using techniques such
as softmax classification and linear regression. This
allows the model to accurately predict both the class and
location of each object in the image. The success of
these techniques depends significantly on well-
constructed training datasets and the use of data
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augmentation and regularization methods to prevent
overfitting. These practices ensure the model's
robustness and its ability to make accurate predictions
under varying conditions. Convolution-based object
detection is widely used across industries like
automotive, healthcare, security, and retail, enabling
automated and precise task execution without human
intervention. This continuous evolution of Al and
computer vision technologies leads to increasingly
innovative applications across these sectors.

2.2.2.YOLO (You Only Look Once)

YOLO (You Only Look Once) is a pioneering deep
learning architecture developed for real-time object
detection, introduced by Joseph Redmon and colleagues
in 2016 [49]. Unlike traditional methods, YOLO
performs detection in a single pass through the network,
dividing the image into grids and predicting bounding
boxes and class probabilities simultaneously. This
approach allows YOLO to achieve both speed and
accuracy, making it ideal for real-time applications.
YOLO's architecture is based on convolutional neural
networks (CNNs), comprising multiple convolutional
layers, pooling layers, and fully connected layers. These
layers are designed to extract features, learn
relationships, and make predictions necessary for object
detection. By processing the entire image at once,
YOLO leverages global information to reduce false
positives and enhance accuracy [49]. The evolution of
YOLO has seen the development of various versions,
each improving upon the last. YOLOv2 and YOLOvV3
introduced enhancements in accuracy and the ability to
detect objects at multiple scales [50]. This study focuses
on YOLOv7 and YOLOVS, the latest advancements in
the YOLO series, selected for their improved
architectures and performance.

2.3.3. YOLOV7 and YOLOvS8

YOLOv7 features a deeper and wider CNN structure,
utilizing multi-scale feature maps and improved
bounding box regression techniques to enhance
accuracy. It incorporates advanced data augmentation
and custom cross-connection modules, optimizing the
model for real-time applications with complex
backgrounds. YOLOvVS8, the most innovative in the
series, adopts a multi-layer perceptron architecture that
excels in detecting complex geometric structures and
textures. This model is particularly effective in low-light
and noisy environments, with optimized feature
extraction and information flow.

Both YOLOV7 and YOLOVS are designed for real-time
applications, but YOLOV8's more complex architecture
offers superior performance in handling intricate tasks.
Table 1 details the hyperparameters used for these
models, which were carefully tuned to achieve optimal
results during training and testing.
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Table 1. Hyperparameters and Descriptions for YOLO

Models
Parameter Value Description
Initial speed for weight
Ir0 0,0002 updates in the model
Irf 0,001 Lgarnlng rate used_lr_l the
final stages of training
Momentum/Betal | 0,937 CL_JmuIatlve_ effect of
previous gradient updates
Weight Decay | 0,0005 | Prevents model overfitting
Box 0,05 Weight oflboundlng box
0SS
Cls 0,3 Weight of class loss
Obj 0,7 Weight of object loss
lou_t 0,20 loU training threshold
Anchor box alignment
Anchor_t 4.0 threshold
FI_gamma 0,0 Focal loss gamma

In this study, YOLOv7 and YOLOvV8 models were
employed for object detection and classification, with
hyperparameters meticulously adjusted to maximize
performance. The selected hyperparameters, as
outlined in Table 1, were determined through extensive
experimentation to achieve the best possible results
under various conditions.

2.2.4.RT-DETR

The RT-DETR (Real-Time Detection Transformer)
method introduces significant innovations in object
detection by utilizing a transformer-based architecture,
particularly effective in complex visual environments
[51]. Unlike CNN-based approaches, RT-DETR
employs a global prediction approach, simplifying the
detection process by predicting objects collectively
rather than individually. This method reduces training
complexity and improves model efficiency, making it
capable of handling overlapping and multi-scale objects
[52]. The RT-DETR architecture comprises three main
components: a backbone, a transformer, and a feed-
forward network (FFN). Typically using ResNet for
feature extraction, the transformer processes these
features through multiple attention layers, capturing
relationships between objects [53][54]. The final
predictions for object classification and localization are
produced by the FFN, utilizing cross-attention
mechanisms to combine object queries with image
features, resulting in accurate and scalable detection
outcomes [55]. RT-DETR's transformer component
represents a key innovation, allowing for global context
understanding by linking different parts of the feature
map through attention mechanisms. This capability is
particularly advantageous in complex scenarios, where
overlapping objects are detected with higher accuracy
[56]. The model outputs a set of predicted classes and
bounding boxes, optimized using bipartite matching and
the Hungarian algorithm to align predictions with
ground truth efficiently [57]. The performance of RT-
DETR has been demonstrated on datasets like MS

COCO, with significant
accuracy,

detection

particularly in
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improvements in object

challenging

categories [58]. Modifications such as deformable

attention mechanisms have further

enhanced its

capabilities, particularly in dense and complex scenes
[59]. Despite its advantages, the model's training process
can be computationally intensive, a challenge addressed
in subsequent research focusing on optimization [60].

For this study, RT-DETR was employed with carefully
selected hyperparameters to optimize performance
during training and testing. The choice of parameters
like the optimizer, learning rates, and cost weights
played a crucial role in achieving accurate and efficient
object detection [55]. Data augmentation techniques
such as HSV adjustments and geometric transformations
were also applied to enhance the model's robustness

[59].
Table 2. Hyperparameters and Descriptions for RT-
DETR Models
Parameter Value Description
optimizer Adamw The optimization algorithm
of the model
base learning 0,0001 The initial learning rate of
rate the model
learning rate Learning rate for the
of backbone 0,00001 backbone network
weight decay | 0,0001 Weight deca_y f[o prevent
overfitting
number of Number of Adaptive
1 Addition and Subtraction
AIFI layers
Layers
number of .
RepBlocks 3 Number of repeating blocks
embedding 256 The dimension of
dim embedding vectors
feedforward 1024 The dimension of the
dim feedforward network
Number of heads in the
nheads 8 multi-head attention
mechanism
number of 3 Number of different feature
feature scales scales
number of Number of layers in the
6
decoder layers decoder
number of Maximum number of
- 300 objects the model can
queries .
process simultaneously
bbox cost Weight of the bounding box
) 5.0 .
weight cost function
GloU cost 20 Weight of the Generalized
weight ' loU cost function
class_ loss 1.0 Weight of the class loss
weight
bbox loss 50 Weight of the bounding box
weight ' loss
GloU loss Weight of the Generalized
X 2.0
weight loU loss
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Each parameter was fine-tuned to ensure optimal model
performance in real-world conditions. Understanding
these adjustments is key to improving future
implementations.

2.3. Performance Metrics

To evaluate the performance of object detection models,
the most commonly used metrics include Precision,
Recall, and mean Average Precision (mAP). These
metrics are based on fundamental concepts such as True
Positive (TP), False Positive (FP), True Negative (TN),
and False Negative (FN), which are typically organized
in a confusion matrix. Precision, measures the ratio of
correctly identified positive examples to the total
number of examples predicted as positive. High
precision indicates that the model produces few false
positives, and it is calculated using Equation (1).

p— TP (1)
~ TP +FP

Recall, calculates the ratio of correctly identified
positive examples to the total number of actual positive
examples. High recall suggests that the model
successfully detects most of the positive instances, as
shown in Equation (2).

R TP )
"~ TP+FN

mean Average Precision (mAP), evaluates the balance
between precision and recall across different classes. It
is computed as the average of the precision-recall curve
areas for each class, as detailed in Equations (3) and
Equations (4).

P= Z (R() — R(n — 1)) P(n) (3)

15" (4)
mAP = N 1APL'

i=

These metrics are crucial for understanding how well a
model performs in real-world scenarios and for
comparing different models. Precision and recall often
exhibit a trade-off, where improving one may decrease
the other. Therefore, balancing these metrics is essential
for developing an effective object detection model.

Additionally, the F1 Score is frequently used to balance
precision and recall. It is the harmonic mean of precision
and recall, as defined in Equation (5).

P*R) (5)

F18§ =2 (
core * PTR
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The Confusion Matrix, as shown in Table 3, provides a
detailed breakdown of the model's predictions,
illustrating the relationship between actual and predicted
classifications. It includes True Positives (TP), False
Positives (FP), True Negatives (TN), and False
Negatives (FN), offering insight into specific types of
errors made by the model.

Table 3. Confusion Matrix

Actual / Positive Negative

Predicted Prediction Prediction
Actual True Positive | False Negative
Positive (TP) (FN)
Actual False Positive | True Negative
Negative (FP) (TN)

These metrics and the confusion matrix are essential
tools for analyzing model performance in-depth and
guiding the model development process.

3. RESULTS and DISCUSSION

In this study, the performance of the object detection
model was evaluated using commonly accepted metrics
such as F1 score, precision, recall, and mean average
precision (mAP). These metrics, explained in detail in
Section 3, were used to analyze the model's
effectiveness in accurately detecting and classifying
objects.

3.1. YOLOv7

YOLOV7 is a prominent object detection model known
for its real-time detection capabilities and high accuracy.
The model's performance was thoroughly assessed using
various metrics and graphs to determine its strengths and
areas for improvement. Figure 1 presents the F1 score-
confidence curve, where the F1 score, a harmonic mean
of precision and recall, is plotted against different
confidence levels. The average F1 score across all
classes was 0.86 at a confidence level of 0.563,
indicating the model's ability to balance precision and
recall. The variation in F1 scores among different
classes suggests that while the model performs
consistently well for certain classes, its performance
fluctuates depending on the confidence threshold.
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Figure 1. F1 Score-Confidence Curve for YOLOvV7
Model

Figure 2 illustrates the precision-recall curve for the
YOLOvV7 model, showing the trade-off between
precision and recall across different classes. The model
achieved a mean average precision (mAP) of 0.902 at an
loU threshold of 0.5, indicating a strong balance
between precision and recall in detecting objects with a
significant overlap. Figure 3 depicts the precision-
confidence curve, highlighting the model's precision
across varying confidence levels. The model reached a

precision of 1.00 at a confidence level of 0.982,
demonstrating its capability to produce highly accurate
detections at near-perfect confidence levels. However,
the curve also indicates that precision varies across
classes, emphasizing the model's strong performance in
certain categories and room for improvement in others.
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Figure 3. Precision-Confidence Curve for YOLOv7
Model

Figure 4 shows the confusion matrix for YOLOV7,
displaying the accuracy of the model's predictions across
different classes. The diagonal elements represent
correctly classified instances, while off-diagonal
elements indicate misclassifications. High accuracy
rates in classes such as AG600 and Mig31 reflect the
model's reliability, whereas lower accuracy in classes
like F117 suggests areas where further model refinement
is needed. The experimental results indicate that the
YOLOvV7 model can effectively detect and classify
various aircraft types with high accuracy across different
conditions. These findings are supported by the visual
examples provided in Figure 1 and Figure 2
showcasing the model's robust detection capabilities in
real-world scenarios.
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Figure 2. Precision-Recall Curve for YOLOvV7 Model
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Figure 4. Confusion Matrix for YOLOv7



Figure 5. Sample Detection Results Using YOLOV7

The visual results presented in Figure 5 provide a
tangible representation of YOLOv7's detection
capabilities, aligning well with the quantitative metrics
discussed earlier. The model successfully identifies and
localizes various aircraft, including those with
overlapping features or challenging backgrounds,
reaffirming its effectiveness in real-world applications.

3.2. YOLOv8

The YOLOv8 model's performance was rigorously
analyzed through a variety of metrics and visual
representations. This evaluation emphasized its
strengths in accuracy and reliability, while also
identifying specific areas where further enhancements
could be made. Figure 6 presents the F1 score-
confidence curve, where the relationship between F1
scores and confidence levels is illustrated. The average
F1 score across all classes reached 0.90 at a confidence
level of 0.695, indicating the model's strong
performance at this level. The variability in F1 scores
among different classes suggests that while the model
performs well for certain classes, its performance varies
depending on the confidence threshold. Figure 7 shows
the precision-recall curve, which highlights the model's
ability to balance precision and recall. The model
achieved a mean average precision (mAP) of 0.940 at an
loU threshold of 0.5, reflecting its high accuracy and
reliability across different classes.
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Figure 7. Precision-Recall Curve for YOLOv8 Model

Figure 8 depicts the precision-confidence curve,
demonstrating that the model reached a precision of 1.00
at a confidence level of 1.00, indicating near-perfect
accuracy at high confidence levels. This suggests that
the model is highly reliable in making accurate
predictions when it operates at maximum confidence.
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Figure 8. Precision-Confidence Curve for YOLOV8
Model
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Figure 9. Confusion Matrix for YOLOv8

Figure 9 displays the confusion matrix, which illustrates
the accuracy of the model's predictions across various
classes. The matrix highlights the model's strong
performance in distinguishing between different classes,
with high accuracy rates for many classes. However, it
also reveals areas where the model could benefit from
further refinement.

The experimental results confirm that the YOLOvVS8
model is highly effective in detecting and classifying
various types of aircraft with remarkable accuracy, even
under diverse and challenging environmental
conditions. This effectiveness is not only evident in the
quantitative metrics, such as the high mean Average
Precision (mAP) and precision-recall balance, but also
in the qualitative assessment of the model's detection
capabilities. Figure 6 and Figure 7 illustrate the F1
score-confidence  and  precision-recall  curves,
respectively, highlighting the model's ability to maintain
strong performance across varying confidence
thresholds and object scales. Furthermore, Figure 10
presents visual examples of the YOLOvV8 model’s
successful detections across different scenarios,
showcasing its robustness and reliability in real-world
applications. These examples underscore the model's
proficiency in accurately identifying and localizing
aircraft, even in complex scenes with varied
backgrounds and lighting conditions.
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Figure 10. Sample Detection Results Using YOLOV8
3.3. RT-DETR

The RT-DETR model, known for its effective use of
attention mechanisms and real-time  detection
capabilities, was subjected to an extensive performance
analysis. The study utilized a range of metrics and visual
tools to assess its accuracy across various confidence
levels and classes, highlighting both its robust
performance and areas needing refinement.

Figure 11 illustrates the F1 score-confidence curve for
the RT-DETR maodel, showing the relationship between
F1 scores and confidence levels. The model achieved a
high F1 score of 0.93 at a confidence level of 0.637,
indicating a strong balance between precision and recall
at this confidence level.
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Figure 11. F1 score-Confidence curve for the RT-
DETR model
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Figure 12 presents the precision-recall curve for the RT-
DETR model. The model attained a mean Average
Precision (mAP) of 0.927 at an loU threshold of 0.5,
demonstrating its reliable performance in detecting and
correctly identifying most objects.
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Figure 12. Precision-Recall Curve for RT-DETR
Model

Figure 14 shows the precision-confidence curve, where
the model achieved a precision of 1.00 at a confidence
level of 1.000, indicating that at this level, all predicted
objects were correctly classified, highlighting the
model's high reliability at maximum confidence.
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Figure 13. Precision-Confidence Curve for RT-DETR
Model

Figure 14 displays the confusion matrix for the RT-
DETR model, showing the model's accuracy in
distinguishing between various classes. The matrix's
diagonal shows high accuracy for several aircraft
classes, but also highlights areas where the model
struggled, particularly with visually similar aircraft.
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In addition to these performance metrics, Figure 16
provides visual examples of the RT-DETR model’s
successful detections across different scenarios, further
demonstrating its  effectiveness in  real-world
applications.

D80a9bd83Hgs6dd6e5e3

Figure 15. Sample Detection Results Using RT-DETR

The RT-DETR model, despite its architectural
differences from traditional CNN-based models like
YOLO, demonstrated commendable performance in
detecting and classifying various types of aircraft across
diverse environmental conditions. Figure 11 and Figure
12 highlight the model's robust F1 score and precision-
recall performance, respectively, while Figure 13
emphasizes the model's high precision at maximum
confidence levels. The model's ability to accurately
distinguish between various classes is further illustrated
in Figure 14 through the confusion matrix. Finally,
Figure 15 showcases the model's strong detection
capabilities with visual examples of successful aircraft
detections in real-world scenarios.
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YOLOv7 demonstrated strong performance with a
mAP@.5 score of 0.902, achieving precision values
above 0.90 for classes like A400M, AG600, and Be200,
alongside high recall rates in these categories. However,
the model exhibited lower recall for certain classes, such
as F117, indicating areas for potential improvement.
YOLOV8 surpassed YOLOvV7 in several metrics,
achieving a mAP@.5 of 0.94 and maintaining precision
values above 0.90 for most classes, with particularly
high performance for classes like Tu160 and Tu95. The
model also excelled in recall for classes such as C2 and
US2, likely due to algorithmic optimizations and
potentially more extensive training data.

The RT-DETR model outperformed the previous two,
with a mAP@.5 of 0.93, and exhibited high precision
and recall across nearly all classes. Notably, it achieved
excellent results in EF2000, F35, and Rafale classes, as
well as in P3 and E7, demonstrating its effectiveness
across a broad range of classes.

As shown in Table 4. Model Performance Comparison,
the RT-DETR model consistently delivered higher
precision (0.952) and recall (0.904) compared to
YOLOVS8 (precision: 0.924, recall: 0.881) and YOLOv7
(precision: 0.907, recall: 0.827). Although YOLOvV8
achieved the highest mMAP@50 value at 0.94, RT-DETR
excelled in overall precision and recall, indicating its
superior performance in object detection tasks across a
wide dataset. YOLOv7, while trailing behind, still
produced effective results in specific classes.

Table 4. Model Performance Comparison

mAP@

Model Instances P R 50

mAP

YOLOv7 3578 0.907 | 0.827 | 0.902 | 0.829

YOLOvV8 3578 0.924 | 0.881 | 0.940 | 0.877

RT-

DETR 3578 0.952 | 0.904 | 0.927 | 0.879

This comparison highlights the RT-DETR model's
superior accuracy and consistency in object detection
tasks, particularly when high precision and recall are
critical.

4. CONCLUSION AND RECOMMENDATIONS

This study has explored the potential of deep learning-
based models for the automatic detection of military
aircraft, a critical task in modern warfare and strategic
surveillance operations. The study utilized an extensive
dataset comprising 19.514 images across 43 different
military aircraft classes. The primary objective was to
accurately classify and detect these classes using
YOLOv7, YOLOvV8, and RT-DETR models. The
evaluation of each model was conducted using metrics
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such as Precision, Recall, and mean Average Precision
at loU threshold 0.5 (MAP@.5).

Performance analyses revealed varying results across
models, highlighting each model’s strengths and
weaknesses. The YOLOv7 model demonstrated
impressive overall performance but struggled with
lower-than-expected Recall rates in classes like F117.
The YOLOvV8 model built upon the performance of
YOLOVv7, achieving higher overall mAP values and
displaying superior Precision in most classes,
particularly in the Tul60 and Tu95 classes. Meanwhile,
the RT-DETR model provided more consistent and
superior results across Precision and Recall metrics,
proving highly reliable across almost all classes.
However, all three models exhibited a need for
improved performance in certain classes. Low recall
rates in some classes suggest that the models may not
adequately recognize objects within these classes,
possibly due to insufficient training data for those
categories. Additionally, high false positive rates in
some cases indicate limitations in the models'
generalization capabilities or imbalances in the dataset.
This highlights the potential benefit of augmenting the
dataset with additional samples from underperforming
classes. To enhance model performance, several
strategies are recommended. First, additional data
should be collected for classes with lower performance,
and efforts should be made to balance the dataset.
Employing data augmentation techniques can also help
improve model robustness. This study has demonstrated
the significant potential of deep learning models for
military aircraft detection. By implementing these
recommendations, it is expected that model performance
can be further enhanced, enabling broader and more
effective applications.

Future studies are intended to enhance model
performance by addressing class imbalance and
improving generalization capabilities. Specifically,
optimizing model architectures, increasing data
diversity, and employing advanced data augmentation
techniques could lead to significant performance
improvements. Recent data augmentation methods, such
as MixUp, CutMix, Mosaic, and Copy-Paste, can be
utilized to address class imbalance and improve
robustness. Moreover, it is essential to evaluate models
in terms of speed and efficiency for real-time
applications. Such advancements are expected to
provide more reliable and effective solutions for the
automatic detection of military aircraft, contributing
significantly to both military and civilian applications.
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