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Abstract 

 

This study analyzes the detection of security attacks on smart vehicles using the Exponentially Weighted Moving Average 

(EWMA) algorithm. We employed synthetically generated datasets, consisting of 80% non-attack and 20% attack scenarios. 

Various smoothing parameters (α\alphaα) were tested within the EWMA framework, specifically at values of 0.8, 0.7, and 0.6, 

with 0.7 yielding the most promising results. In our analysis, we normalized the selection function in the EWMA algorithm based 

on expert evaluations to establish the impact of different factors on anomaly detection. Specifically, we assigned weights of 24% 

to RPM, 40% to speed, and 18% each to fuel quantity and accelerator pedal position. The results demonstrate that the EWMA 

algorithm can effectively issue warnings for vehicles under potential attack, enabling proactive measures to mitigate security 

risks. This research contributes to enhancing the safety and reliability of smart vehicles by facilitating timely responses to 

detected security threats. 

 

Keywords: Security Attacks; Smart Vehicles; EWMA 

 

 

 

1.  INTRODUCTION 

Security attacks pose a significant threat, particularly to 

smart devices, which are increasingly interconnected 

through the Internet of Things (IoT). As the importance of 

security in modern applications grows, ensuring the safety of 

smart vehicles has become paramount. This study examines 

smart vehicles, focusing on their communication protocols, 

infrastructure, and the various attack scenarios, causes, and 

consequences they may encounter. 

The literature on smart vehicle security highlights critical 

areas such as Vehicle-to-Vehicle (V2V) communication 

frameworks, the challenges inherent in V2V data 

transmission, and the cybersecurity vulnerabilities present in 

these systems [1-2]. Research indicates that smart vehicles 

can be attacked both directly and indirectly through their 

Control Area Network (CAN) and via radio frequencies [3]. 

A comprehensive understanding of these attack types, as 

well as the classification of cyber threats, is essential for 

developing effective security measures. 

In this context, the Exponentially Weighted Moving Average 

(EWMA) algorithm has been identified as a promising tool 

for detecting anomalies in vehicle data. Although the 

EWMA algorithm has historical significance, emerging 

studies suggest its growing analytical value in cybersecurity 

applications [4-5]. This algorithm is particularly effective in 

identifying subtle changes in data, making it suitable for 

detecting security attacks in smart vehicle systems [6]. 

To validate the applicability of the EWMA algorithm in 

smart vehicle security, experiments were conducted using 

two synthetically generated datasets: one comprising 80% 

non-attack data and 20% attack data, and the other consisting 

of 70% non-attack and 30% attack data. The simulated 

datasets represented either normal operating conditions or 

data subjected to various attack types, as detailed in the 

literature [7-8]. 

The findings reveal that the EWMA algorithm can 

successfully identify security attacks by monitoring the CAN 

network of smart vehicles. The algorithm achieved a high 

success rate in detecting anomalies, but further 

improvements could be realized by optimizing key 

parameters such as rpm, speed, throttle, and fuel 

consumption, as well as exploring alternative algorithms for 

comparison. 

2.  LITERATURE REVIEW 

Research on vehicle-to-vehicle (V2V) communication has 

gained significant traction in recent years, particularly in the 

context of transmitting vehicle information effectively [9-

https://dergipark.org.tr/en/pub/apjess
https://doi.org/10.21541/apjess.1541802
https://academicperspective.org/
http://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-6645-7933
https://orcid.org/0000-0002-9138-6492
https://orcid.org/0000-0002-1846-6090
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10]. Methods for disseminating this information generally 

fall into two categories: centralized and decentralized 

systems. Centralized systems involve infrastructure-to-

vehicle (I2V) communication or mobile communications, 

where vehicles collect and relay information through 

roadside units or mobile terminals, respectively [11]. 

Conversely, decentralized V2V communication allows for 

direct information exchange between vehicles, which is 

particularly beneficial in emergency situations, eliminating 

the need for additional infrastructure like roadside units and 

base stations [12]. Traditional centralized systems often 

impose significant burdens on communication infrastructure 

and data centers, prompting a shift toward decentralized 

models. Vehicle identification data obtained through these 

mechanisms can be leveraged to support Driving Safety 

Support Systems, potentially alleviating congestion and 

enhancing road safety. However, existing identification 

distribution systems face challenges such as limited-service 

areas, low delivery efficiency, and delays in data 

transmission [13]. 

In high-traffic environments, V2V communication facilitates 

efficient information exchange among vehicles. For 

instance, when the number of vehicles falls within a 

specified range, V2V communication is employed using 

Geocast techniques. Geocast refers to location-based data 

transmission in an ad-hoc network, replacing traditional 

node IDs with geographic information [14]. Key factors 

influencing communication between nodes in such networks 

include the target node’s location and the selected 
transmission path. 

I2V communication is particularly useful in densely 

populated areas or at traffic intersections, where roadside 

units are deployed. When a vehicle is within a predetermined 

distance from a roadside unit, I2V communication is 

activated. The roadside unit's location information is derived 

from digital maps, allowing the ego vehicle to assess its 

position relative to the roadside unit to determine the 

appropriate communication mode [15]. 

Mobile communication serves in scenarios with low vehicle 

density or where direct V2V communication may lead to 

network congestion. In cases where the number of nearby 

vehicles is below a specified threshold or exceeds a certain 

limit, mobile communication becomes the preferred option. 

This mode is particularly suitable for delivering non-urgent 

information and operates over 3G networks, enabling 

extensive coverage and the flexibility of pull-type 

communication based on driver needs [16]. 

3.  MATERIALS AND METHODS 

The Exponentially Weighted Moving Average (EWMA) 

algorithm was first introduced under the name Geometric 

Moving Average (GMA) [17]. Initially, it saw limited 

application outside a few studies [18-19]. However, its 

analytical significance began to grow in the latter half of the 

1980s, leading to its adoption in various fields [20-21]. 

EWMA has proven effective in detecting changes of varying 

magnitudes in diverse processes, functioning as a smoothing 

technique to mitigate noise in time series data [22]. 

For the implementation of EWMA, an initial target value is 

selected, typically calculated as the average of the 

observations [18]. The formula for EWMA can be expressed 

as formula 1. E(t) = α ⋅ X(t) + (1 − α) ⋅ E(t − 1)        (1) 

where E(t) represents the EWMA value at time t, X(t) is the 

observed value at time t, and α is the smoothing parameter  
(0 < α ≤ 1). This formulation illustrates how the influence of 
the initial observation E(0) diminishes exponentially over 

time, with its effect approaching zero as α dictates the rate of 
decay [23]. 

In anomaly detection, if the calculated EWMA value 

deviates from the target value by k times, it exceeds a 

predefined threshold, indicating an outlier [24]. In the 

context of this study, we focus exclusively on upward 

deviations within the scope of bio surveillance, monitoring 

only increases. If downward changes were to be considered, 

the following equation would also require evaluation: E(t) − kσ           (2) 

where σ represents the standard deviation. For a 
comprehensive exploration of selecting the threshold k, refer 

to Lucas's seminal work [25]. 

When using EWMA, a data set was first created regarding 

normal vehicle movements in the test data and vehicles that 

may have been attacked, in order to understand whether there 

was an attack on the CAN Network. There are 25 cases in 

this data set and 6 cycle logs in each case. Each of these 

examined logs consists of 4 lines. The information examined 

and its log equivalent are as follows: 

• 410D40 = 410D makes it clear that this data is the 

current speed data. 40 gives the numerical value of the 

speed as hexadecimal. 4*16+0=64 km. 

• 410C0A20 = 410C indicates that this data is the current 

rpm data. 0A20 gives the rpm value of the engine in 

hexadecimal. 0*16^3+10*16^2+16*2+0 =2592. 

• 412FC8 = 412F makes it clear that this data is the 

current percentage fuel amount data. Multiplying the 

hexadecimal equivalent of C8 by 100/255 gives the 

percentage value. 

• 411195 = 4111 makes it clear that this data is the 

amount of pressing the accelerator pedal as a 

percentage at that moment. Multiplying the 

hexadecimal equivalent of 95 by 100/255 gives the 

percentage value. 

With this formula, the average value is found and values that 

are not within the specified range are considered anomaly. In 

other words, those that are not within the appropriate range 

can be said to be an attack. Studies on the data were carried 

out by using the 𝛼 value as 0.7 in this formula. This 𝛼 value 
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was chosen this way because it was the value that gave the 

best results in the tests. In addition, the value specified as X 

is expressed as sign value, and that value consists of the 

ratios of the 4 elements mentioned above and examined in 

CAN logs. Those ratios were taken into account as 24 

percent for rpm, 40 percent for speed, and 18 percent each 

for fuel amount and accelerator pedal pressing. The results 

according to the data sets to which the EWMA algorithm is 

applied are included in the following headings. While 

choosing these values, the decision was made by testing the 

ratios given as a result of interviews with experts. 

The flow diagram of the application of this algorithm is 

given below. As can be seen here, the values calculated in 

EWMA are calculated as a lambda ratio with the previous 

EWMA value and it is stated that if they exceed the standard 

values by 3 times, they are considered an error. These errors 

constitute an attack for this system. 

 
Figure 1. EWMA algorithm flow diagram 

4.  RESULTS 

EWMA algorithm: Data set 1, which contains 80% non-

attack and 20% attack; The results obtained with data set 2, 

which includes 70% non-attack and 30% attack situations, 

are included in this section. In addition, the results with the 

values of 𝛼 in EWMA selected as 0.6 and 0.8 are also 

included in this section. 

Data Set 1: This data set was examined on 80% normal data, 

20% of which was attack. 

 
Figure 2. EWMA no-attack plot data set 1 

The graph above shows that the EWMA algorithm makes the 

correct decision by detecting that there is no attack in 95% 

of cases, and detects that it is under attack in 5% of cases, 

even if there is no attack. Here it can be seen that the EWMA 

algorithm is the situation it detects in a certain period with 

the value of 0.7 𝛼. In this case, the 𝛼 value was determined 

according to the best result of the tests. The EWMA 

algorithm, with a value of 0.8 𝛼, indicates that it makes the 

correct decision by detecting that there is no attack in 91% 

of the cases where there is no attack, and that it detects that 

it is under attack even if there is no attack in 9% of the cases. 

The EWMA algorithm, with a value of 0.6 𝛼, indicates that 

it makes the correct decision by detecting that there is no 

attack in 87% of cases, and 13% of the time it detects that it 

is under attack even if there is no attack. 

 

Figure 3. EWMA attack states graph data set 1 

The graph above shows that the EWMA algorithm makes the 

correct decision by detecting an attack in 80% of cases, and 

detects that there is no attack in 20% of cases, even if there 

is an attack. Here it can be seen that the EWMA algorithm is 

the situation it detects in a certain period with the value of 

0.7 𝛼. In this case, the 𝛼 value was determined according to 

the best result of the tests. The EWMA algorithm, with a 

value of 0.8 𝛼, indicates that it makes the correct decision by 

detecting that there is an attack in 73% of cases, and that it 

detects that there is no attack even if there is an attack in 27% 

of cases. The EWMA algorithm, with a value of 0.6 𝛼, 

indicates that it makes the correct decision by detecting that 

there is an attack in 70% of cases, and that it detects that there 

is no attack even if there is an attack in 30% of the cases. 
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Figure 4. EWMA overall success rate chart data set 1 

As can be seen in the graph above, for the EWMA algorithm, 

the attack detection success rate was found to be 80%, the 

success rate to detect non-attack situations was 95%, and in 

the light of all these, the overall success rate was found to be 

92%. The actual result and produced result rates as a result 

of testing 6 cycles of test steps with the EWMA algorithm in 

each test step with the produced data set are as follows. 

Table 1. EWMA algorithm results for data set 1 

 Real Positive  Real Negative 

Test Result Positive 19 1 

Test Result Negative 1 4 

Results details: 

• Sensitivity: 19/20 = 95%, 

• Specificity: 4/5 = 80%, 

• Positive Predictive Value: 19/20 = 95%, 

• Negative Predictive Value: 4/5 = 80%, 

• Success Rate: 23/25 = 92%. 

Data Set 2: This data set was examined on 70% normal data, 

30% of which was attack. 

 

Figure 5. EWMA no-attack plot data set 2 

The graph above shows that the EWMA algorithm makes the 

correct decision by detecting that there is no attack in 85% 

of the cases where there is no attack, and detects that it is 

under attack in 15% of the cases, even if there is no attack. 

Here it can be seen that the EWMA algorithm is the situation 

it detects in a certain period with the value of 0.7 𝛼. In this 

case, the 𝛼 value was determined according to the best result 

of the tests. The EWMA algorithm, with a value of 0.8 𝛼, 

indicates that it makes the correct decision by detecting that 

there is no attack in 82% of the cases, and 18% of the time it 

detects that it is under attack even if there is no attack. The 

EWMA algorithm, with a value of 0.6 𝛼, indicates that it 

makes the correct decision by detecting that there is no attack 

79% of the time, and 21% of the time it detects that it is under 

attack even if there is no attack. 

 

Figure 6. EWMA attack states graph data set 2 

The graph above shows that the EWMA algorithm makes the 

correct decision by detecting an attack in 80% of cases, and 

detects that there is no attack in 20% of cases, even if there 

is an attack. Here it can be seen that the EWMA algorithm is 

the situation it detects in a certain period with the value of 

0.7 𝛼. In this case, the 𝛼 value was determined according to 

the best result of the tests. The EWMA algorithm, with a 

value of 0.8 𝛼, indicates that it makes the correct decision by 

detecting that there is an attack in 75% of the cases, and that 

it detects that there is no attack even if there is an attack in 

25% of the cases. The EWMA algorithm, with a value of 0.6 𝛼, indicates that it makes the correct decision by detecting 

that there is an attack in 73% of cases, and that it detects that 

there is no attack even if there is an attack in 27% of the 

cases. 

 

Figure 7. EWMA overall success rate chart data set 2 

As seen in the graph above, for the EWMA algorithm, the 

attack detection success rate was found to be 80%, the 

success rate to detect non-attack situations was 85%, and in 
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the light of all these, the overall success rate was found to be 

84%. The actual result and produced result rates as a result 

of testing 6 cycles of test steps with the EWMA algorithm in 

each test step with the produced data set are as follows. 

Table 2. EWMA algorithm results for data set 2 

 Real Positive Real Negative 

Test Result Positive 17 3 

Test Result Negative 1 4 
 

Results details: 

• Sensitivity: 17/20 = 85%, 

• Specificity: 4/5 = 80%, 

• Positive Predictive Value: 17/20 = 85%, 

• Negative Predictive Value: 4/5 = 80%, 

• Success Rate: 21/25 = 84%. 

5.  CONCLUSIONS 

In this study, primarily the information regarding inter-

vehicle communication in the literature is discussed. 

Additionally, the commands used in the CAN network and 

the values corresponding to these commands were examined. 

These commands used in the CAN network are tested with 

the algorithm determined in the light of this information. 

Test data was produced by outputting the hexadecimal 

values of attack and non-attack situations in the CAN 

network. There are two data sets used in this study. In each 

of these data sets, there is a moment when the 6-cycle vehicle 

is running, and there are 5 of these 6 cycles in each test step. 

In this way, there are 25 test cases in each data set. Out of 

these 25 data sets, 80% of them are non-attack and 20% are 

attack data. Data set 2 includes 70% non-attack and 30% 

attack cases. These data sets were tested in the EWMA 

algorithm and the results were evaluated. 

As a result, when analyzing security attacks in smart 

vehicles, it can be determined whether there is an attack on 

the vehicle by listening to the CAN Network using the 

EWMA algorithm. In the tests performed, it is seen that the 

EWMA algorithm can achieve successful results in this 

regard. The ratios found can be further improved by 

changing the effect and calculation logic of the 4 elements 

mentioned above, rpm, speed, throttle and fuel, and by 

changing the 𝛼 values in this algorithm, or better results can 

be found by testing with other algorithms.   
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Abstract 

 

The quality of a pavement's level of service is generally determined by measuring the combinations of some important factors 

which affect the speed, travel time, freedom to maneuver, user comfort and convenience. In this study, a feed-forward back-

propagation artificial neural network (ANN) algorithm is proposed based on the acquired International Irregularity Index (IRI) 

data for the highway structures, bridges and culverts, obtained through laser profilometer measurements on the surface 

irregularity of the bituminous hot mix roads. Analysis of ANN results were carried out through training various hidden number 

of neural networks for the output prediction, which is the best estimation of the surface irregularity of the roads. Results produced 

by artificial neural network have been compared with experimental and numerical results through extensive sets of non-training 

experimental data. As the comparison of results with ANN study having average absolute mean relative errors as 12.68% for 

bridges and 12.90% for culverts provided very accurate results, the model proposed could be used to obtain the surface 

irregularity of the roads by avoiding heavy duty of collecting numerous field data. The results obtained through ANN model 

were found more accurate than the results produced by numerical models. 

 

Keywords: International Irregularity Index; Laser Profilometer; Artificial Neural Networks; Numerical Analysis 

 

 

 

1.  INTRODUCTION 

The road network is known as an indicator of the level of 

development among countries. The project of a road network 

starts from planning and covers the design, construction and 

maintenance of the road throughout its service life. The 

pavement management system is a systematic approach that 

realizes these processes in the broadest sense. The 

performance of the highways put into service is quite high in 

the early days. However, it decreases due to factors such as 

traffic and climate conditions. These deteriorated roads 

affect the economy of the countries directly or indirectly. 

That is, if maintenance and repair are carried out before the 

pavement performance decreases to a certain level, the 

performance can be brought and kept to the desired level at 

a low cost. However, if no maintenance and repair work are 

carried out, the life of the road will end in a relatively short 

period of time [1]. 

 

As the budget allocated for the maintenance and repair of 

roads in many countries is quite limited, maintenance work 

should be carried out in a timely manner by determining the 

priority within the existing budget. In this way the pavement 

performance might be kept at a reasonable low cost and 

possible short time ending of road life is prevented. From this 

point of view, selection of improvement strategies is a 

crucial necessity to determine the most appropriate work 

program for the analyzed roads.  

 

This obviously requires the resulting superstructure system 

to be applicable and stable at every stage with regard to 

economical, accurate and precise determining of the surface 

irregularities, slip resistance, and driving comfort [2]. The 

quality of a pavement's level of service, in this sense, is 

generally determined by measuring the combinations of 

some important factors which affect the speed, travel time, 

freedom of maneuver, and convenience [3].  

 

For this purpose, performance prediction models have been 

developed to plan the required resource needs for the coming 

years by analyzing the deterioration level of the road surface. 

Solor`zano et.al. showed that it is possible to develop IRI 

performance models using the IRI data of the main network 

of Spain, the RCE (State Road Network), even if the 

pavement structure is completely unknown and information 

about the time of the maintenance and rehabilitation 

activities were conducted is not provided. They, with this 

type of data, employed probabilistic models, more 

specifically, Markov chains, by means of transition 

https://dergipark.org.tr/en/pub/apjess
https://doi.org/10.21541/apjess.1542797
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http://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-9444-6908
https://orcid.org/0000-0003-4628-0186
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probability matrices to provide an adequate solution for 

modelling the IRI evolution of the roads [4]. 

 

As many observations have shown, the lifespan of a 

superstructure designed to be 20 years can only be 10-12 

years, and sometimes less, without maintenance and repair 

[5].  Accordingly, it is necessary to carry out planned and 

programmed maintenance and repairs in certain periods in 

order to benefit from a superstructure as it should. 

 

A pavement management system is carried out in stages. 

Proper evaluation of road networks to be investigated should 

be evaluated at the first stage of the pavement management 

system. Following, the obtained data should be analyzed to 

determine the current condition of the road based on the 

factors affecting the performance of the road surface. As the 

final stage, the work program must be determined and 

selected as the most convenient strategy of the pavement 

management system. Through all these processes, the main 

objective is to acquire the improvement program that reveals 

when involvement should be made to make sure that the 

pavement performance will be kept at the desired level as 

much as possible in a most economical and sustainable way 

[6]. 

 

While the Superstructure Management System (MSM) did 

not include any performance prediction factor at the 

beginning for the initial condition assessments, later, on the 

other hand, a simple performance prediction model was 

developed based only on one factor, such as the age of the 

pavement. Different performance predictions are carried out 

using some combined data on variables such as climate 

conditions and traffic load in the currently implemented 

models [7]. 

 

Highway and transportation engineers study and investigate 

the surface irregularity of the roads for the different highways 

leading to many experimental studies [8]. In addition of the 

fact that it is not easy to obtain data from the field, 

experimental studies are costly. Therefore, numerical and 

different approximation methods are alternative methods for 

further analyses as they are less costly than the other methods.  

Pérez-Acebo et all developed deterministic IRI performance 

model based on the data available regarding the variables of 

thickness of bituminous materials, age of the pavement, the 

Annual Average Daily Traffic and type of the pavement. 

Their study revealed the fact that flexible and semi-rigid 

pavements have completely different behavior and they must 

be considered separately as their behavior depending on the 

distinguishing variables they have [9]. 

 

Zeng at. all [10] suggested an imaging-based DNN (Deep 

Neural Network) model through 2-dimensional pavement 

images as an alternative to vibration-based models for the 

identification of IRI values of the pavement.  

 

Some of the research focused on limited experimental 

measurements to show the capability of the neural network 

technique in modelling surface irregularity phenomena of the 

roads [11]. Some research presented that the number and 

distribution of the training data are linked to the performance 

of the network when estimating the surface irregularity of the 

roads under different conditions [12]. 

Erkmen et al. [13] investigated the effect of engineering 

structures on surface irregularity by examining the 

interaction of the surface irregularity of the highway 

superstructure during and after the approaches to the 

engineering structures. In this context, International 

Irregularity Index (IRI) data obtained within the borders of 

the General Directorate of Highways in Turkey (KGM)-18th 

Regional (Kars) Directorate were used. They compared and 

assessed the effect of roadway structures on the irregularity 

of the asphalt structure through the analytical and statistical 

evaluation. 

 

This study focuses on the prediction of the surface irregularity 

of the roads through experimental data and numerical model 

approach. Hence, an Artificial Neural Network (ANN) model 

was developed for the prediction of the surface irregularity of 

the roads with the data obtained from General Directorate of 

Highways in Turkey. Similar data used by Erkmen at all 

(2023) for analytical calculations were employed to set up the 

ANN model for the predictions of IRI values. The 

measurements were carried out and averaged for every 10m-

long of the related highway sections by using Dynatest brand 

laser profilometer measurement device with serial number of 

5051-4-278. It should be pointed out that the readings are 

obtained for the road sections before and after the engineering 

structures of bridges and culverts for the intervals of two 

sections of 150 meters up to 300 meters. In other words, roads 

were divided into 150m-long 4 different parts before and after 

the engineering structures, 26 bridges and 177 culverts, so that 

up to 300m road sections, hence 600m in total, were taken into 

consideration to collect the data.  Furthermore, the IRI values 

for bridges and culverts were also obtained and averaged. 

 

Artificial neural networks (ANN) are nonlinear mapping 

systems whose structure is based on principles inspired by the 

biological nervous systems of humans. An artificial neural 

network consists of large number of simple processors linked 

by weighted connections and provides a fundamentally 

different approach to forecasting modelling than numerical 

solution methods. This technique has been applied in many 

disciplines of science and has produced preliminary results in 

the many areas of modelling and investigations. Some of the 

authors considered the problem of accuracy in the surface 

irregularity of the roads by employing artificial neural 

network (ANN) models [14], [15], [16], [17]. 

 

Wu et al. [18] provides  a  comprehensive analysis of the 

patterns in predicting pavement roughness using artificial 

intelligence algorithms categorized into machine learning 

and deep learning by emphasizing the similarities and 

differences among them. They state that the influence of 

different maintenance behaviors on the long-term 

performance of pavement should be studied to clarify the 

pertinence of maintenance measures as far as the 

maintenance data is concerned. 

 

Fakhri and Dezfoulian [19] suggested a method for 

pavement structural evaluation to assess pavement layers 

condition and identify needed rehabilitations. They 

developed a relationship between deflection bowl 

parameters derived from Falling Weight Deflectometer 

(FWD) and two pavement performance indices, International 

Roughness Index (IRI) and Pavement Surface Evaluation 



Hakan ASLAN, Recep Koray KIYILDI, Kemal ERMİŞ 

Determining International Irregularity Index (IRI) Values Through Artificial Neural Network (ANN) Modelling 

 

Academic Platform Journal of Engineering and Smart Systems (APJESS) 13(1), 7–16, 2025      9 

and Rating index (PASER). Artificial Neural Network 

(ANN) and regression models are used for this purpose. 

Their study revealed the fact that ANN models had 

superiority over non-intelligent regression models.  

 

2.  MATERIALS AND METHODS 

Neuron is a basic processor in artificial neural networks. Each 

neuron has one output that is based on the situation of the 

neuron activation, and can receive many inputs from other 

neurons. With this sense, artificial neurons can be modelled as 

a multi-input nonlinear process with weighted 

interconnections. 

 

The back-propagation algorithm the focus of the recent studies 

on modelling, is the most suitable method for training multi-

layer feed-forward networks. The algorithm of training a back-

propagation network is developed by using different 

literatures [20], [21], [22], [23], [24], [25], [26] and 

summarized as follows: 

 

1. Present a training pattern and propagate it through the 

network to obtain the outputs 

 

2. Initialization: Initialize all weights to small random values 

and threshold values: set all weights and threshold to small 

random values. Usually, the training sets are normalized to 

values between –0.1 and 0.9 during processing. 

 

3. The net input to the jth node in the hidden layer  

 

1

n

j ij i j

i

net w x θ
=

= −     (1) 

 

where “i” is the input node, “j” is the hidden layer node, “x” 

is the input, “wij” is the weights value connection from the 

“ith” input node to the “jth” hidden layer node and “j” the 

threshold between the input and hidden layers. 

 

4. The output of the “jth” node in the hidden layer: 
 

1

n

j h ij i j

i

h f w x θ
=

 
= − 

 
     (2) 

1

1 h
h λ xf  (x)

e
−=

+
    (3) 

 

where “hj” is the vector of hidden-layer neurons, “h(x)” is a 

logistic sigmoid activation function from input layer to hidden 

layer, “h” is the variable which controls the slope of the 

sigmoidal function. 

 

5. The net input to the “kth” node in the hidden layer  

 

k k j j k

j

net w x θ= −     (4) 

 

where k represents the output layer, wkj is the weights 

connection from the “jth” hidden layer node to the kth output  

layer, “k” is  the threshold connecting the hidden and output 

layers. 

6. The output of the “kth” node in the output layer: 

 

k k k j j k

j

y f w x θ
 

= − 
 
     (5) 

1

1 k
k λ xf  (x)

e
−=

+
     (6) 

 

where “yk” is the output of output-layer neurons, “k(x)” is a 

logistic sigmoid activation function from hidden layer to 

output layer, k variable which controls the slope of the 

sigmoid functional. 

 

7. Compute errors: The output layer error between the target 

and the observed output: 

 

( )
(1 ) for sigmoid function

k k k k

k k k

δ d y f
f y y

= − −

 = −
  (7) 

 

where “k” is the vector of errors for each output neuron and 

“dk” is the target activation of output layer. “k” depends only 

on the error (dk-yk) and “ k’ ” is the local slope of the node 

activation function for output nodes. 

 

The hidden layer error: 

 

1

(1 ) for sigmoid function

n

j h k j k

k

h j j

δ f w δ

f h h

=

=

 = −

    (8) 

 

where “j” is the vector of errors for each hidden layer neuron. 

“j” is a weighted sum of all nodes and the local slope “ h’ ” 

of the node activation function for hidden nodes. 

 

8.  Adjust the weights and thresholds in the output layer: 

 
( ) ( )( )1 1t t(t) (t)

k j k j k j k j k jw w αδ h η w w+ −= + + −    (9) 

( ) ( )1t t

k k kαδ + = +     (10) 

 

where “” is the learning rate, “” is the momentum factor 

and “t” is time period.  

 

It should be noted that the learning rate and the momentum 

factor are used to allow the previous weight change to 

influence the weight change in this time period, “t”. These 

calculation steps repeat until the output layer error is within 

desired tolerance for each pattern and neuron. 

 

The feed-forward neural network has become the most 

popular among the various types of neural network in different 

applications. The back-propagation network is most 

commonly used for feed forward neural network as there is a 

mathematically strict learning scheme to train the network and 

guarantee mapping between inputs and outputs. In this study, 

an artificial neural network modelling for prediction of the 

surface irregularity of the roads is performed. In addition, a 

feed-forward back-propagation ANN approach is used for 

the training and learning processes. For the solution of the 
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ANN algorithm, a computer program has been developed in 

the C language. As neural networks need a range of input and 

output values to be between 0.1 and 0.9 to the restriction of 

sigmoid function, experimental field data and required data are 

both normalized in order to use the values. The equation of 

normalization is given as follows:  

 𝐴𝑐𝑡.𝑑𝑎𝑡𝑎.−𝑀𝑖𝑛.𝑑𝑎𝑡𝑎 𝑀𝑎𝑥.𝑑𝑎𝑡𝑎 −𝑀𝑖𝑛.𝑑𝑎𝑡𝑎 × (𝐻𝑖𝑔ℎ 𝑑𝑎𝑡 − 𝐿𝑜𝑤 𝑑𝑎𝑡 ) + 𝐿𝑜𝑤 𝑑𝑎𝑡       (11) 

 

In this formula, minimum, maximum, high and low data 

refer to the annual minimum data value, the annual 

maximum data value, the maximum normalized data value 

(0.9), and the minimum normalized data value (0.1), 

respectively [27]. A three-layer feed-forward back-

propagation neural network for the surface irregularity of the 

culverts of highways is performed as shown Figure 1. A 

three-layer feed-forward back-propagation neural network 

for the surface irregularity of the bridges of highways is 

performed as shown Figure 2. 

 

 

Figure 1. A three-layer feed-forward back-propagation neural network for the surface irregularity of the culverts of highways. 

 

 

Figure 2. A three-layer feed-forward back-propagation neural network for the surface irregularity of the bridges of highways. 
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As far as the ANN analyses are concerned the network 

parameters were taken as the averaged IRI measurements 

taken along the two separate 150m long road sections of the 

highways both before and after the bridges and culverts for 

the highways. The lengths of the highways were also used as 

an input for the model. The outputs are the surface 

irregularity of the bridges and culverts respectively as 

illustrated in Figure 1 and Figure 2. The weights, biases and 

hidden node numbers are altered to minimize the error 

between the output values and the current data. In order to 

obtain the least error convergence, the configurations of the 

ANN are set by selecting the number of hidden layers and 

nodes along with the learning rate and momentum 

coefficient. The 745 cases of real measurements of data set 

related to culverts are divided into two sections. First 708 

data groups (95% of all data) were used for trainings of the 

network and the remaining data group representing 37 cases 

were used for the verification of the ANN model. It should 

be noted that these data were randomly selected. The 130 

cases of field measured data sets for bridges are also divided 

into two data sets. The first group consisting of 115 data set 

to be used for trainings of the network (88% of all data) and 

the other data group with 15 cases were used to validate the 

ANN model. 

Table 1. The ANN model results for the surface irregularity of the culverts on 080-05 coded highway.   

Location of the culverts on  

080-05 coded highway (m) 

Measured IRI 

Data-Averaged 

ANN Model 

ANN results AMRE (%) R2 STD (%) 

504 2.39 2.85 19.41 0.9623 0.03480 

1440 2.25 2.33 3.64 0.9987 0.00955 

2055 3.31 2.68 19.14 0.9634 0.02693 

2549 1.48 1.22 17.25 0.9702 0.02391 

3160 2.13 2.12 0.34 1.0000 0.00318 

3537 1.56 1.80 15.50 0.9760 0.02854 

3819 1.81 2.07 14.44 0.9792 0.02683 

4081 1.66 1.98 19.55 0.9618 0.03501 

4431 2.44 2.38 2.29 0.9995 0.00006 

5088 2.15 2.54 17.95 0.9678 0.03246 

5827 2.20 2.57 16.64 0.9723 0.03036 

8100 5.81 4.68 19.44 0.9622 0.02741 

10036 4.85 4.09 15.64 0.9755 0.02132 

10472 3.58 3.94 10.07 0.9899 0.01985 

11995 2.81 2.67 4.85 0.9976 0.00406 

13449 1.02 0.83 18.19 0.9669 0.02542 

15335 1.12 1.09 2.69 0.9993 0.00059 

15645 1.18 1.07 9.13 0.9917 0.01091 

15989 1.03 1.06 3.03 0.9991 0.00856 

16338 1.42 1.15 19.31 0.9627 0.02720 

16635 0.71 0.84 18.04 0.9674 0.03261 

17058 1.41 1.14 19.20 0.9631 0.02703 

17128 1.53 1.29 15.82 0.9750 0.02162 

17841 1.29 1.09 15.63 0.9756 0.02131 

19206 1.38 1.14 17.13 0.9707 0.02371 

19843 1.08 1.17 8.42 0.9929 0.01719 

20388 1.54 1.27 17.85 0.9681 0.02487 

22087 0.94 1.12 19.16 0.9633 0.03439 

22249 0.91 1.05 15.89 0.9748 0.02915 

22973 1.10 1.30 18.56 0.9656 0.03343 

24226 1.15 1.35 17.76 0.9685 0.03215 

24447 1.38 1.36 1.23 0.9998 0.00175 

28432 1.43 1.51 5.26 0.9972 0.01213 

28669 1.64 1.51 7.77 0.9940 0.00873 

28716 1.82 1.51 16.81 0.9717 0.02321 

28827 2.05 1.81 11.60 0.9865 0.01486 

29493 1.50 1.54 2.65 0.9993 0.00796 

Average 12.90 0.9792 0.02062 
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Table 2. The ANN model results for the surface irregularity of the bridges on 080-03 coded highway.   

Location of the bridges on 

080-03 coded highway (m) 

Location of the 

measurements on bridges 

Measured IRI 

data-Averaged 

ANN Model 

ANN results AMRE (%) R2 STD (%) 

9487 after 300 m 2.32 2.78 19.65 0.9614 0.03518 

20192 after 300 m 2.82 3.13 11.02 0.9879 0.02136 

4691 after 300 m 1.44 1.72 19.27 0.9629 0.03458 

9487 after 150 m 4.30 3.88 9.87 0.9903 0.01209 

20192 after 150 m 3.36 3.82 13.84 0.9808 0.02587 

4691 after 150 m 4.29 3.95 8.00 0.9936 0.00910 

9487 over the bridge 4.17 4.57 9.62 0.9907 0.01912 

20192 over the bridge 4.12 4.55 10.36 0.9893 0.02031 

4691 over the bridge 3.80 4.48 18.01 0.9676 0.03255 

9487 before 150 m 4.47 4.56 1.99 0.9996 0.00690 

20192 before 150 m 4.05 4.73 16.78 0.9718 0.03059 

4691 before 150 m 3.57 3.93 10.11 0.9898 0.01991 

9487 before 300 m 3.52 3.15 10.49 0.9890 0.01308 

20192 before 300 m 3.80 3.28 13.62 0.9814 0.01810 

4691 before 300 m 3.46 2.85 17.51 0.9693 0.02432 

Average 12.68 0.9817 0.02154 

The neural network model is basically formed for the surface 

irregularity of the culverts and bridges by using seven inputs 

(highways, the IRI values for culverts/bridges and the five 

150m-long intervals of the highways defined before). The 

output on the other hand is the surface irregularity values of 

the culverts and bridges. As far as the hidden numbers are 

concerned, 5, 6 and 7 were tested. The most appropriate 

hidden number was found as 6 and this value was used in the 

analysis. In the algorithm, learning rates and momentum 

coefficients are taken as 0.6 for learning processes, in which 

500,000 iterations were carried to obtain good fits. 

Furthermore, the three error measuring parameters were used 

to compare the performance of the various ANN 

configurations [28]. 

 

The performance of various ANN configurations was 

compared using the absolute mean relative error (AMRE), 

the standard deviations in the relative (STD) errors and the 

absolute fraction of variance (R2). The following equations 

are used to acquire the related values for the assessment of 

the results. 

 

1

1
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n

n

i
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    (14) 

 

where B= (yi - ai)/ai. “yi” is the prediction value, “ai” is the 

measurement value, and “n” is the number of data available. 

Table 1 and Table 2 illustrate associated prediction errors, 

the absolute mean relative error (AMRE), the standard 

deviations in the relative (STD) errors and the absolute 

fraction of variance (R2) with ANN configurations for the 

surface irregularity of the culverts and bridges in the learning 

process, respectively. In calculating the roughness of the 

surface of bridges and culverts, the hidden layer with 6 nodes 

in the ANN structure gave the best results in obtaining the 

prediction results in Table 1 and Table 2. 

 

Comparison of the results obtained from the ANN analysis 

and the real field data was carried out through employing the 

absolute mean relative error (AMRE), the standard 

deviations in the relative errors (STD) and the absolute 

fraction of variance (R2). The ANN model has 12.90% of 

average AMRE, 0.02062 of the STD and 0.9792 of R2 for the 

surface irregularity of the culverts on 080-05 coded highway 

for the sections of 150m length after the culverts as shown in 

Table 1. As for the bridges, because of the limitation on the 

number of available data, the ANN model is developed and 

tested for the whole section of the highway with 080-03 

code. The ANN model, in this case, resulted in 12.68% of 

average the AMRE, 0.02154 of the STD and 0.9817 of R2 

for the surface irregularity of the bridges as shown in Table 

2. 

 

Comparison of the results produced by the ANN model and 

the field data for the surface irregularity of the culverts on 

highway with 080-05 code for the road sections after 150m 

from the culverts are given in Figure 3. In similar way, 

Figure 4 illustrates the comparison of the ANN model results 

and the measured data for the surface irregularity of the 

bridges of 080-03 coded highway. 

 

As can be seen from the tables above the developed ANN 

model produced satisfactory results in terms of evaluation 

criteria for the calculation of the surface irregularity of the 

culverts and bridges. 
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Figure 3. Comparison of the ANN model results and the measured data for the surface irregularity of the culverts on highway 

with the 080-05 code after 150 m on culverts. 

 

 
Figure 4.  Comparison of the ANN model results and the measured data for the surface irregularity of the bridges for the highway 

with 080-03 code. 
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3.  CONCLUSIONS 

This study proposed an innovative ANN model for the 

calculation of surface irregularities for the bridges and 

culverts located in different highways based on the data 

obtained from General Directorate of Highways in Turkey. 

The findings of this study through developed ANN model 

led to the following concluding remarks. 

 

• The ANN results indicate that the proposed model can be 

effectively used for the prediction of the surface 

irregularity of the bridges and culverts. The ANN approach 

is rather suitable for the prediction of surface irregularities 

of the bridges and culverts.   As the proposed ANN model 

is based on a 6-hidden layer approach, the model 

effectively evaluates the importance levels of the factors 

and sets up the model accordingly to obtain reasonable and 

accurate results. Non-linear or Regression models do not 

provide the results with this accuracy. 

 

• The ANN model has an average percentage value of 12.90 

for AMRE, 0.02062 for STD and 0.9792 as R2 for the 

surface irregularity of the culverts on highway with 080-05 

code for 150m-length of the road sections from the 

culverts. 

 

• The ANN model has average percentage values of 12.68 

for AMRE, 0.02154 for STD and 0.9817 as R2 for the 

surface irregularity of the bridges on 080-03 coded 

highway investigated. 

 

• This research pointed out that ANN approach is an 

applicable and suitable method to predict the surface 

irregularities of the bridges and culverts when the related 

data cannot be obtained by field studies due to some 

physical, financial or time, professional staff and 

equipment related difficulties. 

 

• This study was carried out to illustrate that artificial 

intelligence modelling is an effective and applicable 

approach to estimate the values of the highway surface 

irregularities based on the field data related to culverts and 

bridges. In this way, the effects of bridges and culverts on 

the IRI values of the asphalt structure of the highways to 

be constructed can be calculated and evaluated so that the 

time related applications may be put into practice as far as 

the maintenance programs are concerned. 

 

• The next step of this research will be setting up new ANN 

models considering some important highway usage and 

construction parameters, such as annual average daily 

traffic, temperatures, heavy vehicle compositions, type of 

aggregates, available Marshall test results, to obtain the IRI 

values of the asphalt.  In addition, the effect of the length 

and width of these constructional structures on IRI values 

will be investigated and modelled based on the nationwide 

data to be obtained from General Directorate of Highways 

in Turkey. 

 

• The effectiveness of the model will also be tested by 

acquiring data from different regions. 

NOMENCLATURE 

ai experimental value 

ANN Artificial Neural Network 

AMRE     Absolute Mean Relative Error 

dk target activation of output layer.  

h vector of hidden-layer neurons 

R2 absolute fraction of variance 

STD Standard Deviation 

t time period  

wij  weights connecting the ith input node to the jth 

hidden layer node 

wkj  weights connecting the jth hidden layer node to the 

kth output layer 

x multiple inputs 

y output 

yi output value  

Greek Letters 

  external threshold,  

j  threshold between the input and hidden layers. 

()  logistic sigmoid activation function  

h()  logistic sigmoid activation function from input 

layer to hidden layer 

     variable which controls the slope of the sigmoid 

functional   

k  threshold connecting the hidden and output layers. 

k()  logistic sigmoid activation function from hidden 

layer to output layer 

k’ local slope of the node activation function for 

output nodes 

k vector of errors for each output neuron  

j  vector of errors for each hidden layer neuron. 

h’ local slope of the node activation function for 

hidden nodes 

 learning rate 

 momentum factor 

Subscripts 

h hidden layer 

i input node, or initial condition 

j hidden layer node 

k  output layer node 

n  number of the data 
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Abstract 

 

Object detection and classification on digital images is an area of great importance in the digitalizing world. After deep learning 

methods started being implemented for object detection, classification and segmentation a rapid development has been observed 

in the field. Mask R-CNN is one of the most successful methods in the field and can be used for detection and segmentation 

purposes for many different objects. Our study focuses on the use of Mask R-CNN for weapon detection, specifically handguns. 

Today, there are many cameras in public areas and detecting weapons through these cameras before a forensic incident can 

provide great advantages. Our model achieved a mean average precision (mAP) of 0.78 in the detection of handguns on test data. 

Our findings demonstrate the potential of deep learning in security by detecting threats in images and live videos. 
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1.  INTRODUCTION  

In the digital world that we are living in today, digital images 

hold a very important position. Defining these images in a 

way that computers can understand has become increasingly 

valuable and recent advancements in deep learning, 

especially Convolutional Neural Networks (CNN), have 

made this process easier. 

Making digital images understandable by machines is part of 

'image processing'. If we set aside conceptual discussions, 

we can define image processing as a set of methods for 

analyzing, enhancing, and editing digital images [1]. 

While image processing consists of a broad area, our study 

specifically focuses on image classification, object detection 

and image segmentation, which are part of this field. Image 

classification is the process of classifying the images into 

what they represent. For example, if an image represents a 

class or not. 

Object detection is the process of determining if there is a 

specific object on an image and the position of it. Image 

segmentation takes this one step further and does a pixel 

level classification and highlights the objects on the image. 

Image segmentation divides into two types; semantic 

segmentation which does an object category level 

segmentation and instance segmentation where a 

segmentation for every single object is conducted [2]. 

 
Figure 1. Detection and Segmentation [3]. 

The history of object detection can be divided into two main 

stages, with the critical point being the introduction of deep 

learning to the field. After the entrance of deep learning, 

everything changed drastically. In the first stage, we 

observed object detection algorithms that relied on 

handcrafted features. However, as the field became stagnant 

with handcrafted algorithms in the 2010s, a revolutionary 

approach was about to emerge. In 2014, R. Girshick et al. 

proposed their study on Regions with CNN features (R-

CNN), which marked the beginning of a new era in object 

detection [4]. 

R-CNN is made from three components, category-

independent region proposal generator (utilizing selective 

search), CNN which is extracting fixed-length feature 

vectors from every region, class-specific linear Support 

Vector Machine (SVM) [5]. R-CNN was a great 

breakthrough for its time, but it had its downsides like; a 

complex multi-stage pipeline, training being expensive, 

object detection and the whole process being too slow [6]. 

https://dergipark.org.tr/en/pub/apjess
https://doi.org/10.21541/apjess.1542885
https://academicperspective.org/
http://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0003-3041-9665
https://orcid.org/0000-0002-5891-0635
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Aware of the weaknesses of R-CNN, R. Girshick proposed 

Fast R-CNN, which solved the drawbacks of R-CNN and 

enhanced its speed and accuracy. Fast R-CNN is a single-

stage method where an image and a set of object proposals 

are taken as input. First, the whole image is passed into a 

CNN and a feature map is achieved. After that, every object 

proposal is processed with a Region of Interest pooling layer 

and a fixed-length feature vector is extracted from the feature 

map from the first stage. At the end, these feature vectors are 

sent to a SoftMax probability classifier and a bounding box 

regressor [6]. 

 
Figure 2. Fast R-CNN Architecture [6]. 

R-CNN and Fast R-CNN use selective search as a region 

proposal algorithm. Even though ROIs were introduced by 

Fast R-CNN, the computation of region proposals remained 

a bottleneck for object detection. To solve this Ren S. et.al. 

introduced the Region Proposal Network (RPN) with Faster 

R-CNN. In their study, they discovered that the 

convolutional feature maps employed by region-based 

detectors could also be utilized to generate region proposals. 

Briefly, RPN generates region proposals, which are 

subsequently passed to the ROI module. The cost-

effectiveness of RPN was a significant advancement in 

object detection algorithms [7]. 

And the final algorithm we will mention, which we are using 

in this study, is Mask R-CNN. Mask R-CNN is a network 

that integrates instance segmentation capabilities into Faster 

R-CNN. Mask R-CNN has small differences compared to 

Faster R-CNN, but these small differences matter a lot. The 

first critical difference is the use of a new layer called ROI 

Align instead of ROI pooling, which enables pixel-to-pixel 

alignment between the network's input and outputs. 

Secondly, the mask and class prediction are separated [8]. 

Mask R-CNN can be used for a wide range of instance 

segmentation and object detection tasks. This versatility can 

be found through a simple academic search. Our focus in this 

study is weapon detection, specifically handguns for security 

purposes. With the increasing use of security cameras in 

public areas, the ability to detect weapons before they are 

used for criminal activities can be highly beneficial. 

In this study we are using Mask R-CNN, which is the latest 

and most improved version of the R-CNN versions, thus our 

focus will be on this algorithm and its evolution. However, 

we do find value in briefly mentioning the You Only Look 

Once (YOLO) algorithm, which is one of the competing and 

popular algorithms in object detection and instance 

segmentation. 

YOLO was introduced in 2016 as a fast (when compared to 

other algorithms), single step object detection model. The 

study aimed to build a model which works like a human 

glance, in other words to look at an image and directly detect 

objects. Other object detection systems use multiple 

components and complex pipelines which make the process 

slow and hard to optimize. In contrast, YOLO is rather 

simple, using a single convolutional network which predicts 

bounding boxes and class probabilities, and then filters the 

detections based on the model’s confidence [9]. Over time, 

YOLO received a lot of interest and made big progress in 

accuracy and capabilities, including instance segmentation. 

Many different variants have been published and the model 

continues to be improved by researchers [10]. YOLOv8 

model was shown to outperform Mask R-CNN, with higher 

precision and recall in less time [11]. 

2.  LITERATURE REVIEW 

There have been many studies using different methods to 

detect weapons in images. One of them is referenced in our 

dataset source, which focuses on an automatic handgun 

detection alarm system using CNN. The results of the study 

indicate that Faster R-CNN has shown the most promising 

outcomes. In this study, the training set is initially 

constructed using the outcomes from a VGG-16 based 

classifier to minimize the number of false positives. The 

study reports a recall rate of 100% and a precision rate of 

84.21% [12]. 

Another similar study applied three CNN based models; 

YOLOv3, RetinaNet and Faster R-CNN to detect handguns 

in images. To reduce the number of false positives, they 

incorporated pose information on how handguns are held, 

which proved to be effective for one model. While YOLOv3 

achieved the best precision and F1 scores without the added 

pose information, Faster R-CNN received lower results 

compared to RetinaNet and YOLOv3. With the inclusion of 

pose-related information, Faster R-CNN and RetinaNet 

showed decreased performance, whereas YOLOv3 

displayed improvement. Overall, the highest rates were 

achieved with a 97.23% recall rate for RetinaNet without 

pose information and a 96.23% precision rate for YOLOv3 

with pose information [13]. 

One study utilizes Mask R-CNN in their threat detection 

system, designed to detect suspicious objects in the images 

captured through cameras. They primarily employ CNN for 

classification on live camera images and subsequently use 

Mask R-CNN for instance segmentation on the cloud side. 

Regarding Mask R-CNN, they have provided only the 

overall average classification accuracy for classification 

purposes, which stands at 93.09% [14]. 

With the aim of preventing crimes before they happen, a 

study has utilized Mask R-CNN to detect guns in 

surveillance images. Their system takes an input image, 

applies preprocessing techniques like resizing, flipping etc. 

then they apply image sharpening with Gaussian Deblur 

technique and finally detect the mask with their trained 

model. Contrary to the popular evaluation techniques of 

Mask R-CNN, this study utilizes classical evaluation 

techniques. They achieved an F1 score of 84.69% with Mask 

R-CNN [15]. 
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In a recent study called “Weapon detection system for 
surveillance and security” Yolo V5 is used for weapon 
detection and Mask R-CNN is used for instance 

segmentation. Before proceeding with the model training, 

various data augmentation and prepossessing methods are 

being applied. The study achieves 90.66% detection 

accuracy (DC) and 88.74% mean intersection over union 

(mIoU) [16]. 

All studies expressed above are focused on detecting 

weapons through normal camera images but there are also 

studies which focus on finding concealed weapons which are 

also very critical to detect forensic incidents. One of these 

studies tries to detect pistols from thermal images using deep 

learning. They have evaluated several deep learning 

algorithms for classification and segmentation. While the 

best result for detecting the pistols was achieved using a 

VGG 19-based convolutional neural network with an F1 

score of 84%, for the second module which consisted of 

classification and bounding box detection, Yolo-V3 

achieved the highest mean average precision of 95% [17]. 

Another area where deep learning is used for weapon 

detection is in X-ray images. One of the studies we examined 

introduced an anchor-free convolutional neural network 

(CNN) approach to detect weapons in X-ray baggage 

images. By eliminating the need for preset anchor box sizes 

and thus reducing computational complexity, the method 

demonstrates robust performance in detecting knives and 

handguns. By comparing different mainstream anchor-free 

and anchor-based methods the study has revealed that 

anchor-free methods YOLOx, Objects as Points and 

ExtremeNet have great performance in weapon detection on 

X-ray images [18]. 

All in all, there is continuous development in the use of deep 

learning techniques for security and surveillance. As seen in 

studies [12], [13], [14], [15], [16], [17] and [18], the aim is 

to build a system that will enhance public safety and prevent 

crimes through image processing techniques. The increasing 

number of studies suggest that there will be rapid progress in 

the field, and soon, using deep learning for safety will 

become common. 

Another valuable point to mention is the new, popular Large 

Language Model (LLM) based tools. Even though LLMs are 

text-based and don’t have a direct impact on object detection, 

as AI systems that understand user inputs, these models will 

undoubtedly enhance the user input/request in image 

processing. 

3.  MATERIALS AND METHODS 

The first stage of our work was to create a comprehensive 

dataset that includes both labeled data for classification and 

segmentation purposes. To accomplish this, we utilized a 

pre-labeled dataset consisting of 3000 handgun images. 

These images were selected from the internet, representing 

at least one handgun in diverse situations [12]. The only 

problem about this dataset was that it only had bounding box 

annotations which can be used for object detection but not 

for instance segmentation. To solve this, we created a new 

dataset out of the mentioned dataset, containing 700 images 

(500 training, 100 validation, 100 test), annotated in COCO-

style format. 

 
Figure 3. Dataset Image Examples 

The data set used for this study contains images from various 

conditions, however, for a real-world project the training set 

would need to be expanded to contain images from all types 

of possible conditions with objects which might resemble a 

gun but are not. Since this study was for educational purpose 

with limited resources we focused on training a prototype 

model. 

In the original paper of Mask R-CNN it’s stated that the code 
is made available on GitHub [5]. This code is written in 

python, and it’s powered by the deep learning framework 
Caffe2 which is now deprecated and transferred to PyTorch 

repository. In this study we are using Mask R-CNN’s 
deployment through Python 3, TensorFlow and Keras which 

can be found on a different GitHub repository [19]. The 

model is based on Feature Pyramid Network (FPN) and a 

ResNet101 backbone. 

Data is crucial for training successful deep learning models, 

but sometimes obtaining sufficient amount of data can be 

challenging. To solve this issue, scientists have built a 

solution known as transfer learning. In transfer learning, you 

can access the learned weights from previous deep learning 

studies and enable your model to start training on your data 

after gaining knowledge about other classes. In our study we 

used the weights of Microsoft Common Objects in Context 

(Coco) dataset trained model for Mask R-CNN. Microsoft 

Coco is a data set which contains images from 91 different 

objects [20]. 

The evaluation of Mask R-CNN is different than standard 

deep learning algorithms. In Mask R-CNN we have object 

classification and segmentation predictions to evaluate. As 

stated in [13], popular object detection competitions have 

used mean average precision (mAP) as the primary 

evaluation metric for the models. We can briefly say that 

mAP is the mean of estimated area under the precision-recall 

curve. mAP value is used in multiclass detection problems 

where the Average precision (AP) value is averaged for all 

the classes. AP is an approximation of the area under 

precision-recall curve and it’s obtained from the equation (1) 
by interpolating the curve values. P(r ̃ ) in (2) represents the 

precision where the recall is r .̃ 𝐴𝑃 = ∑ (𝑟(𝑛+1)𝑛=0 − 𝑟𝑛)𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑟(𝑛+1))        (1) 

in which: 𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑟(𝑛+1)) = max�̃�:�̃�≥𝑟𝑛+1 𝑃(�̃�)                                         (2) 

To determine if a prediction is True Positive (correct), False 

Negative (undetected) or False Positive (incorrect) 
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confidence score and Intersection Over Union (IoU) values 

are used. Details for the evaluation of a Mask R-CNN model 

can be found in [21], [22] and [13]. We used the functions 

from [19] to calculate the mAP. 

In order to enhance our handgun detection system, we used 

the python OpenCV library to conduct real-time predictions 

on streaming videos. This approach enabled generations of 

predictions directly from the video captured by our laptop 

camera. If this system gets implemented on security cameras 

it can provide efficient and prompt analysis to detect 

handguns. 

4.  FINDINGS 

Our model trained on the coco-style formatted dataset gave 

us 0.81 mAP on training data, 0.78 mAP on validation and 

test data in 25 epochs. The instance segmentation was 

satisfying. You can find some examples of our predictions 

on the test data below. 

 
Figure 4. Model Prediction Examples 

The examples above are from the predictions made on 

images. Then we ran tests on live video. The results were 

also satisfying as seen on the screenshots below. 

 
Figure 5. Predictions on Real-Time Video (With Toy Guns) 

5.  DISCUSSION AND CONCLUSIONS 

It is obvious that deep learning is going to be used even more 

extensively in security issues in the future. A successfully 

trained AI system can detect security problems in seconds, 

which is usually not feasible for a person monitoring dozens 

of cameras, often becoming fatigued after hours of 

surveillance. The aim of Management Information Systems 

(MIS) is to help people and managers make decisions using 

the correct technologies. Using Mask R-CNN for security 

purposes is a great example of helping people through 

technology. 

It's important to note that, although AI seems to bring great 

value for security, it may raise concerns regarding human 

rights. Continuous surveillance by AI will need strict 

regulations to prevent it from being controlled or used by 

wrong hands for improper purposes. 

In this study, we aimed to demonstrate an example of how 

security threats can be detected both from images and live 

videos. In future studies our aim is to enhance our system's 

ability to detect a wide range of weapons in challenging 

environments and generate alarm signals for security forces 

through real-time video analysis. 
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