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Modern AI Models for Text Analysis: A Comparison of Chatgpt
and Rag

Aslan  Nurzhanov ¹  & Altynbek Sharipbay ²

¹ L.N.Gumilyov Eurasian National University, Faculty of Information Technology, Department of Information Security, Astana, Kazakhstan
² L.N.Gumilyov Eurasian National University, Faculty of Information Technology, Department of Artificial Intelligence Technology, Astana, Kazakhstan

Abstract This study presents a comparative analysis of two text-processing models: ChatGPT and Retrieval-
Augmented Generation (RAG).

ChatGPT, built on the Generative Pre-trained Transformer (GPT) architecture, excels at generating coherent
and contextually appropriate texts, making it widely applicable in fields such as education, healthcare, and
business. However, it has a significant limitation—it relies solely on pre-trained data, lacking the ability
to access real-time information, which can affect the relevance of its responses in dynamic contexts.

In contrast, RAG integrates text generation with external data retrieval, offering a substantial advantage
in terms of real-time data relevance. This feature enhances both the accuracy and completeness of the
generated responses, especially for tasks that require up-to-date information. The study evaluates both
models based on several key performance indicators, including accuracy, completeness, processing time,
and scalability.

The conclusion highlights the strengths and weaknesses of each model and suggests potential improve-
ments for their future application across various domains. By offering a deeper understanding of the
capabilities and limitations of these technologies, this research contributes to their optimal use and
further development.

Keywords Artificial intelligence (AI) • machine learning • natural language processing (NLP) • ChatGPT • RAG
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1. INTRODUCTION

In recent years, AI models have become essential in text processing, including automatic text generation
and data analysis. Popular solutions include the generative transformer-based model ChatGPT [1] and hybrid
models like RAG [2].

ChatGPT, developed by OpenAI, generates coherent text by training on extensive datasets, allowing it to
handle diverse queries. However, it is limited by its reliance on an internal knowledge base, affecting
accuracy and relevance [3, 4].

RAG enhances language models by combining retrieval and generation, achieving state-of-the-art perfor-
mance in many NLP tasks [5, 6].

This study offers a comparative analysis of ChatGPT and RAG, highlighting their advantages, limitations, and
potential applications in various tasks.

2. ANALYSIS OF MODERN TEXT PROCESSING METHODS

In this study, over 40 research papers were reviewed, focusing on the application of modern models,
including ChatGPT and RAG, in data processing, particularly in text analysis. These works cover a broad range
of topics related to the use of these technologies across various fields—from education and healthcare
to science and engineering [7]. The articles examine both the advantages of these models, such as high
flexibility and improved accuracy through the use of external data, as well as their limitations, including
issues with bias, inaccuracies in responses, and computational costs. The comparative analysis of the studies
highlighted the key features of applying ChatGPT and RAG and developed a benchmark methodology for
their effective use in various text processing scenarios [8, 9].

2.1. ChatGPT

ChatGPT is a large language model developed by OpenAI based on the GPT architecture. It has been trained
on vast amounts of textual data to generate coherent and meaningful responses to text-based queries.
The model can engage in conversations, answer questions, generate text, and even solve tasks that require
complex contextual understanding and logic [1].

2.1.1. Advantages and disadvantages of using RAG for text processing

A comparative review of studies on ChatGPT highlights its diverse applications and varying strengths and
weaknesses. In education, research indicates that ChatGPT enhances learning by providing quick answers,
assisting with essay writing, and explaining complex concepts, leading to high user satisfaction [6, 10].

In medicine, ChatGPT aids in drafting reports and making recommendations, thus improving clinical effi-
ciency [7, 11].

However, limitations exist, particularly regarding accuracy and reliability in technical fields, as some studies
note that the model can generate plausible but incorrect responses [8, 12]. In addition, concerns about
political bias and objectivity have been raised [9].

In summary, while ChatGPT shows significant potential, caution is necessary in fields where accuracy and
impartiality are critical.
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2.1.2. 2.1.2. Benchmark methodology for using ChatGPT

The benchmark methodology for ChatGPT in text generation assesses its ability to produce coherent,
accurate, and contextually relevant responses. Key performance metrics include accuracy, recall, precision,
and F1-Score, along with processing time to evaluate efficiency.

Testing involves large-scale datasets, such as SQuAD, and various response formats (e.g., structured answers
and free-form text) to gauge performance flexibility. Since ChatGPT relies solely on internal knowledge,
it generates high-quality responses with minimal latency, supporting scalable response generation for
numerous queries [13].

2.2. 2.2. RAG

RAG is a powerful approach for text processing that combines the strengths of generative models with the
ability to retrieve information from external data sources [14]. This approach offers several key advantages
that make it appealing for various tasks, although it also comes with certain limitations.

2.2.1. 2.2.1. Advantages and disadvantages of using RAG for text processing

RAG excels in retrieving relevant data from external databases, enhancing the accuracy and reliability of
responses, particularly in critical fields such as medicine and law [15]. It effectively handles long texts and
complex queries, enriching responses with the necessary context, which is beneficial in multi-layered tasks
such as legal analysis [16].

Additionally, RAG's adaptability to various domains, leveraging specialised databases, provides versatility
compared to traditional models trained on limited datasets [17].

However, RAG's high computational complexity poses a disadvantage, especially with large datasets, leading
to slower response times in time-sensitive tasks [18]. Setting up an RAG also requires substantial effort to
integrate external databases efficiently, with potential performance issues if not carefully configured [19].
Furthermore, the effectiveness of the RAG relies on the quality of the external data; outdated or incorrect
information can undermine its accuracy [20].

In summary, while RAG is a powerful tool for text processing in complex tasks requiring high accuracy, its
implementation necessitates considerable computational resources, careful configuration, and access to
high-quality data.

2.2.2. 2.2.3. Benchmark methodology for using the RAG

The benchmark methodology for RAG in text processing utilises objective metrics to evaluate performance,
including Precision (relevance of retrieved documents), Recall (ability to retrieve all relevant documents),
and Accuracy (overall correctness of predictions).

Processing Time measures the speed of document retrieval and response generation, while Scalability
assesses the model’s capability to handle increased queries or dataset sizes without performance loss.
These metrics provide a quantifiable basis for optimising RAG models in real-world applications, ensuring
effective performance in complex text processing tasks [21].

3. RESEARCH METHODOLOGY

The methodology of this research is focused on evaluating the performance of the ChatGPT and RAG models
using key metrics. For a systematic analysis, the study is divided into several critical aspects.
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3.1. Literature review of the evaluation methods

The evaluation methodologies for the ChatGPT and RAG models incorporate various metrics, including
accuracy, recall, and F1-score for ChatGPT, as well as precision and recall for RAG. A detailed overview of the
evaluation methods is presented in Table 1 [22-24].

Table 1. Overview of the evaluation methods for the ChatGPT and RAG models

Study title Model evaluated Key metrics Summary of the findings

Evaluating ChatGPT as a Question-
Answering System: A Comprehensive
Analysis and Comparison with Existing
Models [22]

ChatGPT Accuracy, Recall,
and F1-score

Compared ChatGPT with traditional QA
systems, testing various interaction modes
and evaluation methods.

Evaluation of Retrieval-Augmented
Generation: A Survey [23]

RAG Precision, Recall Discusses metrics for assessing RAG's
retrieval capabilities and generated text
quality, including answer relevance and
faithfulness.

CRAG—Comprehensive RAG Benchmark [24] RAG Context
Precision and
Answer
Relevance

Outlines the key evaluation metrics for the
RAG, providing insights into the evaluation
methodologies.

3.2. Experimental conditions for testing the ChatGPT and RAG

To test ChatGPT, QA datasets were used, including popular test sets like SQuAD, which evaluate the model’s
ability to generate accurate answers to complex questions. Various datasets and query types were employed
to assess the performance in different generation modes [22, 25, 26].

For the RAG, testing required integrating external databases, using complex queries that necessitated infor-
mation retrieval. The conditions included working with large datasets and evaluating the relevance of the
retrieved data [23, 27].

3.3. The abilities of the ChatGPT and RAG models in processing and classifying extremist
texts

To evaluate the effectiveness of ChatGPT and RAG in processing and classifying extremist texts, a specialised
dataset was developed. It consisted of examples of extremist content across eight categories: political,
religious, racial, national (ethnic), economic, social, youth, and environmental extremism. Additionally, the
dataset included materials related to extremism, such as articles, reports, and publications, addressing
various aspects of extremist activities, their consequences, and methods of prevention.

Experimental setup for ChatGPT: Input texts were processed directly without external data retrieval. The
model’s responses were evaluated based on binary classification (extremist or non-extremist) and type
classification (correct identification of the specific type of extremism).

Experimental setup for the RAG: The model retrieved contextual data from an external database. Similar
evaluation metrics were used, with additional emphasis on the relevance of the retrieved documents.

Key Evaluation Metrics:

• True Positives by type of extremism (TPv): The number of texts correctly classified not only as extremist
but also by the correct type of extremism.
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• False Positives by type of extremism (FPv): The number of texts with extremist content correctly identified
as extremist but misclassified regarding the specific type of extremism.

• False Negatives by type of extremism (FNv): The number of texts containing extremist content of a
specific type that the model either failed to classify correctly or failed to recognise as extremist (missed
classification).

In the implementation of the RAG model, the external knowledge base was stored in MD (Markdown) files,
allowing for a simple and structured format that facilitated efficient processing. These MD files contained
texts organised into thematic segments, simplifying the retrieval of relevant information.

Vector representations of the data, stored in the Chroma database, were generated based on the content
of these MD files. This setup ensured efficient data management and reduced the system load during query
execution. Texts were split into chunks of 300 characters, ensuring consistent representation in the vector
database and improving the accuracy of context retrieval.

Additionally, the LangChain library was used to orchestrate the processes of information retrieval and
response generation. LangChain enabled seamless integration between the knowledge base, MD files, and
vector search operations. During response generation, the RAG model used ChatGPT, leveraging its gener-
ative capabilities to analyse retrieved information and produce coherent and contextually relevant outputs.
This approach ensured high accuracy and relevance in the tasks related to text classification and processing.

4. EXPERIMENTAL RESULTS

Two models, ChatGPT and RAG, were used in the experiments. Each model was tested in conditions as close
as possible to real-world text processing scenarios, including tasks involving short, long, and implicit texts.
ChatGPT was tested on various question-answer tasks using datasets like SQuAD, generating answers based
on pre-trained data without external search [22]. In contrast, the RAG included a data retrieval component,
enabling the system to find information in real databases before generating a response. This ensured the
integration of additional sources to improve the accuracy and relevance of the answers [14].

4.1. Performance comparison of ChatGPT and RAG by criteria

Accuracy: ChatGPT performs well in providing contextually correct answers but struggles with complex,
factually precise questions due to a lack of external data support [22]. In contrast, RAG shows higher accuracy,
particularly in tasks requiring factual retrieval from external sources [25].

Recall: ChatGPT often fails to deliver complete answers, especially with implicit texts [28]. RAG demonstrates
higher recall by effectively retrieving and integrating information from multiple sources [25].

Processing Time: ChatGPT is faster for tasks without information retrieval, while RAG takes longer due to its
need to search external sources [29].

Scalability: ChatGPT handles numerous queries efficiently [3], whereas RAG faces scalability challenges with
large datasets [30].

Relevance: ChatGPT’s responses can be general or contextually limited due to reliance on pre-trained data
[3]. RAG provides more relevant and accurate responses, especially for complex queries requiring current
information [31].
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Processing Long Texts: ChatGPT manages long texts but may lose critical information due to its context
window limitations [32]. RAG effectively processes long texts by breaking them into chunks and retrieving
relevant data as needed.

In the study of the performance of the ChatGPT and RAG models, the results of the comparative analysis are
presented in Table 2 [18, 33-37].

Table 2. Comparison of the ChatGPT and RAG performance

Criteria ChatGPT RAG Comments

Accuracy 50.5% (PubMedQA), 15.06%
(HotpotQA)

56.42% (PubMedQA), 12.07%
(HotpotQA)

RAG shows a slight improvement in
accuracy compared to ChatGPT,
especially when accessing external
data [33, 34] 

Recall 1.09% (PubMedQA), 22.63%
(HotpotQA)

3.05% (PubMedQA), 25.05%
(HotpotQA)

RAG provides better extraction of
relevant information, especially on
complex question-and-answer tasks
[33]

Processing time ~0.3–0.5 sec ~1.5–2 sec ChatGPT is faster because it does not
require access to external data
sources [35]

Scalability High Average ChatGPT scales better due to the
lower computational cost of
extracting information [36]

Relevance of the
response

Low for complex queries Higher thanks to the external
data

RAG is more relevant for tasks that
require searching for relevant
information [37]

Processing long
texts

Moderate High RAG handles long texts better by
extracting information from external
sources [18]

These results provide a clear comparison of the performance of ChatGPT and RAG across different criteria,
highlighting the strengths and limitations of each model in various text processing tasks.

4.2. Advantages of the RAG in handling long texts

RAG demonstrated clear advantages in working with long texts and texts with implicit content. Thanks to
its data retrieval component, the model could locate and use relevant information from external sources,
significantly improving the quality of its generated responses. In tasks where the text requires detailed
processing and contextual understanding, RAG outperforms ChatGPT, which relies solely on internal model
data. This was confirmed in studies where long documents and complex texts requiring in-depth analysis
were tested [16].

Thus, RAG proved to be highly effective in complex scenarios that require the integration of external infor-
mation, while ChatGPT remains more suitable for quicker, less complex tasks involving shorter texts [38].

4.2.1. Evaluation results of the ChatGPT and RAG models’ capabilities in processing and classifying extremist
texts

As part of the conducted scientific study, 160 extremist texts were tested, evenly distributed across eight
types of extremism with 20 texts for each category. The analysis results are presented in Table 3.
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Table 3. Comparative table of extremist text classification results by the ChatGPT and RAG models

ChatGPT RAGType of extremism

TPv FPv FNv TPv FPv FNv

Political 20 1 0 15 1 5

Religious 17 1 3 10 4 10

Racial 16 2 4 13 3 7

National (ethnic) 20 2 0 15 3 5

Economic 15 1 5 12 2 8

Social 16 1 4 11 3 9

Youth 16 0 4 12 3 8

Environmental 15 0 5 11 4 9

The ChatGPT model demonstrated high classification accuracy across most categories of extremism, partic-
ularly in tasks where the texts contained explicit content. It achieved maximum TPv values for political and
national (ethnic) extremism (20 out of 20), while maintaining low FPv and FNv values. However, in some
cases, such as religious and economic extremism, the model made more errors, with FNv reaching up to 5.

The RAG model, leveraging its ability to extract additional data from external sources, showed stable
performance in classifying complex and veiled texts. However, its TPv values were generally lower than those
of ChatGPT across almost all categories, especially for religious and social extremism, where FNv reached
10 and 9, respectively.

The classification results highlight the differences in the effectiveness of ChatGPT and RAG depending on
the type of extremism.

For political extremism, ChatGPT correctly classified all texts (TPv = 20), with no omissions (FNv = 0) and only
one FPv error. In contrast, RAG delivered a lower performance, correctly classifying 15 texts (TPv = 15), while
missing 5 texts (FNv = 5) and maintaining a similar number of FPv errors.

In religious extremism, ChatGPT performed better, correctly classifying 17 texts (TPv = 17) with one FPv error
and three FNv omissions. The RAG model was less accurate, correctly classifying only 10 texts (TPv = 10),
making more FPv errors (4), and missing 10 texts (FNv = 10).

For racial extremism, ChatGPT achieved slightly better results, correctly classifying 16 texts (TPv = 16) with 4
FNv omissions. RAG performed worse, correctly classifying 13 texts (TPv = 13) and missing 7 (FNv = 7). Both
models had comparable FPv errors (2–3).

In the category of national (ethnic) extremism, ChatGPT again demonstrated maximum accuracy, correctly
classifying all texts (TPv = 20) with no omissions (FNv = 0). RAG underperformed, missing 5 texts (FNv = 5)
and correctly classifying 15 texts (TPv = 15).

For economic extremism, ChatGPT correctly classified 15 texts (TPv = 15) with 5 FNv omissions, while RAG
showed lower accuracy, correctly classifying 12 texts (TPv = 12) and missing 8 (FNv = 8).

The analysis of social extremism also highlighted ChatGPT’s superiority, correctly classifying 16 texts (TPv
= 16) with 4 FNv omissions. RAG demonstrated lower accuracy, correctly classifying 11 texts (TPv = 11) and
missing 9 (FNv = 9).

For youth extremism, ChatGPT showed higher accuracy, correctly classifying 16 texts (TPv = 16) with 4 FNv
omissions, while RAG correctly classified 12 texts (TPv = 12) and missed 8 (FNv = 8).
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Finally, in the category of environmental extremism, ChatGPT correctly classified 15 texts (TPv = 15) with 5
FNv omissions. In comparison, RAG correctly classified 11 texts (TPv = 11), missed 9 texts (FNv = 9), and had
more FPv errors (4 compared to 0 for ChatGPT).

These results demonstrate that ChatGPT achieves higher accuracy in classifying most types of extremism,
particularly in cases involving explicit text content. In contrast, the RAG encounters challenges when classi-
fying veiled or complex texts, which is reflected in its higher FPv and FNv error rates.

5. DISCUSSION

The discussion section focuses on a detailed comparison between the strengths and weaknesses of the
two models used in this research, ChatGPT and RAG. This analysis is essential for understanding how each
model performs in different contexts, highlighting their advantages and limitations in real-world applica-
tions. By evaluating these models, we can identify areas where improvements could further enhance their
performance. The following subsections provide a breakdown of the key features and shortcomings of both
models, followed by potential strategies for enhancing their capabilities in the field of text processing.

5.1. Strengths and weaknesses of each model

ChatGPT's key strengths include fast text generation, scalability, and versatility, enabling real-time query
processing without the need for external database access [36]. However, it has significant drawbacks in
terms of accuracy and reliability, as it relies on static training data, making it unsuitable for critical fields
like medicine or law where current information is essential. Additionally, ChatGPT may produce plausible-
sounding but factually incorrect responses [39].

In contrast, RAG improves the accuracy and relevance of responses by integrating with external databases,
allowing access to real-time information, which is crucial for complex tasks in medicine and law [14].
Nonetheless, RAG has its own disadvantages, including the high computational costs associated with real-
time information retrieval, which can slow down the performance. The complexity of setting up an RAG for
integration with various databases also complicates its use across tasks [40].

5.2. Potential improvements in the text processing models

Improving ChatGPT's performance could involve integrating an information retrieval component like RAG
to access real-time data, enhancing its accuracy in fields such as medicine and finance. Fine-tuning on
specialised datasets for tasks such as medical or legal consultations could also increase relevance and
reliability.

For RAG, optimising the data retrieval process with more efficient ranking algorithms could reduce search
times and computational costs. In addition, incorporating automatic fact-checking and data verification
systems would enhance accuracy and minimise irrelevant information.

In summary, both models possess unique strengths, and targeted improvements could enhance their effec-
tiveness across various tasks.
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5.3. Evaluation of the ChatGPT and RAG models’ capabilities in processing and classifying
extremist texts

The results of the comparative analysis revealed that the ChatGPT and RAG models exhibit varying levels of
effectiveness in classifying extremist texts depending on the category and complexity of the content.

ChatGPT demonstrated high classification accuracy, particularly in tasks involving explicit content. The
model achieved maximum TPv values for political and national (ethnic) extremism, correctly classifying
all texts in these categories. Low FPv and FNv values across most categories confirm the model’s ability
to handle texts effectively that do not require deep analysis or the extraction of an additional context.
However, in categories with veiled content, such as religious and economic extremism, ChatGPT delivered
less accurate results, with more omissions (FNv up to 5).

RAG, on the other hand, showcased stable performance when working with veiled and complex texts due
to its ability to retrieve additional information from external data sources. However, this capability did not
always result in higher accuracy. In categories like religious and social extremism, the model exhibited a
significant number of omissions (FNv up to 10) and classification errors related to extremist types (FPv up
to 4). This may be attributed to the model’s reliance on the quality of external data and the challenges
associated with integrating these data into the classification process.

6. CONCLUSION

The comparison of the ChatGPT and RAG models is crucial for advancing artificial intelligence in specialised
domains, such as processing extremist texts. ChatGPT serves as a powerful tool for text generation based
on pre-trained knowledge, making it effective for quick analysis and tasks that do not require access to
external data. However, its limitations become clear in situations where handling current or domain-specific
information is essential.

In contrast, RAG, by integrating mechanisms for retrieving data from external sources, shows significant
potential for processing texts that require deep analysis and contextual understanding. This capability is
particularly important in fields such as medicine, law, or the analysis of veiled extremist content.

The comparison of these models helps identify the key aspects of their applications and determine the
directions for further improvements. For instance, integrating the strengths of both models could lead to
the development of hybrid systems that combine the accuracy and speed of ChatGPT with the data retrieval
capabilities of RAG, offering significant potential for use in critically important areas.

Future research should focus on optimising each model to enhance its effectiveness in specialised appli-
cations. For ChatGPT, it would be beneficial to integrate data retrieval mechanisms, enabling the model to
access real-time information. This could involve developing hybrid architectures that combine the model’s
pre-trained knowledge with contextual search capabilities. Additionally, fine-tuning ChatGPT on domain-
specific datasets, such as those in medicine, law, or extremist content analysis, would significantly improve
its accuracy for specific tasks. Developing algorithms to better analyse veiled texts, leveraging methods of
deep context analysis to uncover nuanced meanings, is also essential. To improve the handling of long texts,
the model’s context window should be expanded, and mechanisms for segmenting text into chunks with
subsequent interpretation integration should be implemented.
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For the RAG, improving the quality of data retrieval is a priority. This can be achieved by employing
more accurate ranking algorithms and implementing automatic verification mechanisms to minimise the
impact of outdated or irrelevant information. Reducing the computational complexity of the model is also
essential, which can be accomplished by optimising its architecture to accelerate search processes without
compromising accuracy and employing dynamic selection of relevant sources. Additionally, RAG should be
tailored to specialised tasks through fine-tuning on relevant databases, such as medical or legal sources,
while strengthening its contextual retrieval mechanisms to better handle veiled texts.

A combined optimisation of these models could involve developing hybrid systems that merge the speed
and accuracy of ChatGPT with RAG’s external data retrieval capabilities. Such systems could dynamically
adapt to various tasks, automatically switching between pre-trained knowledge generation and external
data retrieval based on contextual demands. To enhance effectiveness, it is recommended to test these
systems on real-world datasets that reflect practical application conditions and to develop new evaluation
metrics that account for requirements in accuracy, speed, and scalability. Ethical and legal considerations
are also critical, including measures to prevent the generation of biassed content and to ensure data confi-
dentiality, particularly in sensitive areas such as medicine or counter-extremism efforts. These steps will
help tailor the models to specialised applications and ensure their successful deployment across diverse
contexts.

The scalability of the AI models and the reduction of computational costs are critical areas for future
improvement. This study identifies several strategies that can be implemented to enhance these aspects
for both the ChatGPT and RAG models.

For ChatGPT, computational efficiency can be improved through techniques such as parameter reduction
or weight quantisation, which reduce resource demands without significantly impacting performance. Simi-
larly, dynamic sampling strategies can be employed in RAG to minimise the number of external data queries,
ensuring that only the most relevant information is retrieved.

Caching mechanisms present another promising avenue for optimisation. In the case of RAG, frequently
accessed data can be cached, thereby reducing the retrieval times and computational overhead. For ChatGPT,
the use of precomputed contexts for common queries could accelerate processing while maintaining accu-
racy. Additionally, parallel processing on high-performance computing platforms offers potential scalability
improvements for both models, allowing them to handle larger datasets and more complex tasks efficiently.

This study makes a substantial contribution to the existing literature by highlighting the strengths and
limitations of ChatGPT and RAG in text classification tasks. Specifically, it demonstrates that ChatGPT excels
in tasks involving explicit content, while RAG is better suited for handling veiled or contextually complex
texts. These findings enrich current knowledge by providing a clearer understanding of the contexts in which
each model performs optimally.

Moreover, the results underscore the practical applicability of these models in real-world scenarios, such
as healthcare and legal domains, which require high levels of accuracy and reliability. By bridging the gap
between academic research and practical deployment, this study provides a valuable foundation for devel-
oping hybrid systems that combine the strengths of both ChatGPT and RAG. Such systems could enhance the
precision and adaptability of AI models, making them more suitable for diverse and critical applications.

Finally, the findings of this research lay the groundwork for further exploration into computationally efficient
hybrid architectures. The evaluation metrics developed and applied in this study, such as TPv, FPv, and
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FNv, could serve as benchmarks for analysing the performance of AI models in other specialised tasks.
These insights reinforce the importance of integrating computational efficiency, scalability, and practical
adaptability into the development of next-generation AI systems.
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1. Introduction

This article will discuss the “Children of the Tree” algorithm, which we introduce as a novel algorithm to
the Machine Learning (ML) literature. “Children of the Tree” provides rule extraction for candidate bank
customers, which we explain through Random Forest (RF) as the tree-based machine learning model. This
study helps banks and non-bank financial institutions accurately detect potential customer risks and make
decisions aligned with their risk strategies. The rules needed are extracted accurately and in a less complex
manner. The algorithm can work on imbalanced data sets.

In this study, we examine how the “Children of the Tree” algorithm can efficiently generate rules for
customer classification in the banking sector. This approach helps us understand the dataset classification
by extracting decisions from each node of the tree-based models. These decisions are then converted
into rules. It provides a powerful method for analysing the risk status of ongoing customers and gaining
meaningful insights for candidate customers. In this way, the factors causing customers or groups to fall into
certain classes are revealed. This enables banks to make strategic decisions in marketing, risk management,
and customer relations while developing better strategies for potential customers.

There are studies in the literature on the use of rule extraction and tree-based models in customer classifi-
cation. However, these studies often overlook the simultaneous evaluation of the reliability, simplicity, and
validity of the extracted rules. Additionally, studies that focus on these aspects do not incorporate 'Minimum
Description Length' (MDL)-based simplicity research. The “Children of the Tree” approach addresses this
gap by measuring the confidence and validity of each rule using quantitative metrics for interestingness.
Additionally, it selects simpler rules by performing an MDL cost analysis. Thus, it reduces complexity and
ensures that the obtained rules are based on a more meaningful and simple basis. This is essential in high-
risk sectors such as banking because the accuracy of the rules used in customer classification and risk
analysis can directly affect the business strategies of banks.

In addition, generating insights for candidate customers by seeing the current risk status of the bank through
existing customers will be a meaningful and valid analysis. In this respect, the “Children of the Tree” algorithm
will provide a unique solution in customer classification and risk analysis in the banking industry and will
make significant contributions. This study effectively addresses imbalanced datasets by incorporating the
SMOTE technique, demonstrating its strength in this area.

In this study, Chapter 1 reviews the existing rule extraction algorithms. Mathematical programming-based
algorithms and machine learning-based algorithms were investigated and verbally compared with our algo-
rithm "Children of the Tree". In addition, Chapter 1 briefly touches on the background of the association rule
mining metrics and the Minimum Description Length (MDL) method, which is used to evaluate the inferred
rules that are the basis of our algorithm. In addition, in this section, the SMOTE method is briefly explained
and the dataset used in the study is introduced. Chapter 2 explains the basic principles, working steps, and
mathematical background of our algorithm. In addition, it is discussed in detail how the metrics used in
the evaluation of the rules extracted in our algorithm are calculated. Chapter 3 covers the applications of
our algorithm to the dataset. In this section, the practical results and performance of our algorithm are
conveyed. Chapter 4 is the discussion and conclusion section. In this section, our algorithm is compared
with RuleFit [10] and Anchors [18], which are widely known in the literature and can be used as open source,
on the German Credit Data dataset. According to the benchmark results, our algorithm generally produces
a higher F1 score than these rule extraction algorithms. In addition, our algorithm could provide high and
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close F1 scores for both classes, considering the minority class as well as the majority class. This shows that
our study exhibits superior performance on unbalanced datasets.

According to the benchmark results, the Children of the Tree algorithm demonstrates superior performance,
achieving an overall F1 score of 0.80 compared to 0.74 for RuleFit. Specifically, the F1 score for Class 1 (good
class) is 0.80 for Children of the Tree and 0.73 for RuleFit, while for Class 2 (bad class), the F1 score is 0.81 for
Children of the Tree and 0.75 for RuleFit. Additionally, when compared to Anchors, the Children of the Tree
algorithm stands out by evaluating rules across broader metrics. Anchors provide high precision values, but
these are often associated with very small subsets of the dataset, as seen in its low coverage values (e.g.,
0.0104 and 0.0147 for Class 1 and Class 2, respectively). In contrast, Children of the Tree achieved confidence
values analogous to precision, such as 0.78 for Class 2 and 0.69 for Class 1, while maintaining significantly
higher support values (up to 0.48 for Class 2 and 0.40 for Class 1). This balance between confidence and
support ensures that the generated rules are both meaningful and scalable. By addressing the challenges of
imbalanced datasets and generating reliable, interpretable rules, Children of the Tree proves to be a robust
and practical alternative to existing methods like RuleFit and Anchors.

1.1. Rule Extraction in Literature

The issue of rule extraction from ML models has been discussed and used in many areas (e.g., finance,
healthcare, etc.). Until now, many researchers have conducted studies ranging from the interpretation of
models, explainable/interpretable models, to the detection of model tendencies through rule extraction,
and even the evolution of these rules into use by business units/owners. Rule extraction from tree-based
machine learning models is also an important approach to make the decision processes of the model more
interpretable. In ensemble models such as Random Forest, the analysis of rules from multiple decision trees
is used to increase the explainability of the model and to obtain reliable decisions [1]. In this context, various
algorithms that work in the form of "if-then" rules stand out in the literature.

inTrees Framework [2] ranks the rules extracted from the RF according to metrics such as frequency, error
rate, and length. It reduces the complexity of the rules and makes them simpler and more understandable.
However, it does not use the MDL technique, which is the way to reduce the complexity and provide the
simplicity by analysing the model's error and rule length. In addition, it has some limitations in the area
of rule overlap and explainability. ExtractingRuleRF [3] extracts and ranks the rules from RF using a greedy
algorithm. This method prioritises predictive accuracy while limiting the interpretability coverage. SIRUS
[4] is a method derived from RF and based on the rule frequency. It focuses on creating shorter and more
stable rules. RF+HC [5] reduces the number of rules extracted from RF using the Hill-Climbing algorithm.
This method applies optimisation to create small and meaningful rule sets. defragTrees [6] simplifies
RF rules using a Bayesian model selection algorithm and optimises predictive performance. It preserves
explainability while reducing complexity. ForEx++ [7] generates high-quality rule ensembles from decision
forests. It presents a framework based on average metrics and focuses on predictive performance. MIRCO
[8] uses mathematical programming to minimize rule heterogeneity and complexity. This method produces
rules that better represent the minority class.

OptExplain [9] extracts rules using logical inference, sampling and optimisation techniques. It offers the
ability to explain particularly large data coverage. RuleFit [10] combines rules extracted from RF nodes with
sparse linear regression. However, it may experience instability when working with highly correlated rules.
Node Harvest [11] uses the rules extracted from RF as a weighted prediction model. It works with non-negative
weights and provides more explainable models. Forest-ORE (Optimal Rule Ensemble) [12] is a method that
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generates an explainable rule ensemble from Random Forest models. This method uses Mixed-Integer
Programming (MIP) to optimise the balance between the predictive performance, rule coverage, and rule
complexity.

Our algorithm “Children of the Tree” optimises rules using MDL (Minimum Description Length) [13], which
offers a different evaluation mechanism than most other algorithms in the literature. The inTrees algorithm
also evaluates rules in terms of length calculation to simplify rule sets, but it does not conduct an MDL-based
optimisation study. For example, while algorithms such as CN2 and RIPPER usually focus on metrics such as
support and confidence, our approach evaluates the complexity and accuracy of the rules together [14,15]. This
distinct evaluation approach makes direct comparison with algorithms like CN2 and RIPPER challenging, as
they do not incorporate complexity into their assessments. In addition, MDL-based optimisation allows the
rules to be more compact and explainable. This unique feature places our algorithm in a distinct category,
emphasising explainability and balance between complexity and accuracy. The fact that our algorithm can
successfully work on imbalanced data sets is a significant advantage. Classical rule extraction algorithms
such as CN2 and RIPPER generally tend to overfit the majority class in such data sets [14,15].

On the other hand, our algorithm can effectively target the minority class in imbalanced datasets and extract
meaningful rules for this class. This makes it unnecessary to compare our algorithm in the same context
with others.

These studies have essentially set us a benchmark. Although they did not directly use the MDL principle in
terms of rule extraction from the model, some of these studies aimed to balance model fit and complexity,
which indirectly resembled the basic ideas of MDL.

Table 1 includes the basic properties, advantages, and disadvantages of mathematical programming-based
algorithms in the literature that create benchmarks, and the comparison of the application domain in which
they are suited.

Table 1. Mathematical programming-based algorithms

Algorithm Name Basic Properties Advantages Disadvantages Application Domain/
Fields

Forest-ORE [12] It extracts rule sets
from RF models that
can be explained by
the mixed-integer
optimisation.

It strikes a balance
between predictive
performance and
explainability.

It has high
computational cost and
is time consuming on
large datasets.

Global model
explainability and
minority classes.

MIRCO [8] It minimizes the total
rule complexity and
heterogeneity using
mathematical
programming.

Creates rules that
better represent the
minority class.

The computational cost
is high.

Risk analysis and data
mining.

OptExplain [9] It creates rules through
logical inference,
sampling and
optimisation
techniques.

Explains the broad
scope of data.

Logical operations and
optimisation processes
can be complex.

Optimisation and
logical inference.

defragTrees [6] It simplifies and
optimises RF rules
through Bayesian
model selection.

Predictive simplifies
the rules while
maintaining accuracy.

Bayesian processes can
be slow on large
datasets.

Bayesian modelling,
finance, and
healthcare.
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On the other hand, Table 2 includes the comparison of the basic properties, advantages, disadvantages and
application domain of rule extraction algorithms that can work on machine learning models in the literature
that creates benchmarks for us.

Table 2. Machine Learning-Based Algorithms

Algorithm Name Basic Properties Advantages Disadvantages Application Domain/Fields

RuleFit [10] It derives if-then
based rules, learns
rules from complex
models and combines
them with linear
models.

L1 regularisation
selects important
rules and provides a
balance between
accuracy and
explainability.

Requires SMOTE or
optimisation on
unbalanced datasets.

Classification and
regression, financial
analysis.

RIPPER [15] It is if-then based and
uses incremental
pruning to reduce
errors in rules.

Creates simple, fast,
and explainable rules.

Performance may
degrade on large data
sets.

Medicine, finance, and small
data sets.

CN2 [14] It is if-then based and
produces rules with
an implicit (covering)
algorithm.

It is powerful in
unbalanced data sets
and generates
meaningful rules.

Accuracy may
decrease in complex
data sets.

Biology, medicine,
classification.

PART [16] It is if-then based and
extracts partial rules
from the decision
trees.

It creates explainable
and simple rules and
is effective in multi-
class problems.

Performance in
complex relationships
is limited.

Education, classification.

Bayesian Rule Lists
(BRL) [17]

It is if-then based,
sorts and optimises
the rules according to
the Bayesian
probability model.

It offers a balance of
explainability and
accuracy and is robust
on small datasets.

The computational
cost is high for large
data sets.

Healthcare/Medicine, law,
finance.

Anchors [18] It is if-then based,
creating local rules
that explain each
predicted situation.

It is powerful in
making sense of
complex patterns and
produces explanatory
and intuitive rules.

Scalability may be
limited to large
datasets.

Model explainability and
engineering.

C4.5 ve CART [19,20] It is if-then based and
creates rules with the
decision tree
algorithm.

Easy to apply, fast and
explainable.

Is prone to overfitting. Classification and
regression, training.

Slipper [21] It is if-then based and
increases the accuracy
of the rules with
boosting.

It improves
performance and can
be effective on
imbalanced datasets.

The computational
cost may increase due
to boosting.

Binary classification.

Scalable Rule-Based
Learner (SRL) [22]

It is if-then based and
creates scalable rules
on large datasets.

It is fast, explainable
and optimisable on
large datasets.

May produce
oversimplified results
on small data sets.

Large data sets and real-
time applications.

Interpretable Decision
Sets (IDS) [23]

It is if-then based and
produces non-
overlapping and low-
complexity rules.

Explainability is at the
forefront, and the
overlap between rules
is minimized.

The computational
cost is high for large
data sets.

Healthcare, law, and sectors
requiring high reliability.
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Algorithm Name Basic Properties Advantages Disadvantages Application Domain/Fields

EBM (Explainable
Boosting Machines)
[24]

It is based on
Gradient Boosting and
creates explainable
rules by modelling
each feature
independently.

Near-Gradient
Boosting accuracy,
meaningful
explanations.

Performance in
complex relationships
may be limited.

Healthcare, finance, and
critical decision-making
processes.

TE2Rules [25] It optimises the rules
extracted from the
tree ensemble models
with a balance of
fidelity and
explainability.

High balance of
fidelity and
explainability; covers
all decision paths.

It has high
computational cost
and is time
consuming on large
datasets.

Machine learning,
explainable models.

SIRUS [4] Creates stable and
explainable rule sets;
derived from RF
models.

It creates short and
decisive rules and
provides stability.

May overlook rare but
important rules.

Regression and
classification, stable models.

inTrees [2] It derives rules from
all the decision paths
in the RF and
optimises these rules.

Optimises by
considering the
frequency of rules.

The rules are highly
expressive, but
complexity can
increase in large data
sets.

Machine learning, predictive
models.

ExtractingRuleRF [3] It extracts rules from
the RF and weights
them with the greedy
algorithm.

Optimises the
accuracy and coverage
of the rules.

Predictive accuracy is
prioritised over
explainability.

Predictive performance,
financial analysis.

RF + HC (Hill-Climbing)
[5]

It uses hill-climbing to
optimise the rules
within the RF.

Creates small and
meaningful rule sets.

The optimisation
process can be
lengthy.

Optimised small datasets.

Node Harvest [11] It combines the rules
obtained from the RF
nodes with a weighted
prediction model.

Creates a simple rule
set with non-negative
weights.

Predictive
performance may be
limited.

Machine learning, rule-
based analysis.

ForEx++ [7] Generates high-
quality rule
populations,
improving the
predictive
performance.

Optimises predictive
performance.

Optimised rule size
may limit
explainability.

Risk analysis and data
mining.

Children of the Tree¹ It is if-then based,
uses RF models, is
suitable for working
on imbalanced data
sets, creates rules by
balancing with SMOTE
and ranks according
to MDL cost.

It achieves high
accuracy and F1 scores
in both classes and
finds the least cost
rules.

Since computational
costs can be high in
numerous data sets,
feature-based filtering
should be added for
such data sets.

Healthcare, finance, data-
intensive sectors,
imbalanced data sets,
Machine Learning
classification problems.

¹This article describes an algorithm for extracting rules from a new model. The algorithm details are available in Section 2. The
Application results are available in Section 3.
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1.2. Quantitative Association Rule Mining Measures in the Literature

Association rule mining is a technique frequently used in data mining to discover dependencies and patterns
between elements in large data sets. It is also referred to in the literature as “interestingness metrics”. In
particular, metrics such as "support", "confidence", and "lift" are among the most used metrics in association
rule mining. The development of these metrics provides valuable information to the user by determining
meaningful relationships between elements in the data. This approach enables the analysis of past associ-
ations to inform future studies and decision-making processes [26, 27].

Support and confidence metrics, first introduced by Agrawal and Srikant², form the basis of association rule
mining and express the probability of the co-occurrence of elements in a dataset [26]. Later, additional
metrics such as lift were developed to help determine the degree of dependency of the rules, expressing
positive or negative dependencies. Interestingness metrics such as the certainty factor and netconf provide
more meaningful results, especially by eliminating misleading or independent rules³ [27].

1.3. Minimum Description Length in the Literature

The principle of Minimum Description Length (MDL) was developed through a series of papers, primarily
by Jorma Rissanen [28,30,31]. Its roots lie in the Kolmogorov or algorithmic complexity theory developed by
Solomonoff, Kolmogorov, and Chaitin in the 1960s⁴ [32].

The Minimum Description Length (MDL) principle is a formalisation of Occam’s Razor in machine learning
and statistics. In model selection, MDL seeks to balance model complexity and data adaptability [29].

1.3.1. Concept of MDL

MDL suggests that the best model for a dataset is the one that compresses the data most effectively. This
approach consists of two main components [13,33]:

• Model Complexity (𝐋(𝐡)): Refers to the definition length of the hypothesis or model, i.e., the number of
bits necessary to represent the model. A simple model usually has a shorter definition length.

• Data Adaptation Cost (𝐋(𝐃 | 𝐡)): Refers to the length required to describe the data based on the model
or hypothesis. A well-fitting model requires fewer bits to encode its errors or deviations from the data.

1.3.2. MDL Formulation

Mathematically, the total definition length L(D, h) is given by [33]:

𝐿(𝐷, ℎ) = 𝐿(ℎ) + 𝐿(𝐷 ∣ ℎ) (1)

Here,

𝐿(ℎ): It is the definition length (complexity) of the model itself,

𝐿(𝐷 | ℎ): The definition length of the model relative to the data (error or redundancy encoding).

In MDL, the goal is to minimize this total definition length. This strikes a balance between model simplicity
and data fidelity.

²See: References Section, source number 26.
³For a detailed analysis, please see the “Measures” section under the title “QUANTITATIVE ASSOCIATION RULES” in the 2nd Chapter of

the References Section, reference number 27.
⁴For details, the source numbered 32 in the Bibliography Section can be examined.
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1.4. SMOTE Method

SMOTE (Synthetic Minority Oversampling Technique) was introduced by Chawla et al. in 2002. It aims to
enhance classification models by increasing the number of minority class samples in imbalanced datasets,
enabling better predictions for the minority class. SMOTE produces synthetic data points by interpolating
between an example in the minority class and one of its k-nearest neighbours, providing a wider decision
boundary for the minority class. The effectiveness of SMOTE is usually evaluated by metrics such as AUC [34].

1.5. Introduction of the Dataset

In this study, we used the Statlog (German Credit Data)⁵ dataset, a widely recognised resource in the
literature for credit risk analysis. This dataset effectively captures the characteristics of bank customers and
is suitable for extracting rules related to customer risk levels. This dataset is used to determine the risk
level of prospective customers in the bank’s marketing and risk management departments. This dataset is
valuable because it combines the demographic, financial, and behavioural characteristics of the applicants.
In assessing credit risk, multidimensional data such as a customer’s age, employment status, past credit
payments, credit period, and requested credit amount provide detailed insights into potential risks. In such
imbalanced datasets, it is critical to develop models with high predictive accuracy and derive statistically
significant rules to ensure effective decision-making.

Talking about the nature of the dataset is important to understand the area that the study serves. The
dataset includes 20 features and 1 target variable, which are used to evaluate loan applications. These
features include demographic, financial, and behavioural information about each applicant. Age indicates
the age of the applicant, while Personal Status and Sex refers to the applicant's marital status and gender.
Housing represents the ownership status of the applicant’s residence and is classified as "own house,"
"rent," or "free accommodation". Number of Dependents represents how many people rely on the applicant
financially [35].

Among the financial characteristics in the data set, the loan amount (Credit Amount) refers to the amount of
credit requested; Duration in Months indicates the repayment period of the loan in months. The amount of
deposits (Savings) refers to the amount of the applicant’s savings and is categorically divided into different
ranges from low to high. The Existing Property attribute classifies the type and value of properties owned
by the applicant. Other Installment Plans indicate whether the applicant has additional loan agreements.
The Other Debtors attribute indicates whether the applicant has a guarantor or other debtors in the loan
application. Employment status and occupation (Job) is a characteristic that categorically expresses the
employment status and occupation of the applicant. Employment Duration is the time worked in the current
workplace, and the length of this period can be a criterion for measuring financial stability.

Among behavioural characteristics, the number of existing credits that the applicant has is an important
factor in evaluating the loan application. On the other hand, the purpose of the loan indicates the purpose
for which the loan is taken and is divided into categories such as "car", "furniture", "education". Credit History
provides a summary of the applicant’s past loan payments, and regularity in payments plays a fundamental
role in understanding credit risk.

Telephone ownership indicates whether the applicant has a phone, which is particularly important for
communication. Foreign Worker indicates whether the applicant is a foreign employee. It is predicted that

⁵The dataset is sourced from the UCI Machine Learning Repository; It classifies people defined by a set of characteristics as having
good or bad credit risks. For details, the source numbered 35 in the Bibliography Section can be examined.
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these two features may offer indirect effects to the model in evaluating a person’s loan application. The
Credit Risk field, on the other hand, refers to our target variable, which consists of two different classes.
Class 1 refers to applications in a good (no risk) condition, while class 2 refers to applications in a poor
(risky) condition.

While all these features come together in different aspects in the credit risk analysis and provide information
about the loan repayment capacity of the applicant, in our study, it was estimated whether the person was
risky in terms of granting loans on the classification model and it was tried to provide meaningful rules
for bank prospective customers based on the situation of the customers in the bank with different rule
extractions according to this risk class.

Table 3 shows the features in the dataset can be summarised in tabular form as follows.

Table 3. Original German Loan Dataset Specifications and Descriptions⁶

Features Name Data type Demographics Description

Checking Account Categorical Existing "checking account" information

Duration Numeric Loan Term (Term)

Credit History Categorical Credit History

Purpose Categorical Purpose of Obtaining Loans

Credit Amount Numeric Loan Amount

Saving Account Categorical Saving account information

Employment Duration Categorical Other Length of work in the employee's
current job (time interval)

Installment rate Numeric Installment rate as a percentage of
disposable income

Personal Status and Sex Categorical Marital status Marital status and gender

Other Debtors Categorical Other debtors/guarantors

Present Residence Numeric Where he currently resides

Property Categorical Properties

Age Numeric Age Age

Other Installment Plans Categorical Other payment plans

Housing Categorical Other Housing

Number of Credits Numeric Number of other loans in this bank

Job Categorical Profession Work

Dependents Numeric Number of people responsible for
providing care

Telephone Binary Phone

Foreign Worker Binary Other Foreign Employee

Credit Risk Binary Target Risk class (good/bad)

The input of the dataset to our model is as shown in Figure 1 below before the label encoder is made.

⁶For the details of the data set, source number 35 in the Bibliography Section can be examined.
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Figure 1. German Credit Data-Input Data

The digitisation result of the value contained in each categorical variable is shown in Table 4 below.

Table 4. Encoding values based on decision variables and categories

Columns Category Descriptions/Values Encoded

checking_account A11 X < 0 DM (Deutche Mark) 0

checking_account A12 0 <= X < 200 DM 1

checking_account A13 X >= 200 DM/salary assignments for at least 1 year 2

checking_account A14 no checking account 3

credit_history A30 no credits taken/all credits paid back duly 0

credit_history A31 all credits at this bank paid back duly 1

credit_history A32 existing credits paid back duly till now 2

credit_history A33 delay in paying off in the past 3

credit_history A34 critical account/other credits existing (not at this bank) 4

purpose A40 Car (new) 0

purpose A41 Car (used) 1

purpose A410 others 2

purpose A42 furniture/equipment 3

purpose A43 radio/television 4

purpose A44 domestic appliances 5

purpose A45 repairs 6

purpose A46 education 7

purpose A48 retraining 8

purpose A49 business 9

savings_account A61 X < 100 DM 0

savings_account A62 100 <= X < 500 DM 1

savings_account A63 500 <= X < 1000 DM 2

savings_account A64 X >= 1000 DM 3

savings_account A65 unknown/no saving account 4

employment_duration A71 unemployed 0

employment_duration A72 X < 1 year 1

employment_duration A73 1 <= X < 4 years 2

employment_duration A74 4 <= X < 7 years 3

employment_duration A75 X >= 7 years 4

personal_status_sex A91 Male: divorced/separated 0

personal_status_sex A92 female : divorced/separated/married 1

personal_status_sex A93 male: single 2

personal_status_sex A94 Male: married/widowed 3

other_debtors A101 none 0
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Columns Category Descriptions/Values Encoded

other_debtors A102 co-applicant 1

other_debtors A103 guarantor 2

property A121 real estate 0

property A122 Building a society savings agreement/life insurance 1

property A123 car or other, not in attribute 6 2

property A124 unknown/no property 3

other_installment_plans A141 bank 0

other_installment_plans A142 stores 1

other_installment_plans A143 none 2

housing A151 rent 0

housing A152 own 1

housing A153 for free 2

job A171 unemployed/ unskilled - non-resident 0

job A172 unskilled-resident 1

job A173 skilled employee/official 2

job A174 management/ self-employed/highly qualified employee/officer 3

telephone A191 none 0

telephone A192 yes, registered under the customer’s name 1

foreign_worker A201 yes 0

foreign_worker A202 no 1

credit_risk 1 Good 1

credit_risk 0 Bad 0

2. Children of the Tree

This article introduces a new algorithm for rule extraction from tree-based classification models such as
Random Forest. In domains where rule-based predictions are crucial, such as banking, meaningful rules
for prospective customers play a key role in the development of the algorithm. This algorithm is expected
to provide a simple yet effective solution for the risk management and marketing departments of banks
compared to existing methods in the literature.

Thanks to the "Minimum Description Length (MDL)" method, the algorithm reduces the rules that lead to
unnecessary complexity and thus allows the creation of a more understandable and optimised rule set.

2.1. The Foundation of the “Children of the Tree”

A random forest model is an ensemble learning method that consists of multiple decision trees. Each
decision tree classifies or predicts the Ti (i = 1,2,…,N) dataset through specific rules.

Decision trees typically start with a root node (r). This root node represents the starting point of the dataset.

If a node d is a leaf node, then no distinction is made on d, and that node represents a class label or
estimated value.

Journal of Data Analytics and Artificial Intelligence Applications, 1, 1 (January 2025): 14–35   24



Children of the Tree: Optimised Rule Extraction from Machine Learning Models   Meydan & Bal, 2025

Leaf node metrics, M(d), are calculated after all rule extraction is complete and the significance and
explainability of each rule are evaluated. These metrics include criteria such as support, confidence, and
MDL (Minimum Description Length).

M(d) = f(d)

Here, f(d) represents the metrics that indicate the significance of the rule inferred at the leaf node d.

In our study, these metrics are support, confidence, lift, leverage, conviction and mdl values.

If the inner node is d, it can have two child nodes (dL and dR), and this node differentiates on the data using
a property Xj and a threshold value θj.

The decision rule is created by using the property and threshold value on the inner node. Mathematically,
the rule for the inner node d φ(d) is expressed as follows:

𝜑(𝑑) = {𝑋𝐽≤𝜃𝐽 If d switches to the left child node
𝑋𝐽>𝜃𝐽 If d switches to the right child node

This rule splits the pieces of data that are separated from the inner node into two. The left and right child
nodes represent the subsets that this rule creates.

2.2. Algorithm Iterations

Below are the steps of "Children of the Tree", our rule-extraction algorithm from a tree-based machine
learning model.

ALGORITHM 1: Children of the Tree Algorithm Iterations

current_node root
current_node_type internal
current_node is not null
while current_node is not null, do

if current_node is leaf, do
add rule for current_node to rule_list

else
identify the left_child and right_child of the current_node
split_data using feature Xj and threshold θj
Generate rules:

if (Xj ≤ θj) move to the left_child
if (Xj > θj) move to the right_child

end
Move to the next node in the tree (left_child or right_child)
end

• Beginning:

The decision tree is started from the root node (r).

• Decision Function:

Any node d in a decision tree uses a decision function f(d) to classify the dataset. This function determines
how the separation in the node and the results are obtained. In general, the decision function is defined as

𝑓(𝑑) = {Class C1 If d is the leaf node
Decision (𝑋𝑗≤𝜃𝑗 ve 𝑑𝐿) veya (𝑋𝑗>𝜃𝐽 ve 𝑑𝑅) If d is the inner node
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Here, C1 is the class label on the leaf node, or it represents the predicted value. In the inner node, the decision
function represents the rules that divide the dataset into two.

• Leaf Node Control:

If node d is a leaf node, the extracted rule is added to the list of rules:

Rule List ← Rule List ∪ {(D)}
• Internal Node Processing:

If node d is the inner node:

The left (dL) and right (dR) child nodes are passed.

Using the property Xj and the threshold value θj,

Rules(d) ←{(Xj ≤ θj and dL),(Xj > θj and dR)}

Rules are created and the child nodes are passed.

Switching to the left and right child nodes allows similar operations to be performed on each child node.
After the rules are issued, metrics such as support, confidence, lift, leverage, and conviction are calculated.

The MDL (Minimum Description Length) value is calculated by evaluating the complexity and error costs of
each rule. These metrics are evaluated after the entire rule extraction process is completed and the optimal
rules are selected.

2.3. Evaluation of the Rules Metrics

“Children of the Tree" uses support, confidence, lift, leverage, and conviction metrics to determine how
meaningful a rule or association is in the dataset and how interesting it is.

Support: Indicates how often the rule is passed in the dataset.

Support = 𝑁𝑟𝑢𝑙𝑒
𝑁𝑡𝑜𝑡𝑎𝑙

Nrule: The number of instances to which the rule applies.

Ntotal: Total number of instances.

Confidence: Confidence measures the probability that a rule is true. It refers to how often the rule is true,
especially when given a property or condition.

Confidence = 𝑁𝑐𝑜𝑟𝑟𝑒𝑐𝑡
𝑁𝑟𝑢𝑙𝑒

Ncorrect: The number of instances where the rule is true.

Nrule: The number of instances to which the rule applies.

Lift: Measures how well the rule is relative to the expected accuracy.

The upgrade shows how good the rule is compared to the expected accuracy rate.

Lift = 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒
𝑁𝑐𝑙𝑎𝑠𝑠
𝑁𝑡𝑜𝑡𝑎𝑙

Confidence: The confidence value of the rule.
𝑁𝑐𝑙𝑎𝑠𝑠
𝑁𝑡𝑜𝑡𝑎𝑙  : The proportion of the class that exists as a result of the rule in the dataset.

Leverage: Subtracts the support value of the rule from its expected support in the case of independence.

Leverage = 𝑆𝑢𝑝𝑝𝑜𝑟𝑡 − 𝑁𝑎𝑛𝑡𝑒𝑐𝑒𝑑𝑒𝑛𝑡
𝑁𝑡𝑜𝑡𝑎𝑙 𝑥 𝑁𝑐𝑙𝑎𝑠𝑠

𝑁𝑡𝑜𝑡𝑎𝑙
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Support: The support value of the rule.
𝑁𝑎𝑛𝑡𝑒𝑐𝑒𝑑𝑒𝑛𝑡

𝑁𝑡𝑜𝑡𝑎𝑙 : The expected accuracy of the feature (or condition).
𝑁𝑐𝑙𝑎𝑠𝑠
𝑁𝑡𝑜𝑡𝑎𝑙  : The proportion of the class that exists as a result of the rule in the dataset.

Conviction: It measures how persuasive the rule is to ensure its accuracy.

Conviction = 1 − 𝑁𝑐𝑙𝑎𝑠𝑠
𝑁𝑡𝑜𝑡𝑎𝑙

1− 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒

Confidence: The confidence value of the rule.
𝑁𝑐𝑙𝑎𝑠𝑠
𝑁𝑡𝑜𝑡𝑎𝑙  : The proportion of the class that exists as a result of the rule in the dataset.

2.4. Application of MDL in Rule Extraction

In the context of rule extraction, MDL can be used to evaluate the "cost" of a set of rules. Section 1.3
“Minimum Description Length in Literature” describes the way MDL is calculated in the literature. Accordingly,
a rule that is too complex (with too many conditions) will have a high L(h) value, while a rule that adapts
poorly to the data will have a high L(D∣h) value. The best rule set would be the one that minimizes this
unified definition length. Our algorithm implements MDL calculations based on the principles outlined in
the literature.

1. Sample Calculation for MDL Cost

In our rule extraction algorithm, the MDL value is calculated as follows, alongside other metrics commonly
used in the literature:

Rule Complexity (L(h)): If a rule r has k conditions, each condition contributes to the complexity. For example,
if we assume that each condition requires a certain number of bits, the total complexity of the rule can be
expressed approximately as follows:

𝐿(ℎ) = 𝑘 ⋅ log 2(𝑁) (2)

Here, N refers to the number of samples in the dataset and can be thought of as a "resolution" that determines
the complexity of the rule.

Cost of Error (L(D | h)): This represents the number of samples that were misclassified or incorrectly
estimated by the rule. Let E be the number of misclassifications:

𝐿(𝐷 ∣ ℎ) = 𝐸 ⋅ 𝑙𝑜𝑔2(𝑁) (3)

Total MDL Cost: By combining the two components, the MDL cost of an r rule can be written as:

𝑀𝐷𝐿(𝑟) = 𝑘 ⋅ 𝑙𝑜𝑔2(𝑁) + 𝐸 ⋅ 𝑙𝑜𝑔2(𝑁) (4)

This cost function promotes simple rules (low k) and correct rules (low E).

MDL's Interpretation

• A low MDL value indicates a good balance between model complexity and accuracy.

• A high MDL value indicates that the rule is either too complex (high k) or contains too many errors (high
E), which makes it less preferable.

The interpretation of low or high MDL values should be considered relative to all other calculated MDL values
in the dataset.
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3. Application

This section presents the application of our algorithm. The functionality of "Children of the Tree" is explained
in detail in Chapter 2. In this section, the "Children of the Tree" algorithm was applied on the dataset
introduced in Section 1.5 “Introduction of the Dataset” and the results were obtained as shown in Table 5.

Table 5. Children of the Tree Algorithm Results: Rules, Metrics, and Related Classes

Rule Class Support Confidence Lift Leverage Conviction MDL Cost

duration > 6.50 and
savings_account <= 2.50 and
checking_account <= 2.50 and
other_debtors <= 1.50 and
credit_history <= 3.50.

2 0,48 0,78 1,56 0,24 2,28 9176,16

savings_account <= 2.50 and
other_debtors <= 1.50 and
checking_account <= 2.50 and
credit_history <= 3.50 and
duration > 10.50.

2 0,45 0,79 1,59 0,22 2,42 9479,25

savings_account <= 1.50 and
credit_history <= 3.50 and
checking_account <= 2.50 and
other_debtors <= 1.50 and
personal_status_sex <= 2.50.

2 0,49 0,79 1,57 0,22 2,34 9521,05

present_residence <= 3.50
and checking_account <= 2.50
and foreign_worker <= 0.50
and other_debtors <= 1.50
and purpose <= 8.50.

2 0,43 0,76 1,52 0,22 2,07 9865,94

checking_account <= 2.50 and
other_debtors <= 1.50 and
credit_history <= 3.50 and
duration > 12.50 and
savings_account <= 3.50.

2 0,39 0,80 1,62 0,19 2,62 10116,77

checking_account <= 2.50 and
other_debtors <= 1.50 and
credit_amount > 1044.50 and
number_credits <= 1.50 and
credit_amount > 1173.00.

2 0,43 0,70 1,41 0,22 1,70 10189,93

credit_history <= 3.50 and
checking_account <= 2.50 and
duration > 7.50 and
credit_history > 1.50 and
other_debtors <= 1.50.

2 0,43 0,70 1,39 0,21 1,65 10325,80

credit_amount <= 10918.00
and telephone <= 0.50 and
checking_account <= 2.50 and
employment_duration <= 3.50
and dependents <= 1.50

2 0,40 0,74 1,48 0,20 1,92 10398,96

checking_account <= 2.50 and
duration > 10.50 and

2 0,37 0,78 1,56 0,19 2,29 10409,41

Journal of Data Analytics and Artificial Intelligence Applications, 1, 1 (January 2025): 14–35   28



Children of the Tree: Optimised Rule Extraction from Machine Learning Models   Meydan & Bal, 2025

Rule Class Support Confidence Lift Leverage Conviction MDL Cost

other_debtors <= 1.50 and
employment_duration <= 3.50
and telephone <= 0.50.

employment_duration > 1.50
and purpose <= 8.50 and
duration <= 25.50 and
credit_history > 1.50 and
credit_amount <= 7452.00.

1 0,40 0,69 1,38 0,20 1,61 10628,88

duration <= 27.50 and housing
> 0.50 and
employment_duration > 1.50
and credit_history > 1.50 and
other_installment_plans >
1.50.

1 0,29 0,78 1,55 0,15 2,24 11339,56

duration <= 24.50 and
savings_account <= 3.50 and
employment_duration > 1.50
and credit_amount <= 7881.00
and duration > 7.00.

1 0,39 0,59 1,17 0,19 1,21 11381,37

other_installment_plans >
1.50 and
employment_duration > 1.50
and credit_history > 1.50 and
credit_amount <= 3897.50 and
housing > 0.50.

1 0,28 0,79 1,58 0,14 2,37 11444,08

personal_status_sex > 1.50
and duration > 8.50 and
duration <= 24.50 and
credit_amount > 1081.00 and
credit_amount <= 7521.00.

1 0,3 0,66 1,33 0,15 1,49 11768,06

credit_history > 1.50 and
foreign_worker <= 0.50 and
other_installment_plans >
1.50 and credit_amount <=
3916.00 and number_credits
<= 1.50.

1 0,33 0,59 1,18 0,17 1,23 11788,97

savings_account <= 2.50 and
duration <= 24.50 and
employment_duration > 1.50
and duration > 7.50 and
credit_history > 1.50

1 0,31 0,63 1,27 0,15 1,37 11830,77

checking_account > 2.50 and
age > 24.50 and duration <=
45.00 and credit_amount <=
9569.00 and
other_installment_plans >
1.50.

1 0,20 0,93 1,86 0,10 7,13 11914,38

other_installment_plans >
1.50 and personal_status_sex

1 0,27 0,70 1,40 0,13 1,66 11966,64
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Rule Class Support Confidence Lift Leverage Conviction MDL Cost

> 1.50 and credit_history >
1.50 and property <= 2.50 and
savings_account <= 3.50.

The "Children of the Tree" algorithm was produced with the original ideas of the authors, since no similar
solution was found in the literature. In particular, the fact that the MDL interpretation is used in the step of
rule extraction from machine learning models makes our algorithm valuable in terms of making a unique
contribution to the literature.

The "Children of the Tree" algorithm is an optimisation algorithm for extracting rules from the machine
learning model, based on Random Forest. In the study, the SMOTE technique was used to make the algorithm
work on unbalanced data sets.

The study focuses on two main components. First, the imbalanced dataset was balanced using the SMOTE
technique. Various hyperparameter optimizations were applied to the Random Forest model, achieving an
overall F1 score of approximately 0.81. The F1 scores were 0.80 for Class 1 (good class) and 0.81 for Class 2 (bad
class). Based on these results, the rule extraction mechanism detailed in Section 2 of the "Children of the
Tree" algorithm was implemented on the resulting model. After extracting the rules, metrics such as support,
confidence, lift, leverage, and conviction were calculated. The MDL value was determined by assessing the
complexity and error costs of each rule. After that, all these metrics were evaluated. The optimal rules
were selected. Table 5 presents the optimal rules, the classes they represent, and the corresponding metric
values, including validity and prevalence. Additionally, the table highlights the MDL cost values, reflecting
the simplicity of these rules.

In Table 5 above, our "Children of the Tree" algorithm is applied to "German Credit Data" to extract rules for
potential customers through bank customers. The first column lists the extracted rules, while the second
column indicates the classes to which the rules belong. In other words, if a rule applies to the bank’s
prospective customer, it indicates whether the customer is potentially risky or has a low risk level. The
support values in the table indicate the frequency of each rule in the dataset, while the confidence values
represent their validity. As is known, the MDL Cost field is a reflection of the mathematical calculation of the
simplicity value of the rule in the table.

MDL costs are problem-specific and may vary significantly across different datasets and studies, sometimes
being higher or lower than the values observed here. However, the lowest of the costs given in this study
was calculated for class 2 and this cost belongs to the rule "duration > 6.50 and savings_account <= 2.50 and
checking_account <= 2.50 and other_debtors <= 1.50 and credit_history <= 3.50" with a value of 9176.16⁷ . The
rule with the lowest MDL cost for Class 1 is "employment_duration > 1.50 and purpose <= 8.50 and duration
<= 25.50 and credit_history > 1.50 and credit_amount <= 7452.00" with an MDL Cost value of 10628.88⁸.

⁷The decision limit determined for each variable in these rules can be read with the numerical equivalents of the values described in
Section 1.5 Introduction to the Dataset in Table 4 Table of Encoding Values Based on Decision Variables and Categories.

⁸Example rule reading: Decision class 1 for loans of 25.50 months or less when the employment_duration is A73, A74 or A75, and for
those with a credit history of less than 7452, the credit history is A32, A33 or A34. See Section 1.5 for a variable-based explanation of each
categorical statement.

Journal of Data Analytics and Artificial Intelligence Applications, 1, 1 (January 2025): 14–35   30



Children of the Tree: Optimised Rule Extraction from Machine Learning Models   Meydan & Bal, 2025

4. Conclusion of the Article and Future Works

In our study, the MDL principle is used to enhance the explainability and simplicity of the rules. MDL is
useful in minimizing the definition length of the rules by considering the complexity of the rule (number
of conditions) and the cost of error (number of misclassifications). This encourages rules that are not only
true but also relatively less complex and explainable with fewer conditions. Our study introduces a new and
effective algorithm that prioritises less complex rules, evaluates simplicity using MDL cost, and generates
more general rules by accounting for the minority class in imbalanced datasets. This approach distinguishes
it from alternative methods in rule optimisation.

In the future, we aim to enhance the algorithm’s ability to generate more stable rules, similar to its competi-
tors, while producing more general rules with higher accuracy and simplicity. Additionally, calculations can
be performed based on the extraction and importance of the rules for the selected features. This will enable
the generation of more focused rules for specific classes. In future studies, it is aimed to enable users to
identify the most important features and obtain rules focused on them.

Below, Table  6 presents a comparison of our algorithm with RuleFit, as discussed in Section 1.1 "Rule
Extraction in Literature" in terms of model performance. The results for RuleFit were obtained by applying it
within its framework, with the tree_generator parameter set to random_forest_classifier. The same prepro-
cessing steps were performed for both algorithms, and the same features were used as input to the models.
Additionally, both datasets were balanced using the SMOTE technique and both random forest models were
configured with the same hyperparameter values.

Table 6. Comparison of Model Performances of RuleFit and Children of the Tree

Algorithm Accuracy F1 Score for Class 2 F1 Score for Class 1

Rule Fit 0.74 0.75 0.73

Children of the Tree 0.80 0.81 0.80

The results for "Children of the Tree" stand out against RuleFit for Class 2 (bad) and Class 1 (good). The
superiority of our algorithm is evident from Table 6, as it enables the model to make more reliable predic-
tions and better distinguish between classes, which contributes to the extraction of more trustworthy rules
being extracted. The reason for comparing model performance is that RuleFit, like our algorithm, can train on
a random forest model within its framework. Therefore, comparing the performance of the two algorithms
on datasets processed with identical preprocessing steps and feature selection allows for a fairer evaluation
of their classification success.

Let us continue our comparison with another algorithm, Anchors, and this time analyse the rules extracted
by the Anchors algorithm when it is applied to the same random forest model used with Children of the
Tree. Table 7 presents some rules extracted by Anchors. Anchors evaluate the rules it extracts based on
precision and coverage. Precision reflects the accuracy of a rule, while coverage represents the proportion
of the dataset to which the rule applies.

Table 7. Anchor Results Based on the Highest Precision Values

Class Anchors Precision Coverage

2 checking_account = 0 AND personal_status_sex = 1 AND duration > 28.00 1.0 0.04

2 checking_account = 1 AND credit_amount > 4176.25 AND telephone = 0 AND
property = 2 AND other_installment_plans = 2

1.0 0.01
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Class Anchors Precision Coverage

1 employment_duration = 4 AND duration <= 19.00 AND age > 39.25 AND
other_installment_plans = 2 AND 1361.75 < credit_amount <= 2319.50

1.0 0.01

1 duration <= 12.00 AND present_residence > 3.00 AND housing = 1 AND property =
0 AND credit_amount <= 2319.50

0.99 0.03

In Table 7, rules with these rules with high precision apply to negligible subsets of the data. In contrast,
the Children of the Tree algorithm evaluates rules across broader metrics. While they may not be fully
comparable, the coverage metric in Anchors, which indicates how much of the dataset a rule covers, can be
compared to the support values of Children of the Tree. Similarly, Anchors’ precision, which indicates how
often a rule is correct, can be compared to the confidence values of Children of the Tree.

When analysed by class, the highest support and confidence values observed in Children of the Tree were
0.48 and 0.78 for Class 2 and 0.40 and 0.69 for Class 1, respectively. For Anchors, when we examine a rule
for Class 1 that is comparable in length to the rules extracted by Children of the Tree, specifically the rule
“employment_duration = 4 AND duration <= 19.00 AND age > 39.25 AND other_installment_plans = 2 AND
1361.75 < credit_amount <= 2319.50,” its precision is 1, but its coverage is only 0.0104. This indicates that its
applicability across the dataset is extremely low. Similarly, for Class 2, the rule in Anchors that is most similar
in length and has the best combination of precision and coverage, “checking_account = 1 AND credit_amount
> 4176.25 AND telephone = 0 AND property = 2 AND other_installment_plans = 2,” has a precision of 1 but a
coverage of just 0.0147.

Table 8 presents the results of our Children of the Tree algorithm, ranked by the highest confidence values.
When compared to Table  7 above, if we consider confidence as analogous to precision and support as
analogous to coverage, it is clear that the Children of the Tree algorithm stands out compared to Anchors,
especially when evaluated based on similar rules.

Table 8. Children of the Tree Algorithm's Results Ranked by the Highest Confidence

Rule Class Confidence Support

age > 33.50 and purpose <= 4.50 and credit_amount <= 4814.00 and
checking_account > 2.50 and duration <= 16.50

1 1.0 0.05

checking_account > 2.50 and duration <= 16.50 and other_installment_plans >
1.50 and credit_history > 3.50

1 1.0 0.04

housing <= 0.50 and checking_account <= 2.50 and present_residence <= 3.50
and dependents <= 1.50 and other_installment_plans <= 1.50

2 1.0 0.04

credit_history <= 3.50 and personal_status_sex <= 1.50 and credit_history <= 1.50
and savings_account <= 1.50 and installment_rate > 2.50

2 1.0 0.04

The comparison of the Children of the Tree algorithm with both Anchors and RuleFit highlights the strengths
of the proposed approach. While Anchors provides highly precise rules, these rules often apply to extremely
small subsets of the dataset, limiting their practical utility. On the other hand, RuleFit exhibited lower model
performance under the same hyperparameters and preprocessing steps, resulting in reduced classification
success compared to Children of the Tree. The Children of the Tree algorithm effectively balances confidence
(analogous to precision) and support (analogous to coverage) while achieving higher F1 scores for both
classes. This makes Children of the Tree a superior alternative, particularly for unbalanced datasets, where
generating meaningful and scalable rules is critical for decision-making processes, such as credit risk
analysis. By leveraging metrics such as MDL cost and support, Children of the Tree demonstrates its ability
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to produce rules that are both interpretable and practical, distinguishing itself as a robust and effective
alternative to existing algorithms like Anchors and RuleFit.

4.1. Limitations of the Study

The "Children of the Tree" algorithm presents notable contributions to rule extraction, yet certain limita-
tions remain that can guide future enhancements. While the algorithm demonstrates strong performance
on the German Credit Data dataset, its generalizability to datasets with different characteristics has not
been fully explored. Additionally, the current approach lacks the ability to prioritise rules based on user-
specified features or domain knowledge, which could increase its applicability in real-world scenarios.
Finally, although comparisons were made with Anchors and RuleFit, future work evaluating the algorithm
against other state-of-the-art rule extraction and explainable AI techniques would provide deeper insights
into its relative advantages and areas for improvement.
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Abstract Companies strive to improve their financial conditions not only to gain a competitive advantage but also
to be listed on corporate governance and sustainability indices. Companies listed in the Corporate Gover2
nance Index are understood to have high levels of corporate governance success, whereas those listed in
the Sustainability 25 Index are recognised for being long2term environmentally sustainable organisations.
It is evident that companies listed in both indices not only implement successful governance practices but
also adopt sustainability principles. The primary motivation of this research is to evaluate the financial
performance of companies listed on both indices. Accordingly, the main objective of this study is to
develop a method for calculating the financial performance of these companies and to demonstrate its
applicability. In this study, which is approached as a decision problem using the multi2criterion decision2
making (MCDM) approach, the IVSF2RBNAR (Interval2Valued Spherical Fuzzy 2 Reference2Based Normalised
Assessment Ranking) method is proposed for calculating financial performance. This method allows
criterion weighting based on expert opinions and performance ranking based on reference distance.
In the application phase of this study, the financial performance levels of the ten companies listed in
The Corporate Governance Index and The Sustainability 25 Index were determined by considering seven
financial ratio indicators. As a result, Doğan Companies Group Holding Inc. was identified as having the
highest financial performance. The most significant financial ratio was determined to be Return on Assets
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Keywords Financial Performance Analysis • Corporate Governance Index • Sustainability 25 Index • Interval2Valued
Spherical Fuzzy Sets • Reference2Based Normalised Assessment Ranking Method

Author Note This research was presented as a Turkish abstract at the VII. Congress on Critical Debates in Social Sciences
held at İzmir Democracy University on November 22, 2024.

Citation: Karahan Kara, Galip Cihan Yalçın, and Hamide Özyürek. 2025. Financial performance evaluation of compa2
nies listed in corporate governance and sustainability indices: application of the IVSF2RBNAR method. Journal
of Data Analytics and Artificial Intelligence Applications 1, 1 (January 2025), 36260. https://doi.org/10.26650/d3
ai.1607081
This work is licensed under Creative Commons Attribution2NonCommercial 4.0 International License. 
2025. Kara, K., Yalçın, G. C. & Özyürek, H.

Journal of Data Analytics and Artificial Intelligence Applications
https://d3ai.istanbul.edu.tr/
e2ISSN: 000020000

36

https://iupress.istanbul.edu.tr/
https://doi.org/10.26650/d3ai.1607081
https://orcid.org/0000-0002-1359-0244
https://orcid.org/0000-0002-1359-0244
mailto:karahan.kara@idu.edu.tr
mailto:karahan.kara@idu.edu.tr
https://orcid.org/0000-0001-9348-0709
https://orcid.org/0000-0001-9348-0709
https://orcid.org/0000-0002-2574-954X
https://orcid.org/0000-0002-2574-954X
https://doi.org/10.26650/d3ai.1607081
https://doi.org/10.26650/d3ai.1607081
https://d3ai.istanbul.edu.tr/


Financial Performance Evaluation of Companies Listed in Corporate Governance and Sustainability Indices...   Kara et al., 2025

Corresponding author: Karahan Kara karahan.kara@idu.edu.tr  

1. Introduction

Corporate governance and sustainability are critical factors that determine the long-term success of
companies and form the foundation of modern business practices [1]. Corporate governance consists of a
set of principles and procedures that regulate a company's management structure to ensure transparency,
accountability and the protection of stakeholder rights. In contrast, sustainability is an approach that com-
prehensively addresses environmental, social, and governance (ESG) parameters [2]. The interaction between
these two concepts ensures that businesses are managed not only according to financial performance but
also in consideration of their societal responsibilities. Consequently, companies adhering to both corporate
governance and sustainability principles can achieve sustainable success in their internal management
processes and in their relationships with external stakeholders.

Corporate governance and sustainability have become not only ethical obligations but also key areas that
define a company’s strategic competitive advantages and help it achieve sustainable growth objectives
[3]. In this context, corporate governance and sustainability indices have emerged as important tools for
measuring and evaluating the level of implementation in these areas. These indices, which are particularly
critical for investors, provide a comprehensive assessment of a company’s corporate governance practices
and sustainability performance, enabling investment decisions to be based on a more informed and sound
foundation [4].

In Türkiye, the BIST Corporate Governance Index and the BIST Sustainability Index are important indicators
used to identify companies that demonstrate high performance in corporate governance and sustainability.
The Sustainability Index is a tool that measures companies’ ESG performance. This index objectively
evaluates how well companies adhere to sustainability principles and practices in this area. It assesses
sustainability practices based on various criteria, including environmental factors (such as carbon footprint,
energy consumption, and water usage), social factors (such as labour rights, occupational health and
safety, and community relations), and governance factors (such as ethical standards, corporate governance
practices, and transparency) [5].

The Sustainability Index provides investors and other stakeholders comprehensive information about
companies’ sustainability performance. This enables investors to make investments in companies that align
with sustainability goals. The index encourages companies to act responsibly towards the environment and
society, enhancing their long-term success and reputation. Sustainability indices strengthen companies’
competitive advantages by increasing transparency and accountability. They promote sustainable invest-
ments and encourage companies to adopt more sustainable business practices. Launched on November
21, 2022, the BIST Sustainability 25 Index comprises companies with high sustainability performance as
well as large and liquid companies. This index is an important indicator that brings together companies in
Türkiye based on sustainability principles (It identifies and evaluates companies that adopt best practices
in sustainability [6]. Commitment to sustainability principles also influences a company’s financial perfor-
mance. While measuring companies’ financial performance, the index also reveals how well these companies
align with their sustainability goals. It supports companies’ strategic environmental, social, and governance
decisions, helping them better plan their sustainability objectives to achieve long-term success.
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The Corporate Governance Index is a tool that objectively measures the extent to which companies adhere
to corporate governance principles. This index provides an indicator of companies’ corporate governance
performance. Since the index assesses corporate governance practices based on specific criteria (such as
shareholders, transparency, stakeholders, and board of directors), it allows for the analysis of how successful
companies are in meeting these criteria [7]. An analysis of corporate governance practices enhances the trust
of investors and other stakeholders in companies. By highlighting well-managed companies, the index offers
investors safer investment options. The Corporate Governance Index serves as an appropriate benchmark
for understanding the relationship between financial performance and corporate governance practices.

The index provides investors and companies with insights into areas for improvement in corporate
governance practices. This helps in making strategic decisions. The Corporate Governance Index is a
comprehensive measurement tool that evaluates companies’ corporate governance levels across multiple
criteria. This enables a more detailed analysis of company management quality.

Companies included in these indices have a broad impact on the business world, not only through their
financial success but also by fulfilling their environmental and social responsibilities. Therefore, companies’
performance in these indices goes beyond financial indicators, highlighting their potential for sustainable
growth and their contributions to society.

The importance of corporate governance and sustainability indices in the business world and financial
analysis lies in the fact that these indices provide a comprehensive evaluation that reflects not only a
company’s corporate governance practices but also its capacity for long-term value creation [8]. Analysing
the performance of companies included in these indices is crucial because it helps to understand not
only financial outcomes but also the impact on companies’ strategies for sustainable growth and risk
management.

The relationship between corporate governance and sustainability is becoming increasingly important.
Good corporate governance supports a company’s long-term sustainability, while strong practices in both
corporate governance and sustainability create trust among investors and stakeholders, positively impact-
ing a company’s overall performance. In this context, examining the performance of companies included in
the Corporate Governance Index and the Sustainability Index offers a comprehensive approach to under-
standing how companies are managed in terms of both financial and social/environmental sustainability.
Corporate governance principles and sustainability practices are critical factors that influence investors’
decisions, and companies with high scores are perceived as more transparent, ethical, and trustworthy. This
enhances investor confidence and supports the company’s long-term success.

The Corporate Governance Index and the Sustainability Index are important tools that objectively demon-
strate companies’ performance in terms of transparency and accountability. Companies included in these
indices are subject to greater scrutiny and evaluation, both in terms of their internal governance mecha-
nisms and in terms of their external environmental impact and social responsibility [9]. This allows for more
reliable analysis of performance. Companies that exhibit strong performance in both corporate governance
and sustainability are more likely to achieve long-term success and not just short-term gains. Well-managed
companies that focus on sustainability principles gain a stronger competitive advantage in their markets,
improve operational efficiency, and enhance their social prestige by fulfilling their social responsibilities.
These factors directly influence companies’ financial performance, contributing to more sustainable long-
term success.
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Companies included in the Corporate Governance Index and the Sustainability Index not only achieve
financial goals but also prioritise fulfilling their environmental and social responsibilities. These companies
emphasise the importance of environmental and social contributions while achieving financial success in
alignment with societal values.

This study adopts a multi-criterion decision-making (MCDM) approach to identify the financial performance
levels of selected companies as a decision-making problem. The research also incorporates expert opinions
into the analysis. The primary motivation of this study is to propose a method for evaluating the financial
performance of companies in decision-making models and to demonstrate its applicability.

In this context, the IVSF-RBNAR (Interval-Valued Spherical Fuzzy - Reference-Based Normalised Assessment
Ranking) Method is proposed and applied. In this method, expert opinions are collected using linguistic
expressions, which are then transformed into IVSF numbers [10]. The influence of experts on the decision-
making process is assessed using IVSF sets, and the weights of the criteria are determined using the IVSWAM
(Interval-Valued Spherical Weighted Arithmetic Mean) aggregation operator [10]. The ranking of companies’
performance is performed using the RBNAR method [11]. The primary reason for choosing this methodology
is its ability to rank alternatives based on their distances to reference points, providing a robust framework
for performance evaluation. This study highlights the effectiveness of the IVSF-RBNAR method in addressing
the challenges of decision-making in corporate financial performance analysis.

The primary objectives of this research are as follows:

• Financial Performance Assessment: To calculate the financial performance of companies listed on the
corporate governance and sustainability index using financial ratio values derived from their financial
reports for 2022.

• Identification and Analysis: To identify companies included in both indices and analyse their financial
reports to compute relevant financial ratio metrics.

• Decision-Making Problem: This study treats financial performance evaluation as a decision-making
problem by applying an MCDM approach.

• Methodology Application: To apply the IVSF-RBNAR Method for financial performance assessment. This
involves: (i) Utilising expert opinions to determine the importance of criteria. (ii) Employing linguistic
expressions to assess expert expertise and calculate their weights. (iii) Calculating criteria weights using
the IVSWAM aggregation operator. (iv) The financial performance of companies is ranked based on their
distance from the reference points using the RBNAR method.

• Case Study Implementation: To implement the IVSF-RBNAR method on a sample of 10 companies listed
in the indices, involving: 7 experts, 7 criteria, and 10 alternatives (companies).

This research makes the following key contributions to the field of financial performance assessment and
decision-making methodologies:

• Methodological Advancement: Introduces and demonstrates the applicability of the IVSF-RBNAR Method
for financial performance evaluation by integrating IVSF and the RBNAR approach.

• Expert-driven decision-making: This approach develops a robust framework to incorporate expert opin-
ions into the financial performance evaluation process. This includes: (i) The use of linguistic expressions
to assess and quantify the expertise of decision-makers. (ii) The application of the IVSWAM aggregation
operator to calculate the importance weights of criteria based on expert inputs.
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• Corporate Financial Analysis: Provides a structured approach for analysing the financial performance of
companies listed on the corporate governance and sustainability index using financial ratios derived
from company reports.

• Identification of Key Performance Drivers: Highlights Return on Assets (ROA) as the most critical criterion
for evaluating financial performance, providing actionable insights for stakeholders.

• Best-Performing Company Recognition: Identifies Doğan Companies Group Holding Inc. as the company
with the highest financial performance among the evaluated entities.

• Support for Decision-Making Models: The IVSF-RBNAR method is validated as a reliable and effective
tool for ranking corporate financial performance, making a valuable contribution to decision-making
processes in corporate governance and sustainability contexts.

This study is organised into seven sections: Section 2-Literature Review: Provides an overview of relevant
studies and theoretical foundations related to financial performance evaluation, corporate governance and
sustainability indices. Section 3 – Methodology: The methodological framework is outlined, detailing the
IVSF-RBNAR method, expert judgement integration, and criterion weighting processes. Section 4 - Applica-
tion: This section demonstrates the practical implementation of the proposed methodology, including data
collection, calculations, and performance rankings for the selected companies. Section 5 – Results: This
section presents the findings of the study, highlighting company rankings, key criteria, and the significance
of the applied method. Section 6-Research Implications: This section discusses the theoretical, practical,
and methodological contributions of the study to financial performance evaluation and decision-making
processes. Section 7 - Conclusion: The study’s key outcomes, limitations, and recommendations for future
research.

2. Literature Review

Financial analysis is a fundamental tool for understanding the dynamics of financial markets and making
informed decisions. As markets become increasingly complex and interconnected, the ability to accurately
assess market trends, forecast future movements, and effectively analyse investment opportunities is
critical for investors, policymakers, and businesses. Accurate financial analysis enables stakeholders to
minimise risks, optimise returns, and allocate resources more efficiently, thus supporting global economic
stability and contributing to sustainable growth.

In this context, financial ratios play a paramount role. Financial ratios provide critical indicators for under-
standing a company’s financial health, performance, and efficiency. These ratios allow investors and analysts
to assess a company's profitability, debt levels, and operational efficiency. In particular, key metrics, such as
profitability ratios, offer valuable insights into company financial performance. These indicators enable in-
depth analysis of financial statements, helping decision-makers to take more accurate and strategic actions.
Additionally, the use of financial ratios in combination allows for multiple perspectives to be evaluated,
making the decision-making process more robust and reliable.

The application of advanced analytical methods, such as MCDM, further enhances financial analysis by eval-
uating market factors and performance indicators more comprehensively. These methods do not rely solely
on traditional financial metrics; instead, they consider other factors in the market, enabling the generation
of more accurate and predictable results. Consequently, the adoption of more sophisticated multi-criteria
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decision models has increased in financial research, making financial decision-making processes more
reliable and effective.

Building upon the significance of financial ratios and advanced analytical techniques, the integration of
MCDM methods has emerged as a critical component of modern financial market analysis. Over recent
years, academic and practical research has increasingly focused on harnessing these methods to optimise
decision-making processes, empowering investors, financial analysts, and decision-makers to make more
informed, precise, and effective choices across various indices and sectors. The application of MCDM meth-
ods allows for a more comprehensive evaluation of complex financial data, facilitating the consideration of
multiple criteria, and enhancing the quality of financial decisions. This section provides an overview of key
studies in the literature, focusing on the methods used and their impact on sectoral and financial decision-
making. Kara et al. [11] conducted a performance analysis of the technology sector on the Istanbul Stock
Exchange, utilising SVN-CIMAS-CRITIC-RBNAR (Single-Valued Neutrosophic - Criteria Importance Assessment
- Criteria Importance Through Intercriteria Correlation - Reference-Based Normalisation Alternative Ranking)
methods. This study aimed to develop decision support mechanisms for investments in the technology
sector. Kaya et al. [12] examined the sustainability index using a combination of FUCOM (Full Consistency
Method), GRA (Grey Relational Analysis), MABAC (Multi-Attributive Border Approximation Area Comparison),
and TOPSIS techniques. For Order Performance By Similarity To Ideal Solution method, evaluating the impact
of sustainability factors on sectoral performance. Isik et al. [13] employed the DEMATEL (Decision-Making
Trial and Evaluation Laboratory), CRITIC, EDAS (Evaluation Based on Distance from Average Solution), and
WASPAS (Weighted Aggregated Sum Product Assessment) methods to analyse the food and beverage sector
on the Istanbul Stock Exchange, providing insights into the opportunities and challenges within the sector.
Alsanousi et al. [14] analysed five sectors of the Saudi Arabian stock market in 2022 using BWM and TOPSIS
methods, highlighting the effectiveness of these techniques in sectoral performance analysis. Biswas [15]

focused on the energy sector by using the ERUNS (Evaluation Based on Relative Utility and Nonlinear
Standardisation) methodology to evaluate energy sector performance and provide recommendations for
efficient resource use. Elma [16] examined the Bosa İstanbul Sustainability Index on the Istanbul Stock
Exchange using various methods, including FUCA (Faire Un Choix Adéqua), VIKOR (VIekriterijumsko KOmpro-
misno Rangiranje), TOPSIS, and others, offering insights into sustainability factors and their influence on
financial markets. Işık et al. [17] studied the insurance sector, applying Pythagorean fuzzy AHP (Analytic
Hierarchy Process) and MAIRCA (MultiAtributive Ideal-Real Comparative Analysis) methods to assess risks
and opportunities within the sector.

Hoang et al. [18] explored the performance of electronic enterprises globally using the spherical fuzzy AHP
and WASPAS methods. This study aims to provide strategic recommendations for firms in the electronics
sector. Nguyen et al. [19] analysed the retail sector in Vietnam using Pythagorean fuzzy AHP and CoCoSo
(Combined Compromise Solution) methods to uncover key decision-making factors. Kara et al. [20] conducted
a study on the BIST Sustainability Index, employing MEREC (Method Based on The Removal Effects Of Criteria)
- RBNAR methods to evaluate sector performance. Güçlü and Muzac [21] focused on the iron and steel sector
in Türkiye, using the Extended Grey MULTIMOORA (Multi-Objective Optimisation by Ratio Analysis Plus Full
Multiplicative Form) method to analyse sectoral risks and opportunities.

Yüksel and Uncu [22] investigated the railway transportation sector in Türkiye using the EDAS method and
provided recommendations for increasing sector efficiency. Lam et al. [23] utilised Fuzzy TOPSIS methods to
analyse the performance of firms on the Dow Jones Stock Exchange in the United States and identify the
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key factors influencing investment decisions. Miguez et al. [24] used AHP and TOPSIS methods to study the
tourism sector in Spain and develop decision support tools for the tourism industry. Makki and Alqahtani [25]

examined the energy sector in Saudi Arabia using AHP and TOPSIS methods to evaluate sector performance
over the period 2019-2021.

Liew et al. [26] employed the entropy-DEMATEL-TOPSIS methods to analyse firms listed on the Dow Jones
Stock Exchange, providing valuable insights into their future performance. Ghosh and Bhattacharya [27] used
MEREC and Grey-based CoCoSo methods to investigate the hospitality and tourism sectors in India, offering
strategic decision-making support to firms in these industries. Bae et al. [28] utilised Fuzzy AHP and TOPSIS
methods to analyse the airline sector in the United States, assisting industry stakeholders in making more
informed decisions. Katrancı et al. [47] utilised the Indifference Threshold-Based Attribute Ratio Analysis
(ITARA) and the Cost Estimation, Benchmarking, and Risk Assessment (COBRA) methods to evaluate the
financial performance of 25 companies listed on Borsa Istanbul. These studies highlight the applicability
of various MCDM methods across different sectors and their contribution to improving decision-making
in financial markets. The integration of different MCDM techniques allows for a more in-depth analysis of
sectoral dynamics, leading to more informed and strategic decision-making. Overall, the literature provides
significant insights into the decision-making processes within financial markets, enhancing the quality and
efficiency of decision support systems. Table 1 presents a summary of the literature review, showcasing key
studies relevant to the stock exchange, sector/industry, methods, and years.

Table 1. Literature review of financial performance analysis using MCDM

Authors Stock Exchange (SE) Sector/Industry Years Methods

Kara et al. [11] İstanbul SE Technology 2023 SVN-CIMAS-CRITIC-RBNAR

Kaya et al. [12] İstanbul SE Sustainability index 2021
FUCOM-GRA-MABAC-
MOOSRA-OCRA-TOPSIS-
TODIM-VIKOR

Isik et al. [13] İstanbul SE Food/Beverage 2021
DEMATEL-CRITIC-EDAS-
WASPAS-TOPSIS

Alsanousi et al. [14] Saudi Stock Market 5 sectors 2022 BWM and TOPSIS

Biswas et al. [15] - Energy - ERUNS

Elma [16] İstanbul SE
BIST Sustainability
Index

2022
FUCA, VIKOR, TOPSIS, SAW,
CODAS, RAFSI and GRA

Işık et al. [17] - Insurance -
Pythagorean fuzzy AHP
and MAIRCA

Hoang et al. [18] -
10 electronic
enterprises

-
Spherical fuzzy AHP and
WASPAS

Nguyen et al. [19] - Retailing industry -
Pythagorean fuzzy AHP
and CoCoSo

Kara et al. [20] İstanbul SE
BIST Sustainability
Index

2022 MEREC-RBNAR

Güçlü and Muzac [21] İstanbul SE Iron and Steel -
Extended Grey
MULTIMOORA

Yüksel and Uncu [22] - Railway Transportation 2015-2021 EDAS

Lam et al. [23] Dow Jones, Inc. - - Fuzzy TOPSIS

Miguez et al. [24] - Tourism 2019 AHP- TOPSIS
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Authors Stock Exchange (SE) Sector/Industry Years Methods

Makki and Alqahtani [25] Saudi Energy 2019-2021 AHP-TOPSIS

Liew et al. [26] Dow Jones, Inc. - 2015-2020 Entropy-DEMATEL-TOPSIS

Ghosh and Bhattacharya [27] Indian hospitality and tourism 2019-2021 MEREC-Grey CoCoSo

Bae et al. [28] - Airline 2018 Fuzzy AHP TOPSIS

3. Methodological Framework

In this study, the IVSF-RBNAR method is proposed and applied to calculate companies’ financial performance
using the MCDM approach. This method comprises three key stages: Stage 1: Expert weights are determined
by considering the expertise levels of the specialists consulted for criteria weighting. Stage 2: Weights
of criteria are identified using IVSF sets and the IVSFWAM aggregation operator. Stage 3: The financial
performance of the companies is determined using the RBNAR method. The stages of this hybrid method
are sequentially interconnected. The decision-maker weights obtained in Stage 1 are utilised in Stage 2.
Similarly, the criterion weights calculated in Stage 2 are employed in Stage 3. The methodology of the study
is illustrated in Figure 1. In the methodology section, basic IVSF set calculations are provided. The steps of
the IVSF-RBNAR method are then demonstrated in detail.

Figure 1. Methodology framework

3.1. Fundamentals of Interval Valued Spherical Fuzzy (IVSF) Sets

Definition 1. In the specified domain of discourse, denoted as ℒ, the symbol 𝒦̃ as introduced 𝒦̃ =
{⟨𝓁(𝜒𝑙𝔙̃(𝓁), 𝜒

𝑢
𝔙̃(𝓁)), (𝜙

𝑙
𝔙̃(𝓁), 𝜙

𝑢
𝔙̃(𝓁)), (𝜑

𝑙
𝔙̃(𝓁), 𝜑

𝑢
𝔙̃(𝓁)) | 𝓁 ∈ ℒ⟩}, represents the presence of IVSF sets operat-

ing within the broader framework of set ℒ [10]. Here, the constraints are 0 ≤ 𝜒𝑙𝔙̃(𝓁) ≤ 𝜒
𝑢
𝔙̃(𝓁) ≤ 1, 0 ≤ 𝜙

𝑙
𝔙̃(𝓁) ≤

𝜙𝑢𝔙̃(𝓁) ≤ 1, and 0 ≤ 𝜑𝑙𝔙̃(𝓁) ≤ 𝜑
𝑢
𝔙̃(𝓁) ≤ 1.

Within the given context, the functions 𝜒𝑙𝔙̃(𝓁), 𝜙
𝑙
𝔙̃(𝓁), 𝑎𝑛𝑑 𝜑

𝑙
𝔙̃(𝓁) are interpreted as abstract representations

of the lower degree of membership, the lower degree of non-membership, and the lower degree of hesitancy,
respectively. The functions 𝜒𝑢𝔙̃(𝓁), 𝜙

𝑢
𝔙̃(𝓁), 𝑎𝑛𝑑 𝜑

𝑢
𝔙̃(𝓁) represent abstract concepts corresponding to the

upper degree of membership, non-membership, and hesitancy, respectively. These functions are formally
defined such that the inequality 0 ≤ (𝜒𝑢𝔙̃(𝓁))

2 + (𝜙𝑢𝔙̃(𝓁))
2 + (𝜑𝑢𝔙̃(𝓁))

2 ≤ 1 holds for all elements 𝓁 belonging
to the set ℒ.
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Definition 2. Two IVSF sets, specifically denoted as 𝒦̃1 and 𝒦̃2, are con-
structed within the universal set ℒ and are defined by their respective com-
ponents as follows: 𝒦̃1 = ((𝜒

𝑙
𝒦̃1
(𝓁), 𝜒𝑢𝒦̃1

(𝓁)), (𝜙𝑙𝒦̃1
(𝓁), 𝜙𝑢𝒦̃1

(𝓁)), (𝜑𝑙𝒦̃1
(𝓁), 𝜑𝑢𝒦̃1

(𝓁))) and 𝒦̃2 =
((𝜒𝑙𝒦̃2

(𝓁), 𝜒𝑢𝒦̃2
(𝓁)), (𝜙𝑙𝒦̃2

(𝓁), 𝜙𝑢𝒦̃2
(𝓁)), (𝜑𝑙𝒦̃2

(𝓁), 𝜑𝑢𝒦̃2
(𝓁))). The principles governing the interactions among

these three IVSF sets are outlined as follows [10]:

𝒦̃1 ⊕ 𝒦̃2 =

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

(
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((( ((𝜒𝑙𝒦̃1(𝓁))

2
+(𝜒𝑙𝒦̃2(𝓁))

2
−(𝜒𝑙𝒦̃1(𝓁))

2
(𝜒𝑙𝒦̃2(𝓁))

2
)
1
2

((𝜒𝑢𝒦̃1(𝓁))
2
+(𝜒𝑢𝒦̃2(𝓁))

2
−(𝜒𝑙𝒦̃1(𝓁))

2
(𝜒𝑢𝒦̃2(𝓁))

2
)
1
2

(((𝜙𝑙𝒦̃1(𝓁))(𝜙
𝑙
𝒦̃2
(𝓁))),((𝜙𝑢𝒦̃1(𝓁))(𝜙

𝑢
𝒦̃2
(𝓁))))

(((1−(𝜒𝑙𝒦̃2(𝓁))
2
)(𝜑𝑙𝒦̃1(𝓁))

2
)+((1−(𝜒𝑙𝒦̃1(𝓁))

2
)(𝜑𝑙𝒦̃2(𝓁))

2
)−((𝜑𝑙𝒦̃1(𝓁))

2
(𝜑𝑙𝒦̃2(𝓁))

2
))

1
2

(((1−(𝜒𝑢𝒦̃2(𝓁))
2
)(𝜑𝑢𝒦̃1(𝓁))

2
)+((1−(𝜒𝑢𝒦̃1(𝓁))

2
)(𝜑𝑢𝒦̃2(𝓁))

2
)−((𝜑𝑢𝒦̃1(𝓁))

2
(𝜑𝑢𝒦̃2(𝓁))

2
))

1
2

)
))))))
))))))
))))))
))))))
))))))
))))))
))))))
))))))
))))))
))))))
)))

| 𝓁𝒾𝓃ℒ

}
}
}
}
}
}
}
}
}
}
}
}
}
}
}

,

𝒦̃1 ⊗ 𝒦̃2 =

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

(
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((((((
((( (((𝜒𝑙𝒦̃1(𝓁))(𝜒

𝑙
𝒦̃2
(𝓁))),((𝜒𝑢𝒦̃1(𝓁))(𝜒

𝑢
𝒦̃2
(𝓁))))

((𝜙𝑙𝒦̃1(𝓁))
2
+(𝜙𝑙𝒦̃2(𝓁))

2
−(𝜙𝑙𝒦̃1(𝓁))

2
(𝜙𝑙𝒦̃2(𝓁))

2
)
1
2

((𝜙𝑢𝒦̃1(𝓁))
2
+(𝜙𝑢𝒦̃2(𝓁))

2
−(𝜙𝑙𝒦̃1(𝓁))

2
(𝜙𝑢𝒦̃2(𝓁))

2
)
1
2

(((1−(𝜙𝑙𝒦̃2(𝓁))
2
)(𝜑𝑙𝒦̃1(𝓁))

2
)+((1−(𝜙𝑙𝒦̃1(𝓁))

2
)(𝜑𝑙𝒦̃2(𝓁))

2
)−((𝜑𝑙𝒦̃1(𝓁))

2
(𝜑𝑙𝒦̃2(𝓁))

2
))

1
2

(((1−(𝜙𝑢𝒦̃2(𝓁))
2
)(𝜑𝑢𝒦̃1(𝓁))

2
)+((1−(𝜙𝑢𝒦̃1(𝓁))

2
)(𝜑𝑢𝒦̃2(𝓁))

2
)−((𝜑𝑢𝒦̃1(𝓁))

2
(𝜑𝑢𝒦̃2(𝓁))

2
))

1
2

)
))))))
))))))
))))))
))))))
))))))
))))))
))))))
))))))
))))))
))))))
)))

| 𝓁𝒾𝓃ℒ

}
}
}
}
}
}
}
}
}
}
}
}
}
}
}

,

Θ𝒦̃1 =

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

(
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((

(1 − (1 − (𝜒𝑙𝒦̃1
(𝓁))

2
)
Θ

)

1
2

(1 − (1 − (𝜒𝑢𝒦̃1
(𝓁))

2
)
Θ

)

1
2

(𝜙𝑙𝒦̃1
(𝓁))

Θ

(𝜙𝑢𝒦̃1
(𝓁))

Θ

((1 − (𝜒𝑙𝒦̃1
(𝓁))

2
)
Θ

−(1 − (𝜒𝑙𝒦̃1
(𝓁))

2
− (𝜑𝑙𝒦̃1

(𝓁))
2
)
Θ

)

1
2

((1 − (𝜒𝑢𝒦̃1
(𝓁))

2
)
Θ

−(1 − (𝜒𝑢𝒦̃1
(𝓁))

2
− (𝜑𝑢𝒦̃1

(𝓁))
2
)
Θ

)

1
2

)
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))

| 𝓁𝒾𝓃ℒ

}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}

𝑓𝑜𝑟Θ > 0,
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𝒦̃Θ
1 =

{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

(
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
(( (𝜒𝑙𝒦̃1

(𝓁))
Θ

(𝜒𝑢𝒦̃1
(𝓁))

Θ

(1 − (1 − (𝜙𝑙𝒦̃1
(𝓁))

2
)
Θ

)

1
2

(1 − (1 − (𝜙𝑢𝒦̃1
(𝓁))

2
)
Θ

)

1
2

((1 − (𝜙𝑙𝒦̃1
(𝓁))

2
)
Θ

−(1 − (𝜙𝑙𝒦̃1
(𝓁))

2
− (𝜑𝑙𝒦̃1

(𝓁))
2
)
Θ

)

1
2

((1 − (𝜙𝑢𝒦̃1
(𝓁))

2
)
Θ

−(1 − (𝜙𝑢𝒦̃1
(𝓁))

2
− (𝜑𝑢𝒦̃1

(𝓁))
2
)
Θ

)

1
2

)
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))

| 𝓁𝒾𝓃ℒ

}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}

𝑓𝑜𝑟Θ > 0.

Definition 2 is expected to adhere to the following criteria [10]:

(i) 𝒦̃1 ⊕ 𝔙̃2 = 𝔙̃2 ⊕ 𝒦̃1,

(ii) 𝒦̃1⨂𝒦̃2 = 𝒦̃2⨂𝒦̃1,

(iii) Θ(𝒦̃1 ⊕ 𝒦̃2) = Θ𝒦̃2 ⊕Θ𝔙̃2𝑓𝑜𝑟Θ > 0,

(iv) (𝒦̃1⨂𝒦̃2)
Θ = 𝒦̃Θ

1 ⨂𝒦̃Θ
2 𝑓𝑜𝑟Θ > 0,

(v) Θ1𝒦̃1 ⊕Θ2𝒦̃1 = (Θ1 +Θ2)𝒦̃1𝑓𝑜𝑟Θ1, Θ2 > 0,

(vi) 𝒦̃Θ1
1 ⨂𝒦̃Θ2

1 = 𝒦̃(Θ1+Θ2)
1 𝑓𝑜𝑟Θ1, Θ2 > 0.

Definition 3. In scenario in which 𝒦̃1 = ((𝜒
𝑙
𝒦̃1
(𝓁), 𝜒𝑢𝒦̃1

(𝓁)), (𝜙𝑙𝒦̃1
(𝓁), 𝜙𝑢𝒦̃1

(𝓁)), (𝜑𝑙𝒦̃1
(𝓁), 𝜑𝑢𝒦̃1

(𝓁))) presents
an IVSF numbers within the set ℒ, the score function, denoted as 𝑆(𝒦̃1), is computed using Eq. (1).

𝑆(𝒦̃1) =
(𝜒𝑙𝒦̃1

(𝓁))
2
+ (𝜒𝑢𝒦̃1

(𝓁))
2
− (𝜙𝑙𝒦̃1

(𝓁))
2
− (𝜙𝑢𝒦̃1

(𝓁))
2
−(

𝜑𝑙𝒦̃1(𝓁)
2 )

2

− (
𝜑𝑢𝒦̃1(𝓁)
2 )

2

2
+ 1;

𝑆(𝒦̃1) ∈ [0, 2]

(1)

Definition 4. Consider 𝒦̃𝑎 = ((𝜒
𝑙
𝒦̃𝑎
(𝓁), 𝜒𝑢𝒦̃𝑎

(𝓁)), (𝜙𝑙𝒦̃𝑎
(𝓁), 𝜙𝑢𝒦̃𝑎

(𝓁)), (𝜑𝑙𝒦̃𝑎
(𝓁), 𝜑𝑢𝒦̃𝑎

(𝓁))) presents an IVSF
sets (𝒦̃𝑎 = (𝒦̃1, 𝒦̃2,…, 𝒦̃𝐴)). The formulation of the IVSWAM aggregation operator is shown in Eq. (2):

𝐼𝑉 𝑆𝑊𝐴𝑀 (𝒦̃1, 𝒦̃2,…, 𝒦̃𝐴) = ⊕𝐴𝑎=1 Θ𝑎𝒦̃𝑎 =
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{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{
{

(
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((
((

(1 −∏𝐴
𝑎=1 (1 − (𝜒

𝑙
𝒦̃𝑎
(𝓁))

2
)
Θ𝑎
)

1
2

(1 −∏𝐴
𝑎=1 (1 − (𝜒

𝑢
𝒦̃𝑎
(𝓁))

2
)
Θ𝑎
)

1
2

∏𝐴
𝑎=1 (𝜙

𝑙
𝒦̃𝑎
(𝓁))

Θ𝑎

∏𝐴
𝑎=1 (𝜙

𝑢
𝒦̃𝑎
(𝓁))

Θ𝑎

(∏𝐴
𝑎=1 (1 − (𝜒

𝑙
𝒦̃𝑎
(𝓁))

2
)
Θ𝑎
−∏𝐴

𝑎=1 (1 − (𝜒
𝑙
𝒦̃𝑎
(𝓁))

2
− (𝜑𝑙𝒦̃𝑎

(𝓁))
2
)
Θ𝑎
)

1
2

(∏𝐴
𝑎=1 (1 − (𝜒

𝑢
𝒦̃𝑎
(𝓁))

2
)
Θ𝑎
−∏𝐴

𝑎=1 (1 − (𝜒
𝑢
𝒦̃𝑎
(𝓁))

2
− (𝜑𝑢𝒦̃𝑎

(𝓁))
2
)
Θ𝑎
)

1
2

)
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))
))

| 𝓁 ∈ ℒ

}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}
}

. (2)

here, we introduce the associated weight vector Θ𝑎 = (Θ1, Θ2,…, Θ𝐴) where ∑𝐴
𝑎=1Θ𝑎 = 1 and Θ ∈ [0, 1].

3.2. The IVSF-RBNAR Method using IVSWAM Aggregation operator

The IVSF-RBNAR method is used to evaluate financial performance. Let consider 𝐵 =
{𝐵1, 𝐵2, …, 𝐵𝑧, …, 𝐵𝑍} (𝑧 = 1, 2,…,𝑍) presents companies, 𝐶 = {𝐶1, 𝐶2, …, 𝐶𝑣, …, 𝐶𝑉 } (𝑣 = 1, 2,…, 𝑉 ) pre-
sents criteria, 𝐸 = {𝐸1, 𝐸2, …, 𝐸𝑓 , …, 𝐸𝐹} (𝑓 = 1, 2,…, 𝐹) represent the decision makers. The procedural
steps of the IVSF-RBNAR method are as follows:

Stage 1: assign weights to each expert according to IVSF sets.

Step 1-1: Expertise level is determined using linguistic variables (LVs), as shown in Table 2. These LVs are
then converted into IVSF sets, resulting in IVSF sets representing the priorities of each expert.

Table 2. Linguistic variables representing the expertise level for experts [29]

Expertise Level Interval Valued Spherical Fuzzy Numbers

Extremely Important (EI) ⟨ (0.75, 0.85); (0.10, 0.15); (0.05, 0.10) ⟩

Critical (VI) ⟨ (0.65, 0.75); (0.15, 0.20); (0.10, 0.15) ⟩

Important (I) ⟨ (0.55, 0.65); (0.20, 0.25); (0.15, 0.20) ⟩

Moderately Important (MI) ⟨ (0.45, 0.55); (0.25, 0.30); (0.20, 0.25) ⟩

Step 1-2: The score functions (𝑆(𝐸𝑓)) are calculated using Eq. (3):

𝑆(𝐸𝑓) =
(𝜒𝑙𝐸𝑓(𝓁))

2
+ (𝜒𝑢𝐸𝑓(𝓁))

2
− (𝜙𝑙𝐸𝑓(𝓁))

2
− (𝜙𝑢𝐸𝑓(𝓁))

2
−(

𝜑𝑙𝐸𝑓 (𝓁)
2 )

2

− (
𝜑𝑢𝐸𝑓 (𝓁)
2 )

2

2
+ 1;

𝑆(𝐸𝑓) ∈ [0, 2].

(3)

Step 1-3: By employing linear normalisation shown in Eq. (4), the expert weighting matrix (𝑤 = [𝑤𝑓]𝐹) can
be calculated.

𝑤𝑓 =
𝑆(𝐸𝑓)

∑𝐹
𝑓=1 𝑆(𝐸𝑓)

; (𝑓 = 1, 2, ..., 𝐹 ). (4)

Herein, 𝑤𝑓 = (𝑤1, 𝑤2,…,𝑤𝑓 ,…,𝑤𝐹 ) for 𝑤𝑓 𝜖[0, 1] with the ∑𝐹
𝑓=1 𝑤𝑓 = 1.
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Stage 2: Assign weights to criteria using IVSWAM.

Step 2-1: Each expert (𝐸𝑓) evaluates each criterion (𝐶𝑣) using LVs shown in Table  3. Subsequently, LVs
are converted to IVSF numbers. Thus, the criterion assessment matrix (𝑃 = [𝑃𝑣𝑓]𝑉 𝐹) can be determined.
Wherein, 𝑃𝑣𝑓 = ⟨((𝜒𝑙𝑃̃𝑣𝑓(𝓁), 𝜒

𝑢
𝑃̃𝑣𝑓
(𝓁)), (𝜙𝑙𝑃̃𝑣𝑓(𝓁), 𝜙

𝑢
𝑃̃𝑣𝑓
(𝓁)), (𝜑𝑙𝑃̃𝑣𝑓(𝓁), 𝜑

𝑢
𝑃̃𝑣𝑓
(𝓁)))⟩, where (𝑣 = 1, 2,…, 𝑉 ; 𝑓 =

1, 2,…, 𝐹).

Table 3. Linguistic variables for evaluating criteria [29]

Linguistic variables for evaluating the criteria Interval Valued Spherical Fuzzy Numbers

Extremely satisfied (ES) ⟨ (0.80, 0.90), (0.10, 0.20), (0.05, 0.15) ⟩

Very satisfied (VS) ⟨ (0.70, 0.80), (0.20, 0.30), (0.15, 0.25) ⟩

Satisfied (S) ⟨ (0.60, 0.70), (0.30, 0.40), (0.25, 0.35) ⟩

Moderate (M) ⟨ (0.45, 0.55), (0.40, 0.50), (0.35, 0.45) ⟩

Dissatisfied (D) ⟨ (0.30, 0.40), (0.60, 0.70), (0.25, 0.35) ⟩

Very dissatisfied (SLI) ⟨ (0.20, 0.30), (0.70, 0.80), (0.15, 0.25) ⟩

Extremely dissatisfied (LI) ⟨ (0.10, 0.20), (0.80, 0.90), (0.05, 0.15) ⟩

Step 2-2: Employing the IVSWAM aggregation operator shown in Eq. (5), experts’ assessments can be aggre-
gated. Then, aggregated criterion assessment matrix (𝑃 = [𝑃𝑣]𝑉 ) can be determined.

𝐼𝑉 𝑆𝑊𝐴𝑀 (𝑃1, 𝑃2,…, 𝑃𝐹 ) = ⊕𝐹𝑓=1 𝑤𝑓𝑃𝑣𝑓 =
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. (5)

Step 2-3: The score functions (𝑆(𝑃𝑣)) are calculated using Eq. (6):

𝑆(𝑃𝑣) =
(𝜒𝑙𝑃̃𝑣(𝓁))

2
+ (𝜒𝑢𝑃̃𝑣(𝓁))

2
− (𝜙𝑙𝑃̃𝑣(𝓁))

2
− (𝜙𝑢𝑃̃𝑣(𝓁))

2
−(

𝜑𝑙𝑃̃𝑣(𝓁)
2 )

2

− (
𝜑𝑢𝑃̃𝑣(𝓁)
2 )

2

2
+ 1;

𝑆(𝑃𝑣) ∈ [0, 2].

(6)

Step 2-4: By employing linear normalisation shown in Eq. (7), the criteria weighting matrix (𝜔 = [𝜔𝑣]𝑉 ) can
be calculated.

𝜔𝑣 =
𝑆(𝑃𝑣)

∑𝑉
𝑣=1 𝑆(𝑃𝑣)

; (𝑣 = 1, 2, ..., 𝑉 ). (7)
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Herein, 𝜔𝑣 = (𝜔1, 𝜔2,…, 𝜔𝑣,…, 𝜔𝑉 ) for 𝜔𝑣 𝜖 [0, 1] with the ∑𝑉
𝑣=1 𝜔𝑣 = 1.

Stage 3: Ranking companies using the RBNAR method [10].

Step 3-1: Using the financial documents of the companies, financial ratio values can be calculated. Then, the
initial matrix (𝐻𝑧𝑣 = [𝐻𝑧𝑣]𝑍𝑥𝑉 ) for assessing the financial performance of companies can be constructed
using these financial ratio values.

Step 3-2a: Using the Z-score reference-based normalisation [30] shown in Eq. (8), the first normalised decision
matrix (𝑀𝑧𝑣 = [𝑀𝑧𝑣]𝑍𝑥𝑉 ) can be calculated.

𝑀𝑧𝑣 = 𝑒
(𝐻𝑧𝑣−𝑅𝑣
−2(𝜎𝑣)

2 ); (𝑧 = 1, 2,…,𝑍; 𝑣 = 1, 2, ..., 𝑉 ). (8)

Herein, 𝜎𝑣 is represent the standard deviation of each criterion and 𝑅𝑣 presents the reference value for each
criterion.

Step 3-2b: Using Aytekin's reference-based normalisation [31], as shown in Eq. (9), the second normalised
decision matrix (𝑇𝑧𝑣 = [𝑇𝑧𝑣]𝑍𝑥𝑉 ) can be calculated.

𝑇𝑧𝑣 = 1 −
|𝑀𝑧𝑣 −𝑅𝑣|
|𝑅𝑣| + 10𝛿

; (𝑧 = 1, 2,…,𝑍; 𝑣 = 1, 2, ..., 𝑉 ). (9)

Wherein, 𝛿 is determined for a positive parameter.

Step 3-2c: Using the Heron mean [32], as shown in Eq. (10), the aggregated normalised decision matrix (𝑁𝑧𝑣 =
[𝑁𝑧𝑣]𝑍𝑥𝑉 ) can be calculated.

𝑁𝑧𝑣 = (𝛼√𝑀𝑧𝑣𝑇𝑧𝑣 + (1 − 𝛼)
𝑀𝑧𝑣 + 𝑇𝑧𝑣

2
); (𝑧 = 1, 2,…,𝑍; 𝑣 = 1, 2, ..., 𝑉 ). (10)

Herein,𝛼 𝜖 [0, 1] is trade of parameter for evaluating the significance level of normalisation.

Step 3-3: Using Eq. (11), the weighted normalised decision matrix (𝑆𝑧𝑣 = [𝑆𝑧𝑣]𝑍𝑥𝑉 ) can be calculated.

𝑆𝑧𝑣 = (𝜔𝑣𝑁𝑧𝑣); (𝑧 = 1, 2,…,𝑍; 𝑣 = 1, 2, ..., 𝑉 ). (11)

Herein, 𝜔𝑣 = (𝜔1, 𝜔2,…, 𝜔𝑣,…, 𝜔𝑉 ) for 𝜔𝑣 𝜖 [0, 1] with the ∑𝑉
𝑣=1 𝜔𝑣 = 1.

Step 3-4: Using Eq. (12), the financial performance ranking matrix (𝑅𝑧 = [𝑅𝑧]𝑍) can be calculated.

𝑅𝑧 =∑
𝑍

𝑧=1
𝑆𝑧𝑣; (𝑧 = 1, 2,…,𝑍; 𝑣 = 1, 2, ..., 𝑉 ). (12)

The alternative with the highest 𝑅𝑧 value is recognised as exhibiting the best financial performance.

4. Application

The objective of this study is to determine the financial performance of 10 companies listed on the Borsa
Istanbul Corporate Governance Index and the BIST Sustainability 25 Index. In this regard, the balance sheets
and income statements for these companies for 2022 were examined, and financial ratios were calculated
for each company. Subsequently, an initial decision matrix was developed. The companies included in the
study are detailed in the following subsection.
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4.1. Elements of the Decision Model

4.1.1. Identification of Expert Group

This model requires expert opinion to determine significant levels of financial performance. The expert
group was selected from individuals with knowledge and experience in evaluating financial ratios. Seven
experts have been identified for this application: The first expert is an academic in accounting and finance.
The second expert is a CFO of a company in the energy production sector. The third and fourth experts are
academics in finance. The fifth and sixth experts are academic researchers in accounting and finance. The
seventh expert is a professor specialising in accounting and finance. The professional titles of these experts
are presented in Table 4.

Table 4. The expert group

Notation Experts Professions

𝐸1 1st Expert Professor conducting accounting and finance research

𝐸2 2nd Expert Chief financial officer with 14 years of experience.

𝐸3 3rd Expert Professor conducting finance research

𝐸4 4th Expert Professor conducting finance research

𝐸5 5th Expert Professor conducting accounting and finance research

𝐸6 6th Expert Professor conducting accounting and finance research

𝐸7 7th Expert Professor conducting accounting and finance research

4.1.2. Financial Ratios as Criteria

In this study, financial ratios calculated from balance sheet and income statement data, which are commonly
used in the literature, were selected as criteria in the MCDM model, and companies’ performance was
analysed based on these criteria, including the following financial ratios. Return on Equity (ROE) [33,34],
Return on Assets (ROA) [35], Receivable Turnover Ratio [36], Leverage Ratio [37,38], Operating Profit Margin [39],
Net Profit Margin [40], Profit Margin Before Tax [41,42]:

Return on Equity (ROE) (𝐶1): This ratio indicates the profit generated by a company from its equity. Equity
refers to the company's own capital, that is, the capital provided by its owners or shareholders, independent
of external debt. This ratio measures how efficiently the company uses its capital. A high return on equity
suggests that the company is generating strong profits from its current capital and that management is
effective [14,43].

Return on Assets (ROA) (𝐶2): This ratio measures how much profit a company generates from all its assets.
Total assets represent the value of the resources owned by the company, including cash, receivables,
machinery, and facilities. This ratio indicates how efficiently a company uses its assets to generate profit. A
high ratio suggests that a company is effectively managing its assets and utilising them profitably [44].

Receivable Turnover Ratio (𝐶3): This ratio indicates how quickly a company collects receivables from its
customers. This ratio is particularly important for understanding working capital management. A high
receivables turnover ratio suggests that the company collects receivables efficiently, which in turn indicates
a healthy cash flow. A low ratio, on the other hand, suggests that receivables are not being collected in a
timely manner, which may put strain on the company's cash flow [45].

Leverage Ratio (𝐶4): This ratio indicates how much debt a company uses to finance its operations. This ratio
measures the extent of the company's debt burden and the proportion of external financing (liabilities)
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relative to its total assets. A high leverage ratio suggests that the company is largely financed by debt,
indicating higher financial risk. Conversely, a low ratio indicates that a company relies more on equity for
financing, implying lower borrowing risks.

Operating Profit Margin (𝐶5): This ratio of a company’s profit from core business activities to its sales
revenue. This ratio indicates the profit generated by the company from its primary operations. A high
operating profit margin suggests that the company generates strong profits from sales and manages its costs
effectively. A low margin, on the other hand, may indicate high costs or insufficiently profitable sales.

Net Profit Margin (𝐶6): This margin indicates the proportion of net profit generated by a company from sales
revenue. This ratio measures the amount of profit the company retains after all costs, including production
costs, operating expenses, and taxes, are deducted. A high net profit margin indicates that the company
is effectively managing its costs and operating profitable operations. A low ratio, on the other hand, may
indicate that the company is struggling to generate sufficient profit from sales or that its costs are too
high [46].

Profit Margin Before Tax (𝐶7): This ratio evaluates a company's operational profitability by comparing its
profits to revenues. A higher ratio indicates greater profitability, whereas a lower ratio suggests lower
efficiency in converting revenue into profit, making it a key indicator for assessing financial performance [42].

In this decision model, seven financial ratios (Return on Equity, Return on Assets, Receivables Turnover
Ratio, Leverage Ratio, Operating Profit Margin, Profit Margin Before Tax, Net Profit Margin) were utilised to
assess the financial performance of companies listed on the Borsa Istanbul Corporate Governance Index
and the Sustainability 25 Index. The selected financial ratios provide insights into companies’ profitability,
efficiency, leverage, and turnover. The financial ratios considered as criteria in the decision model are
presented in Table 5.

Table 5. Computation of criteria and source reports

Financial Rations (Criteria) Equations References

Return on equity (𝐶1) 𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒
𝑇𝑜𝑡𝑎𝑙 𝐸𝑞𝑢𝑖𝑡𝑦 Alghafes et al. [33] Hao et al. [34].

Return on assets (𝐶2) 𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠 Jin [35].

Receivables turnover ratio (𝐶3) 𝑁𝑒𝑡 𝐶𝑟𝑒𝑑𝑖𝑡 𝑆𝑎𝑙𝑒𝑠
𝐴𝑣𝑎𝑟𝑎𝑔𝑒 𝐴𝑐𝑐𝑜𝑢𝑛𝑡 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑏𝑙𝑒 Zhang et al. [36].

Leverage ratio (𝐶4) 𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑏𝑡
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠 Ma et al. [37] Wang et al. [38].

Operating profit margin (𝐶5)
𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝐼𝑛𝑐𝑜𝑚𝑒

𝑁𝑒𝑡 𝑆𝑎𝑙𝑒𝑠 Menezes et al. [39].

Profit margin before taxes (𝐶6)
𝐵𝑒𝑓𝑜𝑟𝑒 𝑡𝑎𝑥 𝑝𝑟𝑜𝑓𝑖𝑡

𝑁𝑒𝑡 𝑆𝑎𝑙𝑒𝑠 Aprima et al. [41] Indrati and Magfiroh [42].

Net profit margin (𝐶7) 𝑁𝑒𝑡 𝑖𝑛𝑐𝑜𝑚𝑒
𝑁𝑒𝑡 𝑆𝑎𝑙𝑒𝑠 Katenova and Qudrat-Ullah [40].

4.1.3. Companies as Alternatives

The codes and notations for the 10 companies included in this case study are presented in Table  6.
These companies constitute alternatives in the initial decision matrix. The aim is to determine and rank
these companies’ financial performance using the IVSF-RBNAR Method using IVSWAM Aggregation operator
method.

Table 6. Companies listed in Sustainability Index and Corporate Governance Index

Codes Codes Companies

𝐵1 ARCLK Arçelik Inc.

𝐵2 DOAS Doğuş Automotive Services and Trade Inc.
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Codes Codes Companies

𝐵3 DOHOL Doğan Companies Group, Inc.

𝐵4 ENJSA Enerjisa Energy, Inc.

𝐵5 ENKAI ENKA Construction and Industry Inc.

𝐵6 MGROS Migros Trade Inc.

𝐵7 PGSUS Pegasus Air Transportation, Inc.

𝐵8 SISE Şişecam Inc.

𝐵9 TOASA Tofaş Inc.

𝐵10 TTRAK TürkTraktör Inc.

4.2. Financial Performance Evaluation of Companies using the IVSF-RBNAR Method

In this application, the IVSF-RBNAR method was used to evaluate the financial performance of the compa-
nies. Each step presented in the methodology section was applied. These steps were presented as follows:

Step 1-1: Using Table 2, each expert was evaluated based on their expertise level with LVs. The LVs are listed in
Table 7. The LVs were then transformed into IVSF numbers. Thus, the expert assessment matrix was obtained,
as shown in Table 7.
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Table 7. The expert’s assessment matrix

Experts LVs Interval Valued Spherical Fuzzy Numbers

First Expert (𝐸1) Very Important (VI) (0.65, 0.75); (0.15, 0.20); (0.10, 0.15)

Second Expert (𝐸2) Very Important (VI) (0.65, 0.75); (0.15, 0.20); (0.10, 0.15)

Third Expert (𝐸3) Extremely Important (EI) (0.75, 0.85); (0.10, 0.15); (0.05, 0.10)

Fourth Expert (𝐸4) Moderately Important (MI) (0.45, 0.55); (0.25, 0.30); (0.20, 0.25)

Fifth Expert (𝐸5) Moderately Important (MI) (0.45, 0.55); (0.25, 0.30); (0.20, 0.25)

Sixth Expert (𝐸6) Very Important (VI) (0.65, 0.75); (0.15, 0.20); (0.10, 0.15)

Seventh Expert (𝐸7) Important (I) (0.55, 0.65); (0.20, 0.25); (0.15, 0.20)

Step 1-2: Using the score function shown in Eq. (3), the crisp values (𝑆(𝐸𝑓)) were calculated (Table 8).

Step 1-3: By employing linear normalisation shown in Eq. (4), the expert weighting matrix (𝑤 = [𝑤𝑓]𝐹) was
calculated, and it is presented in Table 8.

Table 8. The crisp values (𝑆(𝐸𝑓)) and experts weighting matrix (𝑤 = [𝑤𝑓]𝐹)

𝐸1 𝐸2 𝐸3 𝐸4 𝐸5 𝐸6 𝐸7
𝑆(𝐸𝑓) 0.3988 0.3988 0.5888 0.0638 0.0638 0.3988 0.2238

𝑤𝑓 0.1867 0.1867 0.2756 0.0298 0.0298 0.1867 0.1047

Step 2-1: Using Table 3, each expert evaluated each criterion with LVs. The LVs are listed in Table 9. The LVs
were then converted to IVSF numbers. Thus, the criterion assessment matrix (𝑃 = [𝑃𝑣𝑓]𝑉 𝐹) was obtained.

Table 9. The criterion assessment matrix (𝑃 = [𝑃𝑣𝑓]𝑉 𝐹) with LVs

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐸1 S VS ED ED VS M S

𝐸2 S ES M VS VS VS ES

𝐸3 ES ES M M S S ES

𝐸4 ES S VD M D D VS

𝐸5 S M ED VD D VD D

𝐸6 ES ES D M VS S S

𝐸7 VS VS M S VS S ES

Step 2-2: Employing the IVSWAM aggregation operator shown in Eq. (5), criterion assessments were aggre-
gated. Aggregated criterion assessment matrix (𝑃 = [𝑃𝑣]𝑉 ) presented in Table 10.

Table 10. The aggregated criterion assessment matrix (𝑃 = [𝑃𝑣]𝑉 ) with IVSF numbers.

𝛘𝐥𝐏̃𝐯(𝓁) 𝛘𝐮𝐏̃𝐯(𝓁) 𝛟𝐥𝐏̃𝐯(𝓁) 𝛟𝐮𝐏̃𝐯(𝓁) 𝛗𝐥𝐏̃𝐯(𝓁) 𝛗𝐮𝐏̃𝐯(𝓁)

𝐶1 0.7274 0.8352 0.1675 0.2760 0.1509 0.2303

𝐶2 0.7648 0.8689 0.1318 0.2362 0.1033 0.1880

𝐶3 0.3724 0.4690 0.5097 0.6132 0.3060 0.4012

𝐶4 0.4994 0.6014 0.3947 0.5025 0.2768 0.3688

𝐶5 0.6618 0.7637 0.2388 0.3416 0.1846 0.2821

𝐶6 0.5884 0.6905 0.3073 0.4103 0.2525 0.3474

𝐶7 0.7324 0.8410 0.1623 0.2722 0.1440 0.2220
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Step 2-3: Using the score function shown in Eq. (6), the crisp values (𝑆(𝑃𝑣)) were calculated and shown
in Table 11.

Step 2-4: By employing linear normalisation shown in Eq. (7), the criteria weighting matrix (𝜔 = [𝜔𝑣]𝑉 ) was
calculated, as presented in Table 11.

Table 11. The crisp values (𝑆(𝑃𝑣)) and criteria weighting matrix (𝜔 = [𝜔𝑣]𝑉 ).

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝑆(𝑃𝑣) 1.5518 1.6276 0.8296 1.0748 1.4095 1.2571 1.5629

𝜔𝑣 0.1666 0.1748 0.0891 0.1154 0.1513 0.1350 0.1678

Step 3-1: Using the financial documents of the companies, financial ratio values were calculated. Then, the
initial matrix (𝐻𝑧𝑣 = [𝐻𝑧𝑣]𝑍𝑥𝑉 ) for assessing the financial performance of the companies is generated using
these financial ratio values. The results are shown in Table 12.

Table 12. The initial matrix (𝐻𝑧𝑣 = [𝐻𝑧𝑣]𝑍𝑥𝑉 ) for assessing the financial performance of companies.

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐵1 0.17425 0.03572 4.64947 0.79503 6.78801 3.14976 3.52689

𝐵2 0.67040 0.37977 21.54510 0.43351 16.94003 18.21443 16.77606

𝐵3 0.29468 0.16400 13.24248 0.44344 15.17245 15.10367 15.09882

𝐵4 0.67207 0.24495 14.99938 0.63553 9.88526 5.26545 17.16786

𝐵5 0.01728 0.01318 12.97293 0.23706 19.81762 6.11524 3.42145

𝐵6 0.63080 0.07083 224.00984 0.88772 3.65765 2.56134 3.46277

𝐵7 0.39347 0.07411 56.51585 0.81165 22.64211 15.48936 16.61544

𝐵8 0.21165 0.12281 6.56989 0.41976 18.26967 20.72589 21.11541

𝐵9 0.75680 0.21206 5.93222 0.71979 13.62395 13.06306 13.06300

𝐵10 0.81661 0.21535 12.97215 0.73628 13.82471 13.11421 13.60691

Step 3-2a: Using the Z-score reference-based normalisation shown in Eq. (8), the first normalised decision
matrix (𝑀𝑧𝑣 = [𝑀𝑧𝑣]𝑍𝑥𝑉 ) was calculated by employing the reference value matrix. The first normalised
decision matrix and reference values are given in Table 13.

Table 13. The first normalised matrix (𝑀𝑧𝑣 = [𝑀𝑧𝑣]𝑍𝑥𝑉 ) and reference values.

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐵1 0.67877 0.65194 0.95008 0.77919 0.28698 0.25928 0.22752

𝐵2 0.67091 0.10449 0.99764 0.61983 0.98991 0.79760 0.95361

𝐵3 0.90380 0.97769 0.98169 0.64783 0.98768 0.98129 0.99868

𝐵4 0.66733 0.64889 0.98630 0.99932 0.57347 0.41962 0.93446

𝐵5 0.35383 0.53123 0.98093 0.16653 0.81965 0.49421 0.22126

𝐵6 0.75377 0.82837 0.01321 0.52317 0.10768 0.22256 0.22370

𝐵7 0.99535 0.84294 0.90322 0.73551 0.54013 0.96834 0.96058

𝐵8 0.75676 0.98839 0.95841 0.58098 0.93452 0.57105 0.62306

𝐵9 0.48539 0.81559 0.95573 0.93865 0.91549 0.99291 0.96666

𝐵10 0.36687 0.80019 0.98092 0.91064 0.92815 0.99381 0.98444

Reference 𝑅𝑣 0.4205 0.1400 26.1715 0.6434 16.1006 13.8392 14.7634
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Step 3-2b: Using Aytekin's reference-based normalisation shown in Eq. (9), the second normalised decision
matrix (𝑇𝑧𝑣 = [𝑇𝑧𝑣]𝑍𝑥𝑉 ) was calculated (Table 14).

Table 14. The second normalised matrix (𝑇𝑧𝑣 = [𝑇𝑧𝑣]𝑍𝑥𝑉 ).

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐵1 0.9999998 0.9999999 0.9999785 0.9999998 0.9999907 0.9999893 0.9999888

𝐵2 0.9999998 0.9999998 0.9999954 0.9999998 0.9999992 0.9999956 0.9999980

𝐵3 0.9999999 1.0000000 0.9999871 0.9999998 0.9999991 0.9999987 0.9999997

𝐵4 0.9999997 0.9999999 0.9999888 1.0000000 0.9999938 0.9999914 0.9999976

𝐵5 0.9999996 0.9999999 0.9999868 0.9999996 0.9999963 0.9999923 0.9999887

𝐵6 0.9999998 0.9999999 0.9998022 0.9999998 0.9999876 0.9999887 0.9999887

𝐵7 1.0000000 0.9999999 0.9999697 0.9999998 0.9999935 0.9999983 0.9999981

𝐵8 0.9999998 1.0000000 0.9999804 0.9999998 0.9999978 0.9999931 0.9999936

𝐵9 0.9999997 0.9999999 0.9999798 0.9999999 0.9999975 0.9999992 0.9999983

𝐵10 0.9999996 0.9999999 0.9999868 0.9999999 0.9999977 0.9999993 0.9999988

Step 3-2c: Using the Heron mean in Eq. (10), the aggregated normalised decision matrix (𝑁𝑧𝑣 = [𝑁𝑧𝑣]𝑍𝑥𝑉 )
was calculated (𝛼 = 0.5) and shown in Table 15.

Table 15. The aggregated normalised matrix (𝑁𝑧𝑣 = [𝑁𝑧𝑣]𝑍𝑥𝑉 )

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐵1 0.83163 0.81670 0.97487 0.88615 0.58960 0.56941 0.54537

𝐵2 0.82727 0.43775 0.99882 0.79860 0.99495 0.89594 0.97667

𝐵3 0.95129 0.98882 0.99082 0.81440 0.99383 0.99062 0.99934

𝐵4 0.82528 0.81499 0.99313 0.99966 0.77200 0.67879 0.96695

𝐵5 0.63588 0.74723 0.99043 0.49567 0.90758 0.72505 0.54050

𝐵6 0.87254 0.91216 0.31071 0.74245 0.44099 0.54152 0.54240

𝐵7 0.99767 0.91980 0.95098 0.86268 0.75249 0.98411 0.98019

𝐵8 0.87415 0.99418 0.97909 0.77635 0.96698 0.77060 0.80043

𝐵9 0.71970 0.90545 0.97773 0.96908 0.95728 0.99645 0.98326

𝐵10 0.64457 0.89732 0.99043 0.95480 0.96374 0.99690 0.99220

Step 3-3: Using Eq. (11), the weighted aggregated normalised decision matrix (𝑆𝑧𝑣 = [𝑆𝑧𝑣]𝑍𝑥𝑉 ) was calculated,
as shown in Table 16.

Table 16. The weighted aggregated normalised matrix (𝑆𝑧𝑣 = [𝑆𝑧𝑣]𝑍𝑥𝑉 )

𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐵1 0.1385648 0.1427276 0.0868375 0.1022693 0.0892319 0.0768576 0.0915217

𝐵2 0.1378386 0.0765012 0.0889704 0.0921654 0.1505796 0.1209319 0.1638993

𝐵3 0.1585025 0.1728066 0.0882580 0.0939879 0.1504102 0.1337115 0.1677042

𝐵4 0.1375071 0.1424285 0.0884640 0.1153691 0.1168380 0.0916218 0.1622684

𝐵5 0.1059487 0.1305875 0.0882238 0.0572049 0.1373577 0.0978656 0.0907041

𝐵6 0.1453817 0.1594111 0.0276770 0.0856844 0.0667406 0.0730925 0.0910236

𝐵7 0.1662305 0.1607446 0.0847093 0.0995607 0.1138858 0.1328321 0.1644903
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𝐶1 𝐶2 𝐶3 𝐶4 𝐶5 𝐶6 𝐶7
𝐵8 0.1456494 0.1737450 0.0872131 0.0895974 0.1463471 0.1040134 0.1343245

𝐵9 0.1199149 0.1582376 0.0870920 0.1118401 0.1448788 0.1344983 0.1650056

𝐵10 0.1073964 0.1568162 0.0882237 0.1101914 0.1458567 0.1345593 0.1665064

Step 3-4: Using Eq. (12), the financial performance ranking matrix (𝑅𝑧 = [𝑅𝑧]𝑍) was calculated, as shown
in Table 17.

Table 17. The financial performance ranking matrix (𝑅𝑧 = [𝑅𝑧]𝑍)

𝐵1 𝐵2 𝐵3 𝐵4 𝐵5 𝐵6 𝐵7 𝐵8 𝐵9 𝐵10
𝑅𝑧 0.7280 0.8309 0.9654 0.8545 0.7079 0.6490 0.9225 0.8809 0.9215 0.9096

Rank 8th 7th 1st 6th 9th 10th 2nd 5th 3rd 4th

5. Results

This study employs the IVSF-RBNAR method to evaluate the financial performance of companies listed under
corporate governance and the Sustainability 25 Index. The research yields three primary findings: (i) expert
weightings, (ii) criteria weightings, and (iii) companies’ financial performance and rankings. The results of
the analysis are summarised as follows:

• Expert Contributions: The influence of experts on the decision-making process is ranked as follows: “
𝐸3 > 𝐸1 = 𝐸2 = 𝐸6 > 𝐸7 > 𝐸4 = 𝐸5”. Accordingly, the third expert was identified as the most influential
contributor to the decision-making process.

• Criteria Weightings: The criteria’s impact on the decision-making process is ranked as follows: “Return
on assets (𝐶2) > Net profit margin (𝐶7) > Return on equity (𝐶1) > Operating profit margin (𝐶5) > Profit
margin before tax (𝐶6) > Leverage ratio (𝐶4) > Receivables turnover ratio (𝐶3)”. Among these, Return on
Assets (ROA) emerged as the most significant criterion for evaluating companies' financial performance,
while the receivables turnover ratio had the least impact.

• Company Rankings: The financial performance rankings of the companies are as follows: “DOHOL (𝐵3)
> PGSUS (𝐵7) > TOASA (𝐵9) > TTRAK (𝐵10) > SISE (𝐵8) > ENJSA (𝐵4) > DOAS (𝐵2) > ARCLK (𝐵1) > ENKAI
(𝐵5) > MGROS (𝐵6) ”. Among the evaluated firms, Doğan Companies Group Holding Inc. was identified as
having the highest financial performance, whereas Migros Trade Inc. demonstrated the lowest financial
performance.

In conclusion, the IVSF-RBNAR method effectively supports the analysis of corporate financial performance.
These results underscore the applicability and robustness of the methodology for evaluating financial
performance within the framework of corporate governance and sustainability indices.

6. Research Implications

This study has several significant implications for academic research, corporate decision-making, and
methodological advancements in financial performance evaluation:

• Advancement in Financial Performance Evaluation: Demonstrates the utility of the IVSF-RBNAR Method
as a novel approach for assessing and ranking financial performance based on financial ratios. This
framework provides a robust framework for future performance analysis studies.
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• Integration of Expert Judgments: Highlights the importance of incorporating expert opinions into deci-
sion-making processes. The use of linguistic expressions and IVSF sets to quantify expert expertise
ensures a nuanced understanding of decision-makers’ contributions.

• Enhanced Decision-Making Methodologies: This study validates the integration of the IVSWAM aggrega-
tion operator and RBNAR method for calculating criteria weights and ranking companies, paving the way
for their application in other multi-criteria decision-making contexts.

• Key Financial Metrics: Identifies Return on Assets (ROA) as the most critical financial metric, emphasising
its importance for corporate governance and sustainability-focused performance evaluations.

• Empirical Validation of Methodology: Provides a practical application of the IVSF-RBNAR method to
evaluate the financial performance of 10 companies listed in the Corporate Governance Index and the
Sustainability Index, offering a replicable model for similar studies.

• Corporate Governance and Sustainability: Offers insights into the financial health of companies adhering
to corporate governance and sustainability principles and contributes to the literature on the financial
implications of these frameworks.

• Decision Support for Stakeholders: Supports stakeholders in identifying high-performing companies, as
evidenced by the identification of Doğan Companies Group Holding Inc. as the top performer. This will
facilitate informed decision-making in investment and policy development.

Methodological Applicability: Confirms the suitability of the IVSF-RBNAR method for financial performance
ranking, encouraging its adoption and adaptation in diverse decision-making scenarios within corporate
finance and beyond.

7. Conclusion

This study evaluates the financial performance of companies listed in the Corporate Governance Index
and the Sustainability Index using financial ratios and an MCDM approach. By employing the IVSF-RBNAR
Method, the research effectively integrated expert judgments and linguistic expressions to determine
criterion importance and rank companies based on their financial performance. The analysis highlighted
the significance of incorporating both qualitative and quantitative data to create a comprehensive decision-
making framework, demonstrating the method’s applicability in corporate financial evaluation.

The findings reveal that Doğan Companies Group Holding Inc. achieved the highest financial performance
among the 10 analysed companies, while Return on Assets (ROA) emerged as the most critical criterion
influencing corporate performance. The use of the IVSWAM aggregation operator for criteria weighting and
the RBNAR method for performance ranking proved effective in terms of delivering accurate and meaningful
results. These insights contribute to the understanding of financial performance dynamics, offering a
valuable tool for stakeholders to assess companies based on their adherence to corporate governance and
sustainability principles.

This study underscores the potential of the IVSF-RBNAR method as a robust approach for financial perfor-
mance assessment, but it also acknowledges its limitations, including the reliance on expert judgments
and the relatively small sample size. Future research should expand on this framework by incorporating
additional criteria, exploring larger datasets, and integrating advanced computational techniques to further
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refine the methodology. Ultimately, this research provides a foundation for enhancing decision-making
processes in corporate finance and governance.

7.1. Research limitations

Although this study provides valuable insights into the financial performance evaluation of companies listed
in the Corporate Governance Index and the Sustainability Index, it is not without limitations. These include:

• Sample Size: The research focuses on a limited sample of 10 companies, which may not fully capture the
broader diversity of firms in the indices or general corporate practices.

• Criteria Selection: The evaluation relies on seven financial criteria, potentially omitting other significant
financial or non-financial factors that could influence corporate performance.

• Expert Dependency: The methodology relies heavily on expert judgments for weighting criteria and
assessing importance, which may introduce subjectivity despite efforts to standardise inputs using IVSF
sets.

• Context-Specific Findings: The findings, including the identification of Doğan Companies Group Holding
Inc. as the best-performing company, may not generalise to other indices, industries, or geographical
contexts.

• Linguistic Expression Limitations: The use of linguistic expressions to represent expert assessments,
while innovative, may lead to loss of precision or inconsistencies in interpretation.

• Focus on Financial Ratios: By prioritising financial ratios, this study does not account for qualitative
factors such as corporate governance practices, environmental sustainability, or social impact, which are
crucial for holistic performance evaluation.

• Methodological Constraints: Although the IVSF-RBNAR method has been validated in this context, its
applicability and reliability in different decision-making scenarios or larger datasets remain to be tested.

These limitations provide avenues for future research to refine the methodology, expand the scope of the
analysis, and incorporate additional dimensions to ensure a more comprehensive evaluation.

7.2. Future Research Suggestions

Building on the findings and limitations of this study, the following recommendations are proposed for
future research:

• Expanding the Sample Size: Future studies could include a larger number of companies across various
indices, industries, or geographic regions to enhance the generalizability of the findings.

• Incorporating Additional Criteria: The inclusion of both financial and non-financial criteria, such as envi-
ronmental sustainability metrics, governance quality, and social responsibility indicators, would provide
a more comprehensive evaluation framework.

• Longitudinal Analysis: Conducting a longitudinal study to track changes in financial performance over
time would offer deeper insights into trends and temporal dynamics.

• Automation and Standardisation: Developing automated tools to process linguistic expressions and
calculate IVSF values could minimize subjectivity and improve the reproducibility of results.

• Methodological Comparisons: Comparing the IVSF-RBNAR method with other MCDM approaches will help
validate its effectiveness and identify scenarios where it performs optimally.
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• Dynamic Expert Weighting: Exploring dynamic or adaptive weighting mechanisms that adjust expert
influence based on past performance or domain relevance can enhance decision-making processes.

• Integration with Machine Learning: Combining the IVSF-RBNAR method with machine learning techniques
can improve predictions and automate the performance ranking process.

These directions can extend the scope and impact of financial performance evaluation research and
contribute to more robust and versatile decision-making models.
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1. Introduction

Small- and medium-sized enterprises (SMEs) are vital components of the global economy, accounting for a
significant share of employment and contributing to economic growth across diverse sectors. However, their
ability to adopt advanced technologies like machine learning (ML) and business intelligence (BI), is often
hindered by resource limitations, financial constraints, and a lack of technical expertise. This gap creates a
critical need for accessible, cost-effective solutions that bridge the gap between SME capabilities and the
competitive demands of modern markets.

The rapid evolution of cloud-based platforms has introduced scalable AI-driven BI tools that offer SME
opportunities to optimise operations, improve financial performance, and enhance customer engagement.
Platforms like Kolay.ai, designed specifically for SMEs, demonstrate the potential of these technologies
to transform traditional business processes. By integrating advanced ML algorithms for sales forecasting,
customer segmentation, and financial planning, Kolay.ai provides actionable insights that enable SMEs to
remain agile and competitive.

This study examines Kolay.ai as a case study to explore the practical applications and scalability of ML and
BI solutions in SMEs. By highlighting how the platform’s features—such as predictive analytics, data visuali-
sation, and company valuation tools—address common challenges faced by SMEs, the study underscores the
importance of democratising access to advanced technologies. The findings emphasise the practical signif-
icance of Kolay.ai in driving operational improvements and long-term growth for SMEs while highlighting its
scalability for broader applications across industries.

The integration of ML and BI technologies presents substantial opportunities for SMEs to improve their
operational efficiency, financial management, and customer engagement. By employing ML algorithms
for tasks such as sales forecasting, customer segmentation, and personalised product recommendations,
businesses can derive actionable insights that drive growth and enhance profitability [12]. Business intelli-
gence systems further enhance decision-making by converting raw data into meaningful insights through
data visualisation and predictive analytics, allowing companies to anticipate market trends and optimise
resource allocation.

Kolay.ai is a cloud-based platform that addresses these needs by offering a comprehensive suite of
AI-powered BI tools specifically designed for SMEs. Its features include sales prediction, customer segmen-
tation using Recency, Frequency, and Monetary (RFM) analysis, personalised product recommendations, and
advanced data visualisation. These functionalities enable businesses to optimise inventory management,
boost customer retention, and improve cross-selling opportunities. Moreover, the platform’s financial
management capabilities, such as invoice data analysis and forecasting, provide companies with the tools
needed to maintain healthy cash flows and make informed strategic decisions.

The significance of adopting AI-driven BI solutions like Kolay.ai goes beyond operational improvements.
For SMEs, leveraging data analytics can mean the difference between thriving in a competitive market
and struggling to survive. By adopting these technologies, SMEs can reduce costs, maximize revenue, and
respond to changing market dynamics more effectively. However, cloud-based platforms have made AI and
BI more accessible; thus, understanding specific business impacts and financial benefits remains critical for
guiding adoption and implementation strategies.

This paper explores the practical applications of ML and BI in the context of SMEs by using Kolay.ai as a case
study to illustrate how these technologies can be used to overcome traditional barriers to growth. This study
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will evaluate the platform’s key features, such as sales prediction, customer segmentation, and financial
forecasting, and discuss their impact on the financial structure and business processes of SMEs. This analysis
highlights the transformative potential of AI-driven BI solutions in enhancing SME competitiveness and
long-term success.

Kolay.ai’s experience as a leading AI-driven BI solution offers a unique perspective on the integration of
financial artificial intelligence within the context of SMEs. By addressing the specific limitations encountered
by smaller enterprises—such as constrained budgets and limited technical resources—the platform provides
a tailored approach that democratises access to sophisticated data analytics. The cloud-based architecture
and user-friendly design enable SMEs to implement advanced features, including automated financial
forecasting, sales prediction, and customer segmentation, without requiring significant in-house expertise.
The platform’s ability to translate raw data into actionable insights through real-time data visualisation and
predictive algorithms represents a significant advancement in the practical application of AI for business
intelligence. Kolay.ai’s capabilities go beyond basic data analysis by incorporating ML techniques that
optimise inventory management, enhance customer retention through personalised recommendations, and
facilitate strategic decision-making. These contributions fill a crucial gap in the literature on financial AI
by demonstrating how AI-driven BI tools can be effectively scaled down to meet the demands of smaller
enterprises. The study of Kolay.ai’s real-world applications thus provides an exceptional case that enriches
academic discourse on the potential of AI to transform financial and operational processes in SMEs.

Moreover, the involvement of an academic advisor in the development of Kolay.ai adds a significant scholarly
dimension to this study, bridging the gap between academic research and practical implementation in
the field of financial artificial intelligence. The advisor's expertise in machine learning, data analytics, and
business intelligence has shaped the platform's development, ensuring the incorporation of cutting-edge
methodologies and the latest academic insights. This collaboration has contributed to refining Kolay.ai’s ML
algorithms for tasks such as predictive analytics, customer behaviour modelling, and financial forecasting,
providing a scientifically grounded foundation for the platform’s functionalities. The integration of academic
principles with real-world business applications distinguishes this study from the existing literature by
demonstrating the value of academic-industry partnerships in advancing AI-driven BI solutions. The influ-
ence of an academic advisor not only enhances the platform’s technical capabilities but also establishes a
benchmark for the scientific rigour applied to financial AI tools for SMEs, offering exceptional contributions
to the growing body of literature on AI’s role in modernising financial decision-making and operational
efficiency in small enterprises.

2. Discussion

The integration of machine learning (ML) and business intelligence (BI) tools into SME operations not only
addresses existing operational challenges but also presents significant opportunities for broader economic
and policy impacts. As SMEs represent a substantial portion of global economic activity, enhancing their
capabilities through AI-driven solutions has implications that extend beyond individual enterprises to
industry-wide practices and national policy frameworks. This section discusses the potential of Kolay.ai to
inform SME-focused policy development, drive strategic decision-making, and provide actionable insights
for remaining competitive in dynamic markets.
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2.1. Policy and Strategic Implications for SMEs

Small- and medium-sized enterprises (SMEs) face unique challenges in adopting and integrating advanced
technologies like machine learning (ML) and business intelligence (BI), due to limited resources and
technical expertise. However, platforms like Kolay.ai demonstrate how tailored AI-driven solutions can
empower SMEs to overcome these barriers, streamline operations, and enhance competitiveness. This
section explores the broader implications of Kolay.ai’s features, focusing on their potential to shape SME-
oriented policy frameworks, incentivize technology adoption, and provide strategic advantages in rapidly
evolving markets.

2.1.1. Informing SME Policy Frameworks

The findings of this study highlight how Kolay.ai’s features can serve as a foundation for designing SME-
centric policy frameworks. For instance:

• Targeted Support Programs: The adoption of tools like Kolay.ai can guide policymakers in developing
targeted support initiatives that address resource limitations in SMEs, such as funding AI-based platforms
tailored to specific operational challenges.

• Industry Benchmarks: By leveraging functionalities like financial forecasting and customer segmentation,
policymakers can establish performance metrics to measure AI adoption success in SMEs.

• Knowledge Sharing Initiatives: Platforms similar to Kolay.ai can inspire collaborative ecosystems where
SMEs can share case studies, best practices, and AI adoption strategies.

2.1.2. Incentivizing AI Adoption

Policymakers should play a crucial role in accelerating the adoption of AI-driven platforms by addressing
common barriers, such as cost and technical expertise. The key strategies are as follows:

• Tax Benefits:  Offering tax deductions or credits for AI investments, including cloud-based platform
subscriptions, can alleviate cost concerns.

• Subsidies and Grants:  Financial support for SMEs that are able to adopt and integrate AI into their
processes can significantly boost adoption rates.

• Training Programs: Subsidised upskilling initiatives can enable SME employees to effectively utilise tools
like Kolay.ai, maximizing ROI.

• Public-Private Partnerships (PPPs): Partnering with technology providers to pilot AI projects can show-
case the transformative potential of AI solutions.

2.1.3. Strategic Insights for Small and Medium-sized Enterprises

Kolay.ai provides strategic advantages that SMEs can leverage to thrive in competitive markets as follows:

• Data-Driven Decision-Making:  Predictive analytics and financial forecasting enable more informed
strategic decisions, reducing risks.

• Operational Efficiency: Features like inventory optimisation and advanced visualisation streamline oper-
ations, increasing profitability.

• Customer Engagement:  Personalised recommendations enhance customer retention, contributing to
long-term growth.
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• Scalability:  Cloud-based solutions enable SMEs to scale up operations flexibly, adapting to market
demands without incurring significant infrastructure costs.

2.2. Application of Kolay.ai to Other Sectors

The features and functionalities of Kolay.ai, although designed for SMEs, have broad applicability across
various industries. By adapting its existing capabilities to address sector-specific challenges, Kolay.ai can
create significant value in the following domains:

2.2.1. Healthcare

In the healthcare sector, Kolay.ai’s predictive analytics can be utilised for patient flow management, inven-
tory optimisation for medical supplies, and demand forecasting for seasonal illnesses. For example:

• Patient flow prediction: By leveraging sales prediction models, Kolay.ai can forecast patient volumes
based on historical data, enabling hospitals to allocate resources efficiently.

• Supply Chain Optimisation: Similar to inventory management for SMEs, Kolay.ai can monitor and predict
stock levels for pharmaceuticals and medical equipment, reducing waste and ensuring timely availability.

Adaptation Needs:

• Integration with healthcare management systems and compliance with data protection regulations like
GDPR or HIPAA.

• Customization of algorithms to accommodate medical terminologies and clinical data types.

2.2.2. Retail

In retail, Kolay.ai’s customer segmentation and personalised recommendation features can help businesses
understand consumer behaviour and improve marketing efforts. For instance:

• Customer Personalisation: Retailers can use RFM analysis to tailor promotions and recommend products
to individual customers, increasing engagement and sales.

• Demand Forecasting: Predictive analytics can help retailers manage stock levels and avoid overstocking
or understocking issues during seasonal peaks.

• Adaptation Needs:

‣ Support for high-volume transactions and real-time customer interaction data.

‣ Enhanced integration with e-commerce platforms and point-of-sale systems.

2.2.3. Logistics

In logistics, Kolay.ai could optimise route planning, fleet management, and warehouse operations. Examples
include:

• Route Optimisation: Predictive models can identify the most efficient delivery routes while reducing fuel
costs and delivery times.

• Warehouse Management: Advanced visualisation tools can help manage inventory across multiple loca-
tions, ensuring efficient space utilisation.

Adaptation Needs:

• Integration with GPS and fleet tracking systems.

• Algorithms designed to process large-scale geospatial and operational data.
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By tailoring its core features to meet the needs of these industries, Kolay.ai can expand its reach and deliver
measurable benefits in diverse contexts, fostering innovation and efficiency on a broader scale.

2.3. Comparison with Competitors

Kolay.ai operates in a competitive market for AI-driven business intelligence platforms tailored for SMEs. To
contextualise its value proposition, this subsection compares Kolay.ai with key competitors and highlights
its unique features and advantages. By evaluating strengths and weaknesses across platforms, this analysis
underscores Kolay.ai’s potential to become a market leader.

2.3.1. Key Competitors and Their Features

Several prominent platforms are competing in the AI-driven business intelligence space for SMEs, including
Tableau, Microsoft Power BI, and Zoho Analytics. These platforms offer a range of features:

• Tableau: The advanced data visualisation and analytics capabilities of Tableau enable users to create
dynamic dashboards. However, the steep learning curve and high cost can hinder the growth of smaller
enterprises.

• Microsoft Power BI: Offers robust integration with other Microsoft products and a user-friendly interface.
Although cost-effective for businesses already within the Microsoft ecosystem, it lacks advanced AI-
driven personalisation features.

• Zoho Analytics: This cloud-based platform provides comprehensive analytics and affordability. Its limi-
tations include less advanced predictive analytics and reduced customisation for specific industries.

2.3.2. The Unique Advantages of Kolay.ai

Kolay.ai stands out in the competitive landscape because of the following factors:

• Cost effectiveness: Designed with SMEs in mind, Kolay.ai provides enterprise-level features at a fraction
of the cost of competitors, eliminating entry barriers for smaller organisations.

• Ease of Use: The platform prioritises usability, requiring minimal technical expertise, making it highly
accessible to nontechnical users.

• Advanced AI Capabilities: Features such as predictive sales analytics, RFM-based customer segmentation,
and financial forecasting provide actionable insights tailored to SME challenges.

• Industry-Specific Customisation: Unlike more generic platforms, Kolay.ai offers customisable modules
that address the unique needs of SMEs in sectors such as retail, logistics, and healthcare.

2.3.3. Comparative Analysis

The Table 1 summarises the comparative strengths and weaknesses of Kolay.ai and its competitors:

Table 1. Comparative Summary of Kolay. AI and Competitors

Feature/Platform Tableau Microsoft PowerBI Zoho Analytics Kolay.ai

Cost-Effectiveness Low Medium High Very High

Usability Medium High High Very High

AI Personalisation Medium Low Low High

Predictive Analytics High Medium Low High

Industry Customisation Low Medium Low High
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2.4. Limitations, Challenges, and Solutions in Adopting AI for SMEs

Small- and medium-sized enterprises (SMEs) face unique challenges in adopting AI-driven platforms like
Kolay.ai, which are often rooted in limited resources and organisational capacities. A major challenge is data
quality. Many SMEs lack the infrastructure or expertise to maintain clean, structured, and actionable data,
which is critical for effective AI implementation. Poor data management can lead to inaccurate predictions
and suboptimal decision-making, which reduces trust in AI solutions.

Another significant barrier is system integration. SMEs often operate using outdated or disparate software
systems that are not easily compatible with modern AI platforms. Integrating these systems can require
extensive customisation, leading to delays and increased costs. Cost itself is another critical concern.
Although platforms like Kolay.ai are designed to be cost-effective, the upfront investment required for
implementation, training, and infrastructure upgrades can deter many SMEs. Finally, the lack of skilled
personnel is a widespread issue. Many SMEs struggle to find employees with the technical knowledge
required to fully utilise AI tools or interpret the insights they generate.

To address these challenges, several strategies can be proposed. Partnerships with AI training institutions
or government-subsidised training programs can help SMEs build internal expertise and ensure that their
teams are equipped to manage and utilise AI solutions effectively. Phased rollouts offer another practical
solution, allowing SMEs to implement AI tools gradually, minimizing disruption and enabling the organisa-
tion to adapt over time. Subsidies or low-interest loans specifically targeted at technology adoption can
alleviate financial constraints and encourage more SMEs to invest in AI-driven tools. Finally, developing AI
platforms with modular, easy-to-integrate designs can significantly reduce the burden of system integration,
enabling SMEs to adopt advanced technologies without overhauling their existing systems.

3. Literature Review

Rapid advancements in artificial intelligence (AI) and business intelligence (BI) technologies have signif-
icantly transformed the operational landscape of small- and medium-sized enterprises (SMEs). These
technologies offer SMEs the potential to enhance financial management, optimise customer engagement
strategies, and improve overall operational efficiency. However, despite the evident benefits, SMEs often
face unique challenges when adopting AI-driven BI solutions, such as financial constraints, lack of technical
expertise, and concerns regarding data security and integration.

This literature review provides a comprehensive overview of recent research and developments in AI-driven
BI solutions for SMEs. This section explores the evolution of machine learning applications in business
intelligence, the comparative advantages of cloud-based and on-premise BI platforms, and sector-specific
case studies that highlight the practical implications of these technologies in SME operations. Furthermore,
this review discusses the key benefits, limitations, and critical success factors for effective AI adoption in
SMEs, offering insights into how these businesses can leverage AI and BI tools to gain a competitive edge in
an increasingly data-driven market.

By examining recent scholarly contributions and industry reports, this review seeks to contextualise the
current state of AI and BI adoption in SMEs, identifies emerging trends, and highlights gaps in the existing
literature that warrant further exploration.

Journal of Data Analytics and Artificial Intelligence Applications, 1, 1 (January 2025): 61–83   67



Enhancing SME Operations with Machine Learning and Business Intelligence: A Case Study of Kolay.ai   Yörük, 2025

3.1. Machine Learning in Business and SMEs

Machine learning (ML) has gained increasing relevance in the business world by offering predictive insights
that enhance decision-making, automate processes, and optimise operational efficiency. For SMEs, these
algorithms are particularly valuable because they generate insights without the need for large datasets or
extensive computational power [11]. However, SMEs often face difficulties in adopting ML technologies due
to resource limitations and the complexity of implementation [14].

3.2. Business Intelligence (BI) Solutions for SMEs

Business intelligence (BI) systems play a crucial role in transforming raw data into actionable insights
through data warehousing, data mining, and visualisation tools, enabling SMEs to make data-driven
decisions [16]. Research indicates that SMEs that adopt BI systems experience significant improvements in
operational efficiency, financial planning, and customer engagement [2]. The integration of machine learning
(ML) into BI tools further enhances their predictive and prescriptive capabilities, making them invaluable
for strategic decision-making [5].

Recent advancements in AI-driven BI solutions have significantly contributed to overcoming traditional
barriers to adoption for SMEs. Schönberger [2023] highlights key applications of AI in BI for SMEs, including
automated reporting, intelligent forecasting, and real-time performance tracking, which provide cost-effec-
tive and scalable insights tailored to SMEs’ needs. Similarly, Tawil et al. [2023] emphasised the potential of
AI-driven BI to enable SMEs to make more informed decisions, optimise operations, and enhance competi-
tiveness through data-driven strategies.

However, despite these advantages, many SMEs face challenges in adopting BI systems because of high
costs, complexity, and lack of technical expertise [21]. Traditional on-premise BI platforms often require
significant infrastructure investments and specialised personnel, which can be prohibitive for SMEs. Cloud-
based BI solutions, such as Kolay.ai, offer a viable alternative by providing affordable, user-friendly, and
scalable options that lower the barriers to adoption [20, 22]. Cloud BI platforms leverage AI-as-a-Service
(AIaaS) models, enabling SMEs to access advanced analytics and automation capabilities without significant
upfront investments [21].

A comparative analysis of cloud-based BI tools demonstrated that cloud-based solutions provide greater
flexibility, scalability, and cost-effectiveness, making them a preferable choice for SMEs with limited
resources [22]. Although on-premise BI systems offer enhanced control and security, cloud-based solutions
allow for seamless integration with existing SME operations, thereby improving data accessibility and
decision-making speed [21].

The case studies further illustrate the impact of AI-driven BI solutions in various industries. For example,
Drydakis [2023] explored how SMEs in the retail and financial sectors leveraged AI-powered BI tools to
mitigate risks and improve financial forecasting during the COVID-19 pandemic. Similarly, Pham and Vu [2023]

highlighted the role of AI-driven BI systems in enhancing e-commerce operations, demonstrating significant
improvements in customer targeting and operational efficiency.

In conclusion, AI and cloud-based BI solutions are revolutionising the way in which SMEs leverage data
for strategic decision-making. These technologies enable SMEs to compete more effectively in data-driven
markets and achieve long-term growth by addressing cost and complexity barriers.
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3.3. Comparison with Existing BI Platforms

Business intelligence (BI) platforms have become essential tools for SMEs seeking to leverage data for
strategic decision-making. Several BI solutions, such as Kolay.ai, Tableau, Microsoft Power BI, and Zoho
Analytics, offer various capabilities tailored to different business needs. This section provides a comparative
analysis of these platforms based on key aspects, such as cost, ease of use, customisation, scalability, and
AI capabilities, to help SMEs identify the most suitable solution for their unique requirements.

3.3.1. Cost

Cost is a crucial factor for SMEs when adopting BI platforms because budget constraints often limit their
ability to invest in expensive enterprise solutions.

• Kolay.ai: Designed specifically for SMEs, Kolay.ai offers competitive pricing with a subscription-based
model that ensures affordability. The cost structure includes flexible plans based on the number of users
and required features, making it a cost-effective alternative to enterprise-level solutions.

• Tableau:  Tableau is known for its powerful visualisation capabilities but comes with a higher cost,
including substantial licencing fees and additional charges for advanced analytics features.

• Power BI:  Microsoft Power BI is one of the most cost-effective solutions, particularly for businesses
already using Microsoft products, because it integrates seamlessly with Office 365. It is a free version with
limited capabilities and a relatively low-cost Pro plan.

• Zoho Analytics: This platform offers a budget-friendly pricing model with scalable options, making it an
attractive choice for startups and SMEs with basic business information needs.

3.3.2. The ease of use

The ease of use is critical for SMEs that often lack dedicated IT teams to manage and implement BI tools
effectively.

• Kolay.ai: Offers a highly intuitive and user-friendly interface tailored for nontechnical users. Its guided
workflows, pre-built templates, and automated insights enable quick and minimal training.

• Tableau: Although it provides powerful visualisation capabilities, it has a steep learning curve, which
requires users to be familiar with data manipulation and visualisation techniques.

• Power BI:  Known for its relatively easy learning curve, especially for users familiar with Microsoft
products. However, complex reporting and analysis can require technical knowledge.

• Zoho Analytics: Offers a simple, drag-and-drop interface that is easy to learn, making it accessible to
users without prior BI experience.

3.3.3. Customisation

Customisation capabilities allow businesses to tailor the platform to their unique data visualisation and
reporting requirements.

• Kolay.ai: Provides extensive customisation options, enabling SMEs to create tailored dashboards, auto-
mated reports, and personalised analytics aligned with their business goals.

• Tableau: Excels in customisation, allowing users to create complex and highly interactive visualisations
with deep analytical insights.
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• Power BI: Offers robust customisation options with extensive support for third-party integrations and
custom reports.

• Zoho Analytics: Provides moderate customisation features with options for users to modify dashboards
and reports based on specific business needs.

3.3.4. Scalability

Scalability is essential for SME planning to expand their operations and data needs over time.

• Kolay.ai: Offers cloud-based scalability, allowing businesses to scale their analytics capabilities seam-
lessly as their data volumes and operational requirements grow.

• Tableau: Scales effectively but often require significant infrastructure investment for large-scale deploy-
ments.

• Power BI: Scales well within the Microsoft ecosystem, making it a suitable choice for SMEs that expect
gradual growth.

• Zoho Analytics:  Offers scalable cloud-based solutions; however, it may have limitations in handling
extremely large datasets compared to enterprise-level solutions.

3.3.5. AI Capabilities

Advanced AI features can significantly enhance the value of BI platforms by providing predictive analytics,
automation, and intelligent recommendations.

• Kolay.ai: Stands out with its AI-driven features, including predictive sales analytics, customer segmen-
tation using machine learning algorithms, and financial forecasting tools tailored for SMEs.

• Tableau: Provides AI-powered features such as natural language queries and predictive analytics through
its "Tableau AI" functionality.

Power BI: Power BI offers strong AI capabilities, including built-in machine learning models, automated
insights, and integration with Azure AI services.

• Zoho Analytics: Incorporates AI features like automated insights and anomaly detection; however, it may
not be as advanced as Kolay.ai or Power BI in predictive analytics.

3.3.6. Summary of Comparison

Table 1, summarises the comparative strengths and weaknesses of Kolay.ai and its competitors:

Kolay.ai offers an SME-focused alternative to well-established BI platforms, such as Tableau, Power BI, and
Zoho Analytics, by providing a cost-effective, user-friendly, and AI-enhanced solution tailored to meet the
unique challenges of SMEs. Although Tableau and PowerBI offer extensive customisation and scalability,
they may require additional investment and technical expertise. Zoho Analytics is a budget-friendly option
with limited advanced features. For SMEs seeking a balance between affordability, ease of use, and AI-driven
insights, Kolay.ai presents a compelling choice.

3.4. Machine Learning Algorithms for Small and Medium Enterprises and Their Business
Impact

3.4.1. Supervised Learning Algorithms

Linear Regression  is frequently used for  sales forecasting. This algorithm has been shown to improve
the accuracy of sales predictions by 10-15%, allowing SMEs to make better decisions regarding inventory
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management and financial planning [13]. Kolay.ai utilises this algorithm through its sales_prediction_page
feature, which helps SMEs optimise stock levels and minimize costs associated with overstocking or
stockouts.

Decision Trees  are used for  customer segmentation  and  churn prediction. By analysing customer data,
decision trees can identify patterns in customer behaviour, allowing SMEs to categorise their customers
into distinct segments. This approach has been shown to reduce churn by 20-30% in SMEs that use
segmentation to target at-risk customers using retention strategies [7]. Kolay.ai incorporates decision trees
in its rfm_analysis feature to segment customers based on their recency, frequency, and monetary value,
improving customer retention efforts.

3.4.2. Unsupervised Learning Algorithms

K-Means Clustering  is one of the most widely used unsupervised learning algorithm for customer and
product segmentation. By grouping customers with similar purchasing behaviours, SMEs can target market-
ing campaigns more effectively, improving cross-selling and upselling opportunities [9]. Kolay.ai leverages
K-Means clustering in its  customer_recommendations  feature, which analyzes invoice data to provide
personalised product suggestions. This approach has been shown to increase customer satisfaction and
sales by 15-25% in SMEs [1].

Principal Component Analysis (PCA) is often used for dimensionality reduction, helping businesses visualise
complex data. Kolay.ai’s advanced visualisation tools, such as heatmap and sales_time_chart_view, allow
SMEs to easily interpret large datasets, leading to better business decisions [10].

3.4.3. Reinforcement Learning and Workflow Optimisation

Reinforcement Learning (RL) algorithms, such as Q-Learning, are commonly applied in dynamic environ-
ments where decision-making is required over time [15]. RL is particularly useful for  pricing strategies
and resource allocation, areas critical for SMEs in competitive markets. Kolay.ai’s kanban_board  feature
provides a workflow management tool that indirectly leverages RL principles to help SMEs visualise ongoing
tasks and optimise resource allocation, leading to improved operational efficiency.

3.4.4. Ensemble Learning

Ensemble methods, such as  Random Forest  and  XGBoost, combine multiple models to improve
the accuracy of predictions [3]. These models are especially effective for complex tasks like  sales
prediction  and  customer behaviour analysis, where multiple variables need to be considered.
Kolay.ai’s get_top_products and product_rfm_results features use ensemble learning techniques to identify
top-selling products and predict future trends, helping SMEs optimise their inventory and focus on the most
profitable items.

3.5. Business Success through ML and BI Solutions

Multiple studies highlight the direct business impact of ML and BI solutions on SMEs.

• Sales Prediction and Inventory Optimisation: SMEs that integrate ML models, such as regression and
decision trees, into their BI systems have reported a significant reduction in stockouts and overstocking,
resulting in cost savings of 5-15% [14]. Kolay.ai’s sales_prediction_page demonstrated similar outcomes,
allowing SMEs to better predict demand and adjust their inventory accordingly.

• Customer Segmentation and Retention: The use of customer segmentation through RFM analysis
and clustering methods has been shown to increase customer retention rates by up to 30% [6].
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Kolay.ai’s  rfm_analysis  and  customer_recommendations  features allow SMEs to deliver personalised
experiences, thereby increasing customer satisfaction and loyalty.

• Personalised Product Recommendations: Studies on e-commerce and retail have shown
that ML-driven product recommendations increase conversion rates by 10-20% [8].
Kolay.ai’s customer_recommendations feature, which analyzes invoice data to suggest relevant products,
has had a similar impact by increasing cross-selling opportunities and enhancing customer engagement.

• Data Visualisation and Decision-Making: Advanced data visualisation tools, such as
Kolay.ai’s heatmap and sales_time_chart_view, help SMEs make more informed decisions by providing
clear insights into their operational and sales data. This leads to better strategic planning and improved
financial outcomes [2].

3.6. Challenges in Implementing ML and BI in SMEs

While the benefits of ML and BI for SMEs are clear, several challenges remain. These include:

• Data Quality: Many SMEs struggle with the lack of high-quality data, which limits the effectiveness of
ML algorithms [5]. Platforms like Kolay.ai help mitigate this challenge by providing tools for data prepro-
cessing and enrichment, ensuring that even smaller datasets can be used effectively.

• Cost and Technical Expertise: Although cloud-based solutions like Kolay.ai have reduced the cost of
adopting BI and ML technologies, some SMEs still face difficulties due to a lack of technical expertise.
User-friendly interfaces and automated features, like those in Kolay.ai, help SMEs overcome these
barriers, allowing them to harness the power of ML without needing in-house data scientists [1].

3.7. The Role of AI and BI in Business Operations

The use of Artificial Intelligence (AI) and Business Intelligence (BI) tools in business operations has grown
significantly in recent years. These technologies have been particularly valuable for enhancing decision-
making, improving financial operations, and streamlining business processes [2]. BI systems convert raw data
into actionable insights, allowing companies to monitor financial metrics, customer interactions, and market
trends in real-time. AI, when integrated into BI systems, enhances these capabilities by adding predictive and
prescriptive analytics, enabling businesses to anticipate future outcomes and adjust strategies accordingly
[5].

For companies, particularly small- and medium-sized enterprises (SMEs), the ability to harness AI and BI
tools is essential for maintaining competitiveness. Cloud-based platforms, such as Kolay.ai, have emerged
as critical solutions, offering affordable and easy-to-use tools that enable businesses to improve financial
forecasting, customer management, and operational efficiency [16].

3.8. Kolay.ai’s Business Features and Their Financial Impact

3.8.1. Sales Prediction and Financial Forecasting

One of the key features of Kolay.ai is its ability to predict sales. Sales forecasting is critical for businesses
because it helps them manage inventory, allocate resources, and optimise their financial planning. Accurate
sales predictions allow companies to better manage cash flows, reduce the costs associated with stockouts
or overstocking, and improve overall operational efficiency [14].

The sales_prediction_page in Kolay.ai employs machine learning models to analyse historical sales data
and predict future trends. This capability is particularly important for companies that experience seasonal
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variations or fluctuating demand. By forecasting sales with greater accuracy, businesses can ensure that
they have the right amount of inventory at the right time, thus minimizing losses and maximizing revenue.
For SMEs with limited working capital, these predictions are essential to avoid liquidity problems and ensure
smooth business operations [13].

3.8.2. Customer Segmentation and Personalised Marketing

Customer segmentation is another crucial feature of Kolay.ai and is implemented through the RFM analy-
sis(rfm_analysis feature). Customer segmentation allows businesses to categorise their customers based
on Recency, Frequency, and Monetary value (RFM). This segmentation helps companies identify high-value,
at-risk, and loyal customers, enabling more targeted and effective marketing strategies [8].

The financial impact of customer segmentation cannot be overstated. By identifying which customers are
likely to generate the most revenue, companies can more effectively allocate marketing resources, focusing
on high-value segments. Furthermore, targeting at-risk customers using retention strategies can prevent
customer churn, which is often costly for businesses. Studies have shown that improving customer retention
by 5% can increase profits by 25-95% [6]. Kolay.ai’s customer_segment_changes feature helps businesses
monitor shifts in customer behaviour, allowing them to adapt their marketing efforts accordingly and protect
their revenue streams.

3.8.3. Personalised Product Recommendations and Cross-Selling

Kolay.ai’s  customer recommendations  (customer_recommendations) feature plays a vital role in improv-
ing cross-selling and upselling opportunities. By analysing customer purchase history and behaviour, the
platform generates personalised product recommendations that match customer preferences. This feature
is particularly beneficial for companies seeking to increase their average transaction size without acquiring
new customers [1].

The financial benefits of personalised recommendations are significant. According to research, companies
that use AI-driven recommendations experience a 10-20% increase in conversion rates and revenue [14]. By
suggesting complementary or higher-margin products, businesses can increase their average order value
and profitability. Kolay.ai’s ability to generate personalised recommendations not only boosts sales but also
enhances customer satisfaction and loyalty, which are critical for long-term financial stability.

3.8.4. Financial Management and Invoice Data Analysis

Effective financial management  is critical for any business, especially SMEs that often operate with tight
margins and limited working capital. Kolay.ai addresses this need through features such as  invoice data
analysis. By automatically processing invoices and generating financial reports, Kolay.ai enables businesses
to monitor their expenses, income, and overall financial health in real-time [2].

The platform’s ability to handle large volumes of financial data helps companies avoid costly mistakes,
such as delayed payments or inaccurate financial forecasting. Moreover, by analysing invoice data, Kolay.ai
can detect patterns in customer behaviour and predict future cash flows, allowing companies to plan more
effectively for future financial needs. This capability is particularly valuable for businesses that deal with
multiple vendors or have complex payment cycles [5]. Such financial insights are essential for maintaining
liquidity and avoiding financial distress.

3.8.5. Product and Category Management

Kolay.ai’s  product and category management  features, such as  get_top_products,  product_rfm_results,
and category_analysis, provide businesses with deep insights into their product performance. By analysing
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sales data, these features help companies identify their top-selling products and profitable categories. This
enables businesses to focus their resources on high-margin items, optimise their product offerings, and
reduce inventory costs [13].

For businesses that rely heavily on inventory management, such as retail or e-commerce firms, this
functionality is crucial. Proper product management ensures that companies do not tie up capital on slow-
moving products, thus improving cash flows and profitability. The ability to analyse product performance
and adjust inventory levels has a direct impact on a company's financial health [16].

3.8.6. Advanced Data Visualisation and Reporting

Kolay.ai offers advanced data visualisation tools, such as the heatmap, sales_time_chart_view, and other
reporting features, which are essential for businesses to make data-driven decisions. These visualisations
allow companies to track performance metrics, identify trends, and monitor key financial and operational
indicators in real time [10].

The ability to visualise financial and sales data helps businesses identify potential issues early and take
corrective action before they escalate. For example, a company might notice a downward trend in sales in a
particular region or product category, prompting it to investigate and address the issue before it significantly
impacts the bottom line. Data visualisation tools, like those in Kolay.ai, are essential for financial planning,
budgeting, and strategic decision-making because they provide a clear and intuitive view of complex data [2].

3.9. Business Cases and Financial Impact of Kolay.ai’s Features

Case 1: Inventory Optimisation through Sales Prediction

An SME in the retail sector that adopted Kolay.ai’s sales prediction feature was able to optimise its inventory
management, reducing excess inventory by 20% and stockouts by 15%. This resulted in improved cash flows
and a 10% increase in revenue, as the company was better able to meet customer demand without over-
investing in inventory. Accurate sales forecasts also allowed the company to negotiate better terms with
suppliers, leading to cost savings [14].

Case 2: Customer Retention and Revenue Growth through RFM Analysis

A service-based SME using Kolay.ai’s RFM analysis identified its most valuable customers and focused its
marketing efforts on retaining them. By offering personalised promotions and addressing at-risk customers,
the company was able to reduce churn by 25% and increased revenue by 18% in the first six months. The
ability to segment customers and target high-value segments resulted in better resource allocation and
improved return on marketing investment [6].

Case 3: Cross-Selling through Personalised Recommendations

An e-commerce SME leveraged Kolay.ai’s  customer recommendation  feature to generate personalised
product suggestions for its customers. The cross-selling of complementary products increased the average
order value by 12%, which significantly increased the overall revenue. The personalised recommendations
also improved customer satisfaction, as customers felt that they were receiving relevant and tailored product
suggestions, resulting in increased loyalty and repeat business [8].
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3.10. The Importance of Kolay.ai on Company Financial Structure and Processes

Kolay.ai plays a vital role in enhancing the financial structure and processes of businesses. By providing
tools that optimise financial forecasting, inventory management, and customer engagement, Kolay.ai helps
companies reduce costs, improve revenue, and enhance overall profitability. It directly impacts key financial
metrics, such as cash flow, operational efficiency, and return on investment [16].

For SMEs, these tools are crucial for maintaining financial health, as they often operate with limited resources
and tight margins. Kolay.ai’s ability to provide real-time financial insights and automate key business
processes reduces the burden on management, allowing them to focus on growth and strategy rather than
day-to-day operational challenges.

4. Methodology

To explore the practical applications of machine learning (ML) and business intelligence (BI) tools in small
and medium-sized enterprises (SMEs), this study uses Kolay.ai as a case study. Kolay.ai is a cloud-based
platform designed to address the key operational challenges faced by SMEs, particularly in the areas of
financial management, customer segmentation, product recommendation, and company valuation.

Figure 1. Generic flow of Kolay.AI

Figure 1 mainly shows a generic flow of the kolay.ai steps and a detailed flow of the features implemented
in the Kolay methodology. The AI is demonstrated in Figure 2 follows:

Figure 2. Detailed deployment order of Kolay.AI Features and Methodologies
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The proposed platform integrates several ML algorithms to provide features, such as sales prediction, cus-
tomer recommendations, financial forecasting, data visualisation, and discounted cash flow (DCF) valuation.
These functionalities are crucial for SMEs to enhance their business processes and financial decision-
making.

4.1. Feature Identification

The primary features of Kolay.ai were identified through an analysis of the platform’s core functionalities.
These include sales prediction, customer segmentation, customer recommendations, invoice data analysis,
company valuation using the DCF method, and various data visualisation tools such as heatmaps and sales
time charts.

4.2. Data Collection and Feature Analysis

Kolay.ai’s features are based on machine learning algorithms and are implemented to address specific
business needs for SMEs:

4.2.1. Sales Prediction

The sales prediction feature employs time-series forecasting models, such as autoregressive integrated
moving average (ARIMA) and long short-term memory (LSTM) networks. The ARIMA method is a statistical
technique that models the relationship between past sales data points to predict future values. The mathe-
matical formulation of ARIMA can be expressed as follows:

𝑌𝑡 = 𝜙1𝑌{𝑡−1} + 𝜙2𝑌{𝑡−2} +…+ 𝜙𝑝𝑌{𝑡−𝑝} + 𝜃1𝜖{𝑡−1} + 𝜃2𝜖{𝑡−2} +…+ 𝜃𝑞𝜖{𝑡−𝑞} + 𝜖𝑡

where Yt is the value at time tt,ϕi represents autoregressive coefficients, θj are moving average coefficients,
and ϵt is the error term.

LSTM networks, by contrast, are a type of recurrent neural network (RNN) that excels at capturing long-term
dependencies in sequential data. The LSTM architecture comprises memory cells with input, output, and
forget gates that control the information flow. The output of an LSTM cell at time step t can be expressed as
follows:

ℎ𝑡 = 𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝐶𝑡)

where ot is the output gate, Ct is the cell state, and ⊙ denotes the element-wise multiplication.

These algorithms help SMEs predict future sales based on historical data, thereby enabling better inventory
management and financial planning.

4.2.2. Customer Segmentation (RFM Analysis)

The customer segmentation feature uses Recency, Frequency, and Monetary (RFM) analysis to classify
customers based on their purchasing behaviour. The RFM scores were calculated using the following criteria:

• Recency (R): The time since the customer’s last purchase.

• Frequency (F): The number of purchases made during a given period.

• Monetary (M): The total amount of money spent by the customer.

These scores are combined to generate an overall RFM score for each customer, which is then used as input
for machine learning algorithms like decision trees and K-means clustering, to segment customers into
groups, such as high-value, loyal, or at-risk customers.
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The decision tree model for RFM analysis uses the entropy or Gini index to determine the optimal splits in
the data, with the information gain calculated as follows:

𝐼𝐺(𝑇 ,𝑋) = 𝐻(𝑇 ) −∑
𝑛

𝑖=1
(|𝑇𝑖|
|𝑇 |
)𝐻(𝑇𝑖

where H(T) is the entropy of target variable T, and Ti represents subsets after the split on feature X.

4.2.3. Customer Recommendations

Kolay.ai's customer recommendation feature utilises clustering algorithms, such as K-Means, to analyse
customer purchase data and provide personalised product recommendations. The K-Means algorithm
partitions the data into clusters by minimizing the sum of the squared distances between the data points
and their respective cluster centroids as follows:

𝐽 =∑
𝑘

𝑖=1
∑
𝑛𝑖

𝑗=1
||𝑥𝑖𝑗 − 𝜇𝑖||

2

where xj
(i)  is the  j-th data point in the  i-th cluster, and μi is the centroid of the  i-th cluster. By clustering

customers based on their purchasing patterns, Kolay.ai can suggest relevant products to each customer,
increasing cross-selling and upselling opportunities.

4.2.4. Data Visualisation

Tools like heatmaps and sales time charts are used to provide real-time insights into key business metrics.
These visualisations employ algorithms such as Kernel Density Estimation (KDE) to display the distribution
of data points across a two-dimensional space, thereby facilitating the identification of trends and anom-
alies.

4.3. Connecting SME E-Invoice Data to Company Valuations using the DCF Method

Kolay.ai provides a unique feature for calculating the valuation of SMEs using their e-invoice data in
conjunction with the Discounted Cash Flow (DCF) method. The DCF method estimates the value of a company
based on this value of its expected future cash flows, adjusted for risk. This approach is particularly bene-
ficial for SMEs because it provides a data-driven way to assess the financial health and long-term potential
of a business.

The steps for calculating the company valuation using the DCF method are as follows:

1. Revenue Projection: E-invoice data are used to project future revenues by analysing sales trends,
seasonality, and customer behaviour. This can be achieved using time-series forecasting techniques,
such as ARIMA or LSTM networks.

2. Free Cash Flow (FCF) Calculation: The projected revenues are adjusted to account for operating expenses,
taxes, and changes in working capital to calculate the FCF for each future period. The FCF is expressed
as follows:

𝐹𝐶𝐹 = (𝑅𝑒𝑣𝑒𝑛𝑢𝑒 − 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔𝐸𝑥𝑝𝑒𝑛𝑠𝑒𝑠 − 𝑇𝑎𝑥𝑒𝑠) + 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 − Δ𝑊𝑜𝑟𝑘𝑖𝑛𝑔𝐶𝑎𝑝𝑖𝑡𝑎𝑙 −

𝐶𝑎𝑝𝑖𝑡𝑎𝑙𝐸𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒𝑠

1. Discount Rate Determination: A discount rate, typically the weighted average cost of capital (WACC), is
used to account for the risk associated with future cash flows. The WACC can be calculated as follows:
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𝑊𝐴𝐶𝐶 = (𝐸
𝑉
)𝑅𝑒 + (𝐷

𝑉
)𝑅𝑑(1 − 𝑇𝑐)

where E is the market value of equity, D is the market value of debt, V is the total value of equity and debt, Re
is the cost of equity, Rd is the cost of debt, and Tc is the corporate tax rate.

1. Calculating the Present Value of FCFs: The future free cash flows are discounted back to their present
value using the discount rate (WACC):

𝑃𝑉 =∑
𝑛

𝑡=1
( 𝐹𝐶𝐹𝑡
(1 +𝑊𝐴𝐶𝐶)𝑡

)

where PV is the present value, FCFt is the free cash flow at time t, and n is the total number of periods.

1. Terminal Value Calculation: To account for cash flows beyond the projection period, a terminal value is
calculated using the perpetuity growth model:

𝑇𝑉 =
𝐹𝐶𝐹𝑛+1
(𝑊𝐴𝐶𝐶 − 𝑔)

where FCFn+1 is the free cash flow in the first year after the projection period, and gg is the growth rate of
future cash flows.

1. Valuation Estimation: The sum of the present value of future free cash flows and the discounted terminal
value gives the estimated company valuation as follows:

𝑉 𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 = 𝑃𝑉 + ( 𝑇𝑉
(1 +𝑊𝐴𝐶𝐶)𝑛

)

This approach provides SMEs with an objective, data-driven way to assess their business value based on
actual financial performance data.

4.4. Evaluation of Business Impact

The impact of Kolay.ai’s features on the financial structure and processes of SMEs was evaluated based on
improvements in key performance indicators (KPIs), such as sales growth, customer retention, inventory
optimisation, and company valuation. Financial metrics such as revenue growth, cost savings, cash flow
stability, and market valuation were analysed before and after implementing Kolay.ai’s features.

4.4.1. The quantitative impact of Kolay.ai on SMEs

To evaluate the effectiveness of Kolay.ai, key performance indicators (KPIs), such as revenue growth, cost
reduction, and operational efficiency were analysed. Although exact figures depend on specific implemen-
tations, general insights can be derived from existing case studies and industry averages.
4.4.1.1. Revenue Growth
SMEs using Kolay.ai’s sales prediction and customer segmentation tools reported:

• A 15-20% increase in revenue due to improved targeting of high-value customers through RFM analysis
and personalised recommendations.

• Enhanced cross-selling opportunities resulted in an average basket size growth of 10%.

Simulated Scenario: Based on industry benchmarks, a small retail business generating $500,000 annually
could expect an additional $75,000 to $100,000 in revenue after implementing Kolay.ai.
4.4.1.2. Cost Reduction
Kolay.ai’s inventory optimisation and financial forecasting capabilities have demonstrated potential for
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• 10-15% reduction in inventory holding costs by minimizing overstock and stockouts.

• 5-8% savings in operational expenses through efficient resource allocation.

Hypothetical Case: A mid-sized manufacturer spending $200,000 on inventory annually could save $20,000
to $30,000 using Kolay.ai’s predictive analytics.
4.4.1.3. Operational Efficiency
The adoption of Kolay.ai’s cloud-based platform streamlines workflows, leading to

• A 30% decrease in manual data processing time, allowing employees to focus on strategic tasks.

• Improve decision-making timelines by reducing forecasting cycles from weeks to days.

Industry Application: In logistics, such efficiencies could translate into faster delivery times and improved
customer satisfaction, boosting customer retention rates by 10-15%.
4.4.1.4. Customer Retention
Kolay.ai’s ability to analyse customer behaviour and offer tailored solutions contributes to the following:

• A 12-18% improvement in customer retention rates due to personalised engagement strategies.

Example: A service-based SME could retain an additional 50 customers annually, equating to a significant
lifetime value increase.

4.5. Robustness and Sensitivity Analysis of Machine Learning Models

Ensuring the reliability and robustness of machine learning (ML) models is critical for the successful
implementation of business intelligence (BI) solutions in SMEs. The robustness of Kolay.ai’s ML models is
assessed through various techniques, including cross-validation, hyperparameter tuning, and sensitivity
analysis, which are essential to providing consistent and actionable insights for SMEs.

4.5.1. Model Robustness Evaluation

To ensure the effectiveness of the predictive models implemented in Kolay.ai, the following robustness
evaluation techniques were employed:

• Cross-Validation:  A k-fold cross-validation approach (typically k=10) was used to assess the model’s
generalizability and prevent overfitting. By splitting the dataset into multiple training and testing sets, the
model's performance across different subsets of data is validated, ensuring consistency in predictions
across varying conditions.

• Hyperparameter Optimisation:  Models were fine-tuned using grid search and Bayesian optimisation
techniques to achieve optimal performance. Key hyperparameters, such as learning rates, regularisation
parameters, and model complexity, were adjusted to minimize prediction error and enhance model
stability.

• Error Metrics Evaluation: The following standard evaluation metrics were utilised, including:

‣ Mean Absolute Percentage Error (MAPE):  For financial projections, providing insights into forecast
accuracy relative to actual revenue figures.

‣ F1 Score: This score measures the balance between precision and recall in customer segmentation
tasks.

‣ Root Mean Square Error (RMSE): This measure evaluates the deviation of sales predictions from actual
data trends.
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4.5.2. Sensitivity Analysis

Sensitivity analysis was conducted to determine how variations in input parameters affect key financial
metrics, thereby strengthening confidence in Kolay.ai’s outputs and helping SMEs make data-driven deci-
sions under uncertain conditions. Sensitivity analysis was performed on the following key areas:

• Revenue Projections: Sensitivity tests were conducted to evaluate how changes in market conditions
(e.g., demand fluctuations, seasonal variations) impact revenue forecasts. The model’s responsiveness
to input variables, such as customer demand trends, economic indicators, and marketing expenditures
was analysed to identify critical dependencies.

• Customer Segmentation Accuracy: By varying input features such as purchase frequency, recency, and
monetary value, the model’s ability to correctly segment customers into high-value, medium-value,
and at-risk categories was assessed. Sensitivity tests helped identify the variables most influential in
segmentation accuracy and provided guidance on data collection priorities.

• Inventory Management Optimisation: The impact of fluctuations in sales forecast accuracy on inventory
levels was tested to ensure the model’s robustness in maintaining optimal stock levels and preventing
overstocking or stockouts.

• Financial Forecasting Models: Sensitivity to external financial factors, such as inflation rates, currency
fluctuations, and changing cost structures was analysed to understand the robustness of financial
planning features.

4.5.3. Results and Implications

The sensitivity analysis revealed that

• Kolay.ai’s sales prediction models exhibited a  10-15% variation in forecast accuracy  under different
market conditions, demonstrating resilience in predicting trends within a reasonable margin of error.

• The customer segmentation models maintained an F1 score of 0.85 or higher, which indicates strong
performance in identifying customer behaviours with minimal deviation across multiple test scenarios.

• The inventory optimisation module showed a 20% reduction in stock fluctuations, even when subjected
to demand variability of up to 30%.

These findings highlight the robustness of Kolay.ai’s ML models in real-world business applications, ensuring
that SMEs can rely on this platform for strategic decision-making.

By incorporating rigorous robustness checks and sensitivity analyses, Kolay.ai enhances the reliability and
accuracy of its AI-driven BI solutions. The platform’s ability to handle variability in financial and operational
data makes it a dependable tool for SMEs looking to optimise their processes and financial planning under
dynamic market conditions. Future enhancements will focus on expanding the sensitivity tests to include
broader economic and geopolitical factors to further strengthen the predictive accuracy.

5. Results

The implementation of Kolay.ai in small- and medium-sized enterprises (SMEs) has demonstrated measur-
able improvements in financial outcomes, operational efficiency, and customer engagement. This section
presents the results of the study, emphasising the business impact of Kolay.ai’s features through quanti-
tative analysis and visualisations.
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5.1. Revenue Growth

Kolay.ai’s advanced sales prediction and customer segmentation tools have significantly increased revenue.
By providing accurate demand forecasts and enabling targeted marketing strategies, SMEs using Kolay.ai
reported an average revenue growth of 15%–20% (Figure 3). This improvement can be attributed to better
inventory management, enhanced cross-selling opportunities, and improved customer retention rates.

Figure 3. Illustrates monthly revenue trends, highlighting a consistent revenue increase for SMEs using Kolay.ai compared
with those operating without the platform.

5.2. Customer Segmentation Efficiency

Kolay.ai’s RFM analysis and customer recommendation features have enhanced the efficiency of customer
segmentation. These tools allowed businesses to identify high-value customers, retain at-risk customers,
and tailor personalised strategies for different segments. The efficiency scores for customer segmentation
increased by an average of 20%–30% across all categories (Figure 4).

Figure 4. Shows the customer segmentation efficiency before and after the adoption of Kolay.ai, demonstrating
substantial improvements, particularly for high-value and at-risk customers
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5.3. Operational Improvements

Kolay.ai’s cloud-based infrastructure and user-friendly interface have streamlined workflows and decision-
making processes. SMEs reported a 30% reduction in manual data processing time and significant
improvements in forecasting timelines, enabling faster and more informed strategic decisions. Furthermore,
the platform’s data visualisation tools, such as heatmaps and sales time charts, provide actionable insights,
leading to better resource allocation and operational planning.

5.4. Financial Optimisation

Kolay.ai’s financial forecasting and invoice data analysis capabilities have optimised cash flow management
for SMEs. Businesses reported a 10%–15% reduction in inventory holding costs and 5%–8% reduction in
operational expenses. These savings are crucial for SMEs operating on tight budgets, enabling them to
reinvest in growth and innovation.
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Abstract This paper describes word similarity analysis in tax law using the Word2Vec model. By similarity analysis,
we mean identifying relationships between similar terms in tax terminology. The Word2Vec model repre-
sents the meanings of words with vectors and identifies the semantic relationships of words through the
proximity between these vectors.

This article analyzes the semantic proximity of terms frequently used in tax law and visualises the
relationships between these words. For example, the close relationships of the word ‘mükellef’ with words
such as ‘kişi’, ‘tam’, ‘dar’, ‘firma’, and ‘imalatçı’ are represented through vectors. The paper also explains
the mathematical structure of the models. Then, the features of the NumPy, Gensim, Scikit-learn, and
Matplotlib libraries of the Python programming language are explained and used for this paper. For
the visualisation of the similarity analysis, the t-SNE algorithm, which allows the visualisation of high-
dimensional data on a two-dimensional plane, was used.

The main purpose of this paper is to enable AI systems that can be used as tax advisors to better under-
stand tax law by modelling the conceptual relationships between the terms of tax law, thus contributing
to the provision of more accurate and consistent information by AI.
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1. INTRODUCTION

Tax laws are complex legal texts that regulate the economic structure of a country and the financial oblig=
ations of society. These laws contain various concepts and terms that are regularly updated and adapted
to the economic conditions. Not only economic and legal experts but also many professionals in different
sectors have to understand and apply these laws. However, due to the dense language of tax laws and the
abundance of technical terms, these texts are very difficult to understand and analyse. At this point, word
similarity analysis using artificial intelligence techniques is a very important tool for making complex terms
more understandable and revealing the relationships between laws.

Word similarity analysis has an important place in the field of natural language processing (NLP). Using
models such as Word2Vec, these analyses reveal the relationships between similar concepts by representing
words as mathematical vectors. Especially in complex and comprehensive texts, similarity analysis makes it
possible to determine how related or close terms are. Word similarity analysis in tax laws can serve as a basis
for artificial intelligence research in both law and finance, especially in areas such as concept somatisation,
automatic classification, and intertextuality.

An in=depth examination of the relationships between word similarity analysis and tax laws will help to
better understand legal regulations. Such AI=supported studies make it possible to create a common under=
standing between different texts, especially by determining the similarity levels of terms that frequently
appear across legal texts. For example, inferences such as how specific terms used in tax laws correspond
to terms in other legal texts or which concepts are more related to other concepts can also contribute to
the economic interpretation of legal regulations.

The purpose of this study is to identify the relationships and similarities between terms used in tax laws and
to provide a broader understanding of the meaning of these terms. Since tax laws contain a strict structure
and specific linguistic features, analysing these structures can be considered one of the first steps towards
the development of AI=supported solutions. The identification of terms used in the same or a similar sense
as a result of this analysis can serve as a guide in the interpretation of tax laws and potentially provide a
foundation for user=friendly applications.

To achieve this, a corpus of Turkish tax laws was compiled from publicly available legal repositories and
subjected to pre=processing steps, including punctuation removal, word form normalisation, and tokeniza=
tion. The final dataset consisted of 65,258 tokens, providing a balanced representation of key legal concepts.
The Word2Vec model was then trained using the Skip=Gram algorithm, with the vector dimensionality set to
100, the context window size set to 5, and the minimum word frequency threshold set to 5. Dimensionality
reduction via t=SNE was applied to visualise semantic relationships by projecting high=dimensional embed=
dings into a two=dimensional space while preserving both local and global data structures.

In addition to improving the comprehensibility of tax laws, this study provides a valuable example of how
word similarity analysis can be used in artificial intelligence and law. In the future, these analyses could
lead to innovative solutions such as categorising tax legislation in digital environments, automatically
highlighting relevant topics, or enabling users to find the information they are looking for faster. Moreover,
AI applications developed through such analytics will provide a basis for the creation of new tools that can
guide professionals in the interpretation, understanding, and application of tax laws.
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2. LITERATURE REVIEW

In their 2013 paper "Efficient Estimation of Word Representations in Vector Space," Google researchers Tomas
Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean introduced two new model architectures for computing
the continuous vector representations of words (CBOW and Skip=Gram Models). While the CBOW model
estimates the target word by averaging over the surrounding words, the Skip=Gram model takes a word as
input and attempts to estimate the words near it. For example, the models captured semantic similarities
with vector operations such as "king = man + woman = queen." Their work also proved that high=dimensional
word vectors trained on large datasets such as Google News perform better on many natural language
processing tasks [1]. After the publication of the article, many applications were developed, and both local
and foreign literature was created on it.

When I decided to write an article on the subject, I first reviewed and benefited from the literature created
by IT academics in our country. I can briefly summarise the scope of the studies I benefited from as follows:

In the Master’s Thesis titled "Semantic Inference from Turkish Texts Using Deep Learning Approaches" written
by Nergis Pervan, the Word2Vec method was used to train the phrases in user comments on social media
and e=commerce sites, and the semantic relations of the words in the comments were determined [2].

In the article titled "Turkish Sentiment Analysis Based on Convolutional Neural Network Architectures"
written by Aytuğ Onan, sentiment analysis was performed on Turkish texts, and Convolutional Neural
Network (CNN) architectures were used. In the article, Word2Vec, FastText, GloVe, and LDA2Vec were used
as word embedding techniques, and it was stated that Word2Vec (Skip=Gram model) achieved the highest
performance [3].

Murat Tezgider, Beytullah Yıldız, and Galip Aydın's article titled "Improving Word Representation by Tuning
Word2Vec Parameters with a Deep Learning Model" aims to improve the classification performance of
Turkish texts by tuning Word2Vec parameters with deep learning methods. In this study, different values for
parameters such as minimum word count, vector size, and window size were tested for the Word2Vec model.
It was observed that the correct choice of these parameters improves the quality of word representation
and, therefore, classification success [4].

In the article titled "Similar Sentence Detection Using the Word Embedding Method" written by Mehmet Ali
Arabacı, Ersin Esen, Muhammed Selim Atar, Eyüp Yılmaz, and Batuhan Kaltalıoğlu, the Word2Vec model and
Fisher coding were combined to detect semantically similar sentences. The method is based on the vectorial
representations of the words in the sentence using the Word2Vec model. Then, Fisher coding is applied to
create sentence=level vectors. The authors present an effective method that combines Word2Vec and Fisher
coding to detect sentence similarity in the Turkish language [5].

Murat Aydoğan and Ali Karcı's article titled "Analysing Word Similarities with Word Representation Methods"
aims to identify word similarities in Turkish texts by examining word representation methods. A large Turkish
dataset was created, and word relations were analysed using word vector models such as Word2Vec and
GloVe. In this study, the CBOW and Skip=Gram algorithms of the Word2Vec method were compared with those
of the GloVe method. The Word2Vec method was found to successfully identify the proximity of words and
perform better than the GloVe method [6].

In the research article titled "Classification of Turkish News Texts Using Convolutional Neural Networks and
Word2Vec" written by Çiğdem İnan Acı and Adem Çırak, the authors showed that Turkish news texts can
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be successfully classified with Convolutional Neural Networks (CNNs) and Word2Vec and emphasised that
these methods make an important contribution to Turkish natural language processing studies [7].

I can briefly summarise the studies of foreign informatics academics from which I have benefited as follows:

Lu XiaoID, Qiaoxing Li, Qian Ma, Jiasheng Shen, Yong Yang, and Danyang Li, in the paper titled “Text classi=
fication algorithm of tourist attractions subcategories with modified TFIDF and Word2Vec,” investigate an
improved text representation method combining TF=IDF and Word2Vec methods and its integration with
different classifiers. The aim of this paper is to develop a multi=class classification algorithm by subcat=
egorising tourist attraction description texts and to present a model that provides higher accuracy and
stability compared to traditional methods. The authors integrated Word2Vec word embedding methods, TF=
IDF (Term Frequency=Inverse Document Frequency), and CRF=POS (Conditional Random Fields) weighting.
They collected the descriptions of national A=level tourist attractions in China using web crawler technology
and trained the Word2Vec model after pre=processing stages such as word segmentation, grammar tagging,
and stop word filtering. Their preferred method was Skip=Gram. Word2Vec is used in this study as a powerful
tool in terms of both data representation and classification performance, and they also integrated it with
the improved TF=IDF method [8].

Ghislain Wabo Tatchum, Armel Jacques Nzekon Nzeko, Fritz Sosso Makembe, and Xaviera Youh Djam, in their
paper titled “Class=Oriented Text Vectorisation for Text Classification: Case Study of Job Offer Classification,”
discuss class=oriented vectorisation approaches in text classification processes and examine how these
methods are more effective in classifying job advertisements. In this paper, preprocessing steps such as
data cleaning, tokenization, and stem extraction were performed on job postings. Redundant words or do
not carry meaningful information were removed. After these processes, they performed vectorisation using
different methods. The vectorisation techniques compared in the paper with traditional methods are TF=
IDF, Word2Vec, and Doc2Vec. Class=oriented vectorisation strategies include OC (Occurrence Count), ZIPF,
and OWDC (Occurrences Weighted by Dispersion in the Class). In this paper, machine learning models
(Naive Bayes (NB), Decision Trees (DT), Support Vector Machines (SVM), and Transformer=based deep neural
networks (TFM)) were tested with vectorisation methods. The Word2Vec method was used to represent the
text data. One of the prominent results of the paper is that the OWDC strategy generally outperformed the
other methods. Furthermore, OWDC provides the highest accuracy rates when used in combination with the
TFM (Transformer) model [9].

In the article "Discovery of New Words in Tax=related Fields Based on Word Vector Representation" by Wei
Wei, Wei Liu, Beibei Zhang, Rafał Scherer, and Robertas Damasevicius, the authors focus on the detection
of new words in tax=related financial texts. Based on the Word2Vec model, the similarity measure of word
vectors is used to calculate the similarity in meaning between words. According to the results of the study,
this method can be used effectively in large=scale datasets, allowing new words to be automatically added
to the dictionary. This method, especially for the discovery of tax=specific terms, has been found to improve
the performance of traditional word segmentation tools, contributing to the identification of new words
with low frequency but rich in meaning [10].

The article "Deep Learning in Law: Early Adaptation and Legal Word Embeddings Trained on Large Corpora"
by Ilias Chalkidis and Dimitrios Kampas examines the early adaptations of deep learning in the legal domain,
with a particular focus on the generation of phrases from legal texts. The authors examine the applicability of
deep learning in areas such as legal text classification, information extraction, and information retrieval, and
emphasise the importance of legal word embedding techniques. This paper describes the impact of word
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representation in the legal domain with phrases trained on a large legal dataset using the Word2Vec model.
This paper provides information about Word2Vec's two main algorithms, Skip=Gram and Continuous Bag of
Words (CBOW). The article also highlights how training the Word2Vec model on domain=specific datasets,
such as law, improves the model's performance and the accurate capture of semantic relationships between
words [11].

In the paper titled "Similarity Analysis of Law Documents Based on Word2Vec" by Chunyu Xia, Tieke He,
Wenlong Li, Zemin Qin, and Zhipeng Zou, the authors discuss the use of the Word2Vec model for similarity
analysis of legal documents. The different lengths and formats of legal documents create difficulties in
similarity analysis. In this context, the authors aimed to perform a more effective similarity analysis by
training the Word2Vec model with a specialised dataset of legal documents. Word2Vec learns semantic
similarities between words by representing them in a vector space. In the paper, Word2Vec is used to better
capture the depth of meaning of words in legal documents. By creating vector representations of sentences
and documents, this model allows for more accurate similarity measurements. Skip=Gram tries to predict
other words in the context based on a word in the centre. It is especially used to provide more accurate
information about rare words. CBOW predicts the centre word based on words in the context and produces
more accurate results for more common words. By training the Word2Vec model on legal documents, the
authors achieved a 20% higher accuracy than the Bag of Words (BOW) model. It was also observed that
the Word2Vec model trained with a dataset specific to legal documents improved the accuracy by 5=10%
compared to the model trained with a general dataset. Experiments using methods such as Cosine Similarity
and Word Mover’s Distance (WMD) have demonstrated the effectiveness of Word2Vec=based similarity
analysis for legal documents [8].

In the paper "Unsupervised Approaches for Measuring Textual Similarity Between Legal Court Case Reports"
by Arpan Mandal, Kripabandhu Ghosh, Saptarshi Ghosh, and Sekhar Mandal, the authors examine the use
of unsupervised methods for measuring similarity between court decisions. Focusing on the effectiveness
of text=based methods, this paper explores how natural language processing techniques such as Word2Vec,
Skip=Gram, and CBOW can be used for legal documents. In addition to Word2Vec, the authors also used
different methods such as Doc2Vec, TF=IDF, LDA, BERT, Law2Vec, and PScoreVect to measure the similarity
between court decisions. Some of these methods (e.g., Doc2Vec and Law2Vec) are direct extensions or
adaptations of Word2Vec. While other methods (e.g., BERT, LDA, TF=IDF) aim to achieve the same goal as
Word2Vec—representing texts numerically and measuring similarity—they exploit Word2Vec's ability to learn
semantic relatedness in different ways. According to the authors, Word2Vec is powerful in capturing semantic
similarity between words compared to other methods, but for complex sentence structures or contextual
details, more advanced models (e.g., BERT) may be preferable [12].

In the paper "Influence of Various Text Embeddings on Clustering Performance in NLP" by Rohan Saha, the
author investigates the impact of different text embeddings on clustering performance in natural language
processing (NLP). This study compares the performance of different clustering algorithms with text embed=
dings such as Word2Vec and BERT using Amazon product review data. The main objective was to evaluate
the impact of each embedding method and clustering algorithm on a specific task. The paper emphasises
that Word2Vec is a model for learning semantic relations between words. Word2Vec's average vector values
(average embeddings) were used. The fact that this method does not include contextual information caused
limited performance in some tasks. According to the results of the study, contextual BERT embeddings
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performed better than Word2Vec in general. However, the performance of the methods differed according
to the clustering algorithm [13].

The following information is given in the "Unsupervised Learning (Summer '18)" course note from Columbia
University, taught by Ziyuan Zhong and Nakul Verma and authored by Vincent Liu: "t=distributed Stochastic
Neighbour Embedding (t=SNE) is a dimensionality reduction technique for visualising high=dimensional data
in two= or three=dimensional space. It was developed by Laurens van der Maaten and Geoffrey Hinton in
2008. t=SNE is used in natural language processing to visualise semantic relationships between words by
mapping word vectors in low=dimensional space" [14]. The paper also explains the mathematical structure
of this algorithm.

In the article "Clustering With T=SNE, Provably" by George C. Linderman and Stefan Steinerberger, t=SNE
is described as an optimisation method that minimizes the Kullback=Leibler divergence to cluster high=
dimensional data in low=dimensional areas [15].

"An Analysis of the t=SNE Algorithm for Data Visualisation" by Sanjeev Arora and Wei Hu, presented at the
Conference on Learning Theory (COLT) 2018, analyzes the use of the t=SNE algorithm for data visualisation.
Used to reduce the high=dimensional data to two dimensions, t=SNE visualises and clarifies clusterable
data. This paper proves that t=SNE is particularly effective on clusterable datasets with well=separated
and global data. The presentation provides the rationale for this success and shows how t=SNE achieves
provable success. The authors explain that t=SNE tries to achieve clustering by minimizing the Kullback=
Leibler divergence between the similarity vectors of the high=dimensional data and the two=dimensional
embedding. This divergence is an optimisation problem that finds the low=dimensional structure that will
enable clustering [16].

The article "Visualising Data Using t=SNE" by Laurens van der Maaten and Geoffrey Hinton discusses the
t=SNE (t=Distributed Stochastic Neighbour Embedding) algorithm in detail. This paper also describes the
Kullback=Leibler Divergence Minimization algorithm. This algorithm compares the similarities between high=
and low=dimensional representations with the Kullback=Leibler divergence and minimizes this divergence
to keep similar points close and dissimilar points far apart [17].

As mentioned at the beginning, the methods, formulas, and algorithms analysed by the authors mentioned
above are used in this paper for our purposes, and we aim to contribute to the literature.

3. DIFFERENCES AND CONTRIBUTIONS OF THE ARTICLE FROM THE REVIEWED
LITERATURE

The different aspects of the article compared to the reviewed literature can be summarised as follows:

First, the focus area and application area of the article are different. Most of the studies in the literature
have addressed the application of techniques such as Word2Vec in general language processing or other
areas (e.g., e=commerce, social media, sentiment analysis). However, this study focuses on a specific legal
context, namely tax laws. Although Chunyu Xia et al. conducted similarity analyses for legal documents, this
study has chosen a more specific area by focusing specifically on Turkish Tax Laws.

The articles and studies in the literature used general texts or social media data. In this paper, a dataset
derived directly from Turkish Tax Laws (‘kanunlarv2.txt’) was used, and a corpus was created for this dataset.
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In the literature, the Word2Vec model has been used with different methods (CBOW, Skip=Gram), and in
some studies, more advanced models such as BERT have been tried. In this paper, the Skip=Gram method is
specifically adapted to analyse semantic relations in tax laws.

Some studies in the literature aim at more general purposes (e.g., analysing user behaviour, discovering new
words). This study provides a starting point for a practical application, such as AI=assisted tax counselling. In
fact, although Word2Vec was used in this article for the classification of tax law concepts, it can also be used
in an AI=assisted consulting (ChatBot) tool to handle concepts from the same class or ensure compatibility
between questions and answers. We plan to focus on this in future studies.

In addition to the differences, the contributions of the article to the literature can be summarised as follows:

This article analyzes the conceptual relationships in legal texts by creating a Word2Vec model specific to
Turkish Tax Laws. This is a contribution to the studies conducted in the literature on legal documents.

This study provides an infrastructure for developing more effective artificial intelligence=based tax advisory
systems using the Word2Vec model. This offers an innovative perspective for both financial and legal
applications.

The study has made a significant contribution to the lack of literature on Word2Vec applications for the
Turkish language and provides an example of how word vectors suitable for Turkish texts can be developed.

This study proposes a methodology for Turkish natural language processing studies, especially the original
word cleaning and simplification processes performed during the corpus generation stages.

Word2Vec and t=SNE are standard techniques widely used in natural language processing and dimensionality
reduction. However, the use of a dataset specific to Turkish Tax Laws, the application of these techniques
in a legal context, and the focus on practical outcomes such as tax consulting show that this paper makes
original contributions to the literature.

This paper is a first step not only in the application of these techniques but also in the integration of more
advanced models (e.g., BERT, GPT) to capture the depth of meaning in legal texts. I plan to expand on this
by including illegal texts in the analysis in further studies.

4. CHALLENGES AND CONSTRAINTS

During the research and writing of the paper, some unique challenges were encountered when applying the
Word2Vec and t=SNE techniques to Turkish Tax Laws. These challenges are outlined below.

Tax laws contain technical language, long sentences, and a dense context. This poses the following
unique challenges in natural language processing (NLP) applications. For example, in tax laws, terms such
as “mükellef (taxpayer),” “ödeme (payment),” and “muafiyet (exemption)” may have different meanings
depending on their context. This increases the risk of semantic inaccuracies when creating a vectorial
representation of these terms. Legal texts often contain long sentences and nested structures, making it
difficult for the model to learn contextual meanings during corpus creation and the training of word vectors.

The specific difficulties of Turkish are also a significant challenge. Since Turkish is an agglutinative language,
the root and affix relations of words pose a particular challenge for models like Word2Vec. The agglutinative
structure in Turkish causes words such as “mükellef,” “mükellefiyet,” and “mükellefin” to be represented in
different forms. This can result in the meanings of words with the same root being represented by different
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vectors. To overcome this challenge, a special process was developed to identify word roots and remove
unnecessary suffixes during the corpus creation process.

Turkish characters and encoding issues should also be considered a challenge. Turkish characters such as
“Ğ,” “İ,” “Ş,” and “Ü” can create technical problems when reading and processing the dataset. The paper
suggests that different character encodings (e.g., UTF=8, ISO=8859=9) should be tried to resolve these
problems.

In legal texts, there are contextual relationships between concepts that are not explicitly stated. For example,
there are indirect concept relationships. Legal terms are often related to concepts that are not explicitly
stated but are linked in meaning. For instance, words such as “vergi (tax),” “beyanname (declaration),”
and “tahakkuk (accrual)” are closely related in legal processes, but this relationship is implicit in the text.
Modelling such conceptual links is a challenge that exceeds Word2Vec’s structure based on direct word
relationships.

The same term can mean different things in different laws or contexts. For instance, the word “vergi” may be
associated with “beyanname” in one context and with the concept of “ceza (penalty)” in another. Modelling
these contextual differences makes the training process of the model more complex.

The paper worked with a specific dataset, such as the Turkish Tax Laws. However, the problems that arose
during the organisation and processing of legal texts posed a unique challenge. Tax laws often contain frag=
mented information contained in different documents. Combining them into a single dataset and creating
a coherent corpus is a time=consuming and laborious process. The paper solved this problem by bringing
all the laws together in a file named “Kanunlarv2.txt.”

When creating a corpus, conjunctions, pause marks, and word fragments that do not make sense need to be
weeded out. This process required both technical and linguistic expertise. This study uses special patterns
and filtering methods to extract such words.

The t=SNE algorithm may lose some relationships in the high=dimensional data. For instance, multiple con=
textual relationships between two terms may not be fully reflected in the low=dimensional plane. However,
the model results were satisfactory. Indeed, in the visualisation obtained by applying the t=SNE algorithm,
the proximity between the word “mükellef” and words such as “şirket (company)” and “dar (narrow)” can be
clearly seen. However, what these relationships mean in a legal context requires legal knowledge and inter=
pretation beyond visualisation. In future studies, the results of models such as Law2Vec, BERT customised
for law, Doc2Vec, and GPT can be compared with Word2Vec to explore this issue in more depth.

The dataset of Turkish Tax Laws consists of 65,258 words. It is known in the literature that the Word2Vec
model establishes stronger semantic relations when trained with much larger datasets. However, since
65,258 words is considered sufficient for general natural language processing projects, we did not see any
harm in building the paper on this. This paper is a starting point in its field, and future work could include
not only the law but also the broader tax literature.

The Word2Vec model prioritises frequently used words in the training data. Therefore, frequent terms such
as “vergi,” “beyanname,” and “ödeme” may have a stronger representation in the model than other rare
terms. This may lead to rare terms or more complex contexts being ignored. As explained in the research
methodology section, we took this constraint into account and removed pause words and reduced some
words to their roots to avoid omission due to Turkish suffixes.
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5. MATHEMATICAL STRUCTURE OF THE WORD2VEC MODEL

5.1. General Information

The Word2Vec model represents words in vector space by using statistical relationships while building word
vectors. The main purpose of creating word vectors is to represent each word with a vector of fixed size. These
vectors are used to detect the relationships of a word with other words. Initially, each word is represented by
an arbitrary vector. For example, each word in the dictionary is assigned a vector of a certain size. The model
learns using the "distributional hypothesis," which assumes that similar words appear in similar contexts.
During the training process, these vectors are optimised, and the semantic relationships between words are
reflected in the optimised vectors. The model learns which words should appear in different contexts and
assimilates the internal structure of the language. Both versions are suitable for most applications. Mueller
and Massaron stated that the Skip=Gram version is better at representing rare words [18].

The Word2Vec model, developed by Tomas Mikolov and his team, includes two separate models: CBOW
and Skip=Gram. "The Continuous Bag of Words (CBOW) model learns word vectors in the projection layer
and predicts the central word using words in the context. This architecture predicts the central word based
on other words in the context. The input layer creates a projection of the surrounding words and uses a
weighted output layer to predict the central word based on this projection. In the "Continuous Skip=Gram
Model," for each word, the surrounding words are predicted [1]. In this paper, Tomas Mikolov and his team
aim to produce high=quality word vectors that best represent the semantic and syntactic similarities of
words. The model converts related words into vectors through mathematical processing and thus detects
the similarity between, for example, "king" and "queen" and, as we exemplify in this paper, “mükellef” ile
"kişi," "tam,” “dar,” “firma,” “imalatçı,” etc.

Representations (words) whose semantic proximity is made through word vectors (word embeddings) are
used as neural network inputs. This makes it possible to express the meanings of language in numerical
form . As a result of this process, words close in meaning appear as similar vectors [19], [20].

5.2. CBOW model

Figure 1. CBOW Model Image
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The meaning and mathematical model of this notation can be summarised as follows: Figure 1 provides a
simple visualisation of the working principle of the CBOW model. In the CBOW model, for example, the target
word w(t) and the words in the context (e.g. w(t=2), w(t=1), w(t+1), w(t+2)) are taken as input. The vectors of
these words are summed in a projection layer to form an average vector. This average vector is then used
to predict the target word w(t) at the output.

5.2.1. CBOW Stages

5.2.1.1. Collection of Contextual Words

𝑣context = 1
2𝑚

∑
𝑚

𝑗=−𝑚
𝑣𝑤+𝑗,  𝑗 ≠ 0 (1)

• 𝑣context : Context vector. It represents the environment (context) in which the word appears. This vector is
calculated based on the other words in the context.

• 1
2𝑚 : Normalisation factor. 2 m represents the total number of words in the context window, consisting
of 𝑚 words to the left and 𝑚 words to the right. When averaging, the total vectors are divided by this
number.

• ∑𝑚
𝑗=−𝑚: refers to the summation. It sums the vectors of all words to the left (=m) and to the right (+m),

excluding the center word itself (𝑗 = 0) or when (𝑗 ≠ 0).

• 𝑣𝑤+𝑗: the vector of a context word at position j (either to the right or left) of w. For example, j = −1
represents the vector of the word preceding w, and j = +1 represents the vector of the word following w.

• 𝑗 ≠ 0: This condition ensures that the centre word itself (𝑗 = 0) is excluded from the summation. In other
words, only the surrounding words contribute to the context vector.

5.2.1.2. Predicting the Target Word
The context vector (vcontext) calculated in the first stage is used to predict the target word. This calculation is
done with the Softmax function¹.

P(w𝑡/ context) =
𝐞𝐱𝐩(𝐯𝐓

𝐜𝐨𝐧𝐭𝐞𝐱𝐭 𝐯𝐰𝐭)
∑𝐰∈𝐖 𝐞𝐱𝐩(𝐯𝐓

𝐜𝐨𝐧𝐭𝐞𝐱𝐭 𝐯𝐰)
(2)

In this formula:

• 𝑃(𝑤𝑡/ context) : Represents the probability that the word wt occurs in a given context (context). This
measures the proximity of the context to the word 𝑤𝑡 .

• 𝑣context : The context vector. It is a vector obtained by combining the vector representations of the words
that constitute the context.

• 𝑤wt : The vector representation of the target word (wt ). This vector represents the meaning or features
of the word in numerical form.

• 𝑣𝑇
context𝑣wt : The dot product of the context vector and the target word vector.

• 𝑇 : 𝑣𝑇
context : refers to the transpose of the context vector.

• exp(𝑣context𝑣wt) The exponential function (exp) is applied to the dot product. The exponential function
amplifies the effect of large values and reduces the effect of small and negative values. Thus, the
“relationship” between the context and the word becomes more pronounced.

¹The Softmax activation function is a generalisation of logistic regression that can be applied to continuous data instead of binary
classification. It is often included in the output layer of a classifier because it produces output for more than two classes [36]
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• W : Vocabulary. It is the set of all words on which the model operates.

• ∑𝑤∈𝑊 exp(𝑣𝑇
context𝑣𝑤) This denominator expression represents the sum of the exponential values for all

words in the vocabulary (W) in relation to the context. This is the normalisation step of the softmax
function. The exponential value of each word associated with the context is summed, and the result is
normalised so that the total probability of all words' association with the context equals 1.

5.2.1.3. Updating Vectors
The loss function is minimized to increase the probability of correctly predicting the target word. For
example, a negative logarithmic loss function is used:

𝐽 = log 𝑃(𝑤𝑡/ context) (3)

J: The symbol for the loss function. It measures the performance of the model. The goal of the CBOW model
is to match the target word (wt ) with the context by minimizing this loss. The lower the value of J, the more
successful the model is in predicting the correct word from the context.

P (w_t / context) : The probability that the target word (wt ) will occur given the context. A low value of P (wt /
context) results in a large loss (J), , while a high value of P (wt / context) results in a small loss, indicating
that the model is making better predictions.

This loss function measures the relevance of the target word to the context in the CBOW model and is used
to optimise the relationship between the context and the target word. Through backpropagation, the target
and context vectors are updated to minimize J. This process enables the model to learn relationships within
the language.

5.3. Skip=Gram Model

Figure 2. Skip=Gam Model Image

The Skip=Gram model represents words as vectors and estimates the proximity of one word to another using
the dot product of their vectors. The CBOW model predicts a word based on its surrounding words. These
two algorithms together create a model that represents each word as a vector. The mathematical foundation
of these vectors is that the proximity of words in the vector space reflects their semantic similarity [19].
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The meaning and mathematical model of this notation can be summarised as follows:

Figure 2 illustrates the working principle of the Skip=Gram model. In this model, the centre word w(t) is
taken as input, and based on this word, the surrounding words w(t=2), w(t=1), w(t+1), and w(t+2) within a
given context are predicted. The main purpose of the Skip=Gram model is to predict the surrounding context
words from the given centre word. This model performs particularly well with large datasets and can also
produce good results for rare words. It establishes matches between target words and context words: the
target words are the input, and the context words are the output.

The Skip=Gram model is a shallow neural network consisting of an input layer, an embedding layer, and
an output layer. The goal of the model is to generate an output probability distribution vector given a
target word input. This probability distribution vector (which sums to 1) reflects the likelihood of each word
appearing in the context window of the target word. The probability is high for words that share the same
context and low for words that do not. Once trained, the model only requires its weights.

To obtain useful vector embeddings, the initially random weights in the model need to be optimised. This
optimisation process is carried out to minimize the loss function.

The loss function and its description are provided below :

𝐽 = ∑
𝑇

𝑡=1
∑

−𝑚≤𝑗≤𝑚
log(𝑃(𝑤𝑡+𝑗/𝑤𝑡)) (4)

J: The Loss Function.

T: The length of the text.

m: The window size.

𝑃(𝑤𝑡+𝑗/𝑤𝑡) : The probability of obtaining the context word given the target word.

This equation represents a nested loop, where you iterate through all (target word, context word) pairs and
sum their probabilities. The minus sign is used as part of the machine learning process to minimize the
value of the loss function.

Calculation of probabilities: To calculate the probability distribution, the Softmax function is used, which
considers the dot product of the target embedding vector and the embedding vectors of each word in the
vocabulary.

The dot product of the two vectors can be expressed as

𝑢𝑇𝑣 = 𝑢.𝑣 = ∑𝑛
𝑖=1 𝑢𝑖𝑣𝑖

The function that provides the probability distribution can be expressed as follows:

𝑝(context word/ target word) = 𝑒𝑥𝑝(𝑢𝑇
target𝑣context)/ ∑

Word

𝑤=1
(exp(𝑢𝑇

target𝑣context)) (5)

In this formula

p(context word/target word) : Represents the probability of observing a "context word" given a "target word."
This means that the model attempts to predict which words are likely to appear around a target word.

𝐞 xp( 𝐮𝐓
𝐭𝐚𝐫𝐠𝐞𝐭 𝐯𝐜𝐨𝐧𝐭𝐞𝐱𝐭) : Here, an inner product is computed, representing the relationship between the

target word and the context word. 𝑢utarget and 𝑣context are vectors of a given size for the target and context
words. The inner product of these vectors is calculated, and the result is passed through an exponential
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function. The exponential function amplifies the closeness between words in the model, assigning higher
probabilities to closer words.

Division Operation (/): This quotient is used to normalise the probability, ensuring that the total probability
of all words is equal to 1. In the denominator, a similar calculation is performed for all words (W) in the
vocabulary, and the result is used to normalise the probability.

Total (∑𝑊𝑜𝑟𝑑
𝑤=1 (𝑒𝑥𝑝(𝑢𝑇

𝑡𝑎𝑟𝑔𝑒𝑡)𝑣𝑐𝑜𝑛𝑡𝑒𝑥𝑡)) This summation normalises the calculation for every word in the vocab=
ulary. It provides a probability distribution of the context word given the target word across all possible
context words.

6. AUXILIARY ALGORITHMS

6.1. t=SNE Algorithm

t=SNE (t=distributed Stochastic Neighbour Embedding) is a dimensionality reduction technique used to
reduce high=dimensional data to a low=dimensional space, particularly for visualising complex structures
in datasets. It was developed in 2008 by Laurens van der Maaten and Geoffrey Hinton. The primary purpose
of t=SNE is to project data into a lower=dimensional space (usually 2 or 3 dimensions) while preserving the
similarities in the high=dimensional data. This transformation allows the data to be represented as graphs
or visuals that are easier for humans to interpret [17].

The mathematical steps of the algorithm are described as follows [14], [15], [16]:

In the first step, the similarities between two data points in high=dimensional space are calculated. For each
data point xi and xj in the high=dimensional space, the probability that xj is a neighbour of xi is calculated
using a Gaussian distribution (normal distribution). The probability is defined as follows:

𝑃𝑗/𝑖 = 𝑒𝑥𝑝(− ‖𝑥𝑖 − 𝑥𝑗‖²)/2𝜎_12)/ ∑ 𝑘 ≠ 𝑖𝑒𝑥𝑝(− ‖𝑥𝑖 − 𝑥𝑘‖²/𝜎_12)] (6)

In this formula:

• ∥xi=xj∥² : Square of the Euclidean distance between xi and xj.

• σi : The bandwidth parameter is selected depending on the data point xi.

• pj∣i : The probability that xj is a neighbour of xi.

These probabilities are symmetrised for each data point as follows:

Pij = (pj/i + pi/j ) / 2N

Where N is the total number of data points in the dataset. This symmetric form ensures that the relationships
between the two data points are equalised.

Similarity in Low-Dimensional Space (with t-distribution): The t=distribution is used to transfer these
similarities from high=dimensional space to low=dimensional space. The similarity between the two low=
dimensional point yi and yj is calculated as follows:

qij = (1+ ||yi = yj ||² ) =1 ) / ( ∑k ≠ i (1+ ||yk = yj ||²)=1 )

In this formula:

∥yi=yj∥²: Square of the Euclidean distance between yi and yj.

qij: The probability of similarity between yi and yj in low=dimensional space.
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Because the t=distribution has wider tails, it better distinguishes distances between distant points and more
effectively reflects the structure between clusters.

6.2. Kullback=Leibler Divergence Algorithm

The Kullback=Leibler Divergence (KL Divergence) is an information=theoretic metric used to measure the
difference between two probability distributions. Specifically, it helps us understand how "far" one proba=
bility distribution is from another. KL Divergence typically measures the difference in information between
a reference distribution (true distribution) and a predicted distribution (approximation distribution).

The Mathematical Formula for the Kullback-Leibler Divergence:

Let P(x) and Q(x) be two probability distributions. The KL divergence is defined as follows:

𝐷𝐾𝐿(𝑃 ‖ 𝑄) = ∑ _𝑋[𝑃(𝑥) log(𝑃 (𝑥)/𝑄(𝑥))] (7)

In this formula:

P(x) : The true distribution or reference distribution (e.g. distribution derived from data).

Q(x) : The approximation distribution or model distribution,

DKL(P∥Q) : KL Divergence result.

KL Divergence is used in machine learning to measure the difference between a model’s predicted distrib=
ution and the actual distribution. In the field of natural language processing, it is employed to evaluate
how well the estimated distributions of language models align with the actual data (Bissiri & Walker, 2012,
pp. 1139=1160).

7. PYTHON LIBRARIES WE USE

NumPy:

NumPy is a fundamental package for scientific computing in Python. It provides a multidimensional array
object, various derived objects (e.g., masked arrays and matrices), and numerous routines for fast opera=
tions on arrays, including mathematical, logical, shape processing, sorting, selecting, I/O, discrete Fourier
transforms, basic linear algebra, basic statistical operations, and random simulation.. In the Word2Vec
implementation, NumPy was chosen for its performance optimisation, ease of use, and ability to provide
mathematical tools that support natural language processing. It offers a significant speed and efficiency
advantage over performing the same operations in pure Python.

Gensim:

Gensim is a Python library for topic modelling, document indexing, and similarity retrieval with large corpora.
It is primarily designed for the natural language processing (NLP) and information retrieval (IR) communities
(https://pypi.org/project/gensim/, 2024). Gensim is an essential tool for training and implementing the
Word2Vec model to quickly and easily generate vectors without going into complex mathematical operations
and data preprocessing details. It is simple to use for model training and querying. For example, obtaining
the vector of a word or finding similar words is possible with just a few lines of code.

Scikit-learn:

Scikit=learn is an open=source and powerful Python library for machine learning and data analysis. It enables
the easy implementation of statistical modelling, data preprocessing, and supervised and unsupervised
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learning algorithms. While Scikit=learn is not directly used in Word2Vec projects, it can serve as a comple=
mentary tool. For example, Scikit=learn’s tools such as CountVectorizer or TfidfVectorizer can be used to
clean and tokenise text data and convert textual labels (LabelEncoder) into numerical data. Additionally, we
used the t=SNE (t=Distributed Stochastic Neighbour Embedding) algorithm from Scikit=learn to visualise the
similarities between words.

Matplotlib:

Matplotlib is a comprehensive library for creating static, animated, and interactive visualisations in Python.
The Word2Vec project serves as a powerful tool for visualising word embedding vectors. Since the vectors
generated by Word2Vec are often multidimensional, visualisation plays a crucial role in analysing and inter=
preting these vectors. Matplotlib enables us to represent semantic similarities between words by clustering
words with similar meanings in the same graph. Additionally, it supports the implementation of dimension
reduction algorithms such as t=SNE and optimising the cost function, Kullback=Leibler Divergence, during
the reduction of high=dimensional vectors into 2D or 3D space. These features were the primary reasons for
using this library in our research.

8. RESEARCH METHODOLOGY

8.1. Generation of the Tax Law Dataset

The dataset comprises primary and secondary tax law texts. It was retrieved from https://www.gib.gov.tr/
gibmevzuat and is stored on our computer hard drive in .txt format under the file name "Kanunlarv2.txt". As
of 15.10.2024, the file includes the following laws: Tax Procedure Law (Vergi Usul Kanunu), Income Tax Law
(Gelir Vergisi Kanunu), Corporate Tax Law (Kurumlar Vergisi Kanunu), Value Added Tax Law (Katma Değer
Vergisi Kanunu), Stamp Duty Law (Damga Vergisi Kanunu), Motor Vehicles Tax Law (Motorlu Taşıtlar Vergisi
Kanunu), Law on Collection of Public Receivables (Amme Alacaklarının Tahsili Hakkında Kanun), Expense
Tax Law (Gider Vergileri Kanunu), Law on Valuable Papers (Değerli Kağıtlar Kanunu), Law on Real Estate Tax
(Emlak Vergisi Kanunu), and the Law on Municipal Revenues (Belediye Gelirleri Kanunu). The dataset consists
of 65,258 words and word fragments.

8.2. Downloading Related Python Libraries

As explained above, we downloaded the following Python libraries: NumPy, for scientific computing; Gensim,
which includes the Word2Vec formulation; Scikit=learn, which provides the t=SNE algorithm; and Matplotlib,
for creating graphs of similar word vectors by reducing their dimensionality.

8.3. Opening and Reading the Kanunlarv2.txt File with Turkish Character Encoding

The Turkish characters in the words of the Turkish Tax Law in the Kanunlarv2.txt file were read using different
character encodings, including “utf=8,” “ISO=8859=9,” “windows=1254,” and “ISO=8859=1.” The most appropriate
encoding was selected, and the file was opened, read, and its contents printed. To accomplish this, a loop
was created to try each encoding in turn. Once the correct encoding was identified, the loop was terminated,
and the file was opened in the read mode.

A small portion of the output is shown below:

“Kanun: 213 - VERGİ USUL KANUNU Yeni Pencerede Aç Yazdır GİRİŞ Kanunun şümulü Madde 1 Bu kanun
hükümleri ikinci maddede yazılı olanlar dışında, genel bütçeye giren vergi, resim ve harçlar ile il özel idareler-
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ine ve belediyelere ait vergi, resim ve harçlar hakkında uygulanır. Yukarıda yazılı vergi, resim ve harçlara
bağlı olan vergi, resim ve zamlar da bu kanuna tabidir. Bu kanunun hükümleri kaldırılan vergi, resim ve
harçlar hakkında da uygulanır. Gümrük ve tekel vergileri Madde 2 (Değişik: 23/1/2008-5728/271 md.) Gümrük
idareleri tarafından alınan vergi ve resimler bu Kanuna tabi değildir. Bu vergi ve resimlerle ilgili olarak
27/10/1999 tarihli ve 4458 sayılı Gümrük Kanununun 242 nci maddesi hükümleri uygulanır. Vergi Kanunlarının
Uygulanması ve İspat: Madde 3 (Değişik: 30/12/1980 - 2365/1 md.) A) Vergi kanunlarının uygulanması: Bu
Kanunda kullanılan "Vergi Kanunu" tabiri işbu Kanun ile bu Kanun hükümlerine tabi vergi, resim ve harç
kanunlarını ifade eder. Vergi kanunları lafzı ve ruhu ile hüküm ifade eder. Lafzın açık olmadığı hallerde vergi
kanunlarının hükümleri, konuluşundaki maksat, hükümlerin kanunun yapısındaki yeri ve diğer maddelerle
olan bağlantısı gözönünde tutularak uygulanır. B) İspat: Vergilendirmede vergiyi doğuran olay ve bu olaya
ilişkin muamelelerin gerçek mahiyeti esastır. Vergiyi doğuran olay ve bu olaya ilişkin muamelelerin gerçek
mahiyeti yemin hariç her türlü delille ispatlanabilir. Şu kadar ki, vergiyi doğuran olayla ilgisi tabii ve açık
bulunmayan şahit ifadesi ispatlama vasıtası olarak kullanılamaz. İktisadi, ticari ve teknik icaplara uymayan
veya olayın özelliğine göre normal ve mutad olmayan bir durumun iddia olunması halinde ispat külfeti
bunu iddia eden tarafa aittir. BİRİNCİ KİTAP Vergilendirme BİRİNCİ KISIM Genel esaslar BİRİNCİ BÖLÜM Vergi
uygulanmasında yetki Vergi dairesi Madde 4 Vergi dairesi mükellefi tesbit eden, vergi tarh eden, tahakkuk
ettiren ve tahsil eden dairedir…..”

8.4. Listing the Frequencies (Raw Frequencies) of the Words in the Text

To prepare the study, we listed the word frequencies in the “kanunlarv2.txt” file using Python.

Table 1. Frequency Table of the Top Twenty Words

Word Frequency

0 ve 9320

1 sayılı 3963

2 bu 3895

3 ile 3272

4 veya 3208

5 kanunun 3045

6 madde 2526

7 vergi 2368

8 maddesiyle 2181

9 yürürlük 1735

10 için 1639

11 bir 1611

12 vergisi 1341

13 göre 1282

14 önceki 1227

15 olarak 1200

16 değişen 1083

17 kadar 1082

18 1 1020

19 edilen 1013
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As previously mentioned, there are a total of 65,258 words and word fragments in the "kanunlarv2.txt" file.
In the frequency table above, as shown in Table 1, the first 20 entries account for 48,011 occurrences, and
3,709 of these are variations of the word “vergi,” forming meaningful expressions like “vergisi.” The remaining
entries consist of non=conceptual words, conjunctions, or word fragments. Therefore, this text needs to be
analysed for semantic relationships using machine learning and deep learning algorithms. It is necessary
to filter out word fragments and meaningless words to create a meaningful subject for analysis.

8.5. Create a Corpus (Collection of Meaningful Words)

At this stage, the goal is to open the text file kanunlarv2.txt using Python code, read it with specific character
encodings, and clean the text to create a corpus. The stages of the process are as follows:

• The text is split into lines using text.split('\n') , and these lines are stored in a list called t_list. Each
line is added to the list as a new item.

• An empty list is created with the code corpus = []. This list contains the cleaned words from the processed
text.

• A pattern named pattern is created. This pattern includes various punctuation marks (.,!?;:…""'\"(){}[]=<>|/
@#$%^&*_=+~) and digits (1234567890) that may appear in the text. These characters and numbers have
been removed from the text.

• A list named Delete_words is created. This list contains words that may be present in the text and need to
be deleted. Both uppercase and lowercase variations of these words are included. For example, "birinci,"
"BİRİNCİ," "İlgili," Roman numerals, and some unwanted characters (e.g., 'x96') are included. Meaningless
suffixes such as 'sine, 'ine, aa, 'una are also removed as they could interfere with frequency calculations
and distort vector calculations.

• The code snippet re.sub(pattern, ", cumle) , is used to remove the punctuation marks and digits from
each sentence.

• The snippet re.sub(r'\b' + kelime + r'\b', ", temizlenmis_cumle, flags=re. IGNORECASE)  is used to
remove each word in the Delete_words list from the text in a case=insensitive manner.

• In the corpus, certain words were transformed into root forms or meaningful common words. For example,
"kurumları" was replaced with "kurum," and "cezanın" was replaced with "ceza." A total of 2,490 words
underwent this process. This process, referred to as meaningful simplification;, is based on over 25 years
of expertise in tax law, more than 11 years as a doctor of tax law, and our understanding of corpus
creation.

• Using the split()  code snippet, the cleaned sentences were split into individual words and added to
the corpus list.

• Finally, the first 50 items of the corpus (each item being a string of words) were printed on the screen
using print(corpus #r[50]) .

The code was successfully executed, and the output was obtained, as shown in Figure 1.
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  [['Kanun', 'vergi', 'USUL'], ['Yeni', 'Pencerede', 'Aç'], ['Yazdır'], [], [], ['GİRİŞ'], [],
[], [], ['şümulü'], [], ['kanun', 'bütçeye', 'giren', 'vergi', 'resim', 'harç', 'il', 'özel',
'idarelerine', 'belediyelere', 'vergi', 'resim', 'harç'], [], ['Yukarıda', 'vergi', 'resim',
'harç', 'vergi', 'resim', 'zam', 'kanuna', 'tabidir'], [], ['kaldırılan', 'vergi', 'resim',
'harç'], [], [], ['Gümrük', 'tekel', 'vergi'], [], ['Gümrük', 'idareleri', 'alınan', 'vergi',
'resimler', 'Kanuna', 'değildir', 'vergi', 'resimlerle', 'Gümrük'], [], ['vergi', 'Kanunlarının',
'Uygulanması', 'İspat'], [], ['vergi', 'kanunlarının', 'uygulanması', 'Kanunda', 'kullanılan',
'vergi', 'tabiri', 'işbu', 'Kanun', 'Kanun', 'vergi', 'resim', 'harç', 'kanunlarını', 'ifade'],
[], ['vergi', 'kanunları', 'lafzı', 'ruhu', 'ifade', 'Lafzın', 'açık', 'olmadığı', 'hallerde',
'vergi', 'kanunlarının', 'konuluşundaki', 'maksat', 'hüküm', 'yapısındaki', 'yeri', 'maddelerle',
'bağlantısı', 'gözönünde', 'tutularak'], [], ['İspat', 'vergi', 'vergiyi', 'doğuran', 'olay',
'olaya', 'muamelelerin', 'gerçek', 'mahiyeti', 'esastır'], [], ['Vergiyi', 'doğuran', 'olay',
'olaya', 'muamelelerin', 'gerçek', 'mahiyeti', 'yemin', 'türlü', 'delille', 'ispatlanabilir',
'vergiyi', 'doğuran', 'olayla', 'ilgisi', 'tabii', 'açık', 'bulunmayan', 'şahit', 'ifadesi',
'ispatlama', 'vasıtası', 'kullanılamaz'], [], ['İktisadi', 'ticari', 'teknik', 'icaplara',
'uymayan', 'olayın', 'özelliğine', 'normal', 'mutad', 'durumun', 'iddia', 'olunması', 'ispat',
'külfeti', 'bunu', 'iddia', 'tarafa', 'aittir'], [], [], ['KİTAP'], ['Vergilendirme'], [], [],
['esaslar'], [], [], ['vergi', 'uygulanmasında', 'yetki'], [], [], [], ['vergi', 'dairesi'], [],
['vergi', 'dairesi', 'mükellef', 'tesbit', 'vergi', 'tarh', 'tahakkuk', 'ettiren', 'tahsilat',
'dairedir'], []]

Figure 1. A Sample of the Output

8.6. Listing of the Corpus Frequencies

After performing the necessary cleaning and corrections in the text, the frequency report of the top 20 words
was generated, as shown in Table 2.

Table 2. Frequency Table of the Top Twenty Words

Word Frequency

0 vergi 4603

1 değişme 1083

2 gelir 1007

3 ödeme 997

4 kurum 997

5 oran 844

6 değer 748

7 geçici 642

8 mükellef 608

9 hesap 545

10 işletme 529

11 ceza 520

12 mal 498

13 kazanç 493

14 tahsilat 485

15 özel 450

16 sermaye 437
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Word Frequency

17 indirim 423

18 hizmet 422

19 beyan 406

When this list is examined, it is observed that the words and symbols in the “kanunlarv2.txt” file, which
are not suitable for meaningful similarity analysis (e.g., “ve”, “bu”, “veya”, “sayılı”, “için”, “1”), have been
eliminated, making the text much more suitable for creating a similarity model.

8.7. Creating Word2Vec (Model)

At this stage, the necessary steps can be taken to create a similarity model:

To build a similarity model, it is essential to train the Word2Vec model on the words in the Tax Law. The
goal of the training is to teach the model the meanings of the words in the corpus. For this purpose, 100=
dimensional vectors were created using the Skip=gram algorithm, and 5 words² were considered within the
context of a target word. The model only included words that appeared at least 5 times.³ Once trained, the
model generated vector representations of the words, enabling a better understanding of the relationships
and similarities between the words.

We can summarise this explanation in terms of the process stages as follows:

• The corpus consists of cleaned sentences converted into a list of words. The model will learn the
relationships between words in this corpus.

• Each word is represented by a 100=dimensional vector. Higher vector sizes allow the model to capture
more detailed information but require greater computational power.

• The window size determines how many words around a target word will be used as the context. Here, the
window size is set to 5, meaning the model considers up to 5 words to the left and right of a target word
for learning.

• A word must appear at least 5 times to be included in the model, while less frequent words are ignored.
This prevents rare words from affecting the model.

• It is specified whether the model will use the Skip=gram (sg=1) or CBOW (sg=0) algorithm. In this case,
the Skip=gram algorithm is used with the sg=1 option. Skip=gram predicts other words in the context of
a target word and performs better, especially on small datasets.

8.8. Vectorial Representation of the Word

This stage involves reporting the vectorial representation of the words. In other words, it is the stage where
the trained model's output is retrieved from the selected word vectors trained in the Word2Vec model,
allowing us to understand how the model represents the words. The word chosen for this analysis is
'mükellef', which is one of the fundamental concepts in tax terminology.

Let us explain this in detail:

²Very rare words are often misspellings, conjunctions, or trivial terms. Excluding words with a frequency lower than 5 enables the model
to learn in a more meaningful way. Wider windows (e.g., >10) may associate unnecessary words when learning context relationships, while
narrower windows (e.g., <3) fail to capture sufficient depth of meaning.

³Using too high a frequency threshold (e.g., >10) may exclude underutilised but significant legal terms. For example, even if a legal term
like "obligation" is mentioned infrequently, it is crucial for the analysis.
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As mentioned at the beginning of this article, the Word2Vec model represents each word as a vector of a
certain size. These vectors are trained to capture the semantic and contextual similarities between words.
For example, words with similar meanings are represented by vectors that are mathematically close to
each other. In this context, the following operations were performed to analyse the similarity of the word
'mükellef' .

In the Word2Vec model, the area containing the vectors created for words after training is referred to as
model.wv in the code. The model.wv object stores the vectors corresponding to the words. For example:

• model.wv['kelime']  returns the vector for that word.

• model.wv['mükellef']  returns the vector that the model assigns to the word 'mükellef'.

This vector is an array of numbers that mathematically represents the meaning of the word 'mükellef' based
on the context the model has learned. Since we set vector_size=100, the word 'mükellef' is represented by a
vector with 100 elements. This vector encodes the contextual relationships of the word 'mükellef' with other
words. For example, 'mükellef' has vectors similar to words with related meanings, such as 'tam' and 'dar'.
These vectors can be used to

• Find similar words.

• Measure word similarity.

• Create word clusters.

The output of the word vector appears in Figure 2 (100 items).

array([-6.23710275e-01, -4.63944301e-02,  4.93801236e-01,  5.19869626e-01,
      2.64085293e-01, -4.01404612e-02,  4.53982145e-01,  4.04999465e-01,
     -2.52363645e-02, -2.29218736e-01,  2.70977706e-01, -6.21370435e-01,
      4.42850173e-01,  1.88748702e-01,  4.23074663e-01, -2.48641014e-01,
     -3.55076268e-02, -1.82925805e-01,  1.52746215e-01, -3.49068701e-01,
      2.41844654e-02,  3.93145740e-01,  3.52574557e-01,  5.11918101e-04,
      1.96201742e-01,  7.41723031e-02, -2.12855414e-01, -4.91001159e-02,
     -5.81765920e-03, -4.18194771e-01,  8.73388574e-02,  1.11241512e-01,
      2.79387623e-01,  2.63844766e-02,  9.17030573e-02,  5.33403814e-01,
      2.66016543e-01, -1.37306616e-01, -7.47924373e-02, -4.67420578e-01,
     -3.28616440e-01,  1.10134447e-03, -1.01418853e-01, -3.93146545e-01,
      8.64220336e-02,  1.79907549e-02, -4.13307697e-01, -1.48787230e-01,
      7.44897947e-02,  1.75265461e-01,  3.55105400e-02, -2.73291394e-02,
     -1.50529653e-01, -4.85246740e-02,  1.54171020e-01, -1.68570891e-01,
      3.48834060e-02, -9.14018080e-02, -4.10086721e-01, -7.69241899e-02,
     -1.77023351e-01, -1.62242562e-01,  5.14853597e-01, -1.14671946e-01,
     -5.61786294e-01,  5.57065085e-02,  8.95505175e-02,  3.13859880e-01,
     -3.32743734e-01,  3.15872729e-01, -2.60060638e-01,  1.40525192e-01,
     -1.07785322e-01,  1.95944458e-01, -9.53617766e-02, -1.41765758e-01,
     -1.98408827e-01, -2.68165112e-01, -3.73588473e-01,  1.27587229e-01,
     -1.75960913e-01,  1.62031755e-01,  2.75125414e-01,  6.89642057e-02,
     -4.20767553e-02, -1.14048988e-01,  1.91145271e-01,  2.70561635e-01,
      3.33638400e-01,  4.17892754e-01,  2.03026727e-01, -4.98898625e-02,
      2.53186584e-01, -1.00524463e-01,  6.04738295e-01,  4.28849995e-01,
      2.33635247e-01, -8.20747167e-02, -1.21545447e-02,  3.45590383e-01],
      dtype=float32)

Figure 2. Representation of the 100=Element Output of the ‘mükellef’ Vector
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8.9. Word Similarity Analysis

At this stage, we retrieved the words that are vectorially most similar to the word 'mükellef' and their
similarity scores. Cosine similarity is commonly used to measure the similarity between words. Using the
most_similar()  function in Python, we calculated the vector similarity between the target word ('mükellef')

and other words, returning a ranked list of words with the highest similarity scores.

The result includes the similarity score of each word relative to the word 'mükellef'. These scores typically
range between −1 and 1. A score closer to 1 indicates a high degree of similarity to the word 'mükellef', while
a score of 0 indicates very little semantic similarity.

This analysis is particularly useful for understanding semantic relationships between words in a language.
It can be applied to

• Find words with similar meanings.

• Analyse language models.

• Develop automatic text recommendation systems.

The output of the analysis is shown in Figure 3.

  [('dar', 0.8771734833717346),
  ('tam', 0.8355701565742493),
  ('imalatçı', 0.829497754573822),
  ('firma', 0.8249997496604919),
  ('ödenen', 0.8103259801864624),
  ('kişiler', 0.7855820059776306),
  ('kişi', 0.7799397706985474),
  ('firmalara', 0.7753022909164429),
  ('mükellefiyeti', 0.7662615180015564),
  ('üreten', 0.7659305930137634)]

Figure 3. A Sample of the Output

8.10. Saving the Word2Vec Tax Law Corpus Model to a File and Rotating it

We saved the trained Word2Vec model to a file using the function model2.save('word2vec.model2') , which
stores all the model parameters, including the word vectors and training information. The saved model was
later loaded using model2 = Word2Vec.load('word2vec.model2') . To visualise the word vectors, we created a
t=SNE model with the command tsne = TSNE(perplexity=20, random_state=0) ⁴. The perplexity parameter,
a hyperparameter of the t=SNE algorithm, controls the number of neighbouring data points considered.
It typically ranges between 5 and 50, with lower values focusing on smaller neighbourhoods and higher
values on larger ones. In this study, the perplexity was set to 20, meaning that the algorithm considered

⁴The perplexity value in t-SNE controls the number of neighbouring data points considered, where low values focus on a smaller
set of neighbours, and high values include a larger set. A value of 20 strikes a balance, providing a neighbourhood that is neither too
small nor too large, effectively preserving both the local and global structure of the dataset. Typically, perplexity values between 5 and
50 yield reasonable results, with 20 being a reliable starting point for capturing the clustering structure without excessive scaling or
dispersion. Practical experience suggests that a perplexity of 20 often represents the data distribution well although the optimal value
can depend on factors such as dataset size and density. To ensure reproducibility, the random_state parameter fixes the randomness
in t-SNE's initialisation, allowing consistent results across repeated runs with the same dataset and hyperparameters. This also aids in
comparability, as using the same random_state value ensures consistent results when revisiting the same project or comparing studies
in different environments. Thus, a perplexity value of 20 enables t-SNE to accurately capture the data structure and visualise cluster
relationships, while a random_state value of 0 ensures that the results are repeatable and comparable.
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approximately 20 neighbouring data points for each data point. The random_state parameter, acting as a
stabiliser (seed), ensures that the model produces consistent results when rerun. Setting random_state=0
allowed us to achieve reproducibility, ensuring the same results in every execution. This combination of
settings enabled the t=SNE algorithm to work effectively for visualising and interpreting the trained word
vectors.

9. VISUALISATION

9.1. Reporting the Nearest Words as a Two=Dimensional Graph with T=SNE

Using Python functions, it is possible to create a two=dimensional graph with t=SNE (t=Distributed Stochastic
Neighbour Embedding) to visualise the words closest to any word in the model.

Here, we tested our model using words as the centre of the t=SNE plot. Word vectors, initially defined as an
empty NumPy array, consisted of 100=dimensional vectors per row. The word lists contained the label (name)
of the centre word followed by nearby words, starting with the centre word itself. The model identified the
words closest to the given word ('mükellef'), returning the most similar words along with their similarity
scores. The result was a list of words and similarity scores.

The 100=dimensional vector of the centre word was extracted and added to the array. Then, the vectors of
the closest words were iteratively processed, adding each word's vector to the array and its label (name) to
the list. In this way, the vectors and labels of all the words were collected in a structured manner.

The perplexity value, an important t=SNE hyperparameter, was set based on the number of words. The word
vectors obtained from the model were reduced to 2D space using the t=SNE algorithm, and the assigned
variable Y contained the 2D coordinates of each word. The terms x_coords and y_coords represent the x
and y coordinates of each word in 2D space. These coordinates were used to plot the words in 2D space on
a graph.

Using the plt.annotate()  code snippet, the label of each word was added to the graph at its respective x
and y coordinates, with the labels positioned near the points. The plt.show()  code snippet displayed the
final graph on the screen.

9.2. Visualisation Command Using t=SNE (t=Distributed Stochastic Neighbour Embedding)

Finally, using the previously defined functions, a Python command was executed to visualise the closest
words to the word 'mükellef' in the model via t=SNE (t=Distributed Stochastic Neighbour Embedding). This
allowed the closest words to 'mükellef' to be graphically displayed, as shown in Figure 3.
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Figure 3. Words Most Similar to the Word ‘mükellef’

According to Article 8/1 of the Tax Procedure Law (Vergi Usul Kanunu), "a taxpayer is a natural or legal person
to whom a tax obligation is imposed according to tax law" (mükellef, vergi kanunlarına göre kendisine vergi
borcu terettübeden gerçek veya tüzel kişidir). To "hesitate" (tereddüb etmek) means to have a duty or to be
required (üzerine görev düşmek, gerekme anlamına gelir) [24]. Taxpayers are referred to as ‘kişi’ (real or legal
persons) or ‘şirket’ (companies) in various parts of the law.

Mükellefler (taxpayers) are defined in Articles 3–6 of the Income Tax Law and Articles 3–6 of the Corporate
Tax Law. In these articles, taxpayers are divided into two different classes: ‘tam’ and ‘dar’. These persons
often assume the identity of the producers and manufacturers. From this perspective, it is evident that the
words associated with ‘mükellef’ in the table possess characteristics that align with the concept of ‘mükellef’,
demonstrating that the similarity model is functioning effectively.

10. CONCLUSION AND EVALUATION

In this paper, the Word2Vec model was used to train a model tailored to the legal context by working
on a corpus specific to Turkish tax laws. Word2Vec represents words as vectors and identifies semantic
relationships between them based on the proximity of these vectors in vector space. The analysis focused
on the connections between words found in tax laws and other related terms. Using Python libraries such as
NumPy, Gensim, Scikit=learn, and Matplotlib, high=dimensional data was visualised on a two=dimensional
plane through the t=SNE algorithm. This method made the relationships between similar terms used in tax
legislation observable and provided a deeper understanding of their meanings in the context of tax laws,
leveraging machine learning techniques.

With over 25 years of professional experience in tax law and a doctorate in the field, I can confidently state
that, in the context of the word “mükellef” (taxpayer), the relationships between words in the laws are
meaningful and consistent. Similarly, the approach yielded successful results for other tax=related terms
not included in this paper.

The word vectors generated by the Word2Vec model offer a powerful foundation for understanding the
semantic affinities of terms in tax laws. For instance, the semantic proximity of the word “mükellef” to terms
such as “tam” (full), “dar” (narrow), “şirket” (company), and “üretici” (manufacturer) demonstrates how key
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concepts in tax law are interrelated. Such analyses facilitate the grouping of terms with similar meanings
and provide a clearer understanding of the conceptual basis of legal regulations. The t=SNE visualisation
simplifies the relationships between words in tax laws by reducing them to a two=dimensional plane, making
it easier to observe how words cluster in a legal context. These visualisations can serve as a foundation for
legal decision support systems, enabling automated legal advice based on visualised word relationships.

Vector relationships offer an excellent primer for AI=assisted tax law advice, enabling AI systems to become
more effective and context=sensitive. The dense and technical nature of legal language makes comprehen=
sion difficult, but AI models can play a significant role in simplifying legal texts, enhancing transparency and
accessibility in legal processes. Similarity analysis and the use of word vectors can expedite relationships
between legal documents and streamline processes, particularly in litigation or legal review scenarios. A
correct understanding of tax law terminology allows AI consultancy systems to respond to user requests
with greater accuracy.

Natural language processing models like Word2Vec interpret the words in tax laws, learn the relationships
between them, and make complex regulatory information analysable through machine learning. This accel=
erates the delivery of information about tax legislation while improving accuracy. Future developments of
this study, such as the use of larger datasets and different NLP models, could enable the creation of user=
friendly consultancy platforms that provide in=depth, reliable information on tax law and adapt quickly to
legal changes.

The methodology in this paper needs further refinement to model more complex legal relationships and to
highlight rare but critical words. However, the potential of the model presented here as a foundation for AI
assistants in tax law consultancy is noteworthy. Developing a tax law=specific Word2Vec model enables the
creation of AI solutions that are more customised and context=sensitiver than general=purpose language
models. This enhances the ability of AI=based applications to draw meaningful conclusions from legal
documents, improves the accuracy of information provided to users, and minimizes errors in legal processes.
Such systems can elevate legal advice services by delivering more accurate and consistent information
tailored to users’ needs.

This infrastructure paves the way for innovation in the sector, enabling tax law AI assistants to offer reliable,
detailed recommendations tailored to taxpayers. Future research could explore comparisons with other
word representation methods, integration with context=aware models like BERT or GPT, summarisation of
legal texts, application to real=world tax disputes, and the development of automated response systems
(ChatBots).
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1. INTRODUCTION

A fundamental component of the software development lifecycle has always been software testing, or ST.
However, software has grown in size and complexity as it has become more widely used [1], posing new
difficulties for software testing procedures [2]. Consequently, there is interest in examining how artificial
intelligence (AI) has been applied to enhance testing procedures, since AI can improve knowledge work. The
interaction between AI and ST has been the subject of numerous studies [3]. However, because each of these
fields is so vast and complex, excellent review studies typically concentrate their attention on orthogonal
choices within each of these fields.

The main goal of this paper is to explore the machine learning implementation in the automated software
testing context. In this study, the main focus is on the use of the machine learning algorithms to make the
automated testing more efficient, which will assist the software testers to focus on test executions, rather
than on test planning and design.

To achieve this goal, 34 papers were reviewed for their relevancy in both the ST and AI areas, which
discuss the AI-driven methodologies and tools to improve the efficiencies of the automated software
testing activities. In particular, the machine learning techniques are also explored to add more depth to the
understanding of the most frequently used techniques to support automated software testing.

As such, two research questions are developed for this study:

RQ1: What are the machine learning techniques frequently used to support the automated software testing
activities?

RQ2: How are the machine learning techniques being implemented in the automated software testing
activities?

The remainder of the article is organised as follows. Section 2 introduces the background and the prior
related works in this study, Section 3 describes the implementation of machine learning in automated
testing, Section 4 highlights the advantages of using AI in ST, and Section 5 concludes the findings of the
paper and discusses the future work.

2. BACKGROUND

Current research directions in Software Engineering automation could be perfectly complemented by recent
developments in generative AI. Specifically, generative AI naturally pairs well with automated test data
generation. Despite the generative AI approach’s potential to produce highly human-readable, domain- and
context-aware solutions, its propensity for hallucinations makes it somewhat unreliable when used alone.
Nevertheless, automated test data generation can eliminate these delusional features of AI-based solutions
while also adding the essential assurances.

There are important implications regarding the recent findings that generative AI models can exhibit
robust emergent behaviours [4], [5]. Their behaviour is therefore both powerful and inherently difficult to
understand. Because the emergent behaviour of the models cannot be cross-checked against a ground
truth, it may be problematic in applications lacking a ground truth, such as general inquiries about arbitrary
facts about reality. However, for software engineering tasks like code enhancement and testing, we have an
extremely reliable ground truth: the execution of the improved code or the recommended test.
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2.1. Artificial Intelligence

Despite the fact that there are numerous definitions of AI, the definition given in [6] is used for the purposes
of this investigation: “AI is a generic term that refers to any machine or algorithm that is capable of observing
its environment, learning, and based on the knowledge and experience gained, taking intelligent action or
proposing decisions. There are many technologies that fall under this broad AI definition. At the moment,
ML techniques are the most widely used.”

The AI domain dealing with the ability of systems to automatically learn, decide, predict, adapt and react
to changes and improve from experience, without being explicitly programmed, is the learning domain [7].
According to the AI Watch report, there are five core scientific domains:

2.1.1. Reasoning

The field of artificial intelligence studies methods for turning data into knowledge and drawing conclusions
from it. Knowledge representation, automated reasoning, and common sense reasoning are the three sub-
domains that make up this domain.

2.1.2. Planning

The area of artificial intelligence that focuses on creating and implementing strategies for performing tasks,
usually carried out by unmanned vehicles, intelligent agents, and autonomous robots. In this field, strategies
are distinguished by intricate solutions that need to be found and refined in a multidimensional environ-
ment. This domain consists of three closely related sub-domains: searching, optimisation and planning and
scheduling. The optimisation of the search for solutions to scheduling and planning issues is the focus of
these sub-domains.

2.1.3. Learning

The branch of artificial intelligence that deals with a system’s natural capacity to learn, make decisions,
forecast outcomes, adjust to changes, and grow through experience—all without the need for explicit
programming. Machine learning (ML)-related concepts are primarily used in the construction of the corre-
sponding branch of the resulting taxonomy.

2.1.4. Communication

The field of artificial intelligence deals with the recognition, processing, comprehension, and creation of data
from spoken and written human communication. The field of natural language processing (NLP) primarily
deals with this domain [5].

2.1.5. Perception

This field indicates a system’s capacity to perceive its surroundings through its hearing and vision, such as
computer vision.

2.2. Machine Learning Techniques

Machine learning (ML) is the science of getting computers to learn and act like humans do. It uses algorithms
and mathematical models to progressively improve their performance on a specific task [8]. In essence,
machine learning (ML) is the process of identifying patterns in data and using that knowledge to solve
problems with regression or classification. The representation of the data that the machine learning algo-
rithms are given has a major impact on how well they perform. In fact, machine learning algorithms “learn”
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how to accomplish certain tasks through a training phase using training datasets, which are representative
sample data [1].

Machine learning can handle unsupervised learning problems (like clustering or dimensionality reduction)
where no ground truth is provided, as well as supervised learning problems (like classification and regres-
sion) where training sets are annotated (or labelled) with the ground truth values. Reinforcement learning
(RL) algorithms are based on a feedback-directed mechanism that allows them to continuously adapt to
their operating environment. To maximise an expected cumulative reward function, the algorithm makes a
decision, considers the effects of that decision and then modifies its approach.

Among the main ML methods that are related to ST are: [7]:

(i) artificial neural networks (ANN), a group of supervised algorithms that are modelled after biological
neural networks discovered in animal brains [8]. It is necessary to observe the input and expected
output data and establish the probability-weighted associations between the two to train a neural
network. The network's data structure, which is composed of layers of connected perceptions, then
stores these associations [9].

(ii) boosting is a group meta-algorithm for minimising the components of bias and variance error [10],

(iii) classification, a supervised task that includes the process of training a model on a population of
instances labelled with a discrete set of labels yields a set of predicted labels for a given collection
of unobserved instances [11].

(iv) clustering, given a similarity function for an unsupervised task, objects are grouped into clusters
based on how much more similar they are to one another than they are to objects in other clusters [12].

(v) convolutional neural networks (CNN), a particular neural network where at least one layer substitutes
convolution for general matrix multiplication [13].

(vi) decision trees, a family of classification and regression algorithms that learn the hierarchical struc-
tures of fundamental decision rules from the data. The resulting models can be visualised as trees,
where nodes represent decision rules and leaf nodes represent outcomes [14], [15].

(vii) probabilistic models, a family of classifiers that can forecast a probability distribution across a range
of classes given an observation of an input [16], [17].

(viii) reinforcement learning, the algorithms address the “problem faced by an agent that must learn
behaviour through trial-and-error interactions with a dynamic environment” and one of the core
paradigms of machine learning [18].

(ix) regression, with a set of mathematical techniques, data scientists can forecast a continuous outcome
based on the value of one or more predictor variables [19].

(x) supervised learning, a paradigm for machine learning when the available data is limited to labelled
examples [20].

(xi) support vector machines (SVM), supervised learning algorithms that, after the input features are non-
linearly mapped to a very high-dimension feature space, build a linear decision surface to generate
models for classification and regression analysis [21].

(xii) unsupervised learning, a basic machine learning paradigm in which computers attempt to identify
patterns in unlabelled data [20].
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The machine learning techniques discussed previously are summarised in Figure 1.

Figure 1. Machine Learning Techniques

2.3. Software Testing

Software Testing is defined by the 29119-1-2013 ISO/IEC/IEEE International Standard as: “A process made
by a set of interrelated or interacting activities aimed at providing two types of confirmations: verification
and validation” [22]. Validation proves that the work item can be used by users for their particular tasks,
while verification verifies that a given software product (work item or test item) satisfies the specified
requirements.

In this study, the ST domain that will be investigated is the Testing Activities. This ST domain describes
the tasks that testing teams and testers can complete into precise, controlled processes. To guarantee that
the test objectives are satisfied in an economical manner, these activities range from test planning to test
output evaluation.

Among the testing activities identified in this study are:

(i) Test Case Generation whose goal is to create executable test cases according to the specific testing
methods and the amount of testing that needs to be done.

(ii) Test Planning is a fundamental activity of the ST process; it encompasses staff coordination, test
equipment and facility availability, test-related documentation creation and upkeep, and scheduling
of additional testing activities.

(iii) Test Results Evaluation is performed to determine if the testing was carried out successfully.
“Successful” usually refers to the software operating as anticipated and producing no significant
unexpected results. Unexpected results aren’t always bad; occasionally, they turn out to be noise.
An analysis and debugging effort is required to isolate, identify, and describe a fault before it can
be fixed.
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(iv) Test Execution symbolises both running test cases and documenting the outcomes of those runs.
A fundamental tenet of scientific experimentation should be applied when conducting tests: all
procedures should be carried out and recorded in a way that makes it possible for another individual
to repeat the findings.

(v) Test Oracle Definition is the process carried out to assist in the creation of test oracles or to generate
them automatically.

(vi) Test Case Design and Specification is carried out to define or design the testing cases. The require-
ment analysis of the system being tested is typically the first step in this process.

(vii) Test Case Optimization/ Prioritisation/Selection is carried out to select, prioritise, and reduce test
cases for execution in an optimal manner [23].

(viii) Test Data Definition (test data generation) is the process that generates the test case data [13].

2.4. Automated Testing

Writing a programme in any programming or scripting language that uses an external automation helper
tool to replicate the manual test case steps is known as software testing automation. It entails developing
toolkits for testing the implemented source code. Its objective is to increase the automation of the testing
procedures. The tasks associated with development are programme development and test script writing;
the former relates to the application itself, while the latter is concerned with the scripts that will be utilised
to test the application [23].

Software test automation is defined by Dustin et al. as “management and performance of test activities, to
include the development and execution of test scripts so as to verify test requirements, using an automated
test tool”. In theory, test automation should be seen as a more all-encompassing concept that includes other
tasks in addition to automated test scripting and execution during the software testing process.

Because testing is a repetitive process and it is advised to test every scenario, automation is crucial. Test
automation will boost productivity and expand test coverage. Automated testing allows for the testing of
different input values, conditions, and repeated execution of the tests. There will be a reduction in the
testing time and resources. There are many tools available to automate acceptance, system, and functional
tests. Watir, JMeter, and Selenium are a few of them.

3. MACHINE LEARNING TECHNIQUES IN AUTOMATED SOFTWARE TESTING

The fundamentals of AI testing are based on the idea of “automatic abstraction of application and test
logic” [24]. Intelligent learning agents, which are capable of autonomously perceiving and responding to their
surroundings, can help achieve this. By investigating the functionality and understanding the operation of
the application, they can plan and develop the test cases on the target system. Ultimately, they can run the
tests and analyse the test findings. The agents can operate at various levels of hierarchy and are arranged
with other agents.

To answer both RQ1 and RQ2, 34 papers have been reviewed and the main keywords for the paper search
are ("AI" OR "artificial intelligence" OR "ML" OR "machine learning") AND ((test* AND (automated OR

automation)) AND (“software engineering” OR “software”).
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Test frameworks for artificial intelligence (AI) can be broadly applied to test both cross-domain and multiple
applications within a domain. A requirement for the test "library of the common user flows" is that the AI test
framework be designed to function with both cross-domain applications and multiple applications within
the domain as a general framework. The actions and the elements are interconnected in this library. The AI
agent can query the database to find the test cases for a particular type of element when it sees one in an
application that it can interact with.

This section focuses on the results of the paper review on the topic under study, which is the implementation
of the machine learning techniques in automated software testing. From the articles found on the topic, the
machine learning techniques are divided into several categories, as shown in Table 1. In addition, they were
mapped into the relevant software testing activities, as reported in the articles.

Table 1 depicts the mapping between the machine learning techniques in the software testing activities,
where the corresponding articles highlighted in the table reported the implementation of various tech-
niques of machine learning in software testing. Specifically, artificial neural networks have been applied to
various testing tasks, including oracle definition, test-case generation, test-case refinement, and test-case
evaluation; studies [25] and [26] covered these tasks and found that machine learning algorithms resulted in
predicted output oracles, metamorphic relations, and test verdicts. Nearly all research uses a supervised or
semi-supervised methodology, training models (e.g., neural networks, support vector machines, adaptive
boosting, and decision trees) on labelled system executions or code metadata.

Table 1. Machine learning techniques in software testing
Artificial
neural
network

Boosting Classification Clustering
Convolutional
neural
network

Decision
trees

Probabilistic
model

Reinforcement
learning

Regression
Supervised
learning

Support
vector
machine

Unsupervised
learning

Test Case
Generation

[24] [24] [24] [24]

Test Planning [5] [25]

Test Oracle
Definition

[5]
[24]
[26]

[26] [25] [24] [25] [25] [26] [25]
[26] [24]

Test Case
Design and
Specification

[25] [25] [25] [25]

Test Case
Optimisation/
Prioritization/
Selection

[28] [28] [25][27]
[28]

[25]
[27]
[28]

[25]
[28] [24][29] [25] [27]

[28]
[27]
[28]

[25]
[28] [28] [25][28]

Test Results
Evaluation

[5] [25] [25] [25] [25]

Test Data
Definition

[26] [24] [24] [26] [26] [26]

Test Execution [24] [24] [24]

Furthermore, Garousi et al. [5] found that, when compared to test oracles created using current conventional
methods, those created using artificial neural networks for the Test Oracle Definition activity are more effec-
tive, efficient, and reusable. Furthermore, the primary benefits of utilising machine learning and artificial
neural networks were noted by Durelli et al. [25] as being their scalability and low requirement for human
intervention. According to Durelli et al. [25] and Fontes & Gay [26], the primary challenge encountered by
researchers attempting to use artificial neural networks and machine learning to address software testing
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issues is the requirement for a significant quantity of high-quality training data, which is essential for
machine learning algorithms to perform as intended.

Khatibsyarbini et al. [27] also claimed that based on the publication trend of ML technique applied to Test
Case Prioritisation, the most popular ML technique category was classification, followed by clustering and
reinforcement learning as the least preferred ML technique category. Additionally, they stated that the
most popular machine learning technique is classification because it uses historical data and yields high
average percentages of faults detected and effective code coverage. They also emphasised that reinforce-
ment learning needs to be improved and given more structure before it can be taught in undergraduate
programmes.

According to Pan et al. [28], Reinforcement learning, clustering, and classification AI approaches have been
widely used for test case optimisation, prioritisation and selection. According to their report, reinforcement
learning, unsupervised learning (clustering), and supervised learning (ranking models) are the three main
machine learning techniques used for test case prioritisation and selection. Any machine learning method
that depends on ranking or classification models is called supervised learning.

In addition, the methods that use reinforcement learning to rank test cases based on their length, past
performance, and failure history have also been reported by Durelli et al. [25]. Furthermore, Pan et al.
highlighted that although supervised learning, unsupervised learning, reinforcement learning, and natural
learning processing are the four main machine learning (ML) techniques used for test case selection
and prioritisation, various combinations of these techniques have also been reported in the literature.
To improve the test case prioritisation performance, supervised or unsupervised learning was integrated
with NLP-based techniques, which are frequently used for feature preprocessing. They also emphasised
how difficult it is to draw trustworthy conclusions about the effectiveness of ML-based test case selection
and prioritisation due to the absence of appropriate publicly available datasets and standard evaluation
processes that are derived from the execution of real-world case studies.

4. THE IMPACT OF AI IN ST

The field of artificial intelligence for software testing, or AIST, is a young one that aims to create AI tools
for software testing, test methods for AI systems, and create software that can self-test and/or self-heal.
The process of manually encoding a predetermined set of programme input actions and output verification
steps into a script that can be run by a machine is commonly referred to as “test automation” in software
testing [10]. A log of the results is created, saved, and linked to the run after it is executed. The test execution
and logging are the only parts of this process that are automated. To properly test software, human testers
must set testing objectives, gain the knowledge required, create and specify comprehensive test scenarios,
write test automation scripts, perform scenarios that cannot be automated, and evaluate test results to
identify potential project risks.

Researchers and practitioners have begun looking into how AI and ML can be used to create the next
generation of testing tools, since the majority of testing is currently focused on manual testing and the
manual writing of test scripts [3]. The idea is to use big data, cloud computing, and AI/ML advancements to
bridge the gap between human-present and machine-driven testing.

AI-driven testing has several benefits, including being robust, scalable, adaptable, reusable, and all-purpose.
Machine learning techniques can be used to solve several issues. For instance, practically any mathematical
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function can be approximated using a straightforward feed-forward neural network with a single hidden
layer [20]. Consequently, various testing types, applications, and domains can benefit from the use of AI-
driven testing.

Because AI-driven tests are typically not tied to any particular application, they can be applied to different
applications within the same domain (like add item to cart) or to different domains (like login). By creating
new tests every time, the pesticide paradox—a narrow scope of fault detection brought on by repeatedly
running the same tests—can be avoided. Finally, accelerated test coverage is a key advantage of AI-driven
testing, which is achieved by fusing large-scale test execution in the cloud with AI-based test generation [3].

Despite the promising results, the implementation of ML in automated software testing is not without
challenges. The quality and quantity of data, the interpretability of ML models, and the integration of ML
tools with existing testing frameworks are critical factors that need to be addressed. Moreover, the contin-
uous evolution of software systems necessitates ongoing adaptation and learning, which poses additional
challenges for ML-based testing solutions.

4.1. Case Study of AI implementation in ST

4.1.1. One of the AI technique implementations in ST is the usage of Reinforcement Learning for Test Case
Optimisation. The details are

Objective: Optimise test case selection and prioritisation based on failure history and test execution perfor-
mance. Furthermore, to prioritise and optimise test cases in regression testing by learning from historical
test execution data, focusing on factors such as failure history, execution cost, and risk.

4.1.2. Implementation:

• Reinforcement learning algorithms were used to rank the test cases.

• Factors such as past failures, execution cost, and risk level were considered for prioritisation.

4.1.3. Outcomes:

• Higher fault detection rates.

• Reduced testing efforts and costs by focusing on critical test cases first.

• Example Application: Used in regression testing scenarios where frequent updates require selective
testing.

4.1.4. Implementation Steps

4.1.4.1. Problem Formulation
The task is modelled as a reinforcement learning problem:

• State (S): Represents the attributes of the test case, such as the historical success rate, execution cost,
and risk factor.

• Action (A): Decide whether to execute or skip a test case.

• Reward (R): A numeric value based on the detection of critical defects and cost savings (e.g., 1 for a defect
found, −1 for skipping a necessary test).

4.1.4.2. Dataset
The input data includes historical test case executions:
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• Features: Test case ID, previous pass/fail outcomes, execution time, code coverage metrics, and defect
severity.

• Labels: Whether to execute (1) or skip (0) the test case.
4.1.4.3. Results

• Output: The list of test cases prioritised for execution based on their predicted effectiveness.

• Benefits:

‣ Ensures that critical test cases with higher defect detection probability are executed first.

‣ Reduces the unnecessary execution of low-priority test cases, saving time and resources.

5. CONCLUSION AND FUTURE WORK

The integration of machine learning (ML) into automated software testing has shown significant potential
in enhancing the efficiency and effectiveness of the software development lifecycle. This paper explored
various ML techniques and their applications in different phases of software testing, including test case
generation, test suite optimisation, defect prediction, and automated test script maintenance. By leveraging
ML algorithms, software testing processes can be more adaptive and intelligent, leading to improved
detection of defects, reduced testing time, and optimised resource allocation.

The reviews presented in this paper demonstrate the feasibility and advantages of using ML in automated
software testing. Specifically, the use of supervised learning for defect prediction and clustering algorithms
for test case prioritisation has proven to be effective in identifying high-risk areas of the software and opti-
mising testing efforts. In addition, reinforcement learning techniques have shown promise in automating
the generation and maintenance of test scripts, reducing the manual effort required and enhancing test
coverage.

To further advance the field of ML in automated software testing, several areas warrant further research and
development:

1. Data Quality and Availability: Ensuring high-quality and diverse datasets is crucial for training robust
ML models. Future research should focus on developing methods for generating synthetic test data,
handling imbalanced datasets, and improving data preprocessing techniques.

2. Model Interpretability and Explainability: As ML models become more complex, their interpretability
becomes a significant concern. Future work should aim at developing techniques that provide insights
into the decision-making process of ML models, enabling testers to understand and trust the predictions
and recommendations made by these models.

3. Integration with DevOps Practises: Integrating ML-based testing solutions with modern DevOps practises
can enhance continuous integration and continuous deployment (CI/CD) pipelines. Research should
explore ways to seamlessly incorporate ML algorithms into these pipelines, ensuring that testing
processes remain agile and responsive to changes in the software.

4. Scalability and Performance Optimisation: As software systems grow in complexity, the scalability of
ML-based testing solutions becomes critical. Future research should investigate ways to optimise the
performance of ML algorithms, ensuring that they can handle large-scale software projects efficiently.
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5. Cross-Project Learning and Transfer Learning: Leveraging knowledge from previous projects can enhance
the performance of ML models in new projects. Future work should explore transfer learning techniques
and cross-project learning approaches to make ML models more generalisable and applicable across
different software domains.

6. Human-AI Collaboration: The collaboration between human testers and ML models can lead to more
effective testing strategies. Research should focus on developing interactive tools that facilitate this
collaboration, allowing testers to leverage the strengths of both human expertise and ML capabilities.

The suggestions for overcoming data quality challenges and enhancing model interpretability are given
below:

5.1. Overcoming Data Quality Challenges

5.1.1. Ensuring High-Quality Data

5.1.1.1. Data Preprocessing
• Remove noise and irrelevant features through normalisation, scaling, and feature selection techniques.

• Detect and handle outliers using methods like Isolation Forest or Z-score analysis.
5.1.1.2. Imbalanced Data Handling

• Use techniques like Synthetic Minority Oversampling Technique (SMOTE) to balance datasets when
defect-prone areas are underrepresented.

• Employ cost-sensitive learning to penalise misclassifications of critical data.
5.1.1.3. Data Augmentation

• Generate synthetic data to compensate for the limited datasets.

• Use domain-specific methods like mutation testing to create diverse test cases.
5.1.1.4. Data Cleaning

• Automate error detection in datasets (e.g., duplicate entries, missing labels).

• Verify correctness through manual reviews of critical entries.

5.2. Enhancing the Model Interpretability

5.2.1. Explainable AI (XAI) Techniques

5.2.1.1. Local Interpretability
• Use tools such as SHAP (SHapley Additive exPlanations) or LIME (Local Interpretable Model-Agnostic

Explanations) to explain individual predictions.

• Visualise feature importance to highlight critical attributes influencing test case selection or defect
predictions.

5.2.1.2. Global Interpretability
• Employ decision tree models or surrogate models to approximate complex models like neural networks

for easier understanding.

• Provide feature summary plots to show the overall trends in the model's decision-making process.
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