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Abstract  

 

Diesel-like fuel mixtures are obtained by blending the pyrolytic oil obtained from the pyrolysis of tires and diesel fuel. 

The excess thermodynamic properties of blended fuel mixtures give a preliminary idea about the transport, storage 

and combustion properties of the fuel mixture. In this study, pyrolytic oil and diesel fuel were mixed in different 

proportions at temperatures of 293.15 K and 303.15 K and their excess molar properties were determined. A positive 

deviation was observed in the excess molar volume and excess molar Gibbs energy values of the two-component 

mixture, and a negative deviation was observed in the excess molar viscosity values. Volumetric expansion and flow 

rate of the mixture were found to be higher at 303.15 K. It has been observed that at low pyrolytic oil concentrations, 

dispersive and physical forces are dominant between molecules, while at high pyrolytic oil concentrations, π-π 

interactions are more dominant for the molecules. 

 

Keywords: Excess molar; Gibbs energy; viscosity; molar volume; tire derived fuel; diesel. 

 

1. Introduction 

In parallel with the increase in tire production worldwide, 

the amount of scrap tires is also increasing. Scrap tires are a 

type of waste that threatens biological life and pollutes the 

atmosphere as a result of fire [1]. Pyrolysis technique has 

recently started to gain importance among the methods of 

reducing scrap tires [2-3]. Thermal cracking of hydrocarbons 

under oxygen-free conditions is called pyrolysis, and as a 

result of pyrolysis of tires, 35-50% pyrolytic oil (TPO), 30-

40% pyrolytic carbon black (CBp) and 10-15% non-

condensed gases are obtained [4,5]. Pyrolytic oil is a type of 

fuel rich in aromatic compounds, somewhat similar to diesel, 

with a high calorific value [5]. Pyrolytic oils obtained from 

the pyrolysis of tires or mixtures of TPO and known fuels, 

which meet the energy requirements of transportation 

vehicles and industry, are generally called tire derived fuel 

(TDF) [6-7]. Remarkable research has been carried out on 

the use of fuel obtained by blending a certain amount of 

pyrolytic oil and diesel fuel (DF) in diesel vehicles. Hamzah 

et al. blended TPO and diesel fuel at a ratio of 10%-50% and 

tested it in a single-cylinder diesel engine operating at 1200-

2400 rpm [6]. They obtained the highest performance values 

in the 10% TPO mixture, and observed that as the TPO ratio 

increased, the exhaust gas temperature, engine power and 

torque, and gas combustion pressure decreased. Mohan et al. 

purified crude pyrolytic oil with petroleum ether and silica 

gel and stated that a mixture of 50% diesel, 40% upgraded 

TPO and 10% ethyl levulinate showed the best performance 

and emission values in single-cylinder diesel engines [7]. 

Mia et al. fractionally distilled TPO and subjected it to 

desulfurization and color removal processes [8]. They found 

that the fraction between 40°C and 120°C was similar to 

kerosene, while other fractions differed from diesel fuel. 

Vural et al. succeeded in obtaining diesel-like fuel by using 

advanced purification techniques in catalytic pyrolysis 

experiments [5]. From these studies, it is understood that 

crude pyrolytic oil can be mixed with diesel fuels in certain 

proportions with simple purification techniques. 

The excess molecular properties of fuel mixtures are very 

useful for understanding the conformational stability and 

unfolding behavior of molecules [9]. Determining the 

volumetric and some thermodynamic properties of the fuel 

mixture is important in terms of giving an idea about the 

transportation and ignition and combustion of the fuel 

mixture. Excess properties can be defined as the difference 

between the ideal volumetric properties of the mixture and 

the observed volumetric properties as a result of the 

molecular interactions between the components that make up 

the mixture and in the solution [9,10]. The excess volumes 

(VE) are defined as volume of real solutions - volume of pure 

components (ideal solution). Excess thermodynamic 

properties, which can also be understood as deviations from 

ideal thermodynamic behaviors, provide a better 

understanding of the behavior of components in chemical 

and physicochemical events, and their roles in production 

and application processes. In general, the excess properties 

result from three types of interactions between the 

constituent molecules of liquid mixtures [9,11,12]. 

• Positive effects: Physical interactions consisting of 

dispersion forces or weak dipole-dipole interaction, 

• Negative effects: chemical or specific interactions, 

including charge transfer, H-bonds, and other complex 

formation interactions, and 

• Structural effects: These are the structural contributions 

arising from the differences in the size and shape of the 

https://orcid.org/0000-0002-8510-9616
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component molecules in the mixture depending on the 

structure of their molecules. 

In this study, some excess molar properties of the mixture 

of upgraded pyrolytic oil (UTPO) and diesel fuel (DF) were 

investigated at 293.15 K and 303.15 K. It was observed that 

unstable, weak physical interactions occurred in the mixture 

due to the increase in temperature, and no chemical 

interactions occurred between the molecules. 

 

2. Material and Methods  

Scrap tire crumbs, 1-2 cm in size, were obtained from the 

local recycling company. Diesel fuel was obtained from local 

Lukoil fuel sales point. Some physicochemical properties of 

the components are given in Table 1. In previous pyrolysis 

experiments, researchers stated that thermal cracking 

reactions were largely completed at 450°C, and that the 

thermal cracking rate decreased between 450°C and 550°C 

[13,14]. In this study, asphaltenes, organic residues, carbon 

and water were removed from the pyrolytic oil by the 

adsorption method without using advanced purification 

techniques such as distillation, desulfurization and chemical 

refining.  

 

2.1. Tire Pyrolysis  

300 g of tire crumbs were put into a 1000 mL balloon 

connected to a condenser and thermometer. It was heated to 

450ºC with a jacketed heater. Pyrolytic gases were passed 

through the condenser and 120 mL of pyrolytic oil was 

obtained.  

 

2.2. Upgraded Pyrolytic Oil (UTPO)  

10 g of acid-active bentonite was added to the pyrolytic 

oil, stirred at 50ºC for half an hour and filtered. 10 g of silica 

gel was added, stirred at 50ºC for half an hour and filtered 

again. Thus, 100 mL of upgraded pyrolytic oil (UTPO) was 

obtained by removing water, carbon residues and polymeric 

impurities (Figure 1). 

 

 
Figure 1. Tire pyrolysis and upgrade of TPO. 

 

2.3. Fuel Blends 

Fuel mixtures were prepared as vUTPO+(10-vUTPO) by 

volume, increasing 1 mL of UTPO, making a total of ten 

pieces of 10 mL each. The sample tubes were mixed with a 

magnetic stirrer for 5 min at room temperature by closing the 

mouth with a Teflon cap. Then, the supernatant in the 

mixtures was separated by filtration. The filtered solutions 

were kept in a thermostatic water bath at 293.15±0.1 K and 

303.15±0.1 K. 

 

2.4. Density and Viscosities of Fuel Blends 

The densities of fuel blends were measured by Anton 

Paar DMA 35N Denismeter. Calibration of the density meter 

was performed in four replicates with triple distilled water. 

It was measured as 1.9980 g/cm3 at 20ºC and is compatible 

with the literature [15]. Kinematic viscosity measurements 

were made with an Ostwald viscometer. The viscometer was 

calibrated with toluene. The viscosity of spectroscopically 

pure toluene was measured as 0.5858 mPa·s at 20°C, in 

accordance with the literature [16]. Four replicate flow times 

were measured for each sample and the arithmetic mean was 

used for calculations. The repeatability of viscosity 

measurements was 0.005 mPa·s. The samples were placed in 

the viscometer and the viscometer was immersed in the 

thermostatic bath kept constant at a temperature of 293.15 K 

and 308.15 K, respectively. The viscometer was left for 15 

min for its content to reach thermal equilibrium. Flow time 

was measured with a stopwatch to an accuracy of 10-2 

seconds. Dynamic viscosity values were calculated from 

kinematic viscosity using measured density values (υ/d). 

 

Table 1. Some physical parameters of DF, UTPO and TPO. 

Properties TPO UTPO DF 

Density, g/cm3 0.9123 0.9056 0.8256 

Viscosity, mPa·s 4.7842 4.3319 3.1819 

Molar mass, g/mol 430a - 280b 
a[17], b[18] 

 

2.5. Calculation of Excess Molar Properties 

Excess molar properties of a liquid solution are defined 

by the following equation [19]: 

 

𝑌𝐸 = 𝑌 − ∑ 𝑥𝑖𝑌𝑖
0

𝑖=0   (1) 

 

where YE is excess molar properties of the solution, y is the 

molar properties of the solution, xi is the mole fractions of 

components, and Yi is the molar properties of pure 

components, respectively. Eq 1 is written as Eq .2 for excess 

molar volume (VE). 

 

𝑉𝐸 = ∑ 𝑥𝑖𝑀𝑖 (
1

𝜌
−  

1

𝜌𝑖
)𝑖=1  (2) 

 

in which Mi is the molar masses of components,  is the 

density of the mixture, and i is represent the densities of 

pure components, respectively. The excess molar properties 

(YE) can be correlated using the Redlich–Kister equation 

[19]:  

 

𝑌𝐸 = 𝑥𝑖(1 − 𝑥𝑖) ∑ 𝐴𝑖𝑖=0 (2𝑥𝑖 − 1)𝑖 (3) 

 

The values of the coefficient Ai were calculated by method 

of least squares along with the standard deviation  (YE). The 

coefficients Ai are adjustable parameters for a better fit of the 

excess functions. The standard deviations,  (YE), calculated 

by using Eq. (4): 

 

𝜎(𝑌𝐸) = [
∑ (𝑌𝑐𝑎𝑙,𝑖

𝐸  − 𝑌𝑒𝑥𝑝,𝑖
𝐸 )2𝑖=𝑛

𝑖=1

𝑛−𝑝
]

1/2

 (4) 

 

where n is the number of experimental data points, p is the 

number of parameters, Yexp and Ycal are the experimental and 

calculated parameters, respectively. In this study, the density 

and excess molar properties of the mixture of xUTPO + (1-

x) DF at 293.15 K and 303.15 K were investigated. The 

densities of the mixtures over the entire range of 

compositions at temperatures of 293.15 K and 303.15 K are 

listed in Table 2. Matlab 2021b was used to calculate the 

coefficients of polynomial equations and draw graphs. 

 

3. Result and Discussions 

Diesel fuel consists of 72% branched alkanes, 10% 

saturated cycloalkanes, 8-9% alkylbenzenes, 5% alkylated 

PAHs and low amounts of PAHs, aromatic acids and 
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alkanoic acids [20]. Most of diesel fuel has a stable linear 

alkane structure. TPO structure contains 49.54% aliphatic 

compounds and 16.65% aromatic compounds [21,22]. The 

largest fraction of aromatic compounds in TPO are limonene 

and monoaromatic compounds. Monoaromatic components 

are more reactive and mobile than polyaromatic components. 

Limonene also has aromatic π-electrons and an unsaturated 

–C=C- bond. Since UTPO contains monoaromatic 

components that make intramolecular bonds with π-

electrons, the electronegativity of DF, which contains a 

larger amount of aliphatic and polynuclear aromatic 

components, is higher than UTPO. 

The excess molar volumes of the binary mixtures of 

xUTPO + (1-x)DF were calculated from Eq. (2) over the 

entire composition range and at T=293.15 K and 303.15 K, 

and given in Table 2. The density values of the binary 

mixture increases depending on the increase in UTPO 

concentration. Since both components contain highly stable 

alkane molecules, there was no significant increase in the 

volumetric expansion of the mixture with a 10°C increase in 

temperature, and a slight decrease in density values was 

observed. As seen in Figure 2, a positive deviation was 

observed in the VE values of the binary mixture. The 

backbone of DF has a more stable structure than UTPO due 

to its cycloalkane and alkane structures containing strong C-

C bonds. UTPO, which contains more π-electrons such as 

monoaromatic components and limonene, has an electron 

donor character. Additionally, strong intramolecular π- π 

bonds (charge-transfer bonds) occur between π-electrons of 

monoaromatic molecules and limonen in the UTPO. As seen 

in Figure 3, limonene also contains an alkene molecule (-

C=C-) in addition to aromatic π-electrons. As seen in Figure 

3, electrons on the aromatic structure can be easily dispersed, 

and π-electrons in parallel, eclipsed or T-shaped edge to face 

aromatic planes form strong dipole interactions [23]. The 

reason for the positive deviation in VE values at low UTPO 

concentrations is the dipole interactions between UTPO, 

which consists of smaller molecules, and DF, which has 

polyaromatic compounds. When UTPO concentration 

increases, due to the pi-electrons localized on UTPO 

molecules, strong intramolecular bonds are formed between 

the monoaromatic components in UTPO. In the UTPO+DF 

mixture, when the UTPO concentration is more than 50%, 

the positive deviation in VE values decreases because the 

intramolecular chemical interactions of UTPO become 

stronger than the intermolecular physical interactions 

between UTPO and DF. No significant volumetric 

expansion of the mixture was observed at a temperature 

increase of 10°C due to the intramolecular bonds of UTPO, 

which are stronger than the dipole interaction between DF 

and UTPO molecules. However, it is possible to say that at 

higher temperatures, volumetric expansion will become 

more pronounced as intramolecular π-π interactions will 

weaken. Figure 2 show the excess molar volumes calculated 

from experimental data and Redlich–Kister equation. 

Redlich–Kister equation coincided with the experimental 

results in great agreement. 

Dynamic viscosities () of the mixtures of UTPO and DF 

at 293.15 and 303.15 K were calculated by the measured 

densities and kinematic viscosities. The viscosity deviation 

was calculated [19] by Eq. (5) are given in Table 3. 

 

 =  - xiI (5) 

 

where  is the viscosities of the mixture and xi and i are the 

mole fraction and the viscosities of pure components, 

respectively. The Redlich–Kister equation given in Eq. (3) is 

written in terms of viscosity as in Eq. (6). The Redlich–Kister 

coefficients in Eq. (6) were calculated by the least squares 

method and are given in Table 4. 

 

𝐸 = 𝑥𝑖(1 − 𝑥𝑖) ∑ 𝐴𝑖𝑖=1 (2𝑥𝑖 − 1)𝑖 (6) 

 

 
Figure 2. The experimental and calculated excess molar 

volume of the mixture of xUTPO+(1-x)DF at 293.15 K and 

303.15 K. 

 

 
Figure 3. π-electons interactions according to the geometry 

of the aromatic structure. 

 

Table 2. Densities, viscosities, excess molar volume, of the 

mixture of xUTPO+(1-x)DF at 293.15 K and 303.15 K. 

X 

, 

g/cm3 

, 

mPa.s 

VE, 

cm3/mol 
, 

g/cm3 

, 

mPa.s 

VE, 

cm3/mol 

293.15 K 303.15 K 

0.0 0.8256 3.1819 0.0000 0.8189 2.6621 0.0000 

0.1 0.8327 3.2699 1.5358 0.8260 2.6961 1.5578 

0.2 0.8400 3.3639 2.7319 0.8333 2.7381 2.7710 
0.3 0.8475 3.4639 3.5869 0.8408 2.7881 3.6379 

0.4 0.8552 3.5699 4.0998 0.8485 2.8461 4.1578 

0.5 0.8631 3.6819 4.2701 0.8564 2.9121 4.3302 
0.6 0.8712 3.7999 4.0979 0.8645 2.9861 4.1552 

0.7 0.8795 3.9239 3.5837 0.8728 3.0681 3.6335 

0.8 0.8880 4.0539 2.7283 0.8813 3.1581 2.7660 
0.9 0.8967 4.1899 1.5331 0.8900 3.2561 1.5542 

1.0 0.9056 4.3319 0.0000 0.8989 3.3621 0.0000 

 

The reason for viscosity deviation depends on two factors 

[19]. (1) The difference in size and shape of the molecules 

and the loss of dipolar coupling cause the viscosity to 

decrease. (2) Specific interactions between components, 

such as hydrogen bonding and charge-transfer complexes, 

cause the viscosity of the mixture to increase. 

As seen in Figure 4, the viscosity decreases as the UTPO 

concentration increases up to 50%. UTPO at low 

concentrations, consisting of smaller molecules, is easily 

dispersed in DF. As the UTPO concentration increases, the 

dispersion of UTPO in diesel becomes difficult and the 

viscosity begins to increase, since the π-electron density and 

intramolecular π-π bonds in UTPO increase. It has been 

understood that dispersive and physical forces (dipole 

interactions) are effective in decreasing the visc”osity of the 
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mixture up to 50% UTPO concentration, and intramolecular 

charge-transfer bonds (chemical interactions) are effective in 

increasing the viscosity at higher UTPO concentrations. As 

the temperature increases, the density of localized π-

electrons on the aromatic structure in UTPO decreases, and 

the freer UTPO molecules are more easily dispersed within 

the DF.  

 

Table 3. The excess molar viscosities and excess molar Gibbs 

energies of the binary mixture of xUTPO+(1-x)DF at 293.15 

K and 303.15 K. 

x 

E, mPa.s G*E, J/mol E, mPa.s G*E, J/mol 

293.15 K 303.15 K 

0.0 0.0000 0.0000 0.0000 0.0000 

0.1 -0.0270 0.0061 -0.0360 0.0010 

0.2 -0.0480 0.0106 -0.0640 0.0019 
0.3 -0.0630 0.0136 -0.0840 0.0026 

0.4 -0.0720 0.0152 -0.0960 0.0030 

0.5 -0.0750 0.0156 -0.1000 0.0031 
0.6 -0.0720 0.0147 -0.0960 0.0029 

0.7 -0.0630 0.0127 -0.0840 0.0024 

0.8 -0.0480 0.0096 -0.0640 0.0017 
0.9 -0.0270 0.0053 -0.0360 0.0009 

1.0 0.0000 0.0000 0.0000 0.0000 

 

Table 4. A coefficients and (YE) values in the Redlich and 

Kister equation. 

Parameter VE, cm3/mol  mPa.s G J/mol 

 293.15 K 
A0 1.71E+01 -0.2971 0.06298 
A1 -1.93E-02 -1.28E-09 -5.22E-03 
A2 -4.83E-02 2.09E-08 2.65E-03 
A3 1.17E-03 8.51E-09 -4.20E-04 

(Y) 1.90E-02 1.81E-03 5.13E-04 

 303.15 K 
A0 1.73E+01 -3.96E-01 0.01282 
A1 -2.69E-02 2.32E-08 -1.28E-03 
A2 -4.94E-02 7.64E-08 -3.48E-03 
A3 2.82E-03 -3.50E-08 8.14E-04 

(Y) 4.78E-04 2.31E-03 2.09E-04 

 

 
Figure 4. The experimental and calculated excess molar 

viscosities of the binary mixture of xUTPO+(1-x)DF at 

293.15 K and 303.15 K. 

 

In Figure 4, it is seen that the excess viscosity values 

calculated from the Redlich–Kister equation are in 

agreement with the experimental values, and the deviation in 

the experimental excess viscosities is greater at 293.15 K. 

Experimental excess viscosities at 303.15 K were found to 

be lower than the values calculated from the Redlich–Kister 

equation. Deviations in excess viscosity values calculated 

from the polynomial equation are probably due to the 

increase in dispersive forces and dipole interactions at low 

temperatures and the increase in charge-transfer forces at 

high temperatures. As a result, a decrease in viscosity values 

was observed due to volumetric expansion as a result of the 

increase in intramolecular chemical bonds and the decrease 

in dispersive forces and dipole bonds. As seen in Figure 4, 

as the temperature increase disperses localized π-electrons, 

π-bonds weaken and a more homogeneous mixture forms, 

and the flow of the liquid mixture accelerates. The negative 

values in the viscosity deviations of binary mixtures support 

weak interactions between UTPO and DF molecules. It is 

seen that the viscosity deviation becomes more clearly 

negative depending on the temperature increase. The reason 

for this is the acceleration of free flow due to the weakening 

of intermolecular interaction due to volumetric expansion.  

The excess Gibbs energy of the binary mixture of UTPO 

+ DF is given in Eq. (7) depending on viscosity  

 
∆𝐺∗𝐸

𝑅𝑇
= 𝑙𝑛 (

𝑣

2𝑣2
) − 𝑥1𝑙𝑛 (

1𝑣1

2𝑣2
) (7) 

 

where v is the molar volume of the mixture, v1 and v2 is the 

molar volume of the pure component, R is the gas constant, 

T is the absolute temperature, x1 is mole fraction [19]. The 

dynamic viscosity of the mixture and pure components are 

, 1 and 2, respectively.  The excess Gibbs energy values 

of binary mixture at 273.15 K and 303.15 K are given in 

Table 3. Figure 5 show the excess molar Gibbs energies 

calculated from experimental data and Redlich–Kister 

equation. 

 

 
Figure 5. The experimental and calculated excess molar 

Gibbs energies of the mixture of xUTPO+(1-x)DF at 293.15 

K and 303.15 K. 

 

A larger positive deviation was seen in the excess Gibbs 

energy at 273.15 K. At low temperature, higher activation 

energy is required for the flow of the mixture due to 

dispersive and dipole interactions between molecules. At 

303.15 K, the activation energy required for the flow of the 

mixture decreased due to intramolecular charge-transfer in 

UTPO. A positive deviation in the ΔG*E indicates that there 

is no exothermic interaction in the mixture. As seen in Figure 

4, viscous flow is slower at low temperature. Since chemical 

interactions become more dominant as UTPO concentration 

increases, the positive deviation in ΔG*E decreases at UTPO 

concentrations greater than 50%. ΔG*E obtained from the 

Redlich and Kister equation and calculated from 

experimental data are more compatible with each other. A 

coefficients and standard deviation values in the Redlich and 

Kister equation are given in Table 4. Redlich–Kister 

equation coincided with the experimental results in great 

agreement. 

 

4. Conclusion 

The interactions between pyrolytic oil and diesel fuel 

occur depending on the concentration of both components, 

molecular structure and temperature. At low UTPO 

concentrations, dispersive forces and physical interactions 

dominate between DF and pyrolytic oil molecules. At high 
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UTPO concentrations, the disordered π-electrons in the 

aromatic structure in UTPO become localized and 

intramolecular π-π bonds between aromatic structures 

become more dominant than physical forces. 

The increase in temperature caused a decrease in the 

viscosity of the binary mixture and reduced the activation 

energy required for flow. From these data, it was understood 

that there were no chemical interactions in mixtures of 

UTPO and DF in amounts less than 50%, and the volumetric 

expansion increased slightly with temperature. 

 

Nomenclature 

Ai Redlich–Kister equation Coefficients 

Mi Molar masses of components,  

ü Densities of pure components 

   Density of the mixture,  

(VE)  Standard deviation 

 Viscosity of binary mixture, 

i Viscosity of component, 

 Viscosity deviation of binary mixture 

G*E Excess molar Gibbs energy 

v  Molar volume of the solution 

vi Molar volumes of pure components 

VE Excess molar volume 

exp. Experimental 

cal. Calculated 

xi Mole fractions of components 

x Mole fractions of mixture 

TPO Tire pyrolytic oil 

UTPO Upgraded tire pyrolytic oil 

DF Diesel fuel 

vUTPO Pyrolytic oil volume in mixture 

 

References: 

[1] G. C. d. Olivera Neto, L. E. C. Chaves, L. F. R. Pinto, J. 

C. C. Santana, M. P. C. Amorim, M. J. F. Rodrigues, 

“Economic, Environmental and Social Benefits of 

Adoption of Pyrolysis Process of Tires: A Feasible and 

Ecofriendly Mode to Reduce the Impacts of Scrap Tires 

in Brazil,”Suistainability, vol. 11, no.7, p. 2076, 2019, 

doi:10.3390/su11072076. 

[2] W. C. Wang, C. J. Bai, C. T. Lin, S. Prakash, “Alternative 

fuel produced from thermal pyrolysis of waste tires and 

its use in a DI diesel engine, ”Appl. Therm. Eng., vol. 93, 

no. 1, pp. 330-338, 2016, 

doi:10.1016/j.applthermaleng.2015.09.056.  

[3] W. Li, C. Huang, D. Li, P. Huo, M. Wang, L. Han, G. 

Chen, H. Li, X. Li, Y. Wang, M. Wang, “Derived oil 

production by catalytic pyrolysis of scrap tires,” Chinese 

J. Catal., vol. 37, no. 4, pp. 526-532, 2016,  

doi:10.1016/S1872-2067(15)60998-6. 

[4] X. Zhang, H. Li, Q. Cao, J. Li, F. Wang, “Upgrading 

pyrolytic residue from waste tires to commercial carbon 

black,” Waste Management and Research, Vol. 36, no. 5, 

pp. 436-444, 2018,  doi:10.1177/0734242X18764292.  

[5] U. S. Vural, S. Uysal and A. Yinanc, “The improved 

diesel-like fuel from upgraded tire pyrolytic oil,” J. 

Serbian Chem. Soc., vol. 87, no. 10, pp. 1219-1235, 

2022, doi:10.2298/JSC211108048V.  

[6] M. H. Hamzah, A. Alias, R. Mamat, A. A. Abdullah, A. 

Sudrajad, N. A. Ramlan, N. F. Jaharudin, “Diesel Engine 

Performance Operating with Tire Derived Fuel,” MATEC 

Web of Conferences, vol. 225, pp. 04025, 

2018,  doi:10.1051/matecconf/201822504025. 

[7] A. Mohan, S. Dutta, S. Balusamy and V. Madav, “Liquid 

fuel from waste tires: novel refining, advanced 

characterization and utilizationin engines with ethyl 

levulinate as an additive,” RSC Adv, vol. 11, pp. 9807-

9826, 2022, doi:10.1039/d0ra08803j.   

[8] M. Mia, A. Islam, R. I. Rubel, M. R. Islam, “Fractional 

Distillation & Characterization of Tire Derived Pyrolysis 

Oil,” Int. J. Eng. Technol.-IJET, vol. 3, pp. 1-10, 2017, 

doi:10.19072/ijet.280568.   

 [9] U. S. Vural and S. Uysal, “Excess Molar Volumes, 

Apperant Molar Volumes, Partial Molar Volumes of 

Methione, An Amino Acid, in Water+Ethanol and 

Water+Methanol Solutions at 298.15 K,” Int. J. Therm., 

vol. 25, no. 1, pp. 1-6, 2022,  doi:10.5541/ijot.1015207.  

[10] A. Shalmashi and F. Amani, “Densıtıes And Excess 

Molar Volumes For Bınary Solutıon Of Water + Ethanol, 

+ Methanol And + Propanol From (283.15 To 313.15) 

K,” Lat. Am. Appl. Res., vol. 44, pp. 163-166, 2014, 

doi:10.52292/j.laar.2014.435.  

[11] A. Ali, A. K. Nain, V. K. Sharma and S. Ahmad, 

“Molecular interactions in binary mixtures of 

tetrahydrofuran with alkanols (C6, C8, C10): an 

ultrasonic and volumetric study,” Indian J Pure Appl 

Phys, vol. 42, pp. 666-673, 2004, [Online.] Available: 

https://api.semanticscholar.org/CorpusID:55183104. 

[12] H. Iloukhani, M. Rezaei-Sameti and J. Basiri-Parsa, 

“Excess molar volumes and dynamic viscosities for 

binary mixtures of toluene ? n-alkanes (C5–C10) at T = 

298.15 K, comparison with Prigogine-Flory-Patterson 

theory. J Chem Thermodyn., vol. 38, pp. 975-982, 2006, 

doi:10.1016/j.jct.2005.10.011.  

[13] E. Yazdani, S. H. Hashemabadi and A. Taghizadeh, 

“Study of waste tire pyrolysis in a rotary kiln reactor in a 

wide range of pyrolysis temperature” Waste Manage., 

vol. 85, pp. 195-201, 2019, 

doi:10.1016/j.wasman.2018.12.020.  

[14] T. Menares, J. Herrera, R. Romero, P. Osorio and L. E. 

Arteaga-Pérez, “Waste tires pyrolysis kinetics and 

reaction mechanisms explained by TGA and Py-GC/MS 

under kinetically-controlled regime” Waste Manage., 

vol. 102, pp. 21-29, 2020, 

doi:10.1016/j.wasman.2019.10.027. 

[15] J. A. Dean, Lange’s Handbook of Chemistry, 14th ed. 

New York, McGraw-Hill, 1992. 

[16] B. P. Levitte, Findlay’s Practical Physical Chemistry, 

9th ed., Longman, New York, 1973. 

[17] F. Campuzano, A. G. Abdul Jameel, W. Zhang, A.H. 

Emwas, A. F. Agudelo, J. D. Martínez and S. M. Sarathy, 

“Fuel and Chemical Properties of Waste Tire Pyrolysis 

Oil Derived from a Continuous Twin-Auger Reactor,” 

Energy and Fuels, vol. 34, no. 10, pp. 12688-12702, 

2020, doi:10.1021/acs.energyfuels.0c02271.  

https://doi.org/10.3390/su11072076
https://doi.org/10.1016/j.applthermaleng.2015.09.056
https://doi.org/10.1016/S1872-2067(15)60998-6
https://doi.org/10.1177/0734242X18764292
https://doi.org/10.2298/JSC211108048V
https://doi.org/10.1051/matecconf/201822504025
https://doi.org/10.1039/d0ra08803j
https://doi.org/10.19072/ijet.280568
http://dx.doi.org/10.5541/ijot.1015207
http://dx.doi.org/10.52292/j.laar.2014.435
https://api.semanticscholar.org/CorpusID:55183104
http://dx.doi.org/10.1016/j.jct.2005.10.011
http://dx.doi.org/10.1016/j.wasman.2018.12.020
http://dx.doi.org/10.1016/j.wasman.2019.10.027
http://dx.doi.org/10.1021/acs.energyfuels.0c02271


 

 
006 / Vol. 28 (No. 1)  Int. Centre for Applied Thermodynamics (ICAT) 

[18] B. Glavinčevski, L. Gardner, "An Expression for the 

Average Molecular Weight of Diesel Fuels," SAE 

Technical Paper, no. 861523, 1986, doi:10.4271/861523.  

[19] A. R. Mahajan and S. R. Mirgane, "Excess Molar 

Volumes and Viscosities for the Binary Mixtures of n-

Octane, n-Decane, n-Dodecane, and n-Tetradecane with 

Octan-2-ol at 298.15 K", J. Therm., vol. 2013,  2013, Art. 

No. 571918, doi:10.1155/2013/571918. 

[20] F. Liang, M. Lu, T. C. Keener, Z. Liua and S. Khangb, 

“The organic composition of diesel particulate matter, 

diesel fuel and engine oil of a non-road diesel generator,” 

J. Environ. Monit., vol. 7, pp. 983-988, 2005, 

doi:10.1039/B504728E.  

[21] T.J Pilusa, M. Shukla, and E. Muzenda, “Pyrolitic Tyre 

Derived Fuel: A Review,”   in Proc. International 

Conference on Chemical, Mining and Metallurgical 

Engineering (CMME'2013), Johannesburg (South 

Africa), Nov. 2013, pp. 27-28, 

doi:10.13140/2.1.4533.1524.  

[22] A. Mohan, P. Kumar K P, V. Madav, “Investigation on 

Tire Pyrolysis Oil (Tpo) as a Fuel For Cook Stove And 

Lamps,” in IOP Conf. Series: Mater. Sci. Eng., March 

2018, pp. Vol. 376, pp. 012036, doi:10.1088/1757-

899X/376/1/012036.  

[23]  Z. A. Tehrani and K. S. Kim, “Functional molecules 

and materials by π-Interaction based quantum theoretical 

design,”  Int. J. Quant. Chem., vol. 116, pp. 622-633, 

2016, doi:10.1002/qua.25109.  

 

https://doi.org/10.4271/861523
http://dx.doi.org/10.1155/2013/571918
https://doi.org/10.1039/B504728E
http://dx.doi.org/10.13140/2.1.4533.1524
http://dx.doi.org/10.1088/1757-899X/376/1/012036
http://dx.doi.org/10.1088/1757-899X/376/1/012036
https://doi.org/10.1002/qua.25109


 

*Corresponding Author Vol. 28 (No. 1) / 007 

International Journal of Thermodynamics (IJoT) Vol. 28 (No. 1), pp. 007-016, 2025 
ISSN 1301-9724 / e-ISSN 2146-1511 doi: 10.5541/ijot.1517744 
https://dergipark.org.tr/en/pub/ijot  Published online: March 1, 2025 

Research Article 

 

 

Exact Thermodynamic Solution of Gas Behavior in Propellant Tanks and Storage 

Capsules During Pressurization  
 

*M. Mohseni   
 

Department of Mechanical Engineering, Qom University of Technology, Qom 37181 46645, Iran  

E-mail: *m.mohseni@qut.ac.ir  
 

 
Received 20 July 2024, Revised 15 September 2024, Accepted 15 November 2024 

 
Abstract  

 
The gas properties, particularly the pressure within the propellant tanks of a liquid-fueled rocket, play an essential role 
in the performance of the propulsion system. This study examines the thermodynamic behavior of the gas inside the 
propellant tanks and gas storage capsules of a class of pressurized systems. To this end, the governing thermodynamic 
equations were extracted, and exact thermodynamic solutions for the changes in the gas properties were obtained. The 
changes in the gas properties have been studied during the whole operation of the propulsion system, i.e. in the pre-
pressurization period and before and after the gas cut-off time. A comparison of the analytical modelling results with 
the experimental data indicates a good agreement between the two, with the total mass of gas required for tank 
pressurization being approximately 4% higher than the experimental data. Additionally, the approximate changes in 
the throat area of the pressure-reducing valve were obtained. The simple thermodynamic model developed in this 
study allows for the rapid design and observation of the pressurization system's performance.  
 

Keywords: Propulsion system; pressurization system; thermodynamic modeling; analytical solution, rapid design.  

 
1. Introduction  

The transient flow of two phases of gas and liquid in a 
tank is present in many cases, including the propellant tanks 
of a liquid fuel rocket [1], [2]. Liquid rockets require a 
pressurization system to pressurize the fuel and oxidizer in 
order to transfer them to the propellant pumps at the required 
flow and pressure [3]. The gas is placed in the upper space 
of the tanks, which is called ullage [2], [3]. The gas 
properties within the ullage, particularly the pressure, have 
been demonstrated to exert a substantial influence on the 
system's performance. This assertion has been the subject of 
extensive research, the findings of which are discussed in the 
following section.   

In et al. [3] studied a liquid helium pressurization system 
that utilized an electrical heater to improve the performance 
of the system with thermodynamic and experimental 
methods. Majumdar et al. [4] developed a numerical model 
of self-pressurization of a cryogenic tank in ground operation 
using GFSSP code. In their model, the effect of liquid phase 
evaporation is considered in a relatively simple way. Zilliac 
[5] developed a thermodynamic model for changing the 
properties of gas in a pressurization system which models the 
self-pressurizing oxidizer system of a moderate-size hybrid 
rocket. In his model, the effect of mass and heat transfer 
between the two phases as well as heat transfer between the 
gas and the tank wall is considered. Karimi et al. [6] 
developed a thermodynamic model for a neutral gas storage 
type pressurization system in a liquid fuel rocket. 
Comparison with experimental data shows that the 
performance of their model is satisfactory. Using thermo-
fluid relationships, Gieras, and Gorgeri [7] developed a 
mathematical model for the discharge of gas and liquid in the 

propulsion tank and the combustion rate of fuel in a hybrid 
liquid-solid rocket engine. Their model was calibrated using 
experimental results and could be used for preliminary 
design. Wang et al. [8] investigated the pressurization 
process in a liquid hydrogen tank during discharge using the 
Fluent 6.3 CFD code. They examined the effect of phase 
change and the structure of the injector (direction of gas to 
enter the tank). According to their results, phase change has 
little influence on the behavior of the system so it can be 
ignored for convenience in numerical simulation. In another 
study, Wang et al. [9] investigated the effects of inlet 
temperature, injector structure, ramp time, wall thickness, 
and outflow rate on the performance of a pressurization 
system in a cryogenic tank. They showed that the effect of 
gas inlet temperature, and injector structure are high. Zuo et 
al. [10] numerically examined the flow of two liquid-vapor 
phases into a cryogenic tank of self-pressurization. They 
used Open Foam as a programming environment. According 
to their results, the speed of calculations of this program is 
several times faster than conventional software.  

Given the numerous advantages of hydrogen (H2), 
including high energy density, cleanliness, and carbon 
neutrality, Ali et al. [11] conducted an investigation into the 
potential opportunities for H2 storage technologies, including 
physical and chemical storage, as well as the recent 
developments and challenges regarding hydrogen storage. 
The insulation of fuel storage tanks represents a significant 
topic of investigation, as evidenced by the work of Yin et al. 
[12]. A review of the recent progress in passive thermal 
protection technologies employed in the insulation structure 
of LH₂ storage tanks was conducted. One method of 
insulation or controllable release of energy is the application 
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of a coating to the storage tank, as demonstrated by Fan et al. 
[13]. The impact of fluidized bed coating temperature, air 
velocity, flow speed, and atomization pressure on the 
adhesion rate, coating integrity, and coating uniformity of the 
coated spherical propellant was examined in the study. Wang 
et al. [14] established a CFD model to investigate the wall 
insulation of a cryogenic tank during discharge on the 
pressurization system. Their results show that the inner 
insulation layer can significantly reduce the gas requirement 
which is more significant with the increase of inlet gas 
temperature. Li et al. [15] numerically examined the 
operating process in the spherical tank of a hydrogen liquid 
rocket. They performed their solution in two dimensions 
using the ANSYS Fluent 17 commercial software. This 
software is utilized extensively for the analysis of fluid 
mechanics issues, encompassing a multitude of physical 
phenomena, including multiphase and turbulent flows. In the 
study of  Li et al. [15], the VOF model is used to solve the 
two-phase flow and the RNG k-ε to model the turbulent flow. 
According to their results, fluid phase change leads to an 
increase in the amplitude of temperature fluctuations. In 
another study, Li and Liang [16] simulated the mass and heat 
transfer between the two phases of gas and liquid inside the 
hydrogen tank during the pressurization process. They 
investigated the effect of temperature and mass flow rate of 
the inlet gas as well as its direction of spraying on the 
problem. In the work of Wang et al. [17], in addition to heat 
transfer inside the tank, the effect of aerodynamic heating is 
also considered. Based on their results, in ordinary 
conditions outside aerodynamic heating cannot penetrate the 
foam layer to facilitate the pressurization performance. In 
other words, if the thermal performance of the outer surface 
of the tank wall does not have a specific case, the effect of 
aerodynamic heating in the CFD simulation of a foam-
insulated tank can be ignored. Mitikov and Shynkarenko [18] 
suggested a method to reduce the final mass of the 
pressurization system by two commands from the control 
system to open the drain valve and close it. In this regard, 
energy management equipment can be employed to enhance 
system performance and reduce its weight, as demonstrated 
by Yilmaz et al. [19]. Barsi, and Kassemi [20] developed a 
two-phase lumped vapor CFD model which was used to 
describe the self-pressurization behavior of a tank partially 
filled with LH2 in normal gravity. Their model is somewhat 
consistent with the experimental data. Numerical results of 
Panzarella, and Kassemi [21] which investigated the 
pressurization of a large cryogenic storage tank indicate that 
in microgravity both buoyancy and natural convection are 
still important and play a significant role in phase 
distribution and tank pressurization. Fester and Bingham 
[22] studied numerous propellant combinations to form a 
small combustion zone. The resulting hot combustion gases 
were used to pressurize the tank to operating pressure and 
then maintain this pressure during outflow. One method for 
enhancing the efficiency of combustion energy release is to 
optimize the detonation process, which is the focus of Yang's 
[23] research. In light of these findings, it may be posited that 
high-performance heritage solid fuels for pyrotechnics, such 
as boron, titanium hydride, and carbon, could be employed 
as injectants for the enhancement of detonation performance, 
thereby mitigating the effects of transients in high-pressure, 
high-rate gaseous injection, as exemplified by scramjets. In 
a recent publication, Scholl et al. [24] presented a novel 
concept of microencapsulated hydrocarbon fuels for the 
development of a monopropellant system. This system is 

employed in rocket engines when the requisite reliability and 
technical simplicity are paramount. 

While the research conducted thus far has yielded 
valuable insights, it is imperative to continue investigating 
this field to gain a more comprehensive understanding. 
Previous studies have typically employed the use of 
commercial software for the detailed examination of flow 
patterns. Other researchers have developed a thermodynamic 
model that necessitates a numerical solution. Moreover, the 
majority of existing research has focused on self-
pressurization systems, with comparatively limited 
investigation of pressurization systems for gas storage. 
Accordingly, the present study employs a straightforward 
analytical thermodynamic model to examine the 
functionality of a pump-fed gas storage pressurization 
system in a liquid fuel rocket. To this end, the behavior of 
the gas within the propellant tanks and the gas storage 
capsules has been examined, and the quantity of gas 
necessary for each tank has been determined. 
 
2. Problem Description  

Figure 1 depicts a schematic representation of the pump-
fed gas storage type pressurization system in a liquid rocket.  

 

 
Figure 1. Schematic of the gas-storage pressurization 

system. 
 
The operation of this system is as follows: the 

pressurizing gas, after flowing from its storage capsules in 
which it is kept under high pressure, passes through a 
pressure-reducing valve and then enters the fuel and oxidizer 
tanks, where it exerts pressure on them. This pressure is 
essential for the prevention of cavitation in engine pumps 
during operation. It is crucial to acknowledge that the storage 
of gas at high pressure in capsules serves the purpose of 
reducing the overall volume and mass of the system. The gas 
is utilized in a gradual manner throughout the course of the 
flight. 
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In liquid fuel rockets, the gas typically flows around the 
engine in order to gain heat before entering the tanks, thereby 
elevating its temperature and, consequently, its pressure. 
This process results in a reduction in the quantity of gas 
required for pressurization and cooling of the engine wall, 
although it introduces additional complexity into the system.  

As illustrated in Figure 1, the upper portion of the tank 
depicts the volume of the pressurizing gas. As previously 
stated, the term "ullage" is used to describe the space above 
the liquid fuel or oxidizer within the tanks into which the gas 
is introduced. The selection of the pressurizing gas is also a 
significant factor, with implications for the overall mass of 
the rocket. This indicates that gases with a lower molar mass 
than air, such as helium, can be an effective means of 
reducing the mass of the system, provided that the system is 
adequately sealed. For a more thorough examination of the 
system's functionality, readers are directed to consult 
reference [25].   

 
3. Thermodynamic Modeling  

The first law of thermodynamics for a control volume in 
the transient state is as follows [26]. 

 
𝑄̇ − 𝑊̇ + ∑𝑚̇𝑖𝜃𝑖 − ∑𝑚̇𝑒𝜃𝑒 =

𝑑𝐸

𝑑𝑡
 (1) 

 
where 
 
𝜃 = ℎ +

𝑉2

2
+ 𝑔𝑧  (2) 

 
is the energy of a flowing fluid and 
 
∆𝐸 = ∆𝑈 + ∆𝐾𝑒 + ∆𝑃𝑒  (3)
  

is the change of system energy. In Eq. (1), 𝑄 ̇ 𝑎𝑛𝑑 𝑊̇ are 
the rate of heat transfer and rate of work, respectively. 
Aditionally, h, V, z, U, Ke, and Pe represent enthalpy, 
velocity, elevation, internal energy, kinetic energy and 
potential energy.   

By ignoring the changes in kinetic and potential energies 
of the system as well as the heat transfer term Eq. (1) can be 
simplified as follows.  
 
−𝑊̇ + ∑𝑚̇𝑖ℎ𝑖 − ∑𝑚̇𝑒ℎ𝑒 =

𝑑𝑈

𝑑𝑡
 (4) 

 
It should be noted that although changes in kinetic and 

potential energies alone can be significant, they are 
negligible in comparison to changes in enthalpy. 
Additionally, while heat transfer does influence the 
outcomes to a degree, its intricate mechanism which 
encompasses both natural and forced convection, as well as 
the aerodynamic heating of the flying device's outer wall 
makes it challenging to model with precision.  

As mentioned before, two important elements of the 
pressurization system are the gas storage capsules and the 
propellant tanks which their equations discuss separately in 
the two following sections. 

 
3.1 Propellant Tanks 

Considering the ullage as the control volume and with 
one input to the ullage, Eq. (4) becomes as follows. 
 
𝑑𝑈

𝑑𝑡
= 𝑚̇𝑖ℎ𝑖 − 𝑝𝑉̇ (5) 
 

In the above equation, p is gas pressure inside the tank, 
𝑚̇𝑖 is the mass flow rate of the gas entering the tank, and 𝑉̇ 
is the gas volume expansion rate. Considering the 
temperature and pressure range in the tank, the ideal gas 
equation of state can be used. Under these conditions, the 
internal energy of the gas is obtained from the following 
relation. 

 
𝑈 = 𝑚𝐶𝑣𝑇 =

𝑃𝑉

𝑘−1
   (6) 

 
By differentiating the above relation with respect to time 

and combining the result with Eq. (5), the following equation 
is obtained for changes in gas pressure inside the tank. 
 
𝑑𝑝

𝑑𝑡
=

𝑘−1

𝑉(𝑡)
𝑚̇𝑖ℎ𝑖 −

𝑘 𝑝
𝑉(𝑡)

𝑑𝑉

𝑑𝑡
 (7) 

 
In deriving Eq. (7), the following assumptions have 

been made. 
1- k= Cp/Cv has a constant value in which Cp and Cv 

are gas specific heats. 
2- The different properties of the gas inside the ullage 

are homogeneous and uniform. In other words, they 
change only with time.  

3- The mass transfer between liquid and gas phases 
due to evaporation and condensation is neglected. It 
should be noted that in the pressurization system of 
the neutral gas storage type, unlike the self-
pressurization type, this assumption is reasonable. 

4- Heat transfer between gas and its environment has 
been neglected. 

In addition to the numerical solution, for the conditions 
of the present study, Eq. (7) has an analytical solution. To do 
this, Eq. (7) can be written as Eq. (8). 
 
  𝑑𝑃

𝑑𝑡
+ 𝑓(𝑡)𝑃 = 𝑔(𝑡) (8) 

 
where, 
 
𝑓(𝑡) = 𝑘

𝑉̇

𝑉(𝑡)
 (9) 

 
and 
 
𝑔(𝑡) =

𝑘−1

𝑉(𝑡)
𝑚̇𝑖ℎ𝑖 (10) 

 
For an ideal gas, Eq. (10) may be written as Eq. (11). 

 
𝑔(𝑡) =

𝑘−1

𝑉(𝑡)
𝑚̇𝑖𝑐𝑝𝑇𝑖  (11) 

 
Equation (8) is a first-order linear ordinary differential 

equation with the following answer [27]. 
 

𝑝(𝑡) =
1

𝜆
∫ 𝑔(𝑡) 𝜆 𝑑𝑡 +

𝑝0

𝜆
 (12) 

 
where, 
 
𝜆 = 𝑒∫ 𝑓(𝑡)𝑑𝑡 (13) 
 

During the entire engine operation time, the mass flow 
rate of the liquid from the tanks is constant. As a result, the 
volume of the gas in the tank will be a linear function of time, 
which is obtained from the following equation. 
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𝑉(𝑡) = 𝑉0 + 𝑉̇𝑡 (14) 
 

In Eq. (14) V0 is initial volume of the gas. Also in this 
study, based on experimental results [6] and for modeling 
convenience, the mass flow rate of the inlet gas is considered 
a constant or a linear function of time depending on the 
period of the pressurization process. For these conditions, it 
can be written as: 
 
𝑚̇𝑖 = 𝑎 + 𝑏𝑡 (15) 
 
where a and b are constant.  

Using the equations above, we can find the answer to Eq. 
(8). This answer shows the changes in gas pressure inside the 
tank during engine operation. 
 
 𝑝(𝑡) =

𝑅 𝑇𝑖

𝑉̇V(𝑡)𝑘 {𝑚̇𝑖(𝑡)𝑉(𝑡)𝑘 − 𝑚̇𝑖0𝑉0
𝑘 −

𝑏

(𝑘+1)𝑉̇
[V(𝑡)𝑘+1 −

𝑉0
𝑘+1]} + 𝑝0 [

𝑉0

𝑉(𝑡)
]

𝑘

 (16) 
 

In the above equation, R is the gas constant, and p0 is 
the initial pressure of the gas. In general, the answer to Eq. 
(8) is obtained by numerical calculation methods such as 
Euler or Range-Kutta [28]. 

The density of the gas inside the tank is also obtained 
from the following equation. 
 
𝜌(𝑡) =

𝑚(𝑡)

𝑉(𝑡)
=

1

𝑉(𝑡)
(𝑚0 + ∫ 𝑚̇𝑖  𝑑𝑡) (17) 

 
where m0 is the initial mass of the gas inside the tank. To 
obtain the temperature at any instant in time, the ideal gas 
equation of state can be used as follows. 
 
𝑇(𝑡) =

𝑝(𝑡)

𝜌(𝑡)𝑅
 (18) 

 
3.2 Gas Storage Capsules 

For gas-storage capsules with no work, Eq. (4) becomes 
as follows. 
 
−𝑚̇𝑒 (ℎ𝑒 +

𝑉𝑒
2

2
) =

𝑑𝑈

𝑑𝑡
 (19) 

 
Using the ideal gas equation and the definition of internal 

energy, i.e. Eq. (4), Eq. (19) can be written as 
 
−𝑚̇𝑒 (𝐶𝑝𝑇𝑒 +

𝑉𝑒
2

2
) = 𝐶𝑣𝑚

𝑑𝑇

𝑑𝑡
+ 𝐶𝑣𝑇

𝑑𝑚

𝑑𝑡
 (20) 

 
Due to the large difference between the gas pressure 

inside the capsules and the outlet pressure of the reducer 
valve, flow chokes at the outlet of the valve, and the Mach 
number becomes equal to 1 [29]. This means that the speed 
of the gas is equal to the speed of sound. As a result, we will 
have: 
 
−𝑚̇𝑒 (

𝑘𝑅

𝑘−1
𝑇𝑒 +

𝑘𝑅𝑇𝑒

2
) = 𝐶𝑣𝑚

𝑑𝑇

𝑑𝑡
− 𝐶𝑣𝑇𝑚̇𝑒 (21) 

 
By simplifying the above equation and the relationship 

between the outlet static temperature and the stagnation 
temperature inside the capsule, we can write [29]: 
 
(1 − 𝑘)𝑚̇𝑒𝑇 = 𝑚

𝑑𝑇

𝑑𝑡
 (22) 

 

In the case of chocked flow, the mass flow rate of the gas 
is obtained from the following relation [29]. 
 
𝑚̇ = 𝑓𝐴∗ 𝑝

√𝑇
 (23) 

 
where, 
 

𝑓 = √𝑘

𝑅
(

2

𝑘+1
)

𝑘+1

𝑘−1 (24) 

 
Here A* is the area of the critical throat where the Mach 

number is equal to 1. Thus, Eq. (22) can be written as 
 
(1 − 𝑘)𝑓𝐴∗ 𝜌𝑅𝑇

√𝑇
𝑇 = 𝜌∀

𝑑𝑇

𝑑𝑡
 (25) 

 
or 
 
−

(𝑘−1)

∀
𝑓𝐴∗𝑅𝑇3 2⁄ =

𝑑𝑇

𝑑𝑡
 (26) 

 
By solving the above equation and a little algebraic 

operation, the temperature changes of the gas inside the 
capsule will be as follows. 
 
𝑇 =

𝑇0

{[
(𝑘−1)

2∀
𝑓𝐴∗𝑅√𝑇0]𝑡+1}

2 (27) 

 
where T0 is the initial temperature of the gas and ∀ is the 

capsule volume. The Eq. (27) can be written as a simple form 
as Eq. (28). 
 
𝑇

𝑇0
= (1 + 𝐵𝑡)−2 (28) 

 
where, 
 
𝐵 = [

(𝑘−1)

2∀
𝑓𝐴∗𝑅√𝑇0] (29) 

 
The changes in gas density are equal to 

 
𝑑𝜌

𝑑𝑡
= −

𝑚̇

∀
 (30) 

 
Using the mass flow rate formula and the ideal gas 

equation, we will have 
 
𝑑𝜌

𝜌
= −

𝑓𝐴∗𝑅

∀

𝑇

√𝑇
𝑑𝑡 (31) 

 
which can be written as Eq. (32) by applying the 

temperature equation. 
 
𝑑𝜌

𝜌
= −

𝑓𝐴∗𝑅√𝑇0

∀

𝑑𝑡

(1+𝐵𝑡)
 (32) 

 
By solving the above equation, the gas density changes 

inside the capsule are obtained as follows. 
 
𝜌

𝜌0
= (1 + 𝐵𝑡)−

2

𝑘−1 (33) 

 
where B is defined in Eq. (29). By applying the ideal gas 

equation, the gas pressure variations are obtained as Eq. (34). 
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𝑝

𝑝0
= (1 + 𝐵𝑡)−

2𝑘

𝑘−1 (34) 

 
By knowing the amount of mass of the gas required for 

pressurization, the number of gas storage capsules can be 
obtained. In this instance, the following relationship exists 
between the pressure, temperature, volume, mass, and 
number of gas storage capsules (N), whereby Z represents the 
gas compressibility factor. 
 
𝑝(𝑁∀) = 𝑚𝑍𝑅𝑇 (35) 
 

It is important to note that ∀ represents the volume of 
each individual capsule. Therefore, N∀ represents the total 
volume of all capsules. For calculating the compressibility 
factor, the famous Lee-Kesler equation of state can be used 
[30]. 
 
𝑍 =

𝑃𝑟𝑣𝑟

𝑇𝑟
= 1 +

𝐵

𝑣𝑟
+

𝐶

𝑣𝑟
2 +

𝐷

𝑣𝑟
5 +

𝑐4

𝑇𝑟
3𝑣𝑟

2 (𝛽 +
𝛾

𝑣𝑟
2) 𝑒𝑥𝑝 (−

𝛾

𝑣𝑟
2) (36) 

 
in which 
 
𝐵 = 𝑏1 −

𝑏2

𝑇𝑟
−

𝑏3

𝑇𝑟
2 −

𝑏4

𝑇𝑟
3                                                      (37) 

 
𝐶 = 𝑐1 −

𝑐2

𝑇𝑟
+

𝑐3

𝑇𝑟
3                                                               (38) 

 
𝐷 = 𝑑1 +

𝑑2

𝑇𝑟
                                                                      (39) 

 
and 
 
𝑇𝑟 =

𝑇

𝑇𝑐𝑟
, 𝑃𝑟 =

𝑝

𝑃𝑐𝑟
, 𝑣𝑟 =

𝑣𝑃𝑐𝑟

𝑅𝑇𝑐𝑟
                                             (40) 

 
where Tcr= 132.5 K, Pcr= 37.7 bar, and ρcr=  11.325 kg/m3 
are the critical temperature, critical pressure, and critical 
density of the gas, respectively. Also, the constants utilized 
in the aforementioned equation can be found in Ref. [30]. 

 
4. Results and Discussion 

In this section, the performance of the obtained 
thermodynamic model is evaluated by comparing its results 
with experimental data [6]. The conditions utilized for the 
calculation of the results, as well as the properties of the 
liquids and the gas, are presented in Tables 1 and 2. 
 
Table 1. Liquid properties and solution conditions. 

Quantity Upper tank Lower tank 
Density 804 kg/m3 1596 kg/m3 
Mass flow rate 25 kg/s 92 kg/s 
Initial temperature 300 K 300 K 
Initial pressure 1.4 bar 0.86 bar 
Required ullage pressure 6 bar 6.2 bar 

 

Table 2. Gas properties and solution conditions. 

Quantity Upper tank Lower tank 
Density Ideal gas Ideal gas 
Specific heat capacity 1005 J/kg.K 1005 J/kg.K 
Initial volume 0.19 m3 0.3 m3 
Inlet temperature 425 K 425 K 
Initial temperature 300 K 300 K 
Relative cut-off time 0.29 ---- 

 

In accordance with the aforementioned conditions, the 
variations in gas pressure within the ullage of the lower and 
upper tanks are illustrated in Figures 2 and 3. The relative 
time represented in these figures is obtained by dividing the 
instantaneous time by the total time of engine operation. 
 

 
Figure 2. Comparison of changes in gas pressure inside the 

lower tank obtained from the thermodynamic model with 

experimental data [6]. 
 

 
Figure 3. Comparison of changes in gas pressure inside the 

upper tank obtained from the thermodynamic model with 

experimental data [6]. 
 

According to these figures, the total operating time of the 
pressurization system is divided into three parts. The first 
section of the figures is the pre-pressurization period until the 
tank pressure reaches the nominal value of about 6 bar and 
then the engine starts. The second stage is from the time the 
engine is started until the gas is cut to the upper tank. And 
the third part is from the time of cutting the gas to the end of 
the engine operation. It should be noted that the reason for 
cutting off the inlet gas to the upper tank is to provide the 
required ullage pressure by the amount of gas entering the 
tank up to this point and the effect of acceleration of the 
rocket. As a result, to reduce the mass of the gas, its inlet to 
the upper tank is cut off after a while. In these situations, the 
efficacy of sensors and the reliability of a robust model for 
their estimation can have a significant impact on the 
management of rocket engine health [31]. 

It is observed from Figures 2 and 3 that after shutting off 
the inlet gas to the upper tank its pressure decreases while for 
the lower tank, on the contrary, its pressure increases. This is 
because after cutting off the gas in the upper tank, the total 
mass flow of the gas enters the lower tank. Also, as can be 
seen, except for the final moments of the engine operation, 
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where the difference between the modeling results and the 
experimental data for the upper tank is significant, in other 
cases, there is a good agreement between the two. The reason 
for this difference is the heat transfer from the tank walls, 
which is affected by aerodynamic heating, to the internal gas, 
which has been neglected in thermodynamic modeling. More 
explanation is that a reduction in gas pressure within the 
upper tank at the end time of the system's operation, as 
illustrated in Fig. 3, results in a decline in gas temperature, 
reaching a point below that of the tank wall temperature. This 
phenomenon initiates a heat transfer from the wall, which has 
been subjected to aerodynamic heating and is consequently 
at a higher temperature, to the gas, leading to an increase in 
its temperature and pressure. According to Figure 3, this 
difference increases as the engine runs out of time when the 
pressure and consequently the upper tank temperature are 
significantly reduced. Given that the modeling results predict 
the pressure to be less than the actual value, this can be 
considered a reliability factor for designing the pump inlet 
pressure. 

To see the gas temperature changes, diagrams for both 
the upper and lower tanks are plotted in Figure 4. As can be 
seen, the gas temperature of the upper tank drops to about 
260 K (-13 oC) due to the cut-off of the inlet gas. 

 

 
Figure 4. Changes in gas temperature inside the propellant 

tanks using the present model. 
 

Using Eq. (7), the required mass flow rate of the gas in 
the pre-pressurization process can be calculated from the 
following equation. 
 
𝑚̇𝑖1 =

(𝑝−𝑝0)𝑉0

𝑘𝑅 𝑇𝑖𝑡1
 (41) 

 
where t1 is the pre-pressurization time and p is the 

pressure required at the end of the pre-pressurization time to 
start the engine. Also, the mass flow rate of the gas in the 
second stage, when the gas pressure remains almost constant, 
is obtained approximately from the following equation. 
 
𝑚̇𝑖2 =

𝑃

𝑅 𝑇𝑖
⋅

𝑚̇𝑙

𝜌𝑙
 (42) 

 
where 𝑚̇𝑙 and ρl are the output mass flow rate of the liquid 
propellant and its density, respectively. In a real problem, the 
liquid fuel discharge from the tank is obtained based on the 
needs of the engine. Also, the inlet gas flow rate to the tank 
is determined based on the need for inlet pressure to the 

pumps. This pressure can be calculated from the following 
equation [6]. 
 
𝑃𝑝 = 𝑃𝑢 + 𝜌𝐻𝑎 − 0.58𝜌𝑉𝑝

2 − 𝜌ℎ𝐿 (43) 
 
where, 

 
𝑎 = 𝑔𝑠𝑖𝑛𝜃 + 𝑥̈    (44) 

 
is the acceleration of the flying device and 

𝐻 = 𝐻0 −
𝑚̇𝑙

𝜌𝑙𝐴𝑡
𝑡  (45) 

 
is the height of the fluid from the level of the liquid 

propellant in the tanks to the pump inlet. In addition, Vp is 
the liquid velocity at the pump inlet and ρhL is the pressure 
loss in the pipeline before the pump. It should be noted that 
the mass flow rate obtained from the Eq. (42) is the required 
mass flow rate or is an average value while it decreases 
almost linearly in the pre-pressurization period as follows. 
 
𝑚̇𝑖 = 𝑎 + 𝑏𝑡 (46) 
 

Since the pre-pressurization time is before the zero time, 
so at the time t=0, 𝑚̇𝑖 = 𝑚̇𝑖2. Thus, the constant ‘a’ will 
equal to 𝑚̇𝑖2. To obtain the constant ‘b’ in Eq. (46), the Eq. 
(7) can be written as 
 
𝑑𝑝

𝑑𝑡
=

𝑘−1

𝑉0
𝑚̇𝑖𝐶𝑝𝑇𝑖 (47) 

 
By integrating the above equation and using Eqs. (42), 

(43), and (44), the value of ‘b’ is obtained as 
 
𝑏 = 2

(𝑚̇𝑖1−𝑚̇𝑖2)

𝑡1
 (48) 

 
And thus, the relation for pre-pressurization mass flow 

rate can be written as the following equation. 
 
𝑚̇𝑖 = 𝑚̇𝑖2 + 2

𝑚̇𝑖1−𝑚̇𝑖2

𝑡1
𝑡 (49) 

 
According to previous discussions, changes in the mass 

flow rate of the inlet gas to the upper and lower tanks are 
shown in Figures 5 and 6 and compared with the 
experimental data. Such changes in mass flow rate occur in 
the type of liquid fuel rocket whose pressurization system 
uses gas storage capsules. 

 

 
Figure 5. Changes in the mass flow rate of the inlet gas to 

the upper tank [6]. 
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Figure 6. Changes in the mass flow rate of the inlet gas to 

the lower tank [6]. 
 

As mentioned earlier, the pre-zero time section is for the 
pre-pressurization period until the tank pressure reaches the 
nominal value and then the engine starts. The mass flow is 
then reduced to an almost constant value so that the tank 
pressure is maintained at its nominal value. It is observed that 
after cutting off the gas of the upper tank, the total mass flow 
rate enters the lower tank, and its flow rate increases at once. 

Figure 7 shows the changes in the total mass flow rate to 
the tanks based on modeling results and experimental data. 
The values of this figure are equal to the sum of the values 
of the two Figures 5 and 6, which come out of the gas storage 
capsules and pass through the pressure-reducing valve. 
 

 
Figure 7. Changes in the total mass flow rate of the gas 

entering the tanks [6]. 
 
By integrating the above diagrams with respect to time, 

the mass of the consumed gas as a function of time is 
obtained which is shown in Figure 8. As can be seen, the 
difference in the final mass of the gas for the two diagrams 
is about 4%. By knowing the amount of mass of the gas 
required for pressurization, the number of gas storage 
capsules can be obtained. 

Depending on the amount of mass consumed and the 
volume of the ullage at any given time, changes in gas 
density can be obtained during engine operation. The results 
so obtained for the gas density variations are plotted in 
Figures 9 and 10 for both lower and upper tanks. In this case, 
the maximum difference that occurs for the lower tank is less 
than 8 %. Generally speaking, there is a good agreement 
between the results of thermodynamic modeling and the 
experimental data. Table 3 shows the maximum difference 
for the various quantities including mass, pressure, and 

density of the gas for both upper and lower tanks during the 
whole time of engine operation. 

 
Figure 8. Changes in the total mass of the incoming gas to 

the tanks. 
 

In the following, based on the relationships derived in 
Sec. 3.2, the time variations of the pressure and temperature 
of the gas inside the gas storage capsules are plotted in 
Figures 11 and 12 and compared with the experimental data 
[6]. As can be seen, there is a good agreement between these 
graphs except in the last moments. This difference can be 
caused by the effect of heat transfer that occurs when the 
temperature of the gas inside the capsules drops. 

 

 
Figure 9. Changes in gas density inside the lower tank using 

the present model and experimental data.  
 

 
Figure 10. Changes in gas density inside the upper tank 

using the present model and experimental data. 
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Table 3. The maximum difference between thermodynamic 

modeling results and experimental data [6]. 

Quantity Tank Model Exp. [6] Error (%) 

Mass 
Lower  23.26 kg 22.14 kg 5.09 
Upper 5.93 kg 5.76 kg 2.98 
Total 29.06 kg 27.89 kg 4.17 

Pressure 
Lower 3.82 bar 4.4 bar 13.18 
Upper 1.25 bar 1.86 bar 32.53 

Density 
Lower 6.2 kg/m3 5.82 kg/m3 6.53 
Upper 5.32 kg/m3 4.95 kg/m3 7.47 

 

 
Figure 11. Pressure variations inside the gas-storage 

capsules using the present model and experimental data [6]. 

 

 
Figure 12. Temperature variations inside the gas storage 

capsules using the present model and experimental data [6]. 
 

Based on the obtained results, the final mass of the gas 
inside the capsules is about 7.5 kg, which shows the total 
initial mass of the gas with the amount of mass used for the 
propellant tanks. Figure 13 shows the time variations of the 
gas mass inside the capsules for both ideal gas behavior and 
when the gas compressibility factor, Z, is considered. It 
should be noted that due to the gas pressure loss when 
passing through the reducing valve and the path until it 
reaches the tanks, some gas remains inside the capsules. In 
cases where there is a pressure-reducing valve after the 
capsules, this valve while reducing the high pressure of the 
capsules, is responsible for controlling the ullage pressure of 
the propellant tanks at the nominal value. In the beginning, 
when the pre-pressurization of the tanks starts and the 
pressure of the tanks increases, the cross-sectional area of the 
valve throat decreases until it reaches its minimum value. 
When the engine starts at time t=0, due to the increase in the 
volume of the ullage on one side and the decrease in the 
pressure of the gas storage capsules on the other side, the 

valve increases its cross-sectional area to reach its initial 
maximum value to prevent the decrease in the pressure of the 
tanks. From here on, the cross-section of the valve remains 
constant and the pressure of the propellant tanks gradually 
decreases due to the decrease in the inlet mass flow rate. 
Figure 14 shows the changes in the cross-section of the 
valve's throat. 

 

 
Figure 13. Time variations of gas mass inside the gas storage 

capsules with and without compressibility factor effect, Z. 

 

 
Figure 14. Variations of the cross-sectional area of the valve 

throat. 

 

5. Conclusions 

The objective of this study is to examine the alterations 
in the properties of the gas within the pressurization system 
of a liquid fuel rocket by developing an analytical 
thermodynamic model. The process encompasses the 
entirety of the engine's operational duration. To validate the 
performance of the thermodynamic model, the results are 
compared with the experimental data for the gas properties 
inside the ullage as well as the gas storage capsules. The 
following are the most notable outcomes of this study.   
• A comparison of the results reveals that the discrepancy 

in outcomes is most pronounced for the upper tank gas 
pressure in the last moments, due to ignoring the impact 
of heat transfer from the wall. This discrepancy reaches 
approximately 32%. At other times, however, the 
modeling results predict well the experimental data. In 
addition, the modeling results show that the mass of the 
gas used to pressurize the tanks is only about 4% higher 
than the experimental value.   

• For the gas storage capsule, there is also a good 
agreement between the modeling results and the 
experimental data except at the end moments due to the 
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ignoring heat transfer such as propellant tanks. Using the 
obtained results, it is possible to specify the initial mass 
of the gas as well as the remained gas in the capsules. In 
addition, one can observe the approximate changes in 
the critical cross-sectional area of the pressure-reducing 
valve, which also acts as an ullage pressure controller. 

• As a consequence, the derived model can be employed 
with an acceptable degree of precision to examine 
temporal alterations in gas characteristics throughout the 
course of engine operation. The determination of the 
system's behavior requires only a few minutes, given the 
relationships obtained. 

 
Nomenclature 

a acceleration (m/s2) 
Cp specific heat at constant pressure (J/kg.K) 
Cv specific heat at constant volume (J/kg.K) 
g gravity acceleration (m/s2) 
h specific enthalpy (J/kg) 
H fluid height (m) 
k gas-specific heat ratio 
Ke kinetic energy (J) 
m mass (kg) 
𝑚̇ mass flow rate (kg/s) 
N number of capsules 
p pressure (Pa) 
Pe potential energy (J) 

𝑄̇ rate of heat transfer (W) 

R gas constant (J/kg.K) 
t time (s) 
T temperature (K) 
U internal energy (J/kg) 
∀ volume (m3) 

𝑉̇ volume expansion rate (m3/s) 

𝑊̇ work per time or power (W) 

𝑥̈ acceleration (m/s2) 
z hight (m) 
Z gas compressibility factor 

Greek Symbols 

ρ density (kg/m3) 
θ pith angle (rad) 

Subscripts 

e exit 
i inlet 
g gas 
l liquid 
0 initial conditions 
p pump 
u ullage 
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Abstract  

 

The study addresses global energy challenges by proposing a hybrid biomass and solar energy system for power 

generation and water desalination. A model is applied to two cities in Northeast Brazil (Natal-RN and Fortaleza-CE), 

targeting urban centers with waste and sunny coastal regions. Key variables include residue composition, heating 

value, and quantity, essential for energy efficiency assessment. Energy, exergy, and economic (3E) analyses using 

Scilab software compare four configurations: the base Rankine cycle, Rankine with an external superheater (ESH), 

Rankine with concentrated solar power (CSP), and Rankine with CSP integrated with desalination. Results show that 

higher pressures and temperatures enhance efficiency, reducing solar field area by 16% when pressure and temperature 

increase from 4.5 MPa/400°C to 6.5 MPa/500°C. Fortaleza-CE, with higher solar irradiation, requires smaller solar 

fields than Natal-RN. Integrating desalination into CSP cycles increases Levelized Cost of Energy (LCOE) by up to 

7.6% and solar field area due to higher energy demands but provides potable water, with water recovery rates around 

10% of seawater input. The findings underscore the importance of optimizing operating conditions and leveraging 

local solar resources to maximize socio-economic benefits. 

 

Keywords: Hybrid system; biomass; solar energy; power generation; desalination. 

 

1. Introduction 

The increasing demand for energy highlights the need to 

implement renewable sources as safe, reliable, and economical 

alternatives while reducing greenhouse gas emissions and 

ensuring system resilience to fluctuations [1]. 

Renewable energy systems are categorized as single-source 

or hybrid systems. Single-source systems rely on one energy 

source, like wind or solar, supported by storage and electrical 

devices. Hybrid systems, however, combine two or more power 

generation options, integrating renewable and non-renewable 

sources along with storage and electrical components [2]. 

This paper explores renewable solutions for electricity 

generation and desalination in Brazil, emphasizing solar 

systems for fuel cost savings in regions with high solar potential. 

However, intermittency and battery life challenges necessitate 

integrating continuous energy sources such as geothermal, 

biomass, or ocean thermal energy [3]. 

Studies on thermodynamic and economic analyses of hybrid 

systems demonstrate their cost-effective and sustainable potential. 

Combined heat and power (CHP) systems improve efficiency 

through heat utilization for both power and heating. Advanced heat 

transfer strategies, including hybrid nanofluids (e.g., Al2O3-

SiO2/water) and magnetite nanofluids, significantly enhance 

convective heat transfer and reduce energy losses, showcasing 

innovative approaches in renewable energy systems [4], [5], [6], [7]. 

Table 1 highlights diverse applications of hybrid renewable 

energy systems that integrate solar, wind, biomass, and fuel cell 

technologies. These studies underline improvements in 

efficiency, cost reduction, carbon footprint minimization, and 

innovative technological approaches to address energy demands 

and environmental goals. 

Desalination is a key focus of this research due to water 

scarcity, with Earth’s water being 96.5% oceanic. The 

Humidification-Dehumidification (HDH) process is chosen for 

its simpler design, lower temperatures, and atmospheric 

pressure operation, making it a cost-effective option for 

decentralized applications. However, HDH has lower energy 

efficiency and water recovery rates compared to advanced 

technologies like Reverse Osmosis (RO) [28], [29]. 

Reverse Osmosis (RO) is the most widely used desalination 

method due to its efficiency and scalability, with recovery rates 

of 40–60%. However, its higher energy consumption (2–6 

kWh/m³ for seawater) and complex pre-treatment requirements 

increase costs. In contrast, HDH offers lower energy demands, 

making it suitable for regions with solar energy and limited 

infrastructure [29], [30]. 

Alternative desalination methods include Membrane 

Distillation (MD), which uses low-grade heat and achieves high 

salt rejection rates, and Electrodialysis (ED), effective for 

brackish water with lower energy consumption than RO. 

However, MD’s higher costs and ED’s limitations with high-

salinity water make RO the preferred choice, while HDH 

remains a practical solution for decentralized regions with high-

salinity water [31], [32]. 

Wind-powered desalination systems paired with RO or ED 

offer renewable solutions but require energy storage due to wind 
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intermittency, raising costs. HDH integrates seamlessly with 

solar energy, aligning with natural solar cycles, making it more 

cost-effective and sustainable for sun-rich, decentralized 

communities [33]. 

Biomass is highlighted as a renewable energy source 

capable of simultaneously producing energy, fuels, and bio-

based materials. In Brazil, 81.8 million tons of municipal solid 

waste (MSW) were produced in 2022, with 61% disposed of in 

landfills. Biomass conversion to energy can be achieved via 

thermochemical and biochemical technologies, supporting the 

food-energy-water nexus [34], [35], [36]. 

The paper shows a novel energy, exergy, and economic (3E) 

approach of a hybrid biomass-solar system for electricity 

generation and desalination. The methodology includes 

literature review, technical analysis, and economic modeling to 

evaluate energy efficiency, heat transfer rates, and cost-

effectiveness of the proposed system [37]. 

The study proposes a model applied to two cities in Brazil’s 

Northeast, using Scilab software to compare hybrid and 

conventional cycles. Results show reduced fuel consumption 

and savings during peak sunlight hours. Solar integration in the 

desalination unit using HDH technology achieves 

approximately 10% efficiency, addressing energy challenges 

and water scarcity through innovative solutions. 

 

2. Materials and Methods 

To provide a clear overview of the study's workflow, 

Table 2 summarize the steps followed for the technical, 

exergy, and economic analyses. 

 

2.1 Characterization of the areas 

The average daily global horizontal solar irradiation in 

Brazil ranges from 3.5 to 6.25 kWh/m2 per year [38]. Figure 1 

illustrates a solar map of Brazil displaying the values of global 

horizontal irradiance (GHI).  

The study focuses on two Brazilian cities, Natal-RN 

(5°47'42"S, 35°12'32"W) and Fortaleza-CE (3°43'06"S, 

38°32'34"W), both located in the northeastern region of Brazil, 

as shown in Figure 1. 

Both cities (Fortaleza-CE and Natal-RN) benefit from high 

solar irradiation, with annual Global Horizontal Irradiance 

(GHI) values ranging between 5.5 to 6.5 kWh/m² per day 

(Figure 2), making them suitable for solar energy integration. 

Figure 2 shows that Fortaleza consistently exhibits slightly 

higher GHI values compared to Natal, offering an advantage in 

solar energy applications [39]. 

Regarding municipal solid waste (MSW) amount and 

biogas potential, both cities generate significant amounts of 

MSW. Natal produces 728.58 tons per day (tpd), with an 

estimated lower heating value (LHV) of 7,725.7 kJ/kg, while 

Fortaleza generates approximately 3,750.79 tpd with an LHV of 

8,297.5 kJ/kg [40]. These waste streams are rich in organic 

matter, plastics, and paper, as described in Table 3, which are 

key contributors to biogas production. The average biogas 

composition includes 60% methane, 30% carbon dioxide, and 

minor components, yielding an LHV of 30 MJ/kg [41]. 

Table 3 shows the average gravimetric composition of 

municipal solid waste in Natal-RN and Fortaleza-CE, along 

with the results of the LHV value, which is calculated using 

equation (1), according to Kumar and Samader [42]. 

 

LHVw= ∑ xi LHVi

i

 (1) 

 

Where: 𝑥𝑖 is the mass fraction of the residue and 𝐿𝐻𝑉𝑖 is 

the lower heating value of each waste type. 

 

Table 2. Summary of this work. 
Step Description Tools/Models Outputs 

Area 

Characte-
rization 

Identification of solar 
and biomass potential in 

selected locations (Natal-

RN, Fortaleza-CE). 

Solar and 

waste data 
analysis 

Input 
parameters 

for energy 

modeling. 

Techni-

cal 
Analysis 

Simulation of Rankine 
cycles under different 

configurations (base, 

CSP, desalination, etc.). 

Scilab 

System 

efficiency 

and 
performanc

e metrics. 

Exergy 
Analysis 

Assessment of 

irreversibilities and 
second-law efficiencies 

for all components. 

Exergy 

balance 

equations 

Irreversibili
ty hotspots 

and 

efficiency 
metrics. 

Econo-

mic 

Analysis 

Calculation of Levelized 

Cost of Energy (LCOE) 
and feasibility of each 

configuration. 

LCOE 
formula 

Financial 

feasibility 
and cost 

comparison 

 

 
Figure 1. Annual Average Global Horizontal Irradiation in 

Brazil [38 adapted]. 

 
Figure 2. Monthly Average Global Horizontal Irradiation 

(GHI) in Natal-RN and Fortaleza-CE [39]. 
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Table 3. Average Gravimetric Composition of MSW in 

Natal-RN, and Fortaleza-CE and Results of LHV. 
  Natal-RN Fortaleza-CE 

Waste 

Type 

LHV 

[kJ/kg] 
% wt 

LHV 

[kJ/kg] 
% wt 

LHV 

[kJ/kg] 

Organic 

Matter 
5485.2 33.5 1839.74 34.9 1914.34 

Paper / 

Cardboard 
16874.1 5.2 870.70 5.9 995.57 

Plastics / 

Tetra Pack 
26363.4 17.2 4539.77 18.7 4929.95 

Wood 10543.7 0.7 73.81 0.2 21.09 

Textiles 14551.9 2.8 401.64 3.0 436.56 

Other 

(recyclable) 
NA 40.6 0 37.3 0 

Total  100 7725.7 100 8297.5 

Reference [43] [44 adapted] [45 adapted] 

 

2.2. Base Cycle, Hybrid Cycle, and Desalination Unit 

The study is based on the Rankine cycle, analyzing four 

configurations: (a) base Rankine cycle using municipal solid 

waste (MSW) as the fuel (Figure 3), (b) a Rankine cycle with an 

external superheater fueled by biogas from MSW (Figure 4), (c) 

a hybrid cycle with boiler feedwater preheating using 

concentrated solar power (CSP) (Figure 5), and (d) a hybrid 

cycle using MSW as a fuel source with CSP-based boiler water 

preheating and a desalination unit (Figure 6). 

These cycles include the following components: (A) 

condensing-extraction steam turbine coupled to an electrical 

generator, (B) mass-burning boiler fueled by MSW, (C) 

condensers, (D) heat exchangers, (E) cooling tower, (F) external 

superheater, (G) solar field, and (P) pumps. 

In the base Rankine cycle (Figure 3), the working fluid is 

superheated in the boiler (B), expanded in the steam turbine (A), 

and condensed in the condenser (C1), where it is cooled to the 

saturated liquid state. It then passes through the pump (P2) and 

the heat exchanger (D1), where it is preheated using steam 

extracted from the turbine. After passing through pump (P1), the 

fluid is pressurized before returning to the boiler (B). 

In the Rankine cycle with an external superheater (Figure 4), 

before entering the turbine, the working fluid is superheated in 

an external unit powered by biogas generated from MSW. This 

reduces the thermal load on the boiler, protecting its 

components by shifting the superheating process to an external 

device. 

In the hybrid Rankine cycle (Figure 5), the boiler feedwater 

(B) is preheated as it passes through a heat exchanger (D2), 

which receives thermal energy from the solar field (G). The 

fluid circulating in the solar collector is thermal oil, which 

indirectly transfers heat to the boiler feedwater. 

In the hybrid Rankine cycle with HDH desalination (Figure 

6), the solar field (G) heats saline water, which can be either 

seawater or brackish water. The water is initially preheated in 

the heat exchanger (D3) using steam from the extraction-

condensing turbine (A). It is then further heated and used to 

humidify dry air in the humidification chamber (D4). The 

humidified air, now carrying steam, passes through the 

dehumidification chamber (C2), where it meets cooled surfaces, 

leading to condensation and freshwater collection, while the dry 

air can be recirculated. 

 

2.3. Technical Analysis 

Energy and exergy analyses of cycles are accomplished for 

each component or system involved. The analysis of these 

cycles operates under the following assumptions [37], [46]: (i) 

all thermodynamic processes are considered to be adiabatic 

(except solar collectors), and in steady state, (ii) kinetic and 

potential energy effects are negligible, (iii) heat loss from the 

pipes are negligible, (iv) at the inlet of the pumps, stream is 

assumed to be a saturated liquid, (v) at the inlet of the 

desalination process, stream from the turbine is a saturated 

vapor and at the outlet it is a saturated liquid, (vi) stream 14 to 

15 are carried out at a constant temperature, and (vii) the water 

produced is pure water. The energy and exergy analyses for the 

cycles in Figures 3 to 6, are carried out using Scilab software 

and the equations provided in Table 4. Input data necessary for 

computational simulations are detailed in Table 5. 

 

Table 4. Equations for the components/processes in the cycles. 

 Equation  

Extraction-condensing steam turbine (A) (* Rankine base / 

Rankine+ESH / Rankine+ESH+CSP) (**Rankine+ESH+CSP+Desal) 

ṁin,Turb=ṁout,Turb- ∑ ṁextr,Turb   (2) 

npol= (hin-hout) (hin-hout,s)⁄  (3) 

ẆTurb=ṁin,Turb(hin-h1st ext)+ ∑ ṁextr,Turb (hext-hout) (4) 

Ėxin,Turb=ṁ
in,Turb

exin,Turb (*) 

Ėxout,Turb=ẆTurb+ṁ6ex6+ṁ7ex7+ĖxD,Turb (*) 

(5) 

(6) 

Ėxin,Turb=ṁ
in,Turb

exin,Turb (**) 

Ėxout,Turb=ẆTurb+ṁ6ex6+ṁ7ex7+ṁ14ex14+ĖxD,Turb (**) 

(7) 

(8) 

Mass-burning Boiler (B)  

Q̇
B
=ṁ4(h5-h4)=ṁMSW LHVMSW η

B
+ṁairhair (9) 

Eẋin=ṁ4ex4+ṁMSW LHVMSW η
B
 φ

MSW
+ṁairexair 

Ėxout=ṁexhexexh+ṁ5ex5+ĖxD,B 

(10) 

(11) 

Condenser (C1)  

Q̇
C1

=ṁ6(h6-h1)=ṁ9(h8-h9) (12) 

Eẋin=ṁ6ex6+ṁ9 ex9 

Ėxout=ṁ1ex1+ṁ8ex8+ĖxD,C1 

(13) 

(14) 

Dehumidifier (C2)  

Q̇
C2

=ṁ21h21-(ṁ22h22+ṁ25h25)=ṁcw(hcw,out-hcw,in) (15) 

Eẋin=ṁ21ex21+ṁcwexcw 

Ėxout=ṁ22ex22+ṁ25ex25+ṁcwexcw+ĖxD,C2 

(16) 

(17) 

Heat Exchanger (D1)  

ṁ2h2+ṁ7h7=ṁ3h3 (18) 

Eẋin=ṁ2ex2+ṁ7ex7 

Ėxout=ṁ3ex3+ĖxD,D1 

(19) 

(20) 

Heat Exchanger (D2)  

Q̇
D2

=ṁ11(h4-h11)=ṁ12(h12-h13) (21) 

Eẋin=ṁ11ex11+ṁ12ex12 

Ėxout=ṁ4ex4+ṁ13ex13+ĖxD,D2 

(22) 

(23) 

Heat Exchanger (D3)  

Q̇
D3

=ṁ14(h15-h14)=ṁ19(h20-h19) (24) 

Eẋin=ṁ19ex19+ṁ14ex14 

Ėxout=ṁ15ex15+ṁ20ex20+ĖxD,D3 

(25) 

(26) 

Humidifier (D4)  

Q̇
D4

=ṁ16(h16-h17)=ṁ20h20+ṁ24h24-(ṁ21h21+ṁ23h23) (27) 
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Table 4. Equations for the components/processes in the cycles 

(continue). 

Equation  
SeaWater Specific Enthalpy (hsw): 

hsw=hw – [S(27062.623+S)+S(4835.675+S).T] 
Validity [47]: hsw and hw in (

J

kg
) ; 

10 ≤ Temp (T) ≤ 120 ºC; 0 ≤ Salinity (S) ≤ 0.12 kg/kg 

 

(28) 

SeaWater Specific Entropy (ssw) : 

ssw= sw - S(-423.1+14630S - 98800S2+309500 

S3 + 25.62T - 0.1443T2+5.879×10-4T3+ 80.4 

S2T + 0.3035 ST2 - 61.11 ST )  

Validity [47]: ssw and sw in (
J

kg.K
) ; 

10 ≤ Temp (T) ≤ 120 ºC; 0 ≤ Salinity (S) ≤ 0.12 kg/kg 

 

 

 

(29) 

Eẋin=ṁ16ex16+ṁ20ex20+ṁ24ex24 

Ėxout=ṁ17ex17+ṁ21ex21+ṁ23ex23+ĖxD,D4 

(30) 

(31) 

Cooling Tower (E)  

ṁ8h8+(ṁairhair)in=ṁ10h10+(ṁairhair)out (32) 

Eẋin=ṁ8ex8+ṁair,inexair,in 

Ėxout=ṁ10ex10+ṁair,outexair,out+ĖxD,E 

(33) 

(34) 

Pumps (P1 / P2 / P3 / P4 / P5)  

ẆP=ṁin vin(Pout-Pin)=ṁin (hout-hin) η
P
 (35) 

Ėxin=ṁinexin+ẆP 

Ėxout=ṁoutexout+ĖxD,P 

(36) 

(37) 

External Superheater (ESH)  

Q̇
ESH

=ṁ5(h5b-h5a)=ṁbio LHVbio η
ESH

+ṁairhair (38) 

Eẋin=ṁ5ex5a+ṁbio LHVbio η
ESH

 φ
bio

+ṁairexair 

Exout=ṁexh.gexexh+ṁ5ex5b+ĖxD,ESH 

(39) 

(40) 

Dehumidifier (C2)  

Q̇
D2

=ṁ11(h4-h11)=ṁ12(h12-h13) (41) 

Eẋin=ṁ11ex11+ṁ12ex12 

Ėxout=ṁ4ex4+ṁ13ex13+ĖxD,D2 

(42) 

(43) 

Solar Field (G)  

Q̇
in,sun

=η
col

 I Asun (44) 

ASF= Q̇
col

[η
g
 DNI cos(θ)]⁄  (45) 

Q̇
HTF

=ṁHTF Cp
HTF

 (Tout-Tin) (46) 

System  

∑ ṁin - ∑ ṁout =0 
(47) 

 ex = exph+exch=[(h-h0)-𝑇0(s-𝑠0) + ∑ ni(μi
-μ

i,0
)  

 

(48) 

Thermal Efficiency (Rankine Base - R) 

 η
th,R

=
ẆTurb - ∑ ẆP  - Q̇

exh

Q̇
MSW

 
(49) 

Thermal Efficiency (Rankine+ESH - RESH) 

 η
th,RESH

=
ẆTurb - ∑ ẆP -Q̇

exh

Q̇
MSW

 + Q̇
bio

 
(50) 

Thermal Efficiency (Rankine + CSP – RCSP): 

 η
th,RCSP

=
ẆT- ∑ ẆP -Q̇

exh

Q̇
MSW

 + Q̇
in,sun

 (51) 

Thermal Efficiency (Rankine + CSP + Desal – RCSPD): 

 η
th,RCSPD

=
ẆT- ∑ ẆP -Q̇

exh
+Q̇

D3
+Q̇

D4

Q̇
MSW

 + Q̇
in,sun

 (52) 

 

 

2.4. Economic Analysis 

The levelized cost of energy (LCOE) is a key metric for 

evaluating and comparing energy generation methods. It represents 

the average total cost of building and maintaining an energy-

producing system per unit of electricity generated over its expected 

lifetime [48]. 

LCOE is fundamental in the initial assessment of energy 

projects, helping determine feasibility and compare different 

energy ventures. It is calculated by dividing the present value of 

total project costs by the present value of electricity generated over 

the system’s lifetime [49]. 

The significance of LCOE lies in its ability to assess project 

profitability. If the LCOE indicates unprofitability, companies may 

choose not to proceed with construction and consider alternative 

options. As a fundamental step in energy sector analysis, LCOE 

helps guide decision-making regarding investment and project 

viability [48]. The LCOE can be calculated using equation (53). 
 

LCOE= [∑
It+Mt+Ft

(1+r)t
n
t=1 ] [∑

Et+EDU

(1+r)t
n
t=1 ]⁄   (53) 

 

Where 𝐼𝑡 are the investment costs in year t, comprising the 

initial price of the components, fuel handling equipment and 

installation cost, other equipment cost, balance of the plant and 

contingencies, 𝑀𝑡 represents the operations and maintenance costs 

in year t, 𝐹𝑡 are fuel costs in year t, 𝐸𝑡 is the energy generation in 

year t, 𝐸𝐷𝑈 is the energy used in the desalination unit, r is the 

discount rate and n is the life of the system (25 years). In addition, 

the parameters for the economic analysis of the power plants are 

summarized in Table 6. 

 

Table 5. Technical parameters of the system applied in the model. 
Input Data Unit Natal / RN Fortaleza/ CE 

Municipal Solid Waste (MSW) 

Lower Heating Value (LHV) 
kJ/kg 7725.7 [44] 8297.5 [45] 

Biogas Lower Heating Value 

(LHV) 
MJ/kg 10 [51] 10 [51] 

Cycle Power MW 1 1 

Boiler efficiency (𝜂𝐵) % 87 [52] 87 [52] 

Amb. temperature (reference 
state) 

ºC 25 [38], [39] 25 [38], [39] 

Amb. pressure (reference state) 
kPa 

101.325 [38], 
[39] 

101.325 [38], 
[39] 

Solar collector efficiency - 0.5 [37] 0.5 [37] 

Global Horiz. Irrad. (GHI) 
   Higher value 

   Lower value 

 
Wh/m2/

day 

 
6372 [38], [39] 

4712 [38], [39] 

 
6513 [38], [39] 

4947 [38], [39] 

Boiler feed water temperature 
   Without preheating 

   With preheating 

 

ºC 

 
50 [52] 

200 [52] 

 
50 [52] 

200 [52] 

Turbine Inlet Pressure and 
Temperature (steam) MPa, ºC 

4.5 MPa, 400ºC 
5.0 MPa, 450ºC 

6.5 MPa, 500ºC 

4.5 MPa, 400ºC 
5.0 MPa, 450ºC 

6.5 MPa, 500ºC 

Turbine condens. pressure kPa 10 [53] 10 [53] 
Turbine polytropic efficiency  0.85 [54] 0.85 [54] 

Salt content (raw seawater) g/kg 35 [37] 35 [37] 

Seawater inlet temperature  ºC 15 [37] 15 [37] 

 

Table 6. Parameters for the economic analysis [37],[50]. 

Parameter Value 

Analysis period  25 years  

Site improvement 20 $/m2  

Solar field 300 $/m2  

Desalination unit 1500 $/m3/day  

EPC and owner cost 10% of direct cost 

Power plant (base) 1150 $/kWe  

Power plant (base) + ESH 1200 $/kWe  

Total land area  2.470 $/m2  

EPC and owner cost [% direct cost] 10%  

Operation and maintenance cost 55 $/kW-year  
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Figure 3. Base Rankine Cycle using Municipal Solid 

Waste (MSW) as a fuel source. 
Figure 4. Rankine Cycle applying Municipal Solid Waste 

(MSW) as a fuel source with an external superheater fueled 

by biogas from MSW. 
 

 

Figure 5. Hybrid Cycle using Municipal Solid Waste (MSW) as a fuel source with boiler water preheating with 

concentrated solar power (CSP). 

 

Figure 6. Hybrid Cycle using Municipal Solid Waste (MSW) as a fuel source with boiler water preheating with 

concentrated solar power (CSP) and a desalination unit. 
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2.5 Preliminary CO2 Emission Analysis 

A preliminary assessment of CO₂ emissions avoided by the 

hybrid biomass-solar system is conducted to evaluate its 

environmental benefits. The analysis considers energy 

contributions from the boiler and external superheater (ESH), 

both powered by municipal solid waste (MSW) in its raw form 

and as biogas. Since MSW is a renewable biomass resource, 

its combustion is regarded as carbon-neutral, as the CO₂ 

released equals the amount absorbed during biomass growth. 

The avoided emissions are estimated by comparing the 

energy supplied by the boiler and ESH to a coal-fired power 

plant with an average emission factor of 0.9 kg CO₂ per kWh 

[55]. The methodology involves calculating the total energy 

produced and the corresponding CO₂ reductions achieved by 

substituting fossil fuels. Key assumptions include: (i) biomass 

energy content is based on its lower heating value (LHV), (ii) 

solar energy contributions are considered emission-free, and 

(iii) the energy consumption of auxiliary components is 

factored into the calculations. Equation (54) calculates the 

emissions avoided (𝐸𝑎𝑣). 
 

Eav = Egen × EF (54) 

 

Where: 𝐸𝑔𝑒𝑛 is the total energy generated (kWh) and 𝐸𝐹 

is the emission factor for fossil fuel systems (kg CO2 /kWh). 

 

3. Results and Discussion 

The results are divided in four sections: (i) solar 

concentrator, (ii) power and exergy rate, (iii) LCOE, and (iv) 

preliminary CO2 emission analyses of each cycle. Figures 2 

to 6, and Tables 3 to 6 are used as a base of the performed 

analyses. 

 

3.1. Solar Concentrator Results 

The solar concentrator model used in the analysis is a full-

tracking type, with 𝑐𝑜𝑠(𝜃) assumed to be 1 [50], [56]. A heat 

transfer fluid (HTF) is required to collect heat from the solar field. 

It is a synthetic thermal oil selected for its high thermal stability 

(up to 400°C) and low viscosity, ensuring efficient heat transfer 

and pumping performance. The HTF inlet and outlet 

temperatures are set at 250°C and 100°C, based on typical 

operating ranges for synthetic thermal oils in CSP systems [58]. 

The thermodynamic properties of the HTF follow the 

XCELTHERM® MK1 catalog [59], which is chemically 

equivalent to DOWTHERM® A and Therminol® VP-1. The 

solar field area, determined according to the power requirements 

of the CSP-integrated cycles, is showed in Table 7. 

Table 7 compares different Concentrated Solar Power 

(CSP) cycle configurations in Natal and Fortaleza, analyzing 

their performance under varying Global Horizontal Irradiance 

(GHI) conditions. The cities exhibit different maximum and 

minimum GHI values, impacting CSP system efficiency. 

For CSP cycles without desalination, results indicate that as 

pressure and temperature increase (from 4.5 MPa/400°C to 6.5 

MPa/500°C), the required solar field area decreases due to 

improved thermodynamic efficiency. Fortaleza, with slightly 

higher GHI, requires a smaller solar field than Natal, 

demonstrating the impact of local solar insolation on field area 

requirements. 

In CSP cycles with desalination, the solar field area is 

significantly larger due to the higher power demand of the 

desalination process. However, similar to cycles without 

desalination, increasing pressure and temperature reduces the 

required solar field area. Fortaleza, benefiting from higher GHI, 

requires a smaller area than Natal. 
 

Table 7. Results of Solar Field Area based on Power 

Requirements for the Cycles. 

Cycle 
Solar 

Power 

Natal-RN Fortaleza-CE 

Solar Field Area Solar Field Area 

(1) (2) (1) (2) 

Rank+ESH 

+CSP  

(4.5 MPa; 
400ºC) 

113.57 kW 237.6 m2 321.4 m2 232.5 m2 306.1 m2 

Rank+ESH 

+CSP  
(5.0 MPa; 

450ºC) 

105.24 kW 220.2 m2 297.8 m2 215.4 m2 283.6 m2 

Rank+ESH 
+CSP  

(6.5 MPa; 
500ºC) 

96.28 kW 201.5 m2 272.4 m2 197.1 m2 259.5 m2 

Rank+ESH 

+CSP+Desal 
(4.5 MPa; 

400ºC) 

130.70 kW 273.5 m2 369.8 m2 267.6 m2 352.3 m2 

Rank+ESH 

+CSP+Desal 

(5.0 MPa; 

450ºC) 

123.07 kW 257.5 m2 348.2 m2 251.9 m2 331.7 m2 

Rank+ESH 

+CSP+Desal 

(6.5 MPa; 
500ºC) 

115.03 kW 240.7 m2 325.5 m2 235.5 m2 310.0 m2 

(1) using maximum GHI value (2) using minimum GHI value 

Rank+ESH+CSP: Rankine Cycle with an External Superheater, and 
Concentrated Solar Power 

Rank+ESH+CSP+Desal: Rankine Cycle with an External Superheater, 

Concentrated Solar Power, and a Desalination unit 

 

Power input for cycles with desalination is substantially 

higher, highlighting the energy-intensive nature of the process. 

Although efficiency improves with increased pressure and 

temperature, reductions in solar field area are less pronounced 

due to the scale of energy requirements. Both Natal and 

Fortaleza follow similar trends in how operating conditions 

influence solar field needs, while differences in solar field areas 

between maximum and minimum GHI values highlight the 

sensitivity of CSP systems to variations in solar insolation. 

 

3.2. Power and exergy rate analyses of the cycles 

Figure 7 shows the results of power, exergy rate, energy, and 

exergy efficiency analysis for each cycle. Figure 8 provides the 

exergy balance for the equipment in the hybrid system, 

including the desalination unit, detailing the input, output, 

irreversibility, and second law efficiency for each component. 

Figure 7 illustrates how energy and exergy efficiencies vary 

with pressure, temperature, and cycle configurations. Higher 

efficiencies occur at 6.5 MPa and 500°C, with the best results in 

hybrid cycles combining ESH and CSP without desalination. 

The inclusion of desalination slightly decreases efficiency due 

to its added energy demand, but it provides the benefit of potable 

water production. 

Net power and exergy production remain stable, peaking at 

986 kW in the most efficient cycles. However, desalination 

cycles show lower net power output, especially at 4.5 MPa and 

400°C, due to the higher energy requirements of the process. 

Hybrid cycles with desalination demand higher energy and 

exergy inputs, but these are reduced at higher pressures and 

temperatures, improving energy utilization. Fortaleza-CE has a 

slight efficiency advantage over Natal-RN due to higher solar 

radiation levels, particularly in CSP-integrated cycles, where 

solar insolation directly impacts performance. However, both 

cities show similar efficiency trends, improving at higher 

pressures and temperatures. 
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1 Rankine Base (Natal; 4.5 MPa;400ºC)  13 Rankine+ESH+CSP (Natal; 4.5MPa;400ºC) 

2 Rankine Base (Natal; 5.0 MPa; 450ºC)  14 Rankine+ESH+CSP (Natal; 5.0MPa;450ºC) 

3 Rankine Base (Natal; 6.5 MPa, 500ºC)  15 Rankine+ESH+CSP (Natal; 6.5MPa;500ºC) 

4 Rankine Base (Fortaleza; 4.5MPa;400ºC)  16 Rankine+ESH+CSP (Fortaleza; 4.5MPa;400ºC) 

5 Rankine Base (Fortaleza; 5.0MPa;450ºC)  17 Rankine+ESH+CSP (Fortaleza; 5.0MPa;450ºC) 

6 Rankine Base (Fortaleza; 6.5MPa;500ºC)  18 Rankine+ESH+CSP (Fortaleza; 6.5MPa;500ºC) 

7 Rankine+ESH (Natal; 4.5 MPa;400ºC)  19 Rankine+ESH+CSP+Desal (Natal; 4.5MPa;400ºC) 

8 Rankine+ESH (Natal; 5.0 MPa;450ºC)  20 Rankine+ESH+CSP+Desal (Natal; 5.0MPa;450ºC) 

9 Rankine+ESH (Natal; 6.5 MPa;500ºC)  21 Rankine+ESH+CSP+Desal (Natal; 6.5MPa;500ºC) 

10 Rankine+ESH (Fortaleza; 4.5 MPa;400ºC)  22 Rankine+ESH+CSP+Desal (Fortaleza; 4.5MPa;400ºC) 

11 Rankine+ESH (Fortaleza; 5.0 MPa;450ºC)  23 Rankine+ESH+CSP+Desal (Fortaleza; 5.0MPa;450ºC) 

12 Rankine+ESH (Fortaleza; 6.5 MPa;500ºC)  24 Rankine+ESH+CSP+Desal (Fortaleza; 6.5MPa;500ºC) 
 

Figure 7. Results of Power, Exergy Rate, Energy, and Exergy Efficiency across the analyzed cycles. 

 
Figure 8. Results of Exergy Balance and Efficiency of the Hybrid Cycle with HDH Desalination Unit. 

 

To enhance system performance, targeting inefficient 

components like the external superheater and desalination unit is 

decisive. Implementing advanced desalination technologies such 

as multi-effect distillation (MED) or reverse osmosis (RO) could 

reduce energy consumption and improve economic feasibility. 

Additionally, optimizing operating conditions and leveraging 

local solar potential are key to maximizing energy and exergy 

efficiency. 

Figure 8 shows the hybrid cycle’s performance, where 

second-law efficiency varies significantly among components. 

The boiler (B) has a high exergy input (~1200 kW) but operates 

at a low efficiency (42.7%), indicating substantial irreversibilities 

that could be mitigated through thermal design improvements. 

Similarly, the external superheater (ESH), with an exergy input of 

300 kW and an efficiency of 50%, also indicates opportunities for 

reducing losses. In contrast, the turbine operates at 94% 

efficiency, effectively converting exergy into useful work, 

making it a key contributor to system performance. Overall, 

improving the boiler and ESH would enhance the system’s 

energy utilization.  

Table 8 provides a detailed thermodynamic analysis of the 

hybrid cycle with HDH desalination, corresponding to the pipe 
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numbering in Figure 6. The variations in mass flow rate, pressure, 

temperature, enthalpy, entropy, and exergy demonstrate the 

system's complexity. High-energy points (e.g., pipes 5b, 7, and 

14) indicate critical energy transformation zones, where 

optimization could improve overall efficiency. 

The desalination unit's performance (streams 19a to 25) 

shows that the treated water (TW, stream 22) accounts for ~10% 

of the total seawater input (SW, stream 19a), indicating 

substantial water loss. While expected due to the technology's 

inherent inefficiencies, this highlights the need for optimization to 

improve water recovery rates. 

Temperature, pressure, and enthalpy variations across streams 

reveal heat and energy demands of the desalination process. The 

brine output (stream 23) retains a significant amount of energy, 

suggesting potential losses. The differences in entropy and exergy 

between input (stream 19a) and output streams (22, 23) 

emphasize irreversibilities in the desalination unit. 

Treated water (stream 22) emerges with low exergy, 

indicating a simple but inefficient process. This suggests 

opportunities for improvement, such as alternative desalination 

methods or heat integration strategies to recover energy from 

brine (stream 23). 

 

Table 8. Thermodynamic Properties of the Hybrid Cycle 

with an HDH Desalination Unit (6.5 MPa/500ºC). 

Pipe 

number 

𝑚̇ 

[kg/s] 

P 

[kPa] 

T 

[ºC] 

h 

[kJ/kg] 

s 

[kJ/kg.K] 

ex 

[kJ/kg] 

1 0.779 10 45.81 191.81 0.6492 2.80 

2 0.779 1200 45.88 193.15 0.6496 4.02 

3 0.998 1000 179.89 762.68 2.1384 129.67 

4 0.998 6950 200 854.62 2.3223 166.78 

5a 0.998 6500 300 2863.46 6.0018 1078.57 

5b 0.998 6500 500 3417.12 6.8397 1382.41 

6 0.793 1000 248.59 2940.1 6.9206 881.27 

7 0.014 1000 248.59 2940.1 6.9206 881.27 

8 25.586 195 30 125.92 0.4367 0.27 

9 25.586 200 15.01 63.20 0.2245 0.82 

10 25.586 100 15 63.08 0.2245 0.70 

11 0.998 100 181 770.63 2.1401 137.11 

12 (HTF) 0.378 150 250 738 1.0698 158.65 

13 (HTF) 0.378 130 100 515 0.7272 37.79 

14 0.205 1050 254.14 2950.56 6.9189 892.24 

15 0.205 1000 180 2777.43 6.5856 818.48 

16 (HTF) 0.107 150 250 439.8 1.3646 290.86 

17 (HTF) 0.107 130 100 153.1 1.0600 91.94 

18 (HTF) 0.107 200 105 523 0.7657 34.33 

19a (SW) 0.100 100 15.00 63.02 0.2244 0.72 

19b (SW) 0.100 200 15.04 63.16 0.2250 0.68 

20 (SW) 0.100 180 21.58 90.54 0.3190 0.07 

21 (Mix) 0.113 160 85.00 2299.0 1.2497 30.01 

22 (TW) 0.010 100 85.00 355.90 1.1340 22.30 

23 (Br) 0.090 100 85.00 373.85 1.1697 38.45 

24 (Air) 0.013 100 25.00 298.60 6.8630 0.00 

25 (Air) 0.013 105 85.00 359.63 7.0480 5.87 

 

By reducing exergy losses and improving water recovery 

rates, the hybrid system could better integrate desalination, 

contributing to both energy and water sustainability. 

 

3.3. LCOE analyses of the cycles 

The Levelized Cost of Energy (LCOE) analysis is showed 

in Figure 9. 

 

 
Figure 9. LCOE Comparison for Cycle Configurations in 

Natal and Fortaleza. 

 

Figure 9 illustrates the Levelized Cost of Energy (LCOE) for 

four cycle configurations in Natal-RN and Fortaleza-CE. For the 

simplest cycle, Rankine Base, the LCOE is the same for both cities 

at 0.1436 US$/kWh. As components are added, the LCOE 

gradually increases. For example, in the Rank+ESH+CSP 

configuration, Natal shows an LCOE of 0.1533 US$/kWh, while 

Fortaleza is slightly higher at 0.1534 US$/kWh, a difference of 

0.13%. In the most complex cycle, Rankine cycle with external 

superheater, concentrated solar power and a desalination unit 

(Rank+ESH+CSP+Desal), Natal reaches 0.1544 US$/kWh, and 

Fortaleza increases to 0.1546 US$/kWh, showing a 0.10% 

difference. These differences highlight the consistency in costs 

between the two cities despite local variations in solar insolation 

and operational conditions. 

 

3.4. Environmental Benefits: CO2 Emission Reductions 

The results highlight the hybrid system’s potential to 

significantly reduce CO2 emissions by utilizing municipal solid 

waste (MSW) as the primary energy source for the boiler and the 

external superheater (ESH). By using this biomass, which would 

otherwise be disposed of and potentially release greenhouse gases, 

the system avoids emissions correlated to conventional coal-fired 

power plants. 

For the cities studied, the avoided emissions re approximately 

2561.54 kg of CO2 per operational hour in Fortaleza-CE and 

2556.05 kg of CO2 per operational hour in Natal-RN. These values 

account for the energy provided by the boiler and ESH, which 

collectively generate 2216.99 kW and 629.16 kW in Fortaleza-CE, 

and 2219.50 kW and 620.56 kW in Natal-RN, respectively. The 

calculations assume an average emission factor of 0.9 kg CO2eq per 

kWh for coal-based power plants. 

This reduction demonstrates the environmental advantages of 

the hybrid system, as it not only influences renewable energy 

sources but also promotes waste valorization by converting MSW 

into useful energy. Future studies could expand this analysis by 

including emissions interrelated to the collection, transportation, 

and processing of MSW, offering a more comprehensive 

evaluation of the system’s life cycle environmental impact. 

 

4. Conclusion 

 

The 3E analysis highlights the potential of a hybrid biomass-

solar system for addressing energy and water challenges in regions 

with high solar potential and agricultural residues. Higher operating 

pressures and temperatures improve efficiency and reduce solar 

field area, particularly benefiting cities with higher GHI, like 
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Fortaleza. Integrating desalination increases energy demand and 

costs but provides potable water, addressing water scarcity in arid 

regions. Additionally, utilizing municipal solid waste and solar 

energy significantly reduces CO2 emissions compared to 

conventional systems. Optimizing conditions can lower the LCOE, 

making the system feasible for areas with limited water access. 

This study provides a comprehensive evaluation of hybrid 

systems combining biomass and solar energy, offering novel 

insights into energy, exergy, and economic performance. It 

demonstrates the feasibility of integrating desalination with CSP, 

addressing dual challenges of energy production and water scarcity. 

The research also highlights the environmental benefits of reducing 

CO2 emissions through renewable energy sources and waste 

valorization. 

Future research should explore advanced desalination 

technologies, such as multi-effect distillation (MED) or reverse 

osmosis (RO), to improve water production efficiency. Improved 

thermal storage materials, including molten salts or supercritical 

CO2, could enhance overall system performance. Additionally, 

conducting comprehensive sensitivity analyses and life-cycle 

assessments will help refine economic and environmental 

sustainability, ensuring broader applicability and optimization of 

hybrid systems. 
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Nomenclature 
𝐴: area (m2) 

𝐺𝐻𝐼: Global Horizontal Irradiation (Wh.m-2.day-1) 

𝐸̇𝑥: Exergy rate (kW) 

𝐸̇𝑥𝐷: Destroyed exergy rate (kW) 

ℎ: specific enthalpy (kJ.kg-1) 

𝐿𝐻𝑉: lower heating value (kJ.kg-1) 

𝑚̇: mass flow rate (kg.s-1) 

𝑛𝑝𝑜𝑙: polytropic efficiency (dimensionless) 

𝑃: Pressure (kPa) 

Pol.: Polytropic 

𝑄̇: heat transfer rate (kW) 

𝑠: specific entropy (kJ.kg-1.K-1) 

𝑇: temperature (K) 

𝑣: specific volume (m3.kg-1) 

𝑊̇: Power (kW) 

𝜂: efficiency (dimensionless) 

𝜑: Exergy factor (dimensionless) 

Subscript 

𝑎𝑖𝑟: relative to air 

𝑎𝑚𝑏: ambient conditions 

𝐵: boiler 

𝑏𝑖𝑜: biogas fuel 

𝑐𝑜𝑙: solar collector 

𝑐𝑜𝑛𝑑: condenser 

𝑐𝑤: cooling water 

𝑑𝑒𝑠: destruction 

𝑑𝑒𝑠𝑎𝑙: desalination unit 

𝑒𝑥𝑡𝑟: extract 

𝑒𝑥ℎ: exhaust gases 

𝐸𝑆𝐻: external superheater 

𝑔𝑒𝑛: generator 

𝐻𝑇𝐹: heat transfer fluid (thermal oil) 

𝐻. 𝐸𝑥: heat exchanger 

𝑖𝑛: inlet 

𝑀𝑆𝑊: municipal solid wastes 

𝑜𝑖𝑙: relative to the thermal oil (HTF) 

𝑜𝑢𝑡: outlet 

𝑃: pump 

𝑠: isentropic 

𝑠𝑢𝑛: relative to the sun 

𝑆𝑊: seawater 

𝑆𝐹: solar field 

𝑇𝑢𝑟𝑏: turbine 
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Table 1. Literature review on hybrid systems with solar / 

biomass and/or desalination. 
Investigated 

System 
Findings 

Software 

used 
Ref. 

Concentrated 

solar power 

(CSP)-biomass 

hybrid plant for 
combined heat 

and power 

Design and performance of a CSP-
biomass plant for combined heat 

and power with waste heat 

utilization. 16.6 MW parabolic 
trough collector field, 10 MW 

biomass boilers, 4 MW ORC, 93.6% 

efficiency. Successful 
demonstration of CSP-biomass 

hybridization. 

TRNSYS [8] 

Solar-biomass 
hybrid power 

plant in 

Ludhiana 
district, Punjab 

Techno-economic feasibility 
analysis of solar-biomass system. 

Utilization of hybrid systems to 

overcome discontinuity in solar and 
wind power. Potential of the 

available biomass is 62.73 MW. 

Total connected load of the village 
cluster under study is 97 MW. 

Homer [9] 

Hybrid solar 

photovoltaic-
biomass gasifier 

system for 

electricity 

generation 

Development of electric power 

generation system based on hybrid 
solar PV and biomass gasifier for 

rural regions of Central and South 

America. System includes rice and 

coffee husks for syngas. 

Matlab [10] 

Biomass-solar 

on-grid hybrid 
power 

generation 

system for 
Burdur Mehmet 

Akif Ersoy 
University 

Istiklal Campus 

Optimum system: 5000 kW 
photovoltaic panels, 1500 kW 

biomass generator, grid assistance 

of 3000 kW. Net present cost of 
USD 18.8 million, cost of energy of 

USD 0.107/kWh, and renewable 
fraction is 49.4%. 

RET 

Screen 
[11] 

Biomass steam 

generator 

integrated with 
linear Fresnel 

solar field 

Evaluation of biomass steam 
generator at partial loads integrated 

with solar field. Model verification 

using on-site measurement data. 50 
t/h superheated steam at 420°C/45 

bar(a), efficiency evaluation with 

ASME PTC4 standard. 

EES 

(Engineer

ing 
Equation 

Solver) 

[12] 

Concentrated 

solar power 

(CSP)-biomass 
hybrid power 

plants 

Profitability assessment of CSP-
biomass hybrid plants in electricity 

markets. Stochastic simulations 

conducted to capture uncertainty. 

Matlab [13] 

Concentrated 
solar power 

(CSP)-biomass 

hybrid power 
plants 

Stochastic techno-economic 
assessment of CSP-biomass hybrid 

plants. Design variables, equations, 

and valuation parameters provided. 
33% probability of profitability, 

high biomass share increases 

profitability, add-in tariff needed for 
grid parity. 

Matlab [14] 

Hybrid 

wind/solar/bioma
ss renewable 

energy system 

with biomass 
power trading 

Hybrid system feeds 526 million 

kWh/year, wind contributes 57%, 
biomass supplies 25% of electricity. 

Unmet load rate reduced to 2.92%. 

Operators' earnings improved 
compared to actual operations 

Homer [15] 
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Table 1. Literature review on hybrid systems with solar / 

biomass and/or desalination (continue). 
Investigated 

System 
Findings 

Software 

used 
Ref 

Solar and 

biomass-based 
cogeneration 

technologies 

This is a chapter that has an overview 
of solar and biomass-based 

cogeneration technologies. Discussion 

on efficiencies and applications in 
combined heat and power systems. 

- [16] 

Regional energy 

supply combined 
heat and power 

(RES-CHP) 

system 
integrating 

biomass and 

solar energy 

Development of a regional energy 

supply system integrating biomass and 

solar energy. Energy, exergy, economy, 
and emissions analysis conducted. 

Energy efficiency of 42.57%, exergy 

efficiency of 39.52%, CO2 emissions of 
4.146 kt/year (32.3% reduction). 

Aspen Plus [17] 

Hybrid solar-
biomass system 

for space heating 

and hot water 
supply 

Optimal configuration with evacuated 

tube collectors: solar fraction of 57%, 

payback period of 4.9 years, LCOH of 
$0.0642/kWh, payback period 4.9 

years, annual CO2 avoidance of 656 

tons. 

TRNSYS [18] 

Multi-generation 

hybrid biomass-

solar system for 
providing 

heating, cooling, 

electricity, fresh-
water, and 

hydrogen 

Reduction in biomass consumption and 

CO2 emissions. Sensitivity analysis 

indicates improvement in exergy 
efficiency and cost rate with increased 

solar radiation and biomass flow rate. 

Matlab [19] 

Hybrid system 
based on wind, 

hydro, solar, and 

biomass sources 
for decarbonizing 

the energy sector 

Wind and solar complement each other, 
hydro shows important variability. In 

2018, Romania's energy mix relied 

significantly on hydropower (29%), 
with wind and solar varying seasonally 

but contributing consistently to meeting 

EU renewable energy goals (22% 
share), reducing CO2 emissions by 

42%. 

Homer [20] 

Solar-biomass 

on-grid hybrid 

system for Hattar 
Industrial Zone 

Phase (VII), 

Pakistan 

Optimal configuration: 70,000 kW 
solar PV, 7000 kW biogas generator 

connected to the grid. Lowest COE of 

$0.092/kWh. Payback period: 4.6 
years. Reduction of 75% in carbon 

dioxide (CO2), 75% in sulfur oxide 

(SOx), and 75% in nitrogen oxide 
(NOx) emissions. 

RET Screen [21] 

Standalone solar-

wind-biomass-
fuel cell energy 

system for rural 

community in 
Nigeria 

LF-SSA algorithm optimization 

achieved lowest LCOE of 
$0.933162/kWh and substantial cost 

savings compared to other algorithms 
and HOMER software. EMS facilitated 

environmentally friendly and cost-

effective energy system. 

Homer [22] 

Hybrid solar-

biomass system 

for multi-family 
residential 

building 

Advanced control reduces winter 
operation costs by 35%, applied in a 

residential building in Madrid. No 

significant reduction in summer costs. 

Matlab [23] 

Biomass-solar 
hybrid 

gasification 

system for 
sustainable fuel 

production 

Total energy conversion efficiency of 

73.06%, carbon efficiency of 66.81%. 
Integration of solid–oxide electrolysis 

cells reduce electricity consumption 

during electrolysis by 19.30%. 

Aspen Plus [24] 

Hybrid solar- and 
biomass-based 

energy system 

for electricity, 
freshwater, and 

hydrogen 

production 

Proposal of an integrated system for 

renewable energy penetration, peak 
load flattening, and greenhouse gas 

reduction. Thermodynamic, exergo-

economic, and environmental 
assessment conducted. 

EES 
(Engineering 

Equation 

Solver) 

[25] 

 

 

 

 

Table 1. Literature review on hybrid systems with solar / 

biomass and/or desalination (continue). 
Investigated 

System 
Findings 

Software 

used 
Ref 

Hybrid solar-

biomass 

polygeneration 
system for 

power, heating, 

drying, oxygen, 
and ammonia 

production 

Net power generation of 163 MW, 
heating of 150 MW, drying of 100 

MW, oxygen production of 21.7 

kmol/hr, and ammonia production of 
23.24 kg/hr. Exergy efficiency: 

70.68%, LCC: $ 1.175×109, CO2 

emissions: 381.3 kg/MWh. Optimized 
exergy efficiency: 51.02%, LCC: 

1.16×109 $, CO2 emissions: 359.73 

kg/MWh. 

Matlab [26] 

Residential 

building energy 

supply systems 
combining 

torrefied biomass 

gasification and 
solar energy 

Proposal of a hybrid energy system 

driven by torrefied biomass gasification 

and solar energy. Economic analysis 
shows positive NPV and energy-saving 

benefits. Annual income of $72,735 

with 2.89 years investment recovery; 
reduces CO2 emissions by 550.59 tons. 

RET Screen [27] 
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Abstract 

 

The unification of the first and second laws of thermodynamics into a single equation has long been a key goal in 

thermodynamic research. However, significant mathematical and physical challenges have hindered its achievement. 

In this paper, we go a step further and seek a general as well as completely thermodynamically unification of these 

laws. The generality, energy fundamental-based and statistical perspective of the Boltzmann entropy equation can 

provide a valuable solution to unify the first and second laws of classical thermodynamics. Here, “entropy generation 

function” is considered as a function that takes a measure of lost available work of any thermodynamic energy 

conversion system, and also “integrator function” is considered as a function that is applied for the mathematical 

unification. Also, the quasi-statistical approach of entropy is considered as an approach that studies macroscopic 

energy components instead of studying the energy of individual particles. So, in this paper, by applying the entropy 

generation function 𝑔, as a novel integrator function, we consider the second law as an equality. In the following, 

using a new quasi-statistical approach to the entropy with the same base as Boltzmann entropy equation, function 𝑔 

is derived. Finally, we extract two innovative general thermodynamically equations resulting from unification of the 

first and second laws of classical thermodynamics as well as a novel general thermodynamically unified second law 

equation is established. Contrary to what is common in classical thermodynamics, the established unified equations 

are sufficient for the thermodynamically analysis of physical processes, and there is no need to add any additional 

condition relation or non-thermodynamic quantity. In fact, we are looking for a general thermodynamically unification 

of the first and second laws, which is one of the highlights of this paper. Finally, a general mathematical-physical 

validation is presented and in the general case, it is shown that there are no contradictions in the established unified 

equations.  

 

Keywords: Unified thermodynamically equation; general unified thermodynamics; entropy; statistical approach; 

integrator function. 

 

1. Introduction 

First, it is necessary to state that what we mean by general 

thermodynamically unification of the first and second laws 

of thermodynamics is that the relevant integration is studied 

without any additional assumptions rather than well-known 

expressions of these laws, or the existence of non-

thermodynamic quantities or even thermodynamic quantities 

that are not directly present on the well-known expressions 

of the first and second laws. This is one of the main 

highlights that we are going to address in this paper.  

The unification of scientific laws has special importance 

among scientists [1-8]. The unification of the first and second 

laws of thermodynamics can directly apply the second law 

into the thermodynamically analysis. However, due to the 

mathematical and physical challenges involved, the subject 

is known as an important challenge for scientists yet. 

Usually, the first law of thermodynamics is known as internal 

energy definition and the second law is known as definition 

of entropy [9-13]. Although by establishment of more 

advanced scientific theories, such as quantum mechanics 

theory and statistical mechanics theory, the first law is still 

used in its classical form to a significant extent, but due to 

the expansion of different definitions and criteria for entropy, 

the second law is available in different formulations.  So, we 

may be at the peak of confusion related to the second law, or 

in other words, classical thermodynamics [14-18]. In the 

perspective of classical thermodynamics, the second law is 

provided by an inequality, and is not directly used in the 

analysis of problems, and it is proposed as a condition 

relation for the results of the first law. It is important to note 

that the Gibbs function, as a function that has energy and 

entropy in its definition, can be considered as one of the first 

attempts to integrate energy and entropy in a single quantity. 

While it does not provide specific information on the 

integration of these laws into a single law, and does not 

address this issue. In fact, Gibb’s function has the necessary 

condition needed by an integrator function in the subject.   

Although the unification of the first and second laws of 

thermodynamics can provide further achievements of the 

basic aspects of these two fundamental laws, success in this 

case depends on establishing the relationship between 

entropy and internal energy.  While the classical perspective 

does not provide such as this connection, it is necessary to 

use other scientific theories and perspectives. It is thought 

https://orcid.org/0000-0003-2801-487X
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that the perspective of statistical mechanics as well as 

Boltzmann entropy equation gives the most general and 

accepted approach of entropy at present [19-20]. 

Considering that the basis of Boltzmann entropy equation is 

related to the energy of substructures by Einstein, Maxwell 

or Fermi-Dirac equations, applying Boltzmann point of view 

can provide the fundamental conditions for this unification. 

However, considering that the direct relationship between 

classical thermodynamics and Boltzmann entropy equation 

cannot be analyzed, it is necessary to use other approaches 

with a common basis as the Boltzmann entropy equation [21-

29]. 

The quasi-statistical approach to entropy has a common 

basis with Boltzmann entropy equation, and is also written 

based on the activated components of energy in the physical 

processes [29, 34]. So, in terms of the physical concepts and 

mathematical tools required, the quasi-statistical approach to 

entropy meets the requirements set forth. More details about 

the conditions, concepts, and mathematical tools needed to 

integrate scientific laws across different perspectives can be 

found in the references [30-31].  

In this paper, we are working towards a general 

thermodynamically unification of the first and second laws 

of thermodynamics. The goal of general thermodynamically 

unification is to study the unification of these laws without 

any additional assumptions or the addition of quantities that 

are not directly present in the first and second laws of 

thermodynamics. For this purpose, by considering the 

entropy generation function as a novel integrator function, 

the second law of thermodynamics is written as an equality. 

In the following, using the quasi-statistical perspective of 

entropy, the novel integrator function is calculated, and the 

desired general thermodynamically unified equations are 

extracted. Also, using novel established unified equations, 

the general thermodynamically unified second law is also 

established. The general thermodynamically unified 

equations will be sufficient independently for the 

thermodynamically analysis of physical processes, and there 

is no need to check any other additional conditions. In fact, 

as expected, the general established unified equations have 

the effects of the first and second laws simultaneously.  

 

2. Theoretical Background  

Combining the laws of thermodynamics and presenting 

them with a single equation is not an attempt that has "not 

been done so far". The question of whether there is a unifying 

framework for related theories in the same discipline is a 

common question for the authors of the references [1-31] 

have been cited in the introduction. However, there are 

several sections where individual theorem sets are 

exceptional cases of a single unifying result or where a single 

perspective on how to proceed as a field of mathematics 

develops can be applied fruitfully on the many branches of 

the subject.  

The macroscopic scale values of energy are independent 

of the macroscopic scale values of entropy [32]. However, 

the Gibbs function 𝐺 is a beautiful relation combining energy 

and entropy in a single term as follows: 

 

𝐺 = 𝐻 − 𝑇𝑆                                                                             (1) 

 

Where 𝐻 is enthalpy, 𝑇 is temperature and 𝑆 is entropy. 

In fact, the Gibbs equation (the Gibbs function) provides an 

early cornerstone (as an integrator function) for combining 

the first and second laws of thermodynamics. However, for 

this case, it uses a new function that does not exist directly in 

the first or second law of thermodynamics. So, a new 

function will to be added. Also, the basis of the definition of 

the Gibbs function are not related to the unification of the 

laws of thermodynamics and do not make any attempt in this 

subject. In fact, the Gibbs function only gives a combined 

function of energy and entropy. So, it can be considered as 

an integrator function to the draft subject. 

As an example, in the context of trying to unify the first 

and second laws of thermodynamics, reference [33] develops 

a combined of the first and second laws of thermodynamics 

using the principles of classical statistical mechanics. Figure 

1 takes the physical concepts as well as mathematical tools 

used to derivation of the combined equation of the first and 

second laws of thermodynamics in reference [33]: 

 

 
Figure 1. The physical concepts (left) and mathematical 

tools (right) used to derivation of the combined equation of 

the first and second laws of thermodynamics [33]. 

 

So, classical thermodynamics as well as statistical 

mechanics are used in reference [33] to derivation a 

combined equation of the first and second laws of 

thermodynamics. More details can be reached in the old or 

new versions of reference [33]. It can be deduced that using 

the principles and concepts of statistical mechanics alongside 

thermodynamics provides the needed conditions for 

unification the first and second laws of thermodynamics. In 

fact, thermodynamics alone cannot be unified and it is 

necessary to use appropriate physical concepts and 

mathematical tools. 

 

3. Methodology  

Given what we know on the nature of entropy produced 

in physical processes, in this paper we intend to use the 

entropy generation as an integrator function. So, considering 

entropy generation function 𝑔, as a novel integrator function, 

Eqs. (2)-(3) gives the first and second laws of 

thermodynamics:  

 

𝑈̇ = 𝑄̇ − 𝑊̇                                                                                (2) 

 

𝑆̇ =
𝑄̇

𝑇
+ 𝑔                                                                                            (3) 
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Where 𝑈 is internal energy, 𝑄̇ is rate of the heat 

exchange, 𝑊̇ is rate of the work done, 𝑆 is entropy, and 𝑇 is 

temperature. So, two equations can be derived as follows:  

 

𝑈̇ = 𝑇𝑆̇ − 𝑊̇ + ℎ                                                                              (4) 

 

𝑇𝑆̇ = 𝑄̇ − ℎ                                                                                         (5) 
  

That ℎ ≡ −𝑇𝑔. So, it is necessary to derive the novel 

integrator function ℎ first. In fact, considering the innovative 

completely thermodynamically approach, the main 

challenge on unification the first and second laws is the 

deriving of this novel integrator function. Here it is necessary 

to use the existing perspectives on entropy. Clearly, classical 

thermodynamics cannot provide such conditions to derive 

the function ℎ, neither from the fundamentals nor from the 

mathematical point of view. In fact, the general views on 

entropy, either mathematically or physically, do not provide 

the necessary conditions for the general unification of the 

first and second laws of classical thermodynamics. From the 

perspective of the physical foundations, the Boltzmann 

entropy equation provides the necessary physical conditions 

for the desired unification. Although from a mathematical 

point of view, it is not applicable to derive the function ℎ. 

Therefore, it is necessary to use other approaches related to 

entropy with a common basis as Boltzmann entropy equation 

[16, 21, 23-29]. This approach will be discussed in the 

following. 
 

3.1 Quasi-Statistical Approach to the Entropy  

Figure 2 takes the energy component’s approach has been 

established by Energy Structure Theory [29, 34]: 

 

 
Figure 2. Energy Component’s Approach [29]. 

 

Where 𝑢𝑖 are known as energy components of the system. 

Each particle may participate in the several of energy 

components. Using energy component’s approach and 

energy structure equation as well as a novel energy 

conservation principle, Energy Structure Theory establishes 

a quasi-statistical equation to entropy as follows: 

 

𝛿𝑆 = 𝐾𝑀𝑆 𝛿[ln(𝑊𝑈)]                                                                 (6) 
 

That 𝐾𝑀𝑆 is known as a universal constant. As discussed 

in reference [29, 34], the quasi-statistical perspective to 

entropy has common foundations to the Boltzmann entropy 

equation. And also: 

 

WU = ∏ wuj

m
j=1                                                                            (7) 

 

That: 

 

𝑤𝑢𝑗
= 𝑈̇𝑗                                                                            (8) 

 

Considering path 1 → 2 as a quasi-static path, as well as 

path 1 → 2′ as a general path, Figure 3 takes the variation of 

𝑈̇𝑗  as difference between two different paths as follows [29, 

34]: 

 

 
Figure 3. Difference between two different paths [34]. 

 

In fact, figure 3 illustrates the difference in entropy, Sgen, 

between a quasi-static path (𝑃quasi-1 → 2) and a general 

path (𝑃gen-1 → 2′). This comparison is based on the energy 

structure equation and the entropy generation function, 

which are grounded in the Boltzmann entropy framework. 

Finally, given the necessary physical and mathematical 

conditions discussed, the quasi-statistical approach to 

entropy provides a suitable solution for the general 

thermodynamically unification of the first and second laws. 

In fact, the quasi-statistical approach to entropy provides the 

necessary physical and mathematical conditions for deriving 

the considered integrator function (the generated entropy 

function). In the following, we will discuss the general 

thermodynamically calculation of this function.  

 

3.2 Mathematical Development: Two Innovative General 

Thermodynamically Unified Equations 

So, using quasi-statistical approach to the entropy with 

the same base as Boltzmann entropy equation has been 

established by Energy Structure Theory: 

 

𝛿𝑆 = 𝐾𝑀𝑆𝛿[𝑙𝑛𝑊𝑈]                                                                    (9) 

 

𝑆̇ = 𝐾𝑀𝑆
𝑊̇𝑈

𝑊𝑈
= 𝐾𝑀𝑆

𝑈̈

𝑈̇
                                                              (10) 

 

So:  

 

𝑆̇ = 𝐾𝑀𝑆(
𝑇̇𝑆̇+𝑇𝑆̈−𝑊̈−ℎ̇

𝑇𝑆̇−𝑊̇+ℎ
)                                                      (11) 

 

Therefore, Eq. (11) can be rewritten as follows: 

 

ℎ̇ −
𝑆̇

𝐾𝑀𝑆
ℎ = −𝑇̇𝑆̇ − 𝑇𝑆̈ + 𝑊̈ +

𝑇

𝐾𝑀𝑆
𝑆̇2 −

𝑆̇𝑊̇

𝐾𝑀𝑆
                (12)                                                      

       

Eq. (12), in its current expression, is a general 

thermodynamically equation. Finally, function ℎ is extracted 

as follows: 

 

ℎ =
1

𝑒
∫(−

𝑆̇
𝐾𝑀𝑆

)𝑑𝑡+𝐶1

∫ [(𝑒
∫(−

𝑆̇

𝐾𝑀𝑆
)𝑑𝑡+𝐶1

) . (−𝑇̇𝑆̇ − 𝑇𝑆̈ + 𝑊̈ +

𝑇

𝐾𝑀𝑆
𝑆̇2 −

𝑆̇𝑊̇

𝐾𝑀𝑆
)] 𝑑𝑡 + 𝐶2                                                   (13) 
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It is necessary to state here that the function ℎ satisfies 

the necessary and sufficient energy structure conditions 

discussed in references [29, 34]. So, entropy generation 

function (considered novel integrator function) is extracted 

as follows: 

𝑔 = −
ℎ

𝑇
=

−1

𝑇𝑒
∫(−

𝑆̇
𝐾𝑀𝑆

)𝑑𝑡+𝐶1

∫ [(𝑒
∫(−

𝑆̇

𝐾𝑀𝑆
)𝑑𝑡+𝐶1

) . (−𝑇̇𝑆̇ −

𝑇𝑆̈ + 𝑊̈ +
𝑇

𝐾𝑀𝑆
𝑆̇2 −

𝑆̇𝑊̇

𝐾𝑀𝑆
)] 𝑑𝑡 + 𝐶2                                 (14) 

 

Eq. (14) takes the entropy generation function (the 

considered integrator function). In fact, it gives the 

thermodynamically structure of the function 𝑔. Therefore, as 

can be deduced from Eq. (14), the entropy generation 

function, both physically and mathematically, is a suitable 

function for use as an integrator function in general 

thermodynamically unifying the first and second laws of 

thermodynamics.  

So, two novel general thermodynamically unified equations 

are established as follows: 

 

𝑈̇ = 𝑇𝑆̇ − 𝑊̇ +
1

𝑒
∫(−

𝑆̇
𝐾𝑀𝑆

)𝑑𝑡+𝐶1

∫ [(𝑒
∫(−

𝑆̇

𝐾𝑀𝑆
)𝑑𝑡+𝐶1

) . (−𝑇̇𝑆̇ −

𝑇𝑆̈ + 𝑊̈ +
𝑇

𝐾𝑀𝑆
𝑆̇2 −

𝑆̇𝑊̇

𝐾𝑀𝑆
)] 𝑑𝑡 + 𝐶2                                 (15) 

  

And also: 

 

𝑇𝑆̇ = 𝑄̇ −
1

𝑒
∫(−

𝑆̇
𝐾𝑀𝑆

)𝑑𝑡+𝐶1

∫ [(𝑒
∫(−

𝑆̇

𝐾𝑀𝑆
)𝑑𝑡+𝐶1

) . (−𝑇̇𝑆̇ − 𝑇𝑆̈ +

𝑊̈ +
𝑇

𝐾𝑀𝑆
𝑆̇2 −

𝑆̇𝑊̇

𝐾𝑀𝑆
)] 𝑑𝑡 + 𝐶2                                          (16) 

  

Eq. (15) includes the internal energy, while in Eq. (16), 

internal energy is not directly observed. This issue does not 

make a difference in the foundations of these equations. In 

fact, the foundations of the general thermodynamically novel 

established unified Eqs. (15)-(16) are based on the statistical 

approach to entropy and the entropy generation function 𝑔. 

Mathematically, the unified Eq. (16) can be described as 

including fewer thermodynamically quantities, which may 

can achieve more unification. 
 

4. Novel General Thermodynamically Unified Second 

Law 

The general thermodynamically unified second law is a 

rewrite of Clausius formulation in the equality formulation 

considering the first law of thermodynamics as well as 

Boltzmann approach to the entropy to apply irreversibility 

effects on the Clausius formulation of the second law. So, 

Eq. (5) takes an initial unified second law equation 

considering entropy generation function as the needed 

integrator function. Therefore, by replacing entropy 

generation function 𝑔, the novel general thermodynamically 

unified second law equation is established as follows: 

 

𝑆̇ =
𝑄̇

𝑇
−

1

𝑇
[

1

𝑒
∫(−

𝑆̇
𝐾𝑀𝑆

)𝑑𝑡+𝐶1

∫ [(𝑒
∫(−

𝑆̇

𝐾𝑀𝑆
)𝑑𝑡+𝐶1

) . (−𝑇̇𝑆̇ −

𝑇𝑆̈ + 𝑊̈ +
𝑇

𝐾𝑀𝑆
𝑆̇2 −

𝑆̇𝑊̇

𝐾𝑀𝑆
)] 𝑑𝑡 + 𝐶2]                                          (17) 

  

Eq. (14) gives a new very important perspective on the 

second law. In the established general thermodynamically 

unified equation of the second law, in addition to the second 

derivative of entropy, terms related to the way of doing work 

are also seen, which are related to the effects of 

irreversibility. In the following, the validity of Eqs. (10)-(14) 

is discussed from the perspective of structure and required 

conditions. 

 

5. Results and Discussion  

The unified Eqs. (15)-(17) are both mathematically and 

physically equivalent. In this part, a physical-mathematical 

discussion is presented on the general verification of the 

established unified equations (step by step). The unified Eqs. 

(15)-(17) were extracted from the unification of first and 

second laws of thermodynamics. The entropy generation 

function 𝑔 was considered as the integrator function, and was 

then calculated mathematically. In the following, using 

entropy generation function 𝑔 as well as well-known 

formulations of the first and second laws of thermodynamics, 

the unified equations were established.   

At first, it is necessary to be noted that the unification 

carried out in this paper, is in the general thermodynamic 

case and no additional assumptions are made. In fact, the 

calculations are based directly on the sufficiently well-

known expressions of the first and second laws of 

thermodynamics as well as using sufficiently validated and 

accepted mathematical tools. So, from a mathematical point 

of view, the discussion of the calculations of extracting the 

integrator function 𝑔, Eq. (13) is the main topic to validation 

discussion. Differential Eq. (12) is written in such a way that 

it falls into the category of first-order linear differential 

equations [35]. Therefore, if it satisfies the conditions of 

uniqueness of the response over its entire required domain as 

an integrator function for unification the first and second 

laws of thermodynamics, the mathematical validation is 

complete. In order to study Eq. (12), it is initially considered 

that: 

 

𝑝 ≡ −
𝑆̇

𝐾𝑀𝑆
                                                                               (18) 

 

𝑞 ≡ −𝑇̇𝑆̇ − 𝑇𝑆̈ + 𝑊̈ +
𝑇

𝐾𝑀𝑆
𝑆̇2 −

𝑆̇𝑊̇

𝐾𝑀𝑆
                                     (19) 

 

As can be seen, the functions 𝑝 and 𝑞 are fully defined in 

the domain of thermodynamic values and also have no 

singular points. Therefore, function ℎ calculated in Eq. (13) 

is fully defined in the domain of thermodynamic values of 

the first and second laws of thermodynamics, is valid, and is 

also acceptable as an integrator function. So, all the 

calculation steps performed to extract the unified equations 

can also be concluded and performed reversibly. This means 

that Eqs. (15)-(17) completely encompass the first and 

second laws of thermodynamics. Also, just as these 

equations can be derived from the combination of the first 

and second laws of thermodynamics, the reverse calculations 

can also be completed and the first and second laws can be 

derived. Therefore, all necessary and sufficient conditions 

are satisfied in the established equations.  

Although the discussion presented is complete, it can be 

stated that from another perspective, it is clearly deduced that 

Eqs. (15)-(17) satisfy the necessary and sufficient energy 

structure and the compatibility conditions established by 

energy structure theory. The energy structure equation as 
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well as the corresponding compatibility conditions are fully 

developed in references [26, 29, 34]. 

 

6. Conclusions  

The attempt to unify scientific theories as a matter of 

great importance has a long history among scientists. The 

physical meaning of unification in scientific theories (or 

physical laws as well as principles) is to add the effects of 

different laws to each other, and extract the desired unified 

equation. Considering that in the unifications it is necessary 

to use an additional model, perspective or equation, 

therefore, it is seriously necessary to emphasize that the 

unifications in different ways do not necessarily lead to a 

similar equation. In fact, applying the effects of scientific 

laws on each other using different approaches can lead to 

different unified equations. In fact, part of the features, 

mathematics and applications of the unified equation goes 

back to the additional perspective used in the unification. 

Physical and mathematical challenges are the main 

challenges from the perspective of the possibility of 

unification scientific laws. From the physical point of view, 

it is necessary to establish the foundations required by the 

additional perspective used in unification, and from the 

mathematical point of view, it must be also possible to apply 

the additional perspective by mathematical operators. 

The pursuit of unification in thermodynamics occupies a 

great special place. In other words, the first law of 

thermodynamics uses the quantity of internal energy to 

express the conservation of energy based on work done and 

heat exchanged in thermodynamic processes. Meanwhile, 

the second law of thermodynamics by defining the entropy 

quantity provides a necessary condition for the processes to 

be carried out. By the expansion of different definitions on 

the entropy, the expressions of the second law have also been 

expanded. It is in this situation that the unification of the first 

and second laws of thermodynamics becomes more 

important. The perspective of classical thermodynamics 

cannot get a specific idea in line with this unification. Also, 

the extended definitions on the entropy are generally not 

applicable either mathematically or physically for the 

purpose of unification. In the meantime, the statistical 

physics approach to entropy, which provides the Boltzmann 

entropy equation, provides the necessary physical 

foundations to unify the first and second laws of 

thermodynamics. From the mathematical point of view, 

Boltzmann entropy equation cannot be applied in the 

unification of classical thermodynamics. For this reason, it is 

necessary to use other views of entropy that have a common 

basis with Boltzmann entropy equation. The quasi-statistical 

approach, which has a common basis as the Boltzmann 

entropy equation, also provides the necessary conditions 

from a mathematical point of view. In this case, the 

unification of the first and second laws of thermodynamics 

using Boltzmann statistical perspective leads to the 

formation of a deep link between the classical expressions of 

the first and second laws with the approach of statistical 

physics. Also, the unified expression of the second law 

rewrites it as an equality, which brings a direct place in the 

analysis of problems for this law. 

Since we were looking for a general thermodynamically 

unification of the first and second laws of classical 

thermodynamics, we considered the energy generation 

function as the integrator function, and also extracted the 

considered integrator function in a general and completely 

thermodynamically expression using the quasi-statistical 

perspective of entropy. Finally, two innovative general 

thermodynamically unified equations were extracted from 

the unification of first and second laws of classical 

thermodynamics. In the following, the very important issue 

of the general thermodynamically expression of the second 

law was pursued, and in fact, the second law in its general 

thermodynamically unified expression was established as an 

equality. Finally, it is important to be noted that the unified 

Eqs. (15)-(17) are both mathematically and physically 

equivalent, and depending on our needs for analyzing a 

particular problem, either of them can be used. 

Established novel Eqs. (15)-(17) have the general 

structure of unified thermodynamics. According to energy 

structure theory, these equations are required to satisfy the 

necessary and sufficient conditions of energy structure 

equation as well as the compatibility conditions. Eqs. (15)-

(17) clearly satisfy the desired conditions in references [29, 

34]. 
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Nomenclature 

𝑈: Internal energy [J] 

𝑄: Heat transfer [J] 

𝑊: Work [J] 

𝑘𝑀𝑆: Universal constant of quasi-statistical entropy  

𝑇: Temperature [K] 

𝑠 : Entropy of the system [J/K]  

 

Greek Letters 

𝑔: Entropy generation function [J/K]  

ℎ: Irreversibility [J/K] 
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