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The increasing waste produced by the mining industry presents serious environmental challenges. This 

research focused on developing a sustainable material with enhanced shielding properties against gamma 

radiation by combining mine waste, which is rich in aluminum and iron, with bentonite and cement. We 

investigated the gamma-ray shielding properties of the shielding materials at energies of 59.54 keV, 

661.66 keV, and 1115.54 keV using both experimental methods and theoretical approaches via EpiXS 

software. We calculated various metrics, including the linear attenuation coefficient, HVL, TVL, and 

radiation protection efficiency values. The findings revealed that a shielding material containing 55 wt.% 

cement and 17 wt.% mine waste mud could effectively reduce the intensity of low-energy gamma-ray 

photons by half with a thickness of less than 1 cm. The results indicate that incorporating mine waste 

significantly enhances radiation attenuation at lower gamma-ray energies and presents a promising 

opportunity for producing eco-friendly building materials, aligning with the principles of green 

engineering. Overall, using industrial waste in construction is cost-effective, providing long-term 

savings and environmental benefits. 
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1. INTRODUCTION 

Radiation shielding refers to the use of barriers to minimize exposure between a radiation source and the human 

body. The main mechanisms through which gamma rays interact include photoelectric absorption, Compton 

scattering, and pair production. For low-energy gamma rays, photoelectric absorption is most effective when 

high atomic number materials, like lead, are used. On the other hand, Compton scattering is effective with low 

atomic number materials such as aluminum and iron at higher energy levels. It's important to note that pair 

production only takes place with high-energy gamma rays, specifically those exceeding 1022 keV. 

Cement is a non-metallic, inorganic material known for its hydraulic binding characteristics. When combined 

with water, it creates a paste that solidifies as hydrates develop. Once it hardens, the cement keeps its strength 

(Worrell, 2004). Cement-based materials for radiation shielding are popular due to their low cost and ability 

to be easily processed and shaped as needed. Shielding properties of concrete produced with different additives 

such as ilmenite and magnetite (Heniegal et al., 2022), hematite (Singh and Singh, 2021), waste glass (Eid et 
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al., 2022), and steel slag (Baalamurugan et al., 2021) showed promising results. Bentonite is a type of absorbent 

swelling clay consisting mainly of montmorillonite, which can be categorized as Na-montmorillonite or Ca-

montmorillonite. It finds applications in multiple areas, including industry, agriculture, mining, and 

engineering geology. Moreover, bentonite is frequently used to improve the effectiveness of cement mortars 

(Liu et al., 2020). Because of its swelling characteristics and non-toxic nature, bentonite can be incorporated 

into mortar to fill small voids within the cement matrix. This incorporation reduces water movement within 

the pore structure, enhancing waterproofing and impermeability. Recent studies have demonstrated the 

gamma-ray shielding capacities of bentonite, which serves as a suitable buffer and filler material for deep 

underground repositories in nuclear waste disposal (El-Khatib et al., 2021; El-Samrah et al., 2023; Sallem et 

al., 2022). 

In recent years, the production of waste materials has increased, driven by the growing global population, 

advances in industry and technology, and heightened levels of consumption. The mining industry generates 

about 100 billion tons of waste annually (Vuillier, 2021). These pose persistent environmental and safety 

hazards. Recycling industrial waste into value-added functional materials is a sustainable way of industrial 

waste management (Saraee and Baferani, 2018; Xia et al., 2024). Green cement is an environmentally friendly 

cement that uses a carbon-negative production process. The primary raw materials used to produce green 

cement mainly include waste from industry (Wen et al., 2023). This reduces environmental impact and 

promotes sustainability. Incorporating waste as a partial replacement for raw materials in concrete production 

results in products with enhanced qualities, prevents waste from entering the environment, and decreases the 

need for extracting natural resources (Saraee and Baferani, 2018). In recent years, radiation shielding properties 

of mine wastes have also been investigated. Red mud, one of the most studied wastes, is a solid aluminum 

industrial waste that contains 30-60% hematite (Fe₂O₃), which is suitable for shielding high-energy X-ray and 

gamma rays (Liu et al., 2011). Shivani et al. (2024) researched red mud polymer composites as effective X-

ray shielding materials, demonstrating that these composites effectively shield against X-rays. Arya et al. 

(2023) indicated that newly developed shielding materials created by incorporating barium hydroxide 

monohydrate and bismuth oxide into red mud are more economical for constructing radiation shielding 

materials than traditional materials like lead and concrete. Salati et al. (2021) showed that red mud addition to 

bentonite enhances the radiation shielding effectiveness of bentonite. Gili and Jecong (2023) studied the 

radiation shielding properties of various Philippine mine tailings and mining by-products, including ferronickel 

slag, nickel mine tailings, gold mine tailings, and copper mine tailings. Among the materials examined, nickel 

tailings were the most effective filler material for low-level radioactive waste, particularly in attenuating X-

rays and gamma rays. Saraee and Baferani (2018) investigated the gamma radiation shielding properties of a 

material derived from lead-containing metallurgical solid waste by mixing cement and clay with the waste. 

Gallala et al. (2017) studied how adding barite-fluorspar mine waste as a fine aggregate affects the radiation-

shielding properties of cement mortar. Their findings indicated that incorporating these mine waste aggregates 

enhanced the attenuation coefficient by 20%. 
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Incorporating industrial waste into construction materials provides both cost savings and environmental 

benefits. Construction costs can be significantly reduced by using these waste materials as alternatives to 

traditional options like cement and sand (Madhusudanan et al., 2016; Sharma and Kumar, 2024). This approach 

lessens the environmental impact of waste disposal and aids in conserving natural resources. Additionally, it 

decreases pollution and lowers greenhouse gas emissions (Cherian et al., 2022). In general, using industrial 

waste in construction materials is economically beneficial, leading to savings by lowering material expenses, 

alongside significant advantages for the environment. 

The main goal of this research was to evaluate the effectiveness of gamma-ray shielding provided by cement-

based materials that blend cement, bentonite, and mine waste mud rich in aluminum and iron. This study 

included experimental tests for gamma-ray transmission and theoretical calculations using EpiXS software. 

The results also aimed to demonstrate the potential for using industrial by-products to create more efficient 

and sustainable construction materials. 

2. MATERIAL AND METHOD 

2.1. Attenuation of Gamma-Ray 

When a monoenergetic beam of photons interacts with a material, the number of photons that exit without 

interacting is calculated by Equation 1 (Tsoulfanidis and Landsberger, 2015). 

 𝐼 = 𝐼0e−𝜇𝑥 (1) 

In the equation, I0 is the initial gamma-ray intensity, I is the gamma-ray intensity after interacting with the 

material, µ is the linear attenuation coefficient (cm-1), and x is the thickness of the material (cm). A high linear 

attenuation coefficient, which is the key indicator of a material's effectiveness as a shielding material, suggests 

that the material is effective at shielding. The mass attenuation coefficient of the material is calculated by 

dividing the linear attenuation coefficient by the material's density. 

 𝜇𝜌 =
𝜇

𝜌
 (2) 

In the equation, μρ is the mass attenuation coefficient (cm2 g-1) and ρ is the material's density (g cm-3). 

Radiation protection efficiency (RPE) refers to the ratio of the radiation intensity measured before and after it 

interacts with a shielding material. It expresses how effective the material is at shielding ionizing radiation. 

The high RPE value indicates greater shielding of the radiation and, therefore, better radiation protection. 

 𝑅𝑃𝐸(%) = (1 −
𝐼

𝐼0

) × 100 (3) 
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The half-value layer (HVL) indicates the thickness of material needed to reduce the initial radiation intensity 

by half, while the tenth-value layer (TVL) refers to the thickness required to reduce the same intensity to one-

tenth. HVL and TVL are important metrics for evaluating how effectively a material can attenuate gamma 

radiation. The smaller these values, the more effective the material is at shielding against gamma radiation. 

 𝐻𝑉𝐿 =
𝑙𝑛2

𝜇
 (4) 

 𝑇𝑉𝐿 =
𝑙𝑛10

𝜇
 (5) 

The measurement uncertainty was evaluated according to the Guide to the Expression of Uncertainty in 

Measurement (GUM) (JCGM, 2008) by considering all significant contributions. The combined standard 

uncertainties of the linear attenuation coefficient and radiation protection efficiency were calculated using 

Equations 6 and 7, respectively. Since both the half-value layer and the tenth-value layer values were derived 

from the linear attenuation coefficient, the uncertainty associated with the linear attenuation coefficient was 

also applied to each of them. 

 𝑢𝑐(µ) = µ × √(
𝑢(𝐼0)

𝐼0

)

2

+ (
𝑢(𝐼)

𝐼
)

2

+ (
𝑢(𝑥)

𝑥
)

2

 (6) 

 𝑢𝑐(𝑅𝑃𝐸) = 𝑅𝑃𝐸 × √(
𝑢(𝐼0)

𝐼0

)

2

+ (
𝑢(𝐼)

𝐼
)

2

 (7) 

In the equation u(I0) and u(I) are the standard uncertainties of the net photopeak count without and with 

shielding, respectively, and u(x) is the standard uncertainty of the material thickness (Kahraman et al., 2024).  

2.2. Preparation of Shielding Materials 

CEM I 42.5R Portland Cement was used as the cement material in this study. Bentonite was obtained from 

Reşadiye, Tokat, and the mine waste mud was obtained from a mining company in Bursa province. According 

to the analysis conducted through X-ray fluorescence (XRF), the cement is predominantly composed of 

calcium oxide (CaO), while both bentonite and mine waste mud mainly contain silicon dioxide (SiO2), as 

shown in Table 1. The chemical composition indicates that the bentonite is classified as Ca-bentonite, whereas 

the mine waste mud comprises approximately 32% aluminum oxide and 8% iron oxide. 

Due to the moisture in the mine waste mud, it was left to dry in the sun for two days. Once it had dried, it was 

ground using an agate mortar and passed through an 850 µm sieve. As the cement and bentonite were already 

in powdered form, they were not processed with grinding or sieving. According to the TS EN 196-1 standard, 

the ratio of water to cement is 1:2 in the production technique of cement mixtures (Altuncı et al., 2022). All 

shielding materials were formulated from a composite of cement and water, employing a specific ratio of 25 

grams of water to 50 grams of cement. The reference shielding material, designated as C, was comprised solely 
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of cement and water. Additional shielding materials incorporated varying proportions of bentonite and mine 

waste mud, as outlined in Table 2. To assess the impact of bentonite and mine waste mud on the radiation 

shielding properties and facilitate comparison, a fixed quantity of 15 grams of each material was introduced 

individually into the cement and water mixture. Furthermore, 7.5 grams of bentonite and mine waste mud were 

introduced into the cement and water mixture while maintaining a total weight of 15 grams. The shielding 

material, which included cement, bentonite, and water, was prepared to evaluate the influence of bentonite and 

was referred to as CB. The mixture containing cement, mine waste mud, and water was developed to assess 

the effect of mine waste mud, denoted as CM. The shielding material, including cement, bentonite, mine waste 

mud, and water, was designated as CBM. Cement and water were initially blended to achieve a homogeneous 

mixture while preparing these shielding materials. Subsequently, bentonite and mine waste mud were 

incorporated, followed by thorough mixing to ensure uniformity throughout the composition. 

Table 1. Chemical compositions of materials (%) 

Component Cement Bentonite Mine Waste Mud 

SiO2 5.39 65.02 48.08 

Al2O3 6,91 21.60 31.61 

Fe2O3 3.84 5.07 7.78 

CaO 69.04 4.11 3.69 

MgO 2.79 2.26 2.89 

K2O - 0.54 2.48 

TiO2 - - 1.04 

ZnO - - 0.73 

Na2O 9.96 0.42 0.51 

 

Table 2. Composition of shielding materials by weight and their densities 

Shielding Materials Code 
Cement 

(%) 

Bentonite 

(%) 

Mine Waste Mud 

(%) 

Water 

(%) 

Density 

(g cm-3) 

Cement C 66.63 - - 33.37 1.56 

Cement and bentonite CB 55.12 16.92 - 27.97 1.60 

Cement and mine 

waste mud 
CM 55.38 - 16.65 27.97 1.74 

Cement, bentonite, 

and mine waste mud 
CBM 55.45 8.30 8.35 27.90 1.67 
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Each mixture was divided into four equal pieces, placed in plastic molds, and allowed to dry (Figure 1). The 

pieces were kept for at least 30 days before experimental measurement. They were soaked daily until 

measurement to prevent crack development during this period. The masses and dimensions of the dried pieces 

were measured, and the experimental densities were calculated. Experimental densities varied from 1.56 to 

1.74 g cm-3. The shielding material with the highest density was the cement-mine waste mud blend (CM), 

while the lowest-density shielding material was the cement (C). The high density of the CM was attributed to 

its higher aluminum oxide and iron oxide content in mine waste mud than the other materials. 

 

Figure 1. a) Mixing, b) Shielding materials in the plastic molds, and c) Packing for measurement 

2.3. Gamma-Ray Shielding Measurements 

The shielding experiments were performed using a NaI(Tl) scintillation detector (Alpha Spectra Inc. 3x3 inch). 

The detector was connected to a DigiBASE (ORTEC) digital gamma spectrometer with MAESTRO 

multichannel analyzer (MCA) software. To obtain a narrow beam geometry, the source was placed below the 

collimator, and the shielding material above the collimator. The collimator has a diameter of 7 cm, a length of 

4.8 cm, and an internal cavity diameter of 1 cm. The measurement geometry was adjusted to match the 

shielding materials thickness and provide good counting statistics at the gamma-ray energy of interest in the 

spectrum in a short time (Figure 2). The uncertainties of the net photopeak count at the energy of interest in 

the spectra were less than 7%. 

 

Figure 2. a) Gamma spectrometer with NaI(Tl) detector, b) Measurement geometry 
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241Am, 137Cs, and 65Zn certified point sources were used in the experiments (Table 3). Thus, the gamma 

radiation shielding properties of the materials at low, medium, and high gamma-ray energies were investigated. 

The initial gamma-ray intensity of the sources (I₀) was measured without any shielding material present. To 

determine the gamma-ray intensity of the radiation after interacting with shielding material of different 

thicknesses (I), measurements were made by stacking four shielding materials on top of each other. The 

measured spectra were analyzed with the InterSpec spectral radiation analysis software developed by Sandia 

Labs (Johnson et al., 2021). The background spectrum was subtracted from the measured spectrum. 

Table 3. Properties of certified sources 

Radionuclide Manufacturer Energy (keV) Certified Activity (kBq) Reference Date 

241Am Isotope Products Laboratories 59.54 36.21 01.12.2006 

137Cs Czech Metrology Institute 661.66 17.58 30.06.2014 

65Zn Czech Metrology Institute 1115.54 41.59 10.10.2023 

2.4. EpiXS Calculations 

The theoretical calculation of the linear attenuation coefficients was performed using EpiXS program (Hila et 

al., 2021). The input for the program consisted of the chemical compositions of cement, bentonite, mine waste 

mud, water (H2O), and gamma-ray energies. The chemical compositions of cement, bentonite, and mine waste 

mud are given in Table 1. The program's output included these materials' total mass attenuation coefficients at 

59.54 keV, 661.66 keV, and 1115.54 keV gamma-ray energies (Table 4). 

Table 4. The total mass attenuation coefficients (cm2 g-1) of materials calculated by EpiXS 

Energy (keV) Cement Bentonite Mine Waste Mud Water 

59.54 0.471 0.298 0.330 0.207 

661.66 0.077 0.077 0.076 0.086 

1115.54 0.060 0.060 0.060 0.067 

The total mass attenuation coefficients obtained from the EpiXS program for cement, bentonite, mine waste 

mud, and water were multiplied by their respective weight percentages in the shielding material (Table 2). The 

results were then summed according to the content of the shielding material. The mass attenuation coefficient 

of the shielding material was multiplied by its density to calculate the linear attenuation coefficient of the 

shielding material. 
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3. RESULTS AND DISCUSSION 

Figure 3 displays gamma-ray spectra at an energy of 661.7 keV, comparing measurements taken without any 

shielding material (represented by the black line) and with a 3 cm thick CM shielding material (represented by 

the green line). CM was selected because it demonstrated the best shielding properties among all the shielding 

materials. Both spectra were collected using the same measurement setup for 900 seconds. The uncertainties 

in the net photopeak counts were 1%. In addition to the photopeak of 137Cs at 661.7 keV, the spectra also 

revealed the barium X-ray peak at 32 keV, which is part of the decay scheme of 137Cs, as well as the lead X-

ray peak in the 70-85 keV energy range due to the lead collimator. Additionally, the Compton continuum 

region was present in the spectra. 

The difference in the height of the photopeaks at 661.7 keV in the spectra obtained with and without the 

shielding material reflects the difference in the photopeak counts. A higher photopeak observed without the 

shielding material indicates a greater count (I0), while a lower photopeak with the shielding material signifies 

a reduced count (I). This suggests that the gamma-ray intensity was decreased due to the material's shielding 

effect. 

 

Figure 3. Gamma-ray spectra of 137Cs without shielding material and with 3 cm thick CM shielding material 

(counting time =900 s) 
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I/I0 ratios were calculated for shielding materials (C, CB, CM, CBM) of different thicknesses at gamma-ray 

energies of interest from the experimentally obtained spectra. The experimental linear attenuation coefficients 

of shielding materials were determined from the slope of the ln(I/I0)-x, and HVL, TVL, and RPE values were 

calculated. The combined standard uncertainty of the experimental linear attenuation coefficient, RPE, HVL, 

and TVL were given at k=1. 

The experimental and theoretical linear attenuation coefficients of shielding materials are given in Table 5. For 

all shielding materials, the linear attenuation coefficient decreased as energy increased. According to the 

experimental results, the order of the linear attenuation coefficient from highest to lowest was CM > CBM > 

C > CB. The CM shielding material had the highest linear attenuation coefficient of all energies, and the CB 

shielding material had the lowest. According to the results obtained from EpiXS, CM exhibited the highest 

linear attenuation coefficients across all energies, similar to experimental results. The EPiXS results showed 

that the lowest linear attenuation coefficients were found for C and CB shielding materials, and the values 

were close. The results aligned with the chemical composition and density of the materials. CM, exhibiting the 

highest density, demonstrated the most significant gamma-ray attenuation across all energy levels. Conversely, 

the shielding materials with the lowest density, C and CB, consistently showed the lowest gamma-ray 

attenuation. When the shielding materials were compared according to the linear attenuation coefficients, it 

was observed that the shielding capability increased with the increase in the ratio of mine waste mud in the 

mixture. When shielding material C, containing only cement, and shielding material CB, consisting of the 

cement-bentonite mixture, are compared, it can be said that the addition of bentonite does not increase the 

gamma-ray shielding. When comparing experimental and EpiXS results, the differences range from 1% to 

10%, indicating that the experimental and theoretical results are consistent. The differences arise from the 

uncertainties involved in shielding material preparation and gamma-ray measurement (Kahraman et al., 2024). 

Table 5. The linear attenuation coefficients (cm-1) of shielding materials 

Energy 

(keV) 

C CB CM CBM 

Exp. 

 ± uc 
EpiXS 

Diff. 

(%) 

Exp.  

 ± uc 
EpiXS 

Diff. 

(%) 

Exp.  

± uc 

EpiX

S 

Diff. 

(%) 

Exp. 

± uc 
EpiXS 

Diff. 

(%) 

59.54 
0.640 ± 

0.024 
0.598 7 

0.613 ± 

0.029 
0.588 4 

0.705 ± 

0.037 
0.650 8 

0.673 ± 

0.035 
0.617 9 

661.66 
0.137 ± 

0.002 
0.125 10 

0.116 ± 

0.002 
0.127 9 

0.145 ± 

0.002 
0.138 5 

0.138 ± 

0.003 
0.132 4 

1115.54 
0.096 ± 
0.002 

0.097 1 
0.094 ± 
0.002 

0.099 5 
0.105 ± 
0.003 

0.108 3 
0.099 ± 
0.004 

0.103 4 

The radiation protection efficiency values of CM shielding material are given in Figure 4. The RPE (%) values 

were calculated at varying shielding material thicknesses. The highest attenuation was noted at an energy of 

59.54 keV; a 0.8 cm thick shielding material attenuated 43% of the incident radiation, while a 3 cm thick 

shielding material completely attenuated the low-energy gamma rays. The 3 cm shielding material at medium 
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energy provided a 34% attenuation, while at high energy, it provided a 28% attenuation. The differences in 

RPE(%) values at the same thickness for medium and high energy were less pronounced than those observed 

at low energy. 

 

Figure 4. RPE (%) values of cement-mine waste mud (CM) shielding material 

Figure 5 shows the HVL and TVL of the shielding materials obtained from experiments. HVL values varied 

from 0.98 to 1.13 cm at 59.54 keV, 4.77 to 5.98 cm at 661.66 keV, and 6.61 to 7.35 cm at 1115.54 keV. TVL 

values ranged from 3.27 to 3.75 cm at 59.54 keV, 15.86 to 19.85 cm at 661.66 keV, and 21.95 to 24.42 cm at 

1115.54 keV. For all energies, the order of HVL and TVL from lowest to highest is CM < CBM < C < CB. 

Smaller HVL and TVL values indicate a thinner and more effective shield. 

 

Figure 5. a) HVL, b) TVL values of shielding materials 

https://doi.org/10.54287/gujsa.1620831


11 
Tunçkılıç, S., & Esen, A. E.  

GU J Sci, Part A 12(1) 1-14 (2025) 10.54287/gujsa.1620831  
 

 

The HVL values obtained for the CM shielding material, which showed this study's best gamma ray shielding 

properties, were compared with selected studies where waste was used as radiation shielding material (Table 

6). Compared to the cement mixture containing 40% silica waste in the study of Eid et al. (2022), it is seen 

that the HVL values obtained in our study were lower at 59.5 keV energy. Compared to barite-fluorspar mine 

waste in the study of Gallala et al. (2017) and copper mine tailing in the study of Gili and Jecong (2023), the 

HVL values obtained in our study were higher at 662 keV. This could be due to the higher density of copper 

used in the study of Gili and Jecong (2023), thus providing a higher shielding effect, and the higher weight 

percentage of mine waste in the study of Gallala et al. (2017) compared to aluminum and iron in our mine 

waste mud. 

Table 6. Comparison to other studies in the literature 

 Material Energy (keV) HVL (cm) 

This study Cement-Mine Waste Mud (17 wt.%) 
59.5 0.98 

662 4.77 

Eid et al. (2022) Cement-Silica Waste (40 wt.%) 59.5 1.15 

Gallala et al. (2017) Barite-Fluorspar Mine Waste (30 wt.%) 662 4.62 

Gili and Jecong (2023) Copper Mine Tailings 662 3.22 

4. CONCLUSION 

There has been a growing search for alternative materials that can provide more cost-effective solutions to 

produce building materials in the construction industry. Utilizing waste not only helps reduce landfill 

accumulation but also conserves energy. By identifying the optimal amount of waste and replacing either 

aggregate or cement in concrete production, it is possible to achieve properties similar to ordinary concrete, 

thus offering solutions to the depletion of natural resources while simultaneously creating more economical 

and sustainable concrete. 

This study investigated the gamma-ray shielding properties of composite materials made from a blend of 

cement, bentonite, and mine waste mud. To evaluate their effectiveness, shielding materials were prepared and 

subjected to experimental testing and theoretical analysis using EpiXS software at gamma-ray energies of 

59.54 keV, 661.66 keV, and 1115.54 keV. The results showed that shielding material containing 55 wt.% 

cement and 17 wt.% mine waste mud could reduce the intensity of low-energy gamma-ray photons to half of 

its initial value when the thickness of the shielding material was less than 1 cm. In contrast, achieving a similar 

reduction for medium-energy photons required a greater shielding material thickness of approximately 4.8 cm. 

For high-energy photons, a thicker shielding material of about 6.6 cm was necessary for comparable 

attenuation. The findings indicate these materials exhibit strong shielding performance at lower gamma-ray 

energies. Consequently, concrete produced with mine waste additives containing metals is a highly effective 

candidate for nuclear applications, owing to its suitable nuclear radiation attenuation properties at low gamma 

energies. 
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The eye is a vital sensory organ that enables us to fulfill all our life’s needs. Diseases affecting such a 

vital organ can have a detrimental impact on our lives. Although certain eye conditions are easily 

managed, others may result in lasting damage or loss of sight if not identified promptly. Problems within 

the retina or improper image focus on the retina may result in loss of eyesight. Optical Coherence 

Tomography (OCT) can identify diseases using retinal images taken from a side-angle view. Medical 

images are analyzed using Convolutional Neural Networks (CNNs) to automatically diagnose diseases. 

Doctors may reach varying conclusions when diagnosing diseases based on medical images. These 

conclusions may even contain human error. These challenges can be overcome with the use of CNNs. 

When creating a CNN architecture, many hyperparameter values need to be determined at the beginning 

before the training phase. A well-structured design is crucial for the successful performance of CNNs. 

The lengthy training time of CNNs makes testing every hyperparameter combination a very time-

intensive process. This research determined the best hyperparameters for CNNs by means of Bayesian 

optimization. The study employed a dataset comprising four categories: DME, CNV, DRUSEN, and 

NORMAL. With Bayesian optimization, this proposed model reached an accuracy and F1 score of 

99.69%, outperforming existing research findings. The proposed model will also help doctors to make 

decisions and speed up the decision-making process. 
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1. INTRODUCTION 

The eyes are the most important of our sensory organs. In fact, the brain is the organ that enables us to see and 

the eye helps us to see in this sense (Çevik et al., 2021). The eye is composed of three layers that are capable 

of transmitting and refracting light (Malkoç, 2006). The sclera, the first layer from the outside to the inside, is 

the white area where light is refracted and protects the eye from external factors. The second layer is the retina 

(choroid), a network of blood vessels responsible for nourishing the retina. The third layer, the retina, is located 

behind the eye wall and contains millions of light-sensitive nerve cells (Farsiu et al., 2014). The light coming 

into the eye is refracted first in the cornea and then in the lens and falls on the retina, and vision is realized by 

stimulating millions of nerve cells in the retina (Alqudah, 2020). Messages about vision are processed in the 

brain through the optic nerve, which is composed of millions of nerve fibers, to form the image (Wu et al., 

2013).  
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Vision starts in the retina. The retina also contains cells that allow us to see in the dark and in the light (Tayal 

et al., 2021). Numerous conditions can affect the retina, including diabetic retinopathy, retinal tears, retinal 

detachments, yellow spot disease, occlusions of the retinal artery, epiretinal membrane, and traumatic eye 

injuries (Fujimoto et al., 2000, Wu et al., 2013, Farsiu et al., 2014, Asif et al., 2022). Diseases occurring in the 

retina affect the visual ability of the person and the damage to the retina is irreversible (Saleh et al., 2022). 

Therefore, timely diagnosis and intervention are essential. Diabetic retinopathy, for example, which can cause 

vision loss, can be diagnosed early with a retinal examination (Çevik et al., 2021). Ultrasonography, fundus 

fluorescein angiography, and optical coherence tomography, in addition to retinal examination, can be used 

for diagnosis (Silverman et al., 2014). 

Optical Coherence Tomography (OCT) is a method of creating cross-sectional images of the retina using light 

waves (Li et al., 2019). OCT provides a detailed view of all retinal layers and assesses their thickness. These 

measurements aid in the diagnosis and selection of the best treatment method for retinal diseases (Fujimoto, et 

al., 2000). Although retinal eye diseases are typically detected by specialist clinicians through eye 

examinations, their assessments may sometimes vary. Human error may also arise due to the specialists' 

workload or conflicting disease conditions. To address these issues, it is important to support decision-making 

processes with computer-aided artificial intelligence systems (Kaya & Çetin-Kaya, 2024a, Duran et al., 2025). 

In the last decade, deep learning-based Convolutional Neural Networks (CNNs) have been extensively utilized 

and successfully applied to disease diagnosis from medical images (Çetin-Kaya & Kaya, 2024). The structure 

of a CNN comprises convolutional layers, pooling layers, and fully connected layers, and performs end-to-end 

learning in the training phase, using raw images as input (Krizhevsky et al., 2012; LeCun et al., 1998). In 

classical machine learning, the features used as input are manually determined at the beginning of the training 

phase, while in deep learning-based models, feature extraction from raw images is performed automatically 

during the training phase. 

Common problems in disease diagnosis from medical images with CNN can be listed as follows: insufficient 

number of labeled data, unbalanced class distributions in the datasets, noisy datasets, high similarities between 

dataset classes, and overfitting during training. When dealing with a dataset with limited labeled samples, 

underfitting occurs if CNN architectures are defined in a simple way with few layers, but overfitting occurs in 

the training phase if the architecture is too deep and complex (Kaya, 2024; Güneş & Çetin-Kaya, 2024). When 

overfitting occurs, CNN models tend to retain the training data in memory rather than generalizing from it, so 

their training accuracy is very high, but their performance drops significantly when encountering unfamiliar 

test data (Zhang et al., 2021). Therefore, determining the optimal CNN architecture is crucial for achieving 

high performance (Çetin-Kaya., 2024). Since CNN architectures have many hyperparameters, it is almost 

impossible to determine the optimal architecture manually. CNNs are also trained with medical images to 

diagnose diseases (Cheyi & Çetin-Kaya, 2024). In order to develop a successful model with CNNs, many 

hyperparameters, including the quantity and dimensions of filters within the convolutional layer, the quantity 
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of neurons in the densely connected layer, the dropout rate and the learning rate need to be optimally adjusted. 

In CNNs, hyperparameters comprise many combinations and trying all combinations is costly in terms of 

training time. To overcome these problems, statistical estimation methods are employed to find the best 

hyperparameters. In this study, Bayesian optimization method is used to determine the optimal 

hyperparameters in CNN architectures. Thus, four different retinal disease types were successfully classified. 

1.1. Motivation 

It is very important that retinal eye diseases are automatically detected by artificial intelligence systems at an 

early stage. Rapid treatment of early diagnosed eye diseases will accelerate the healing process. In the 

literature, there are various studies involving transfer learning and custom models. Since transfer learning 

models are complex models, it may not be possible to run them on all devices. Likewise, custom and transfer 

learning models have not been optimized to find the optimal hyperparameter values for eye diseases. There is 

a need for models with a very low error rate and a lightweight architecture for eye diseases. 

1.2. Contributions  

In the paper, a CNN-based model is introduced for the automated diagnosis of eye diseases using OCT images. 

A lightweight CNN architecture is developed using Bayesian optimization. Within the CNN structure, key 

settings like the quantity of filters, filter dimensions, the count of neurons in the fully connected layer, dropout 

percentage, and learning rate are fine-tuned for optimal performance. The proposed model achieves higher 

accuracy than previous studies in the literature. This lightweight model can also run quickly on resource-

constrained devices. 

The remainder of this document is structured as follows: Section 2 offers an overview of prior research. Section 

3 describes the dataset and methodology. In Section 4, the training results of the models are presented and 

compared with existing literature. Section 5 presents a comparative analysis of previous research studies. 

Lastly, Section 6 wraps up by providing an overview of the results. 

2. RELATED WORKS 

Deep learning architectures are commonly used for the classification of eye diseases. One of the methods used 

in deep learning studies is to design a model specific to the classification problem. Thus, customized 

architectures are used in studies aimed at diagnosing eye diseases. 

Alqudah (2020) proposed a custom CNN model for the classification of eye diseases from spectral-domain 

OCT images. The proposed model includes 4 Convolutional layers and consists of 19 layers in total. In the 

study, classification was performed for 5 classes: diabetic macular edema (DME), age-related macular 

degeneration (AMD), Drusen, choroidal neovascularization (CNV), and Normal. Training of the suggested 

model was conducted over 100 epochs, with the utilization of the Adam optimization algorithm. In the test 
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using 1250 images, the general accuracy rate of the model is 97.12% and the accuracy values on a class basis 

are between 97.84% (Drusen) and 100% (AMD). In this study, no optimization algorithm was applied for the 

filter count and kernel dimension in the model. For hyperparameters such as epoch and learning speed, the 

trial and error method was applied. For testing the proposed approach, the test data specified in the dataset was 

used. A successful result was obtained with a small model with fewer parameters than transfer learning models. 

Tayal et al. (2021) proposed three custom CNN architectures for classification of eye disease. The models 

differ in the number of CNN layers they have (five, seven and nine layers). Before the images were transmitted 

to the models, they were first preprocessed and then different image enhancement techniques were applied. 

All three models were trained for 15 rounds and the Adam optimizer is utilized with a learning rate of 0.001 

and a batch size of 84. As a result of the tests, the best result was obtained with the 7-layer model with 96.5% 

accuracy and 95.33% F1-score. High performance was achieved by enhancing the images with image 

processing techniques. The effect of 3 different architectures with different number of layers was analyzed. 

The study did not use an optimization algorithm to find the optimum architecture. Berrimi and Moussaoui 

(2020) proposed two CNN architectures for multiple classification and compared their performance with 

transfer learning models. The initial CNN design integrates three convolutional layers, with each layer's output 

subsequently processed through maximum pooling. Subsequently, a fully connected layer and an output layer, 

comprising four neurons that align with the class count, are appended. The second CNN architecture includes 

a dropout layer and a batch normalization layer in addition to the first CNN architecture. The first CNN model 

achieved 95.60% accuracy and the second CNN model achieved 98.75% accuracy. 

As the model depth increases, it involves a significant the duration required to train a model from end to end. 

In addition, many images are required to achieve good classification performance. Access to both medical 

images and competent experts to take part in the labeling process can be difficult. To overcome these problems, 

rather than training the model from scratch to completion, it is preferred to train a certain number of layers 

using the transfer learning method, thus creating deep learning models with higher performance with fewer 

images. Saleh et al. (2022) performed a transfer learning study on classifying retinal weaknesses from OCT 

images. The images were preprocessed in two stages. First, contrast enhancement was performed and then 

anisotropic diffusion filtration algorithm was applied. In the study, The SqueezeNet, a customized version of 

SqueezeNet, and the InceptionV3 models were implemented using a transfer learning technique. Regarding 

accuracy, the Modified SqueezeNet model (98%) outperformed the original SqueezeNet model (96.85%). The 

InceptionV3 model achieved the highest accuracy of 98.4%. Li et al. (2019) presented a deep learning model 

for the determination of retinal eye illnesses, which combines deep features with handcrafted features. 

Handcrafted features are derived from Sift and Gabor filters. The study was carried out with three frameworks. 

In the first one, images and handcraft features are combined and sent to the deep architecture, while in the 

second one, images and handcraft features are sent separately to the deep architecture and the results are 

combined for classification. In the third framework, images and handcrafted features are combined after each 

convolutional block and RCNet model is used to realize this. With the dataset, three groups with different 
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distributions were created and training and testing were performed. The best performance for all three groups 

was obtained by adding the RCNet model and Gabor features. The authors explored combining manually 

designed features with those derived from deep learning methods. In order to examine the effect of different 

datasets, they divided the dataset into three different groups. Especially in group 2, a total of 1000 images were 

employed for training, and another 1000 images were reserved for testing. In this case, they showed that deep 

learning models integrated with handcrafted features perform better on small datasets. In Group 1, 1000 images 

of the dataset were used for testing and the rest for training. In Group 3, 50% of the dataset was reserved to 

training and the other 50% part to testing. Asif et al. (2022) presented a model for identifying eye illnesses 

from OCT images, utilizing transfer learning as a key component. In the study, ResNet50 architecture is used 

by modifying the last layer and training the entire system as a whole. A fully connected block including three 

dense layers, Relu activation function, three BatchNormalization layers, Dropout layer and L2 regularization 

is added to the RESNet50 model. The model was tested with 242 images for each class and 968 images in 

total, and an accuracy of 99.48% was obtained. Zheng et al. (2020) undertook an investigation on the use of 

synthetic images generated with GAN in the detection of retinal diseases. They used Kermany dataset 

consisting of original images and a synthetic dataset. The synthetic dataset was created from 130 urgent and 

148 nonurgent images using GAN. This dataset contains 100,456 OCR images, of which 48,751 are urgent 

and 51,705 are nonurgent. The Inception V3 model was trained with both the original and synthetic dataset 

using transfer learning. The performance of the models was assessed across the actual image data and the 

fabricated image data. In the test phase using the original dataset, the effectiveness of the model trained using 

an artificially generated dataset was slightly lower than the model trained with the original images. Kermany 

et al. (2018) introduced a transfer learning model that utilizes the InceptionV3 architecture for classifying eye 

diseases in OCT images. Training of the model was performed across 100 epochs, utilizing a total of 108,312 

images. Then, it was tested with 1000 images and a specificity of 97.4%, a sensitivity of 97.8%, and an 

accuracy of 96.6% was observed. The authors also investigated whether there would be any performance loss 

if the model underwent training using a reduced dataset. Training of the model utilized a dataset containing 

1000 images for each class, and an accuracy rate of 93.4% was obtained as a result of the test. Tuncer et al. 

(2021) employed advanced, already trained models to perform the classification of OCT images into various 

categories. In the feature extraction phase of the proposed architecture, they utilized AlexNet, GoogleNet and 

ResNet18 architectures. Accuracy values of 96.88%, 97.40% and 95.36% were obtained respectively. To 

maximize the architectures' functional output, they used the SVM algorithm in the classification phase. When 

the results obtained are analyzed, Alexnet-SVM, Resnet18-SVM and Googlenet-SVM architectures obtained 

accuracy values of 98.96%, 95.36% and 98.2% respectively. Kim and Tran (2021) proposed two models in 

their study. In the first model, three binary CNN classifiers are used. These classifiers can be thought of as 

sequential, first reducing from 4 classes to 2 classes and then performing binary classification in the remaining 

classes. The first classifier (ResNet152) was used to classify the images into DME and CNV and Normal and 

Drusen. Then, the second classifier (InceptionV3) is used for CNV and DME discrimination and the third 

classifier (VGG19) is used for Drusen and Normal discrimination. Four distinct binary CNN classifiers are 
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employed by the second model. Each classifier detects a specific disease (Classifier1 (VGG16)-CNV vs. 

Others, Classifier2 (VGG16)-DME vs. others, Classifier3 (VGG19)-Drusen vs. others and Classifier4 

(IncepitonV3)-Normal vs. others). Each classifier works only to detect the disease of interest and groups the 

rest of the classes as “other”. Model 1 achieved 98.1% accuracy while model 2 achieved 98.7% accuracy. İncir 

and Bozkurt (2024a) used K-means clustering algorithm to segment hard exudates, which are important lesions 

of the disease, and increased the effect of these regions in the original image. Thus, the importance of data 

preprocessing is emphasized. In addition, they utilized ResNet50, MobileNet, DenseNet121 and 

EfficientNetV2-M architectures in the feature extraction phase. The extracted features are fed separately as 

input to the Global Average Pooling layer and then forwarded to the dense and dropout layers. At the end of 

the study, ResNet50, MobileNet, DenseNet121 and EfficientNetV2-M models achieved 91.07%, 88.62%, 

91.87% and 94.36% accuracy on the original data set, respectively. On the preprocessed dataset, the accuracy 

values were 92.18%, 90.70%, 93.30% and 95.16%, respectively. İncir and Bozkurt (2024b) created a 

meaningful and sufficient dataset for diabetic retinopathy classification with the aid of well-designed data 

preparation and alteration methodologies. A selection of pre-trained models, specifically EfficientNetV2-M, 

MobileNet, VGG16, Inception-V3, Xception, DenseNet-121, and ResNet-50, was employed by them to extract 

features. As a result, EfficientNetV2-M architecture achieved the highest accuracy value with 97.65%. 

3. MATERIAL AND METHOD 

3.1. Dataset 

A dataset consisting of four different classes of diseased and healthy, namely CNV, DME, DRUSEN, and 

NORMAL was used in this work (Kaggle, 2018). In this dataset, there are 37205 CNV diseased eye OCT 

images, 11348 DME diseased OCT images, 8616 DRUSEN diseased OCT images and 26315 NORMAL 

healthy OCT images to be used in training, while there are 242 OCT images in each class in the test. 8 images 

have been allocated to each class for validation. Since this number is quite small for validation, we rearranged 

the dataset by reserving 5% of the training dataset for validation. Figure 1 displays examples of images from 

this dataset. 

Data partitioning results for the OCT data are presented in Table 1. The 8 images reserved for validation in the 

Kaggle data were added to the training dataset and 5% of each class was reorganized for validation based on 

this result. 

3.2. Convolutional Neural Network 

CNNs are deep learning architectures used in image processing for image recognition and segmentation that 

take raw images as input (Litjens et al., 2017, Kaya & Çetin-Kaya, 2024b). This algorithm, which captures 

features in images in different processes, consists of different layers (LeCun et al., 2015; O'Shea & Nash, 

2015). CNNs perform feature extraction automatically from raw input images in the training phase, instead of 

using manual feature extraction in the training phase in classical machine learning. 
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(a) CNV (b) DME 

  
(c) DRUSEN (d) NORMAL 

Figure 1. Retinal Disease Images 
 

Table 1. Data partitioning of the OCT dataset 

 
Original dataset After reserving the validation data (%5) from train 

Train Validation Test Train Validation Test 

CNV 37205 8 242 35352 1861 242 

DME 11348 8 242 10788 568 242 

DRUSEN 8616 8 242 8193 431 242 

NORMAL 26315 8 242 25007 1316 242 

A CNN model is composed of three main components: initial feature determination via several sequential 

convolution layer, followed by a pooling layer, and concluding with a fully connected layer for network 

classification. (LeCun et al., 2015). Architecturally, a CNN is designed as a feed-forward network, including 

layers dedicated to normalization, feature extraction, and pooling. (LeCun et al., 2015; O'Shea & Nash, 2015). 

Neurons sharing identical filters are exclusively linked to localized image segments, maintaining the spatial 

arrangement, and their weights are shared to minimize the model's parameter count (Zeiler & Fergus, 2014). 

In the CNN architecture, convolutional layers in the early stages learn general features about the image such 

as color blobs, edges, and lines. Subsequent layers learn special forms specific to the dataset (O'Shea & Nash, 

2015; Lu et al. 2017). 
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A significant benefit of CNNs is their capacity to reduce the parameter number within Artificial Neural 

Networks (ANN). CNNs use shared filter weights. CNNs can also shrink the dimension of the feature map 

after each sequential convolution operation through pooling mechanisms. Unlike ANNs, CNNs help to extract 

features spatially through filters that are moved over the image. Therefore, CNN empowers developers to 

address intricate challenges beyond the capabilities of traditional ANN and to construct more extensive models. 

As the layers deepen, more abstract features are obtained from the data presented as input to the CNN. This is 

critical for object detection (Schulz et al., 2018; Mascarenhas & Agarwal, 2021). Overfitting is one of the most 

serious issues in CNN architectures (O'Shea & Nash, 2015; Litjens et al., 2017). In CNNs, the number of 

parameters increases as the network gets deeper. In the case of limited labeled data, CNNs have high training 

accuracy because they can memorize the training data, they struggle with test data that has not been seen before 

(Zhang et al., 2021). Hence, it is crucial to ascertain the ideal quantity of filters within the convolutional layer 

in CNN designs. 

3.3. Bayesian Optimization 

Bayesian optimization involves a step-by-step, repetitive process most commonly used in hyperparameter 

optimization problems. In this method, compared to other hyperparameterization techniques, it determines the 

next evaluation points based on the results obtained previously. Bayesian optimization uses two basic 

components for this process; the acquisition and the surrogate functions (Frazier, 2018). 

The surrogate function places all evaluated points into the objective function. The goal function determines 

the utilization of different points according to the link between discovery and utilization through the acquisition 

function, after calculating the probability through Bayes' theorem (Frazier, 2018). Bayes model is faster than 

other hyperparameter optimization techniques (Snoek et al., 2012). Because the optimized hyperparameter 

combinations can be determined with pre-tested values (Frazier, 2018; Fernandes et al., 2021). 

Tree-structured Parzen estimator is used in this study. In each iteration, new observations are identified and 

tested by deciding the optimal hyperparameter result at the end of the iteration. The test results are added to 

the dataset and the iteration is continued. The Bayes formula in Equation 1 is applied (Brochu, et al., 2010; 

Fernandes et al., 2021). Performance comparison of the trial results is based on the Expected Improvement 

formula in Equation 2 (Brochu, et al., 2010; Fernandes et al., 2021). 

 𝑝(𝑦|𝑥): 𝑝(𝑥|𝑦) =
𝑝(𝑥|𝑦) ∗ 𝑝(𝑦)

𝑝(𝑥)
 (1) 

 𝐸𝐼𝑓∗(𝑥) =  
𝛾𝑓∗𝐼(𝑥)  ∫ 𝑝(𝑓)𝑑𝑓

𝑓∗

−∞

𝛾𝐼(𝑥) + (1 − 𝛾)𝑔(𝑥)
 ∝ ( 𝛾 +

𝑔(𝑥)

𝐼(𝑥)
 (1 − 𝛾))−1 (2) 
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The acquisition function chosen for this research is the Expected Improvement (EI). EI is a function used in 

the optimization process to select the best among candidate solutions. EI focuses on exploiting the current best 

solution by balancing between exploration and exploitation, i.e. the ability to search near the best value, and 

exploring new values in new search spaces. 

3.4. Proposed Method 

The model proposed in this paper consists of eight convolutional layers. Following the initial convolutional 

layer, a Batch Normalization layer and then a 2x2 max pooling layer were added. This initial structure was 

repeated once more. Then, after two convolutional and Batch Normalization layers, a max pooling layer was 

added. This last structure was repeated three times. A Batch Normalization layer was incorporated following 

every convolutional layer. Thus, eight convolutional layers were used in total. After the convolutional layer, 

which is the feature extraction layers, the flatten layer was added to make the data suitable for the densely 

connected layer. Two dense layers were implemented in the proposed design. After the flatten and fully 

connected layers, a dropout layer was added. In the last layer, since there are 4 classes in our dataset, we created 

an output layer with 4 neurons using softmax. The CNN architecture we used to achieve the best performance 

is shown in Figure 2. 

 

Figure 2. Proposed CNN Architecture 

Utilizing Bayesian optimization, the best values were found for the dropout rate, the filter count in the 

convolutional layers, the quantity of neurons within the densely connected layer, learning rate, and filter kernel 

sizes. In fact, the number of filters is expected to be increased for more robust feature extraction in later layers. 

Since overfitting is often encountered in such cases, finding the best values is time-consuming when performed 

manually.  

The procedure for Bayesian optimization is detailed in Algorithm 1. First, a dataset is created for several 

randomly selected combinations of hyperparameters. The surrogate model is trained with this dataset. From 

the candidate hyperparameter combinations, the one with the highest expected improvement is selected and 

tested on the real function. 

Algorithm 1. Bayesian Optimization 

https://doi.org/10.54287/gujsa.1592915


24 
Kaya, M.  

GU J Sci, Part A 12(1) 15-35 (2025) 10.54287/gujsa.1592915  
 

 

Define surrogate model and acquisition function 

Find initial dataset with random hyperparameter combinations 

While i < maxIteration do: 

      -»Train the surrogate model with the dataset 

      -»Calculate expected improvement for candidate hyperparameter sets 

      -»Choose hyperparameter combination with high expected improvement 

      -»Find accuracy value for selected hyperparameter combination 

      -»Update the dataset with new hyperparameter combination 

      i++ 

end while 

            

4. RESULTS 

The experimental studies and all operations were performed on a regular PC configuration, which consisted of 

16 gigabytes of RAM, an NVIDIA GeForce GTX 1080 Ti GPU with 11 gigabytes of memory, and an Intel i5-

8400 processor. In this research, we designed the most successful model by optimizing the optimal filter count, 

the quantity of neurons within the fully connected layer and other hyperparameters for an architecture 

consisting of eight convolution layers and 2 densely connected layers. For the model, we set the epochs value 

to 50 after resizing the images to 224x224x3 and started training. 

CNN models are generally an end-to-end learning architecture that automatically extracts features from the 

raw image. CNN models should have enough data for effective learning. Therefore, training times depend on 

the size of the dataset and are quite costly. There are many hyperparameters in CNN models, and optimizing 

all hyperparameters will extend the optimization process considerably. For this reason, the number of filters, 

kernel dimension, neuron count in the fully connected layer and dropout percentage, which are generally 

considered as the most important hyperparameters in the literature, are taken into consideration. For CNN 

models to be robust, feature extraction needs to be done in detail. In general, the number of filters and kernel 

size are effective at this point. The neuron count in the densely connected layer is important for classification 

accuracy, so classification performance after feature extraction is highly dependent on the neurons in the fully 

connected layer. The biggest problem in the training phase is overfitting. To avoid this, it is important to 

determine the appropriate dropout rate. Moreover, the hyperparameter ranges were determined based on high 

performance studies in the literature, state-of-the-art CNN model architectures and trial-and-error method. 
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Table 2 shows the hyperparameters to be optimized and their values. Table 3 shows the optimum 

hyperparameters for the proposed CNN architecture. The results of the two best CNN architectures can be seen 

comparatively in Table 3. The optimization process was terminated upon reaching 50 iterations, which was 

the pre-defined limit. Since the training of CNN models is very costly, the number of iterations should not be 

kept too high, but since it is thought that the desired performance value cannot be achieved at a small iteration 

value such as 20, the number 50 was chosen. This value was chosen to keep the training cost low and to achieve 

high performance. 

Table 2. Hyperparameters values (range) 

Hyperparameters Value 

Filter number of conv layers from 16 to 256, step: 16 

Kernel size 3x3, 5x5, 7x7 

Dropout from 0 to 0.8, step: 0.1 

Dense neuron number from 16 to 256 , step :16 

Learning rate 0.00001; 0.0001; 0.001 

The results of the performance evaluation are presented in Table 4, which includes the accuracy, precision, 

recall, F1-score, and AUC for each model. CNN models obtained as a result of Bayesian optimization gave 

the highest accuracy. In cases where the dataset is unevenly distributed, precision, recall and F1-score values 

should also be considered for comparison. The Bayesian model searches for the CNN model with the most 

optimal parameters for 50 iterations. As a result, it obtained the best performing models that do not fall into 

overfitting in the training phase. Existing state-of-the-art CNN models were also used for comparison. In these 

models with pre-trained weights, the final layers are removed up to the last convolution layer, after which the 

GlobalAveragePooling layer is added. After that, a dense layer with 512 neurons and a layer with a dropout 

percentage of 0.5 were added. Finally, a layer with four neurons was added for classification. Only the last 

layers of these models were trained with transfer learning. Among the transfer learning models, DenseNet201 

was the best model with 95.87% accuracy. 

As a result of the test data, the Confusion Matrix values for each class are shown in Figure 3. The classes in 

the confusion matrix are as follows: CNV(0), DME(1), DRUSEN(2), and NORMAL(3). Actual labels are 

represented along the horizontal axis, while the model's predicted values are displayed on the vertical axis. All 

of the images that belonged to the CNV and Normal classes were correctly classified by the proposed model 

1. One image in the DME class and two images in the DRUSEN class were incorrectly classified. According 

to proposed model 2, the difference here is that 3 images that should be DRUSEN are incorrectly classified as 

CNV. Performance metrics were calculated as described in (Kaya et al., 2023). 

Table 3. Best hyperparameters for two models 

Hyperparams Model-1(A,BxB) Model-2(A,BxB) 
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Conv1 112, 3x3 112, 3x3 

Conv2 112, 5x5 112, 5x5 

Conv3 112, 5x5 16, 3x3 

Conv4 48, 3x3 48, 3x3 

Conv5 240, 3x3 208, 5x5 

Conv6 144, 3x3 48, 3x3 

Conv7 112, 3x3 112, 5x5 

Conv8 112, 5x5 208, 3x3 

Dropout 1 0 0 

Dense 1 128 96 

Dropout 2 0.2 0.4 

Dense 2 96 80 

Dropout 3 0 0 

Learning rate 0.0001 0.001 

(A, BxB) , A stands for the number of filters, B is the kernel size of the filter 

 

Table 4. Performance metrics of proposed models and transfer learning based models 

Models Accuracy(%) Precision(%) Recall(%) F1-Score(%) AUC(%) 

DenseNet121 93.29 94.25 93.29 93.31 95.52 

DenseNet169 94.63 95.01 94.53 94.62 96.42 

DenseNet201 95.87 96.08 95.87 95.87 97.25 

VGG19 87.50 90.14 87.50 87.20 91.67 

InceptionV3 94.01 94.48 94.01 93.96 96.01 

InceptionResNetV2 93.18 93.96 93.18 93.15 95.45 

Xception 90.39 92.32 90.39 90.32 93.60 

MobileNetV2 94.42 94.86 94.42 94.42 96.28 

Proposed Model-1 99.69 99.69 99.69 99.69 99.79 

Proposed Model-2 99.59 99.59 99.59 99.59 99.72 
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Proposed Model 1 Proposed Model 2 

Figure 3. Confusion Matrix for Proposed Models 

Figure 4 presents the training-validation accuracy and loss graphs of the proposed models during the training. 

When these graphs are analyzed, it can be said that the models generally do not fall into an overlearning 

situation. If the models had fallen into a state of overlearning, for example in the accuracy graph, after a certain 

epoch value, the training accuracy would start to improve, that is, to increase or continue stably, while the 

validation graph would start to fall downward after this epoch value and the validation performance would 

start to decrease. However, while the training accuracy tended to increase over the epoch, the validation 

accuracy did not increase in the same way and generally followed a near-parallel trend with a slight gap 

between them. The validation graph shows a sharp drop in the dropout cases, but quickly recovers in the 

following epochs. 

Figure 5 and 6 show the training-validation accuracy and loss graphs of the 10-fold cross validation method in 

each fold respectively. For 10-fold cross validation, the training and test dataset are combined and the whole 

dataset is divided into 10 folds. In each training phase, the previously unused part of the 10 partitions will be 

used for testing and the remaining part will be used for training. In this way, the model will have tried all the 

samples in the dataset for testing. In this way, the accuracy of the models in each fold will be considered 

together and the average accuracy will be the model's total efficacy. The accuracy obtained in this way will 

better reflect the dataset. At this stage, the best CNN architectures found by Bayesian optimization were 

reconstructed with the optimum parameters found and retrained and then tested on the 10-fold cross validation 

dataset. If we consider the accuracy graphs at this stage, the training and validation accuracy graphs continued 

in an increasing and mostly overlapping manner throughout the epochs. This means that during training and 

validation, the models learned at full capacity without overlearning. Averaging all test accuracies in each fold 

yields an average accuracy of 97.03% for Bayesian model 1 and 96.73% for Bayesian model 2. Validation 

methods such as 10-fold cross validation usually yield the most reliable model accuracies. However, none of 

the existing studies applied k-fold-cross-validation. This dataset is partitioned into training, validation and 

testing on the Kaggle website. For each class, 8 images are allocated as validation. In our study, 5% of the 

training dataset is reserved for validation. In the dataset, 968 images are allocated for testing and this partition 
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is used only for testing purposes after the model training is finished. Since the majority of current studies 

typically report the test image accuracies based on these 968 images, it becomes easier to make comparisons 

in this way. 

  

  

Figure 4. Training-validation accuracy and loss graphs for Proposed Models 

 

 

Figure 5. Training-validation accuracy and loss graphs for 10-fold cross validation of Bayes Model 1 
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Figure 6. Training-validation accuracy and loss graphs for 10-fold cross validation of Bayes Model 2 

Figure 7 presents the training-validation accuracy and loss graphs of state-of-the-art CNN models. Considering 

the loss graph, the training-validation loss graphs are declining over the epochs and the important point is that 

the validation loss graph follows the training loss graph from the top and since there is some space between 

them, these models have the capacity for improvement. Figure 8 presents the confusion matrix tables of popular 

pre-trained CNN models. When the confusion matrices of the models are analyzed, it is seen that most of the 

errors are due to the misclassification of the DRUSEN class as CNV. Then the DME class is misclassified as 

CNV and finally the DME class is misclassified as NORMAL. The data volume for the most frequently 

misclassified categories can be augmented. 

 

Figure 7. Training and validation accuracy and loss graphs for state-of-the-art CNN models a) 

DenseNet121 b) DenseNet169 c) DenseNet201 d) InceptionResNetV2 e)InceptionV3 f)MobileNetV2 

g)VGG19 h)Xception 

 

https://doi.org/10.54287/gujsa.1592915


30 
Kaya, M.  

GU J Sci, Part A 12(1) 15-35 (2025) 10.54287/gujsa.1592915  
 

 

 

Figure 8. Confusion Matrix for state-of-the-art CNN models a) DenseNet121 b) DenseNet169 c) 

DenseNet201 d) InceptionResNetV2 e)InceptionV3 f)MobileNetV2 g)VGG19 h)Xception 

Table 5 summarizes the existing studies, the architectures they use and their results. The proposed CNN 

architecture gave better results than the current studies. 

Table 5. Proposed CNN model comparison with existing studies 

*Calculated from the confusion matrix. 

Reference Model Number of class 

Performance Metrics 

F1-Score Accuracy 

Kermany et al. (2018) InceptionV3 4 classes 0,9760 0.966 

Li et al. (2019) RCNET 4 classes 0,9819* 0,988 

Kim and Tran (2021) Transfer Learning  2 classes 0,99 0,987 

Alqudah (2020) Custom CNN 5 classes 0,9819* 0.9712 

Tayal et al. (2021) Custom CNN 4 classes 0,95 0,9649 

Saleh et al. (2022) InceptionV3 4 classes 0,96 0,9840 

Asif et al. (2022) Resnet50 4 classes 0,99 0,9948 

Proposed Model Custom CNN 4 classes 0,9969 0,9969 
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5. DISCUSSION 

This study proposes a lightweight CNN design for high accuracy classification of eye diseases. Since the CNN 

architecture contains many hyperparameters, it is almost impossible to tune them manually to find the optimum 

architecture. Therefore, an optimal architecture is obtained with a Bayesian optimization based algorithm. On 

the Kaggle web page, the dataset is set as training, validation and test. In our wok, 5% of the training dataset 

is allocated as validation since there is very little validation-only dataset. In the literature, k-fold cross 

validation is generally not used. Data is commonly partitioned into the training, validation, and test sets. 

Generally, different test datasets were created and used than the test dataset shared on the Kaggle website. This 

makes it difficult to compare with many existing studies. The dataset is large enough, but there is an imbalance 

in the number of images in each class. 

Li et al. (2019) investigated the integration of handcrafted features with different datasets into deep learning 

architecture. In this study, it is seen that when the data is organized into training and test by 50%, the accuracy 

value drops significantly compared to the test case with approximately 1000 images. Asif et al. (2022) used 

the original dataset and 968 test image data in the same way as us. They added a fully connected layer and 

dropout to the ResNet50 architecture for transfer learning. They found the same test accuracy as our work with 

a more complex architecture and more parameters. In addition, they increased the original dataset by 

approximately 8 times. This process increases the training cost considerably. Alqudah (2020) proposed a model 

with 4 convolution layers and found a 5-class classification with 97.12% accuracy. 1250 images were used for 

testing. The remaining dataset was split, with 70% used for training and 30% used for validation. Although it 

is unclear how the four-layer architecture and the number of filters in each layer were determined, the trial and 

error method was used for hyperparameters such as learning rate, batch size and epochs. Tayal et al. (2021) 

divided the dataset into training, validation and testing. About 8% of the dataset was used for testing. Three 

different custom CNN architectures were proposed. The highest accuracy was 96.5%. Since authors selected 

the test data more than the one given on the Kaggle web page, it is not possible to make an accurate comparison. 

Saleh et al. used transfer learning methods such as SqueezeNet, modified SqueezeNet and Inception V3. They 

divided the dataset into parts to keep the training time short. For each model, they divided these parts into 

training validation and testing. They used 2700 images for testing in their best model with 98.4% accuracy. 

After a review of the relevant literature, research using transfer learning models have generally achieved high 

accuracy values. Since these models are trained from the beginning with fine tuning, their training is more 

costly. They also have high parameter numbers. Other custom models have fewer parameters than state-of-

the-art transfer learning models, but their overall test accuracy has been limited. Considering all these 

evaluations, our proposed model reached higher accuracy than the current studies. 
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6. CONCLUSION 

Early diagnosis plays a key role in managing retinal eye diseases. Retinal eye disease classification is often 

conducted through the analysis of OCT images; however, expert-based manual classification can sometimes 

be inaccurate. For this reason, automatic classification of retinal diseases by computer-aided systems is gaining 

importance. CNN architectures have recently demonstrated successful performance in disease detection from 

medical images. For successful image classification, CNN architectures need to be well designed. In CNN 

architectures, hyperparameters such as the number of filters in each layer, kernel dimension, learning rate, 

dropout and the count of nodes within the fully connected layer should be optimally determined. Since there 

are many combinations of hyperparameters, it is very difficult to perform this process manually. Therefore, 

we have determined the optimum hyperparameters with a Bayesian optimization based algorithm. High 

performance metrics (99.69% accuracy and F1 score) were achieved with the proposed model. These results 

are better than the existing research findings in the literature. The intention of the proposed model is to 

streamline the decision-making process and lessen the workload of expert personnel. In future studies, 

optimization will be performed on different architectures. 

CONFLICT OF INTEREST 

The author declares no conflict of interest. 

REFERENCES 

Alqudah, A. M. (2020). AOCT-NET: a convolutional network automated classification of multiclass retinal 

diseases using spectral-domain optical coherence tomography images. Medical & Biological 

Engineering & Computing, 58, 41-53. https://doi.org/10.1007/s11517-019-02066-y 

Asif, S., Amjad, K., & Qurrat‑ul‑Ain (2022). Deep residual network for diagnosis of retinal diseases using 

optical coherence tomography images. Interdisciplinary Sciences: Computational Life Sciences, 14(4), 

906-916. https://doi.org/10.1007/s12539-022-00533-z 

Berrimi, M., & Moussaoui, A. (2020). Deep learning for identifying and classifying retinal diseases. In 2020 

2nd International Conference on computer and information sciences (ICCIS) (pp. 1-6). IEEE. 

https://doi.org/10.1109/ICCIS49240.2020.9257674 

Brochu, E., Cora, V. M., & De Freitas, N. (2010). A tutorial on Bayesian optimization of expensive cost 

functions, with application to active user modeling and hierarchical reinforcement learning. arXiv 

preprint arXiv:1012.2599. https://doi.org/10.48550/arXiv.1012.2599 

Cheyi, J., & Çetin-Kaya, Y. (2024). Advanced CNN-Based Classification and Segmentation for Enhanced 

Breast Cancer Ultrasound Imaging. Gazi University Journal of Science Part A: Engineering and 

Innovation, 11(4), 647-667. https://doi.org/10.54287/gujsa.1529857 

https://doi.org/10.54287/gujsa.1592915
https://doi.org/10.1007/s11517-019-02066-y
https://doi.org/10.1007/s12539-022-00533-z
https://doi.org/10.1109/ICCIS49240.2020.9257674
https://doi.org/10.48550/arXiv.1012.2599
https://doi.org/10.54287/gujsa.1529857


33 
Kaya, M.  

GU J Sci, Part A 12(1) 15-35 (2025) 10.54287/gujsa.1592915  
 

 

Çetin-Kaya, Y. (2024). Equilibrium Optimization-Based Ensemble CNN Framework for Breast Cancer 

Multiclass Classification Using Histopathological Image. Diagnostics, 14(19), 2253. 

https://doi.org/10.3390/diagnostics14192253 

Çetin-Kaya, Y., & Kaya, M. (2024). A Novel Ensemble Framework for Multi-Classification of Brain Tumors 

Using Magnetic Resonance Imaging. Diagnostics, 14(4), 383. 

https://doi.org/10.3390/diagnostics14040383 

Çevik, İ., Çakmak, H., Çelik, Ö., & Okyay, P. (2021). Yaşam Boyu Göz Sağlığı: “2020 Vizyonu: Görme 

Hakkı”. ESTÜDAM Halk Sağlığı Dergisi, 6(3), 310-321. https://doi.org/10.35232/estudamhsd.891156 

Duran, O., Turan, B., & Kaya, M. (2025). Machine-learning-based ensemble regression for vehicle-to-vehicle 

distance estimation using a toe-in style stereo camera. Measurement, 240, 115540. 

https://doi.org/10.1016/j.measurement.2024.115540 

Farsiu, S., Chiu, S. J., O'Connell, R. V., Folgar, F. A., Yuan, E., Izatt, J. A., ... & Age-Related Eye Disease 

Study 2 Ancillary Spectral Domain Optical Coherence Tomography Study Group. (2014). Quantitative 

classification of eyes with and without intermediate age-related macular degeneration using optical 

coherence tomography. Ophthalmology, 121(1), 162-172. https://doi.org/10.1016/j.ophtha.2013.07.013 

Fernandes, V., Junior, G. B., de Paiva, A. C., Silva, A. C., & Gattass, M. (2021). Bayesian convolutional neural 

network estimation for pediatric pneumonia detection and diagnosis. Computer Methods and Programs 

in Biomedicine, 208, 106259. https://doi.org/10.1016/j.cmpb.2021.106259 

Frazier, Peter I., A Tutorial on Bayesian Optimization, arXiv:1807.02811v1, 2018, doi: 

https://doi.org/10.48550/arXiv.1807.02811 

Fujimoto, J. G., Pitris, C., Boppart, S. A., & Brezinski, M. E. (2000). Optical coherence tomography: an 

emerging technology for biomedical imaging and optical biopsy. Neoplasia, 2(1-2), 9-25. 

https://doi.org/10.1038/sj.neo.7900071 

Güneş, A., & Çetin-Kaya, Y. (2020). Evrişimsel Sinir Ağları ile Görüntülerde Gürültü Türünü Saptama. 

Bilgisayar Bilimleri ve Mühendisliği Dergisi, 17(1), 75-89. https://doi.org/10.54525/bbmd.1454595 

İncir, R., & Bozkurt, F. (2024a). A Study on the Segmentation and Classification of Diabetic Retinopathy 

Images Using the K-Means Clustering Method. In: 32nd Signal Processing and Communications 

Applications Conference (SIU) (pp. 1-4). IEEE. https://doi.org/10.1109/SIU61531.2024.10600987 

İncir, R., & Bozkurt, F. (2024b). A study on effective data preprocessing and augmentation method in diabetic 

retinopathy classification using pre-trained deep learning approaches. Multimedia Tools and 

Applications, 83(4), 12185-12208. https://doi.org/10.1007/s11042-023-15754-7 

Kaggle (2018). Retinal OCT Images. (Accessed:17/03/2024). URL 

Kaya, M. (2024). Feature fusion-based ensemble CNN learning optimization for automated detection of 

pediatric pneumonia. Biomedical Signal Processing and Control, 87, 105472. 

https://doi.org/10.1016/j.bspc.2023.105472 

https://doi.org/10.54287/gujsa.1592915
https://doi.org/10.3390/diagnostics14192253
https://doi.org/10.3390/diagnostics14040383
https://doi.org/10.35232/estudamhsd.891156
https://doi.org/10.1016/j.measurement.2024.115540
https://doi.org/10.1016/j.ophtha.2013.07.013
https://doi.org/10.1016/j.cmpb.2021.106259
https://doi.org/10.48550/arXiv.1807.02811
https://doi.org/10.1038/sj.neo.7900071
https://doi.org/10.54525/bbmd.1454595
https://doi.org/10.1109/SIU61531.2024.10600987
https://doi.org/10.1007/s11042-023-15754-7
https://www.kaggle.com/datasets/paultimothymooney/kermany2018
https://doi.org/10.1016/j.bspc.2023.105472


34 
Kaya, M.  

GU J Sci, Part A 12(1) 15-35 (2025) 10.54287/gujsa.1592915  
 

 

Kaya, M., & Çetin-Kaya, Y. (2024a). A Novel Deep Learning Architecture Optimization for Multiclass 

Classification of Alzheimer’s Disease Level. IEEE Access, 12, 46562-46581. 

https://doi.org/10.1109/ACCESS.2024.3382947 

Kaya, M., & Çetin-Kaya, Y. (2024b). A novel ensemble learning framework based on a genetic algorithm for 

the classification of pneumonia. Engineering Applications of Artificial Intelligence, 133, 108494. 

https://doi.org/10.1016/j.engappai.2024.108494 

Kaya, M., Ulutürk, S., Çetin-Kaya, Y., Altıntaş, O., & Turan, B. (2023). Optimization of Several Deep CNN 

Models for Waste Classification. Sakarya University Journal of Computer and Information Sciences, 

6(2), 91-104. https://doi.org/10.35377/saucis...1257100 

Kermany, D. S., Goldbaum, M., Cai, W., Valentim, C. C., Liang, H., Baxter, S. L., ... & Zhang, K. (2018). 

Identifying medical diagnoses and treatable diseases by image-based deep learning. Cell, 172(5), 1122-

1131. https://doi.org/10.1016/j.cell.2018.02.010 

Kim, J., & Tran, L. (2021). Retinal disease classification from oct images using deep learning algorithms. In 

2021 IEEE Conference on Computational Intelligence in Bioinformatics and Computational Biology 

(CIBCB) (pp. 1-6). IEEE. https://doi.org/10.1109/CIBCB49929.2021.9562919 

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification with deep convolutional neural 

networks. In Advances in Neural Information Processing Systems (NIPS) (pp. 1097-1105). 

https://doi.org/10.1145/3065386 

LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444. 

https://doi.org/10.1038/nature14539 

LeCun, Y., Bottou, L., Bengio, Y., & Haffner, P. (1998). Gradient-based learning applied to document 

recognition. Proceedings of the IEEE, 86(11), 2278-2324. https://doi.org/10.1109/5.726791 

Li, X., Shen, L., Shen, M., & Qiu, C. S. (2019). Integrating handcrafted and deep features for optical coherence 

tomography based retinal disease classification. IEEE Access, 7, 33771-33777. 

https://doi.org/10.1109/ACCESS.2019.2891975 

Litjens, G., Kooi, T., Bejnordi, B. E., Setio, A. A. A., Ciompi, F., Ghafoorian, M., ... & Sánchez, C. I., (2017). 

A survey on deep learning in medical image analysis. Medical Image Analysis, 42, 60-88, 

https://doi.org/10.1016/j.media.2017.07.005 

Lu, Y., Yi, S., Zeng, N., Liu, Y., & Zhang, Y., (2017). Identification of rice diseases using deep convolutional 

neural networks. Neurocomputing, 267, 378-384. https://doi.org/10.1016/j.neucom.2017.06.023 

Malkoç, İ. (2006). Göz Küresinin Tabakaları: Anatomik ve Histolojik Bir Derleme. Eurasian J Med, 38, 124-

129. 

Mascarenhas, S., & Agarwal, M. (2021). A comparison between VGG16, VGG19, and ResNet50 architecture 

frameworks for image classification. 2021 International Conference on Disruptive Technologies for 

Multi-Disciplinary Research and Applications (CENTCON). 

https://doi.org/10.1109/CENTCON52345.2021.9687944 

https://doi.org/10.54287/gujsa.1592915
https://doi.org/10.1109/ACCESS.2024.3382947
https://doi.org/10.1016/j.engappai.2024.108494
https://doi.org/10.35377/saucis...1257100
https://doi.org/10.1016/j.cell.2018.02.010
https://doi.org/10.1109/CIBCB49929.2021.9562919
https://doi.org/10.1145/3065386
https://doi.org/10.1038/nature14539
https://doi.org/10.1109/5.726791
https://doi.org/10.1109/ACCESS.2019.2891975
https://doi.org/10.1016/j.media.2017.07.005
https://doi.org/10.1016/j.neucom.2017.06.023
https://doi.org/10.1109/CENTCON52345.2021.9687944


35 
Kaya, M.  

GU J Sci, Part A 12(1) 15-35 (2025) 10.54287/gujsa.1592915  
 

 

O'Shea, K., & Nash, R. (2015). An introduction to convolutional neural networks. arXiv preprint 

arXiv:1511.08458. https://doi.org/10.48550/arXiv.1511.08458 

Saleh, N., Abdel Wahed, M., & Salaheldin, A. M. (2022). Transfer learning‐based platform for detecting multi‐

classification retinal disorders using optical coherence tomography images. International Journal of 

Imaging Systems and Technology, 32(3), 740-752. https://doi.org/10.1002/ima.22673 

Schulz, E., Speekenbrink, M., & Krause, A. (2018). A tutorial on Gaussian process regression: Modelling, 

exploring, and exploiting functions. Journal of Mathematical Psychology, 85, 1-16. 

https://doi.org/10.1016/j.jmp.2018.03.001 

Silverman, A. L., Tatham, A. J., Medeiros, F. A., & Weinreb, R. N. (2014). Assessment of optic nerve head 

drusen using enhanced depth imaging and swept source optical coherence tomography. Journal of 

neuro-ophthalmology: the official journal of the North American Neuro-Ophthalmology Society, 34(2), 

https://doi.org/198. 10.1097/WNO.0000000000000115 

Snoek, J., Larochelle, H., & Adams, R. P. (2012). Practical Bayesian optimization of machine learning 

algorithms. arXiv:1206.2944v2. https://doi.org/10.48550/arXiv.1206.2944 

Tayal, A., Gupta, J., Solanki, A., Bisht, K., Nayyar, A., & Masud, M. (2021). DL-CNN-based approach with 

image processing techniques for diagnosis of retinal diseases. Multimedia Systems, 28(4), 1-22. 

https://doi.org/10.1007/s00530-021-00769-7 

Tuncer, S. A., Çınar, A., & Fırat, M. (2021). Hybrid CNN Based Computer-Aided Diagnosis System for 

Choroidal Neovascularization, Diabetic Macular Edema, Drusen Disease Detection from OCT Images. 

Traitement du Signal, 38(3). https://doi.org/10.18280/ts.380314 

Wu, Z., Ayton, L. N., Guymer, R. H., & Luu, C. D. (2013). Relationship between the second reflective band 

on optical coherence tomography and multifocal electroretinography in age-related macular 

degeneration. Investigative ophthalmology & visual science, 54(4), 2800-2806. 

https://doi.org/10.1167/iovs.13-11613 

Zhang, C., Bengio, S., Hardt, M., Recht, B., & Vinyals, O. (2021). Understanding deep learning (still) requires 

rethinking generalization. Communications of the ACM, 64(3), 107-115. 

https://doi.org/10.1145/3446776 

Zheng, C., Xie, X., Zhou, K., Chen, B., Chen, J., Ye, H., ... & Liu, J. (2020). Assessment of generative 

adversarial networks model for synthetic optical coherence tomography images of retinal disorders. 

Translational Vision Science & Technology, 9(2), 29-29. https://doi.org/10.1167/tvst.9.2.29 

Zeiler, M. D., & Fergus, R. (2014). Visualizing and understanding convolutional networks. In Computer 

Vision–ECCV 2014: 13th European Conference on Computer Vision, Zurich, Switzerland, September 

6-12, 2014, Proceedings, Part I (pp. 818-833). Springer International Publishing. 

https://doi.org/10.1007/978-3-319-10590-1_52 

https://doi.org/10.54287/gujsa.1592915
https://doi.org/10.48550/arXiv.1511.08458
https://doi.org/10.1002/ima.22673
https://doi.org/10.1016/j.jmp.2018.03.001
https://doi.org/198.%2010.1097/WNO.0000000000000115
https://doi.org/10.48550/arXiv.1206.2944
https://doi.org/10.1007/s00530-021-00769-7
https://doi.org/10.18280/ts.380314
https://doi.org/10.1167/iovs.13-11613
https://doi.org/10.1145/3446776
https://doi.org/10.1167/tvst.9.2.29
https://doi.org/10.1007/978-3-319-10590-1_52


 

*Corresponding Author, e-mail: co.nwamekwe@unizik.edu.ng 

Research Article GU J Sci, Part A, 12(1): 36-60 (2025) 10.54287/gujsa.1605587 

Gazi University 

Journal of Science 

PART A: ENGINEERING AND INNOVATION 

http://dergipark.org.tr/gujsa 

Optimizing Machine Learning Models for Soil Fertility Analysis: Insights from 

Feature Engineering and Data Localization 

Charles Onyeka NWAMEKWE1*  Nnamdi Vitalis EWUZIE1  Charles Chikwendu OKPALA1  Okechukwu 

Chiedu EZEANYIM1  Chibuzo Victoria NWABUEZE2  Emeka Celestine NWABUNWANNE1  

1 Nnamdi Azikiwe University, Awka, Nigeria 
2 University of the People, Pasadena, USA 

 

Keywords Abstract 

Soil Fertility 

Machine Learning 

Feature Engineering 

Predictive Modelling 

Agricultural 

Optimization 

Soil fertility is a critical determinant of agricultural productivity, yet traditional assessment methods 

often fall short in providing timely and precise recommendations. This study explores the potential of 

machine learning (ML) models to predict soil fertility, leveraging localized soil data and advanced 

feature engineering techniques. A comprehensive methodology was employed, involving data 

preprocessing, feature selection, and the implementation of six ML algorithms: Random Forest 

Regressor, Gradient Boosting Regressor, XGBoost Regressor, K-Nearest Neighbours Regressor, and 

Neural Network (MLP). The models were evaluated using robust metrics such as RMSE, R², and K-

Fold Cross-Validation. Results demonstrate that engineered features significantly enhanced model 

performance, with Random Forest Regressor consistently outperforming other models across multiple 

soil nutrient parameters, achieving a testing R² of up to 0.99 and minimal RMSE. Exploratory Data 

Analysis (EDA) revealed key insights into soil nutrient dynamics, emphasizing the importance of pH, 

nitrogen, and organic matter as predictors. Feature engineering techniques, such as polynomial 

generation and scaling, further improved model accuracy and stability. This study highlights the 

transformative potential of ML in optimizing soil management practices. By integrating localized data 

and advanced predictive models, the findings provide actionable insights for farmers and agronomists, 

fostering sustainable agricultural practices and informed decision-making. This approach underscores 

the value of data-driven methods in addressing soil fertility challenges, paving the way for scalable and 

cost-effective solutions in precision agriculture. 
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1. INTRODUCTION 

1.1. Background and Motivation 

Soil fertility is a critical determinant of agricultural productivity, influencing crop yields and the sustainability 

of farming practices (Nwamekwe et al., 2024). Soil fertility is defined as the ability of soil to provide essential 

nutrients and a conducive environment for plant growth. Fertile soil is crucial for supporting healthy plant 
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development by supplying vital nutrients, retaining moisture, and maintaining an optimal structure for root 

penetration (Yang et al., 2024). 

Essential nutrients are fundamental to soil fertility. Key nutrients such as nitrogen (N), phosphorus (P), and 

potassium (K) are necessary for plant growth, along with secondary and micronutrients like calcium (Ca), 

magnesium (Mg), sulfur (S), iron (Fe), and zinc (Zn) (Palansooriya et al., 2019). The presence of these nutrients 

is critical, as they play various roles in plant metabolism and development. For instance, nitrogen is vital for 

protein synthesis, while phosphorus is essential for energy transfer and photosynthesis (Liu et al., 2023). 

Organic matter also significantly contributes to soil fertility. Decomposed plant and animal materials enhance 

soil structure, improve moisture retention, and provide a steady supply of nutrients (Saraiva et al., 2022). The 

incorporation of organic amendments has been shown to increase microbial biomass and enzyme activity, 

which in turn enhances nutrient cycling and overall soil health (Liu et al., 2023). Furthermore, soil pH 

influences nutrient availability; most plants thrive in soils with a pH range of 6.0 to 7.5, where essential 

nutrients are most accessible (Nelson et al., 2022). 

Moisture retention is another critical aspect of fertile soil. Fertile soils are capable of holding sufficient water 

for plant use while allowing excess water to drain adequately, preventing waterlogging (Harris et al., 2024). 

This balance is essential for maintaining healthy root systems and promoting microbial activity, which is vital 

for nutrient cycling (Ning et al., 2021). 

Microbial activity is a key indicator of soil fertility. Beneficial bacteria and fungi break down organic matter, 

releasing nutrients for plant uptake. The activity of these microorganisms is influenced by various factors, 

including soil moisture, organic matter content, and pH (Lepcha and Devi, 2020). A diverse and active 

microbial community is essential for maintaining soil health and fertility, as it enhances nutrient availability 

and soil structure (Chen et al., 2024). 

Finally, good soil structure, often characterized by loamy soil—a mixture of sand, silt, and clay—is ideal for 

fertility. This type of soil provides a balance of drainage, aeration, and nutrient retention, which are all critical 

for optimal plant growth (Yang et al., 2024). The physical properties of soil, including aggregate stability and 

porosity, directly impact microbial diversity and functionality, further influencing soil fertility (Hamidović et 

al., 2023). 

Traditional soil fertility assessment primarily relies on laboratory analyses, where soil samples are tested for 

nutrient content, pH, and organic matter. These laboratory methods, while providing accurate results, can be 

costly and time-consuming, which often makes them less accessible for smallholder farmers (Sandhya et al., 

2023). The high costs associated with laboratory testing can deter farmers from regularly assessing their soil 

health, leading to potential declines in agricultural productivity due to unaddressed nutrient deficiencies 

(Sandhya et al., 2023, Nwamekwe et al., 2024). 
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In addition to laboratory analyses, farmers often utilize visual inspections of plant health, crop yield history, 

and simple field tests such as texture and color assessments to gauge soil fertility. While these methods are 

more accessible, they lack the precision of laboratory tests (Yageta et al., 2019). For instance, qualitative 

evaluations of soil fertility, such as those conducted by farmers in Kitui County, Kenya, have shown that while 

farmers can assess soil texture and color, these assessments may not always correlate with quantitative soil 

fertility indicators (Yageta et al., 2019). This discrepancy highlights the limitations of relying solely on visual 

assessments, as they may overlook critical nutrient deficiencies that could be identified through more rigorous 

testing methods. 

The integration of traditional methods with modern technologies, such as remote sensing and machine learning, 

is being explored to enhance soil fertility assessments. These approaches aim to provide more accurate and 

timely information about soil health, potentially bridging the gap between traditional practices and the need 

for precise data in agricultural management (Sridevy et al., 2023). However, the challenge remains to make 

these advanced techniques accessible and understandable for smallholder farmers, who may not have the 

resources or training to implement them effectively (Sandhya et al., 2023). 

1.2. Role of Machine Learning in Soil Fertility Prediction 

Recent advances in ML have significantly enhanced the efficiency and scalability of soil fertility prediction. 

ML models can process extensive datasets, uncovering complex patterns and relationships among soil 

properties that traditional methods often overlook. Feature engineering is crucial in this context, as it involves 

selecting and transforming key soil characteristics—such as pH, nitrogen content, and moisture levels—into 

meaningful inputs for predictive models (Yu, 2024; Jia, 2023; Patil et al., 2023). This process not only 

improves model performance but also ensures that the inputs are relevant to the specific agricultural context. 

Localized soil data plays an equally vital role in enhancing the accuracy of ML models. By incorporating 

region-specific environmental and agricultural conditions, these models can provide tailored recommendations 

that reflect the unique characteristics of different soils (Zheng et al., 2022; Ziyadullaev, 2024; Patil et al., 

2023). For instance, studies have shown that models utilizing localized data yield more precise predictions of 

soil nutrient levels and fertility indices, thereby supporting better decision-making in fertilization and crop 

management (Hu et al., 2021; Mesfin et al., 2021; Asif, 2024). The integration of these advanced techniques 

promises to transform soil fertility assessment, making it more accessible and actionable for farmers, 

particularly in resource-constrained settings (Musanase, 2023). 

1.3. Research Objectives and Scope 

This research aims to predict soil fertility using various ML models, with a specific focus on the role of feature 

engineering on Nnamdi Azikiwe University (Unizik), Awka localised soil data. By comparing multiple ML 

models, we seek to identify the best approach for improving soil fertility prediction and its practical application 
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in agriculture. The scope includes an in-depth exploration of feature engineering techniques, as well as the 

integration of region-specific (Unizik) soil data to improve model performance and relevance for localized 

agricultural practices. 

The prediction of soil fertility through ML presents an innovative approach to addressing the limitations of 

traditional assessment methods, particularly in the context of localized agricultural practices. A significant 

research gap exists in existing models, which often utilize broad datasets that fail to account for regional 

variations in soil properties. This oversight can lead to inaccuracies in predictions, as many models do not 

adapt to specific regional or micro-climatic conditions (Mendoza et al., 2021; Osaigbovo and Law-Ogbomo, 

2014). 

This study aims to bridge these gaps by introducing a dataset that integrates environmental and agricultural 

factors specific to Nnamdi Azikiwe University, thereby enhancing the relevance of the models for local 

conditions. By employing advanced techniques in feature extraction and selection, the research will identify 

critical soil health indicators that significantly improve the predictive power of ML models (Prince et al., 2021). 

Furthermore, the development and evaluation of these models demonstrate superior performance compared to 

traditional methods, showcasing their potential for providing more efficient and precise recommendations for 

farmers and agronomists (Pagliarini et al., 2019; Rajamanickam and Mani, 2021; Liu et al., 2023). This 

research contributes to the body of knowledge by emphasizing the importance of localized data and tailored 

feature engineering in soil fertility prediction. 

1.4. Literature Review 

1.4.1. Machine Learning in Agriculture 

ML has revolutionized agricultural practices, particularly in soil fertility prediction, where models such as 

Random Forests (RF), Support Vector Machines (SVM), and Neural Networks (NN) have been effectively 

employed. These models leverage vast datasets to predict key soil properties and fertility levels, offering 

scalable, data-driven solutions that are often faster and more precise than traditional laboratory methods 

(Nwamekwe et al., 2024; Awais, 2023). However, the performance of these ML models is heavily contingent 

upon the quality and preprocessing of input data, which can significantly impact their predictive accuracy 

(Barrena-González, 2024; Yang et al., 2024). 

Recent studies have highlighted the advantages of using advanced ML techniques to enhance soil fertility 

assessments. For instance, Yang et al. demonstrated that non-linear methods, particularly RF and SVM, 

outperform linear approaches in predicting soil organic matter and pH from vis-NIR spectral data (Yang et al., 

2024). Furthermore, the integration of remote sensing data with ML algorithms has shown promise in mapping 

soil properties across diverse geographical regions, thereby addressing the limitations of traditional soil 

assessment methods (Yang et al., 2024). Despite these advancements, challenges remain in ensuring that these 
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models are adaptable to specific regional and micro-climatic conditions, which is crucial for maximizing their 

effectiveness in real-world applications (Pant et al., 2019). 

1.4.2. Feature Engineering in Machine Learning 

Feature engineering is a pivotal aspect of ML that significantly influences model performance by transforming 

raw data into more predictive inputs. In the context of soil fertility prediction, key features such as soil pH, 

organic matter, nitrogen, phosphorus, and moisture content must be meticulously selected and pre-processed 

to enhance the predictive capabilities of ML models (Ma et al., 2023). Techniques such as normalization, 

polynomial feature creation, and scaling are essential to ensure that these features contribute optimally to 

model performance, thereby improving predictive accuracy and robustness (Pagliarini et al., 2019). 

For instance, the selection of soil pH is critical, as it affects nutrient availability and microbial activity, which 

are essential for soil fertility (Rajamanickam and Mani, 2021). Similarly, organic matter content is a vital 

indicator of soil health, influencing water retention and nutrient supply (Ma et al., 2023). The incorporation of 

nitrogen and phosphorus levels is also crucial, as these macronutrients are fundamental to plant growth and 

development (Kroyan, 2024). Furthermore, moisture content directly impacts soil structure and nutrient 

mobility, making it another important feature in soil fertility assessments (Razanov, 2024). 

Advanced ML techniques, such as Random Forests and Neural Networks, benefit from well-engineered 

features, as they can capture complex relationships within the data more effectively (Jabborova et al., 2022). 

By employing rigorous feature engineering practices, researchers can develop models that not only predict soil 

fertility with higher accuracy but also provide actionable insights for farmers and agronomists, ultimately 

leading to improved agricultural sustainability. 

1.4.3. Localized Soil Data and Its Impact 

The integration of localized soil data from Nnamdi Azikiwe University significantly enhances the contextual 

relevance of ML models for soil fertility prediction. By incorporating specific agricultural conditions, such as 

variations in soil properties, climate, crop types, and farming practices, these models can achieve higher 

predictive accuracy tailored to the unique needs of different agricultural zones (Rajamanickam and Mani, 

2021). Traditional soil fertility assessments often rely on generalized data that may not reflect local conditions, 

leading to suboptimal recommendations for farmers and agronomists (Li et al., 2020). 

Localized data allows for the identification of specific soil health indicators that are critical for effective crop 

management. For instance, understanding the local variations in nitrogen and phosphorus levels can inform 

more precise fertilization strategies, ultimately enhancing crop yields and sustainability. Moreover, the use of 

advanced ML techniques, such as ensemble methods and probabilistic neural networks, can further improve 

the robustness of predictions by accommodating the complexities inherent in localized datasets (Ziyadullaev, 

2024). 
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Research has shown that models trained on localized data outperform those using broader datasets, as they can 

better capture the nuances of regional agricultural practices (Reddy, 2024). This approach not only provides 

actionable insights for farmers but also contributes to more sustainable agricultural practices by optimizing 

resource use and minimizing environmental impacts (Inoyatova, 2024). Overall, the incorporation of Nnamdi 

Azikiwe University soil data exemplifies how localized information can enhance the effectiveness of ML 

models in predicting soil fertility, ultimately leading to improved agricultural outcomes. 

2. MATERIAL AND METHOD 

2.1. Data Collection 

The localized soil dataset utilized in this study was collected from faculty of Agriculture Laboratory, Nnamdi 

Azikiwe University (Unizik), Awka, located in the South-eastern geopolitical zone of Nigeria and lies between 

latitude 6.245° to 6.283° N and longitude 7.115° to 7.121°E (Ezenwankwo et al., 2020). Key features within 

this dataset encompass soil pH, magnesium (Mg), sodium (Na), hydrogen (H), aluminium (Al), phosphorus 

(P), calcium (Ca), potassium (K), organic carbon (Clark et al., 2019). These parameters are critical as they 

directly influence soil fertility and, consequently, agricultural productivity. 

This localized soil data was also collected from various regions of the university Awka campus to capture the 

spatial variability in soil properties, which is essential for enhancing the predictive power of ML models. 

Variations in soil characteristics, climate conditions, crop types, and farming practices can significantly affect 

the outcomes of ML predictions (Abishek, 2023). For instance, the texture of the soil plays a vital role in 

nutrient retention and water holding capacity, which are crucial for effective fertilization strategies (Omar and 

Sule, 2017). By integrating localized data, the models can provide tailored recommendations that reflect the 

specific agricultural conditions of different regions, thus improving their applicability and effectiveness for 

farmers and agronomists (Groebner, 2024). 

Moreover, the use of advanced ML techniques allows for the identification of complex relationships among 

the soil features, enabling more accurate predictions of soil fertility (Rehman et al., 2021). This approach not 

only enhances the understanding of soil dynamics but also facilitates the development of sustainable 

agricultural practices by optimizing resource use and minimizing environmental impacts (Rajamanickam and 

Mani, 2021). Overall, the integration of diverse soil data sources and localized information is paramount for 

advancing soil fertility prediction through machine learning. 

This research utilizes the Soil Nutrient Constituents dataset from Unizik, which covers the years 2020 to 2024 

as shown in Table 1. Due to the small size of the dataset, the was oversampled using python library to obtain 

dataset from 2010 to 2024 as shown in Table 2. The dataset includes nine input features that represent various 

soil nutrient components. The target variables for analysis are Phosphorus (P) and pH level. 
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Table 1. Unizik Soil Nutritional Constituent from 2020 to 2024 

S/No Nutrient 2020 2021 2022 2023 2024 

1 pH 5.8 6.2 5.3 6.00 5.95 

2 Org. C (%) 2.82 0.65 1.03 0.57 0.90 

3 Avail. P (mol/kg) 5.71 3.16 4.8 3.13 3.86 

4 K+ (cmol/kg) 0.63 0.21 0.11 0.26 0.71 

5 Ca2+ (cmol/kg) 1.38 3.00 3.00 2.27 2.07 

6 Mg2+ (cmol/kg) 1.15 1.57 1.20 1.47 1.37 

7 Na2+ (cmol/kg) 1.11 1.27 0.09 0.15 0.70 

8 H+ (cmol/kg) 0.04 0.48 1.06 0.29 1.20 

9 Al3+ (cmol/kg) 0.08 0.25 0.52 0.73 0.68 

Key: Org. C = Organic Carbon, Avail. P = Available Phosphorus, K= Potassium, Ca = Calcium, Mg = 

Magnesium, Na = Sodium, H = Hydrogen and Al = Aluminum 

Due to the limited size of the dataset collected, oversampling techniques were applied to address the class 

imbalance and enhance the representativeness of the data as shown in Table 2. This approach was adopted to 

mitigate the potential negative impact of insufficient data on the performance and generalizability of the 

predictive model. By increasing the number of instances in the minority class, oversampling helped to improve 

model training and reduce bias. 

Table 2. Unizik Soil Nutritional Constituent from 2010 to 2024 (The first five observations of the dataset) 

Year Org.C 

(%) 

K+ 

(cmol/kg) 

Mg2+ 

(cmol/kg) 

Al3+ 

(cmol/kg) 

H+ 

(cmol/kg) 

Na2+ 

(cmol/kg) 

Ca2+ 

(cmol/kg) 

Avail.P 

(mol/kg) 

pH 

2010 2.9 0.6 1.1 0.07 0.05 1.1 1.3 5.8 5.6 

2011 2.85 0.62 1.12 0.08 0.04 1.09 1.35 5.75 5.7 

2012 2.6 0.61 1.14 0.1 0.06 1.12 1.33 5.7 5.75 

2013 2.5 0.59 1.16 0.12 0.07 1.15 1.36 5.65 5.8 

2014 2.4 0.57 1.18 0.15 0.08 1.17 1.4 5.6 5.85 

Key: Org. C = Organic Carbon, Avail. P = Available Phosphorus, K= Potassium, Ca = Calcium, Mg = 

Magnesium, Na = Sodium, H = Hydrogen and Al = Aluminum 

The dataset collected was tested for missing values as shown in Table 3 and the summary statistics if the dataset 

is shown in Table 4. 

Table 3. Variables Data Type and Missing Values Count 

Year Data type Count 

Org.C (%) float64 0 

K+ (cmol/kg) float64 0 

Mg2+ (cmol/kg) float64 0 

Al3+ (cmol/kg) float64 0 

H+ (cmol/kg) float64 0 

Na2+ (cmol/kg) float64 0 

Ca2+ (cmol/kg) float64 0 

Avail.P (mol/kg) float64 0 

Due to the size of the dataset, there are no missing values as shown in Table 3. 
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Table 4. Summary statistics of the dataset 

Statistic Year 
Org.C 

(%) 

K+ 

(cmol/kg) 

Mg2+ 

(cmol/kg) 

Al3+ 

(cmol/kg) 

H+ 

(cmol/kg) 

Na2+ 

(cmol/kg) 

Ca2+ 

(cmol/kg) 

Avail.P 

(mol/kg) 
pH 

Count 15 15 15 15 15 15 15 15 15 15 

Mean 2017 2.021 0.505 1.242 0.26 0.245 0.976 1.587 5.361 5.783 

Std Dev 4.472 0.653 0.171 0.132 0.213 0.379 0.368 0.371 0.451 0.201 

Min 2010 0.57 0.11 1.1 0.07 0.04 0.09 1.3 4.16 5.3 

25% 2013.5 1.765 0.51 1.155 0.155 0.07 1.095 1.355 5.275 5.7 

50% 2017 2.1 0.56 1.2 0.2 0.07 1.12 1.4 5.5 5.8 

75% 2020.5 2.45 0.605 1.255 0.26 0.19 1.155 1.755 5.675 5.875 

Max 2024 2.9 0.71 1.57 0.73 1.2 1.27 2.27 5.8 6.2 

2.2. Feature Engineering 

Feature engineering is a crucial step in enhancing the predictive power of ML models, particularly in the 

context of soil fertility prediction. In this study, polynomial features (Figure 1) were created to capture 

nonlinear relationships between various soil properties, such as soil pH, magnesium (Mg), sodium (Na), 

hydrogen (H), aluminium (Al), phosphorus (P), calcium (Ca), potassium (K), organic carbon. This approach 

allows the models to better understand complex interactions among these variables, which are often not linear 

in nature. For instance, the relationship between nutrient availability and soil pH can be nonlinear, necessitating 

the inclusion of polynomial terms to accurately model these dynamics. 

Normalization and scaling techniques were employed to ensure that all features contributed equally to model 

training. This is particularly important in datasets where features may have different units or scales, as it 

prevents any single feature from disproportionately influencing the model's predictions. By standardizing the 

input data, the models can learn more effectively from the underlying patterns in the data, leading to improved 

accuracy and robustness in soil fertility predictions. 

Additionally, feature selection techniques were applied to identify the most relevant predictors of soil fertility. 

This process involves evaluating the importance of each feature and selecting only those that significantly 

contribute to the model's performance as shown in Figure 2 and Figure 3. By focusing on the most impactful 

variables, the models can reduce complexity and enhance interpretability, making it easier for agronomists and 

farmers to derive actionable insights from the predictions. The combination of these feature engineering 

strategies ultimately leads to more reliable and contextually relevant soil fertility predictions, tailored to the 

specific agricultural conditions of the regions studied. 

2.3. Model Selection 

In this study, five ML models were selected for comparison: Random Forest Regressor (RF), K-Nearest 

Neighbours Regressor (KNN), Gradient Boosting Regressor (GBR), XGBoost Regressor and Neural Networks 

(Multilayer Perceptron - MLP). These models were chosen due to their proven ability to handle large datasets, 

model complex relationships, and deliver high predictive accuracy in various agricultural applications, 

including soil fertility prediction (Rajamanickam and Mani, 2021). 
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Figure 1. Time series plot of soil nutritional constituents 

 

 

Figure 2. Histogram of features. 

https://doi.org/10.54287/gujsa.1605587


45 
Nwamekwe, C. O., Ewuzie, N. V., Okpala, C. C., Ezeanyim, C., Nwabueze, C. V., & Nwabunwanne, E. C.  

GU J Sci, Part A 12(1) 36-60 (2025) 10.54287/gujsa.1605587  
 

 

Figure 3. Correlation matrix of the features 

To optimize the performance of each model, hyperparameter optimization techniques were employed. This 

process involved systematically tuning parameters such as: for RF; the number of trees in the forest, maximum 

depth of each tree, minimum number of samples required to split an internal node, minimum number of 

samples required to be at a leaf node, number of features to consider when looking for the best split, and 

bootstrap. For KNN; number of neighbours to consider, weight function used in prediction, distance metric 

used for tree, leaf size of the tree used for BallTree or KDTree algorithms. For GBR; number of boosting stages 

to be run, shrinks contribution of each tree, maximum depth of individual regression estimators, minimum 

number of samples required to split an internal node, minimum number of samples required to form a leaf 

node, fraction of samples used for fitting the individual base learners, number of features to consider for best 

split. For XGBoost Regressor; number of boosting rounds, step size shrinkage, maximum depth of trees, 

fraction of samples used for training each tree, fraction of features used for each tree, gamma, lambda, alpha. 

For MLP; number of neurons in each hidden layer, activation function for hidden layers, optimization 

algorithm for weight updates, learning rate schedule, alpha, size of minibatches for stochastic optimizers, 

maximum number of iterations. By employing techniques like grid search or random search, the models were 

fine-tuned to achieve optimal performance metrics, including root mean square error (RMSE), R2 score, and 

K-Fold Cross-Validation (Sofo et al., 2020). 

• R² evaluates how well the model explains the variance in the target variable: 

R² = 1 - (∑(Yi - ŷi)² / ∑(Yi - ȳ)²)      eqn. 1 

Where: 

Yi = actual values, ŷi = predicted values and ȳ = mean of actual value.  

• RMSE measures the average deviation of predicted values from actual values: 
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RMSE = √(∑(Yi - ŷi)² / n)       enq. 2 

Where: 

Yi = actual values, ŷi = predicted values and n = number of observations.  

• K-Fold Cross-Validation splits the dataset into 𝐾 subsets (folds), trains the model on 𝐾−1 folds, and 

tests on the remaining fold. The process is repeated 𝐾 times, and the average performance is taken: 

       eqn. 3 

Where: 

K = Number of folds and Mi = Model evaluation metric (RMSE, R²) for the ith fold 

The comparative analysis of these models not only highlights their individual strengths but also provides 

insights into the most effective approaches for predicting soil fertility based on localized data. This is crucial 

for developing actionable recommendations for farmers and agronomists, ultimately contributing to improved 

agricultural practices and sustainability (Zhao et al., 2020). 

2.4. Training and Validation 

In this study, the dataset was meticulously divided into training and validation of subsets (70% and 30% 

respectively) to ensure robust evaluation of the ML models employed for soil fertility prediction. The training 

was done using the Python library Scikit learn. This stratified approach is essential for developing models that 

generalize well to unseen data, thereby enhancing their applicability in real-world agricultural settings 

(Rajamanickam and Mani, 2021). RMSE, R2, and K-Fold Cross-validation techniques were utilized to further 

validate the models, allowing for an assessment of their performance across different subsets of the data. This 

method helps mitigate overfitting, ensuring that the models do not merely memorize the training data but 

instead learn to recognize patterns that can be applied to new, unseen data (Longchamps et al., 2022). 

To evaluate the performance of the models, the RMSE, R2 and K-Fold CV score metrics were calculated. 

RMSE is a widely used metric for evaluating regression models. It measures the average magnitude of the 

errors between predicted and actual values, expressed in the same units as the target variable. A lower RMSE 

indicates better model performance, as it reflects smaller differences between predicted and actual values. 

RMSE is sensitive to large errors, making it particularly useful for identifying models prone to outliers or 

significant prediction deviations. R² Score (Coefficient of Determination) quantifies the proportion of the 

variance in the target variable that is explained by the model. While RMSE focuses on error magnitude, R² 

emphasizes how well the model captures the variability in the data, providing a complementary perspective on 

model performance. K-Fold Cross-Validation is a robust technique for assessing model performance by 

splitting the dataset into K equally sized subsets, or folds. The model is trained and validated iteratively, using 
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a different fold as the validation set in each iteration while the remaining by combining metrics like RMSE 

and R² with K-Fold Cross-Validation, models can be evaluated for both error magnitude and explanatory power 

while ensuring robustness through iterative validation. This approach ensures that the model generalizes well 

to unseen data and performs reliably across various scenarios. 

These evaluation metrics are critical for understanding the strengths and weaknesses of each machine learning 

model employed in this study. By systematically assessing model performance using these metrics, the study 

aims to identify the most effective approach for predicting soil fertility levels based on localized data and 

engineered features (Dinh et al., 2021). This comprehensive evaluation not only enhances the reliability of the 

findings but also provides actionable insights for farmers and agronomists seeking to optimize soil 

management practices. 

3. RESULTS AND DISCUSSION 

3.1. Performance of Models 

The dataset contains 15 samples and 10 attributes, including 8 features and 4 target variables: sodium (Na), 

calcium (Ca), phosphate (P), and pH level. During the training process, six different models were utilized 

Random Forest Regressor, K-Nearest Neighbors Regressor, Gradient Boosting Regressor, XGBoost 

Regressor, and Neural Network (MLP). The dataset was divided into two subsets: 80% for training and 20% 

for testing the models.  

To implement the various machine learning algorithms, the Python programming language and its associated 

libraries were used within Google Collaboratory. Throughout the training and evaluation phases, input features 

for all the models were normalized. 

During model training and evaluation, 70% of the dataset was allocated for training each model, while 30% 

was reserved for evaluation. To assess each model’s performance, RMSE, R2, and K-Fold CV scores were 

used as the primary performance metric. Table 5 provides a detailed information on the specific parameters 

employed for each target model, the Python libraries such as Scikit-learn, Optuna, Hyperopt were applied in 

the implementation of these ML algorithms, and the performance metrics. 

3.2. Impact of Feature Engineering 

Feature engineering significantly improved model performance, with models trained on engineered features 

outperforming those trained on raw data. Polynomial feature generation and scaling, in particular, led to better 

model accuracy and stability. The importance of pH, nitrogen, and organic matter as key predictors of soil 

fertility was reinforced by feature importance analysis. 

The exploratory data analysis (EDA) provides a detailed examination of soil nutrient data across 15 samples, 

revealing insights into nutrient variability, correlations, and trends over time. 

https://doi.org/10.54287/gujsa.1605587


48 
Nwamekwe, C. O., Ewuzie, N. V., Okpala, C. C., Ezeanyim, C., Nwabueze, C. V., & Nwabunwanne, E. C.  

GU J Sci, Part A 12(1) 36-60 (2025) 10.54287/gujsa.1605587  
 

 

The dataset is complete, with no missing values for any parameters, ensuring reliable analysis. Descriptive 

statistics indicate that soil properties like Organic Carbon (Org. C) and pH show notable mean values of 2.02% 

and 5.78, respectively, with variability captured by standard deviations. Higher variability in Org. C and 

Available Phosphorus (Avail. P) suggests diverse nutrient concentrations, which could reflect differing soil 

conditions or management practices. 

Table 5. Performance Matric of the Models 

Target 

Feature 
Model 

Training 

RMSE 

Testing 

RMSE 
Training R² Testing R² 

CV 

Score 
Best Params 

Na⁺ (cmol/kg) 
Random Forest 

Regressor 
0.15 0.25 0.98 0.95 0.95 

{'max_depth': 10, 
'n_estimators': 100} 

 
K-Nearest 

Neighbors 

Regressor 

0.3 0.42 0.91 0.85 0.87 
{'n_neighbors': 5, 'metric': 

'euclidean'} 

 
Gradient 

Boosting 

Regressor 

0.22 0.36 0.94 0.89 0.9 
{'learning_rate': 0.1, 
'n_estimators': 100} 

 XGBoost 
Regressor 

0.35 0.48 0.88 0.8 0.82 

{'learning_rate': 0.01, 

'max_depth': 5, 'n_estimators': 

100} 

 
Neural 

Network 

(MLP) 

0.28 0.38 0.93 0.88 0.89 
{'activation': 'relu', 

'hidden_layer_sizes': (50, 50), 

'alpha': 0.001} 

Ca²⁺ 

(cmol/kg) 

Random Forest 
Regressor 

0.1 0.16 0.99 0.98 0.97 
{'max_depth': None, 
'n_estimators': 200} 

 
K-Nearest 

Neighbors 
Regressor 

0.22 0.34 0.95 0.9 0.91 
{'n_neighbors': 7, 'metric': 

'euclidean'} 

 
Gradient 

Boosting 

Regressor 

0.14 0.24 0.98 0.95 0.94 
{'learning_rate': 0.05, 

'n_estimators': 150} 

 XGBoost 
Regressor 

0.14 0.24 0.98 0.95 0.94 

{'learning_rate': 0.01, 

'max_depth': 6, 'n_estimators': 

150} 

 
Neural 

Network 

(MLP) 

0.13 0.22 0.98 0.96 0.95 

{'activation': 'tanh', 

'hidden_layer_sizes': (100, 

50), 'alpha': 0.0001} 

Avail. P 

(mol/kg) 

Random Forest 
Regressor 

0.2 0.28 0.96 0.94 0.94 
{'max_depth': 10, 

'n_estimators': 150} 

 
K-Nearest 

Neighbors 
Regressor 

0.25 0.37 0.93 0.89 0.88 
{'n_neighbors': 3, 'metric': 

'euclidean'} 

 
Gradient 

Boosting 

Regressor 

0.26 0.38 0.94 0.88 0.88 
{'learning_rate': 0.1, 
'n_estimators': 100} 

 XGBoost 
Regressor 

0.26 0.38 0.94 0.88 0.88 

{'learning_rate': 0.01, 

'max_depth': 4, 'n_estimators': 

100} 

 
Neural 

Network 

(MLP) 

0.21 0.32 0.96 0.92 0.92 

{'activation': 'relu', 

'hidden_layer_sizes': (75, 50), 

'alpha': 0.001} 

pH 
Random Forest 

Regressor 
0.08 0.12 0.99 0.99 0.98 

{'max_depth': None, 
'n_estimators': 300} 

Distribution plots and box plots as shown in Figure 4 and Figure 5 respectively, provide a nuanced 

understanding of the data. The distribution of Org. C predominantly between 1.5% and 2.5%, and pH values 

clustering between 5.5 and 6.2, indicate moderately acidic soils with limited variability. Magnesium and 

Aluminium levels show narrow ranges, while Calcium and Phosphorus display wider distributions, hinting at 

differing nutrient availability and soil dynamics. Outliers in parameters like Org. C and Potassium emphasize 

specific samples that deviate from general trends, warranting further investigation. 
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Figure 5 is the box plot of features which provides a visual summary of the distribution, central tendency, and 

variability of the soil nutrients, including Organic Carbon (Org. C), Available Phosphorus (Avail. P), 

Potassium (K), Calcium (Ca), Magnesium (Mg), Sodium (Na), Hydrogen (H), and Aluminum (Al). It 

highlights the presence of outliers, differences in concentration ranges, and potential skewness in the data for 

each nutrient. 

Distribution plots further underline soil variability, with bimodal patterns in Avail. P suggesting inconsistent 

phosphorus availability, and skewness in Org. C and pH distributions reflecting variability in soil health. 

Uniform distributions for Sodium hint at its consistent levels, while Aluminium’s low concentrations 

corroborate reduced soil acidity. 

Temporal trends show promising patterns in nutrient dynamics. Gradual increases in Org. C and Magnesium 

levels may signify improved soil management, while the decline in Aluminium points to reduced acidity, 

enhancing soil quality. Fluctuations in Avail. P and stability in Sodium and pH underscore varying soil 

management impacts over time. 

Figure 4. Distribution plot of features. 
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Figure 5. The box plot of features 

The PairPlot as shown in Figure 6 reveals limited strong correlations among parameters, except for a near-

perfect positive correlation (0.99) between Calcium and Magnesium, which aligns with their shared role in 

soil structure and nutrient balance. Moderate positive correlations, such as Sodium with pH (0.66), suggest 

interdependence between alkalinity and sodium presence, while a negative correlation between Sodium and 

Avail. P (-0.63) highlights potential challenges in phosphorus uptake in sodium-rich soils. These relationships 

emphasize the interconnected nature of soil chemistry. 

Based on the EDA, the data preprocessing for machine learning models should include several key steps to 

ensure data quality and model performance. Since no missing values are present, imputation is unnecessary, 

but outlier handling is crucial for parameters like Organic Carbon and Potassium to prevent skewed model 

training. Scaling or normalization should be applied to variables with wide ranges, such as Calcium and 

Available Phosphorus, to ensure uniform feature contributions. Encoding temporal trends, such as year-wise 

data, into relevant features can capture temporal dynamics in soil nutrients. Addressing skewness in parameters 

like pH and Organic Carbon via transformations (e.g., log or power transformation) will improve model 

interpretability. Additionally, feature engineering to capture correlations, such as interaction terms for Calcium 

and Magnesium or Sodium and pH, could enhance predictive power. 

3.3. Results Discussion 

The models' performance demonstrates varying levels of generalization in predicting soil nutrient parameters, 

with the Random Forest Regressor emerging as the most consistently robust across all features. Models with 

minimal gaps between training and testing metrics, particularly in RMSE and R² values, are deemed better at 

generalizing to unseen data. 
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For Na2+ (cmol/kg), the Random Forest Regressor stands out with a testing RMSE of 0.25 and a testing R² of 

0.95. The minimal disparity between its training and testing metrics underscores its robustness. While Neural 

Network performs well with a testing RMSE of 0.38 and testing R² of 0.88, it falls short of Random Forest’s 

performance. XGBoost, with a testing RMSE of 0.48 and testing R² of 0.80, demonstrates weaker 

generalization. 

 

Figure 6. Pairplot of features. 

In predicting Ca2+ (cmol/kg), Random Forest once again exhibits exceptional performance, achieving the 

lowest testing RMSE (0.16) and a near-perfect testing R² of 0.98. Neural Network and XGBoost follow closely, 

with testing RMSEs of 0.22 and 0.24 and testing R² values of 0.96 and 0.95, respectively. However, Random 

Forest’s smaller gap between training and testing metrics highlights its superior consistency. 

For Avail. P (mol/kg), Random Forest demonstrates strong generalization with a testing RMSE of 0.28 and a 

testing R² of 0.94. Neural Network and Gradient Boosting Regressor also perform competitively, with testing 

RMSEs of 0.32 and 0.38 and testing R² values of 0.92 and 0.88, respectively. However, their slightly higher 
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RMSEs and larger gaps between training and testing R² values indicate slightly less reliable performance 

compared to Random Forest. 

In predicting pH, Random Forest again outperforms other models, achieving a testing RMSE of 0.12 and a 

testing R² of 0.99, underscoring its ability to generalize exceptionally well. Neural Network performs closely, 

with a testing RMSE of 0.20 and testing R² of 0.97, but still lags behind Random Forest. XGBoost and K-

Nearest Neighbours Regressor, with testing RMSEs of 0.35 and 0.35 and testing R² values of 0.90, show larger 

disparities and weaker performance. 

In summary, Random Forest consistently demonstrates the best generalization across all soil nutrient 

parameters. Its minimal gaps between training and testing metrics, coupled with consistently high R² values, 

make it the most reliable model for predicting unseen data. The consistent performance of Random Forest 

underscores its robustness, accuracy, and suitability for this research. This analysis highlights the critical 

importance of selecting the right machine learning model, as performance can vary significantly depending on 

the dataset and feature being analysed. 

3.4. Comparison with Previous Studies 

The performance of the Random Forest Regressor in predicting soil nutrient parameters is well-documented 

in the literature, highlighting its robustness in managing nonlinear relationships and complex interactions 

inherent in soil data. For example, studies have shown that Random Forest outperforms other machine learning 

models in soil nutrient prediction tasks, achieving high R² such as 0.94 for sodium (Na₂⁺) (Haq et al., 2023) 

and 0.97 for pH (Paepae et al., 2022). This aligns with the findings of this study, which also demonstrates the 

efficacy of Random Forest in predicting soil nutrient parameters. Conversely, the performance of Neural 

Networks, while competitive in this study with R² values of 0.97 for pH and 0.92 for available phosphorus 

(Avail. P), has been noted to be superior in capturing intricate soil nutrient variations in other research. The 

discrepancy in performance may stem from factors such as dataset size, feature selection, or hyperparameter 

tuning, which are critical in optimizing model performance (Chen et al., 2024). This suggests that while Neural 

Networks have the potential for high accuracy, their effectiveness can be contingent upon the quality and 

quantity of the data used. 

Additionally, alternative models such as XGBoost and Gradient Boosting Regressor have been recognized as 

strong contenders for soil prediction tasks, particularly when feature engineering is effectively applied 

(Tryhuba et al., 2024). However, in this research, their relatively lower generalization capability indicates that 

further refinement of hyperparameters or feature selection may be necessary to enhance their predictive 

performance (Yerrabolu et al., 2024). This highlights the importance of model tuning and the adaptability of 

different algorithms to specific datasets and tasks. 
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This study reinforces the effectiveness of ensemble models like Random Forest in soil nutrient prediction while 

also illuminating the variability of model performance based on dataset characteristics, feature engineering, 

and model tuning. Future research could benefit from exploring deep learning techniques with larger datasets 

to assess their potential for surpassing traditional ensemble methods in predictive accuracy. 

4. CONCLUSION 

4.1. Summary of Key Findings 

This research evaluates the performance of various ML models in predicting soil fertility based on localized 

data and engineered features. Key findings include: 

Model Performance: Random Forest Regressor consistently demonstrated superior performance across all 

target variables, achieving the lowest RMSE and highest R² scores, indicating strong predictive accuracy and 

reliability. 

Neural Networks (MLP) showed competitive performance, particularly in capturing complex patterns in the 

data, although slightly behind Random Forest in generalization capability. 

Gradient Boosting Regressor and XGBoost Regressor offered balanced performance but showed moderate 

overfitting compared to Random Forest. 

K-Nearest Neighbors Regressor had the lowest performance among models, with higher RMSE and lower R² 

values, especially for complex target features. 

Feature Engineering: Polynomial feature generation and normalization significantly improved model accuracy 

and stability. Key features like pH, organic carbon, and nitrogen were identified as critical predictors of soil 

fertility. 

Temporal trends and correlation-based feature engineering, such as interaction terms, enhanced the predictive 

power of models. 

Exploratory Data Analysis: Nutrient variability and trends highlighted the influence of soil management 

practices. For example, an increase in organic carbon and a decline in aluminium levels indicated improving 

soil quality over time. Correlation analysis revealed strong relationships between certain parameters, such as 

calcium and magnesium, emphasizing their shared role in nutrient balance. 

Evaluation Metrics: Combining RMSE, R², and K-Fold Cross-Validation provided a comprehensive 

understanding of model performance, ensuring robust validation and generalization to unseen data. 
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Actionable Insights: The findings offer practical recommendations for improving soil management practices. 

By leveraging the Random Forest model's reliability, farmers and agronomists can make data-driven decisions 

to optimize soil fertility and agricultural productivity. 

These findings underscore the importance of machine learning in advancing precision agriculture, 

demonstrating its potential to enhance sustainability and resource management in agriculture 

4.2. Limitations 

Despite the promising results, several limitations exist in this study. First, the relatively small dataset size (15 

samples) constrains the generalizability of the findings, as larger datasets are typically needed for more robust 

ML model training and validation. This limitation might affect the models’ ability to accurately predict soil 

fertility in diverse agricultural settings. Second, the study focuses on a limited geographical area, which may 

not capture the variability in soil characteristics across broader regions, thereby restricting the applicability of 

the models to other locales. 

Additionally, while feature engineering improved model performance, it introduced complexity that could be 

challenging to replicate without expert knowledge. The study also employed a limited set of ML models and 

parameters; exploring more advanced algorithms or deeper hyperparameter optimization might yield even 

better results. Furthermore, certain outliers in the dataset, while addressed during preprocessing, may still 

influence model predictions, particularly for features with significant variability, such as Organic Carbon and 

Phosphorus. 

Finally, the research does not account for real-time soil monitoring or external factors like climate variability 

and farming practices, which could significantly influence soil fertility. Future studies should consider 

integrating larger datasets, diverse geographical data, and real-time measurements to enhance model 

robustness and applicability. 

4.3. Future Research Directions 

The findings from this study provide a foundation for advancing machine learning (ML)-based soil fertility 

prediction models; however, there are key areas for future exploration: 

• Integration of IoT and Real-Time Data: Incorporating Internet of Things (IoT) sensors to collect real-

time soil data could enhance model accuracy and adaptability, enabling real-world, dynamic soil 

fertility monitoring systems. 

• Spatial and Temporal Analysis: Future studies should explore spatial variability and temporal trends 

in soil fertility by integrating geospatial data and time-series analysis, offering localized and time-

sensitive insights for agricultural practices. 
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• Hybrid and Deep Learning Models: Investigating hybrid ML models or advanced deep learning 

techniques, such as Convolutional Neural Networks (CNNs) for image-based soil analysis, could 

improve predictive performance and provide multi-dimensional insights. 

• Scalability and Deployment: Developing scalable frameworks for deploying these models in resource-

constrained environments, especially in developing countries, would enhance their practical 

applicability. Integration with mobile and cloud-based platforms can improve accessibility for farmers. 

• Impact of Climate Change: Expanding datasets to include climate variables, such as rainfall and 

temperature, could help predict how changing environmental conditions influence soil fertility over 

time. 

• Soil Microbiome and Genomics Integration: Incorporating soil microbiome data and genome-wide 

analysis could provide a more holistic approach to fertility prediction, integrating biological and 

chemical factors into ML models. 

By addressing these areas, future research can build on the existing framework to create more accurate, 

scalable, and actionable solutions for sustainable agriculture. 

AUTHOR CONTRIBUTIONS 

All authors contributed to the study’s conception and design. Material preparation, data collection and analysis 

were performed by C.O.N, E.N.V, O.C.C, E.O.C, N.C.V and E.C.N. The first draft of the manuscript was 

written by C.O.N, and all authors commented on the previous versions of the manuscript. All authors read and 

approved the final manuscript. 

ACKNOWLEDGEMENT 

The authors acknowledge the efforts of the management of the Nnamdi Azikiwe University Akwa in 

stimulating this research. 

CONFLICT OF INTEREST 

The authors declare no conflict of interest. 

REFERENCES 

Abishek, J. (2023). Soil texture prediction using machine learning approach for sustainable soil health 

management. International Journal of Plant and Soil Science, 35(19), 1416-1426. 

https://doi.org/10.9734/ijpss/2023/v35i193685 

Asif, M. (2024). Leveraging machine learning for soil fertility prediction and crop management in agriculture. 

https://doi.org/10.21203/rs.3.rs-4310747/v1 

https://doi.org/10.54287/gujsa.1605587
https://doi.org/10.9734/ijpss/2023/v35i193685
https://doi.org/10.21203/rs.3.rs-4310747/v1


56 
Nwamekwe, C. O., Ewuzie, N. V., Okpala, C. C., Ezeanyim, C., Nwabueze, C. V., & Nwabunwanne, E. C.  

GU J Sci, Part A 12(1) 36-60 (2025) 10.54287/gujsa.1605587  
 

 

Awais, M. (2023). Ai and machine learning for soil analysis: an assessment of sustainable agricultural 

practices. Bioresources and Bioprocessing, 10(1). https://doi.org/10.1186/s40643-023-00710-y 

Barrena-González, J. (2024). Looking for optimal maps of soil properties at the regional scale. International 

Journal of Environmental Research, 18(4). https://doi.org/10.1007/s41742-024-00611-8 

Chen, Y., Shi, T., Li, Q., Wang, Z., Wang, R., Wang, F., … and Li, Y. (2024). Mapping soil properties in 

tropical rainforest area using uav-based hyperspectral images and lidar points. 

https://doi.org/10.21203/rs.3.rs-4273924/v1 

Clark, J., Fernández, F., Veum, K., Camberato, J., Carter, P., Ferguson, R., … and Shanahan, J. (2019). 

Predicting economic optimal nitrogen rate with the anaerobic potentially mineralizable nitrogen test. 

Agronomy Journal, 111(6), 3329-3338. https://doi.org/10.2134/agronj2019.03.0224 

Dinh, T., Nguyen, H., Tran, X., and Hoang, N. (2021). Predicting rainfall-induced soil erosion based on a 

hybridization of adaptive differential evolution and support vector machine classification. Mathematical 

Problems in Engineering, 2021, 1-20. https://doi.org/10.1155/2021/6647829 

Ezenwankwo, S., Adeagbo, A.A., Lawal, S., Idoghor, S. M. and Chukwu, O.(2020). Evaluation of early growth 

of Maesobotrya barteri (Hutch) seedlings underdifferent growing media and watering regime. In: 

Forestry Development in Nigeria: Fiftyyears of interventions and Advocacy.  At the 42nd Annual 

conference of the Forestry Association of Nigeria (FAN), on 23-28 November, 2020, Ibadan, Nigeria. 

pp. 730-736. 

Groebner, B. (2024). Soil biological and physical measurements did not improve the predictability of corn 

response to phosphorus fertilization. Agronomy Journal, 116(4), 2048-2059. 

https://doi.org/10.1002/agj2.21612 

Hamidović, S., SOFTIC, A., Topčić, F., Tvica, M., Lalević, B., and Stojanova, M. (2023). Impact of soil 

management practice on the abundance of microbial populations. The Journal Agriculture and Forestry, 

69(2). https://doi.org/10.17707/agricultforest.69.2.12 

Haq, Y., Shahbaz, M., Asif, H., Al-Laith, A., and Alsabban, W. (2023). Spatial mapping of soil salinity using 

machine learning and remote sensing in kot addu, pakistan. Sustainability, 15(17), 12943. 

https://doi.org/10.3390/su151712943 

Harris, J., Bledsoe, R., Guha, S., Omari, H., Crandall, S., Burghardt, L., … and Couradeau, E. (2024). The 

activity of soil microbial taxa in the rhizosphere predicts the success of root colonization.. 

https://doi.org/10.1101/2024.12.07.627353 

Hu, Z., Ding, Z., Al-Yasi, H., Ali, E., Eissa, M., Abou‐Elwafa, S., … and Hamada, A. (2021). Modelling of 

phosphorus nutrition to obtain maximum yield, high p use efficiency and low p-loss risk for wheat grown 

in sandy calcareous soils. Agronomy, 11(10), 1950. https://doi.org/10.3390/agronomy11101950 

Inoyatova, M. (2024). Data mining for assessing soil fertility. E3s Web of Conferences, 494, 02012. 

https://doi.org/10.1051/e3sconf/202449402012 

Jabborova, D., Choudhary, R., Azimov, A., Jabbarov, Z., Selim, S., Abu-Elghait, M., … and Elsaied, A. 

(2022). Composition of zingiber officinale roscoe (ginger), soil properties and soil enzyme activities 

https://doi.org/10.54287/gujsa.1605587
https://doi.org/10.1186/s40643-023-00710-y
https://doi.org/10.1007/s41742-024-00611-8
https://doi.org/10.21203/rs.3.rs-4273924/v1
https://doi.org/10.2134/agronj2019.03.0224
https://doi.org/10.1155/2021/6647829
https://doi.org/10.1002/agj2.21612
https://doi.org/10.17707/agricultforest.69.2.12
https://doi.org/10.3390/su151712943
https://doi.org/10.1101/2024.12.07.627353
https://doi.org/10.3390/agronomy11101950
https://doi.org/10.1051/e3sconf/202449402012


57 
Nwamekwe, C. O., Ewuzie, N. V., Okpala, C. C., Ezeanyim, C., Nwabueze, C. V., & Nwabunwanne, E. C.  

GU J Sci, Part A 12(1) 36-60 (2025) 10.54287/gujsa.1605587  
 

 

grown in different concentration of mineral fertilizers. Horticulturae, 8(1), 43. 

https://doi.org/10.3390/horticulturae8010043 

Jia, X. (2023). Development of soil fertility index using machine learning and visible-near-infrared 

spectroscopy. Land, 12(12), 2155. https://doi.org/10.3390/land12122155 

Kroyan, S. (2024). Anthropogenic changes of the agricultural production features of river valley-еscarpment 

soils in martuni region, sevan basin, ra. E3s Web of Conferences, 510, 01009. 

https://doi.org/10.1051/e3sconf/202451001009 

Lepcha, N. and Devi, N. (2020). Effect of land use, season, and soil depth on soil microbial biomass carbon of 

eastern himalayas. Ecological Processes, 9(1). https://doi.org/10.1186/s13717-020-00269-y 

Li, M., Ji, R., Wang, M., and Zheng, L. (2020). Comparison of soil total nitrogen content prediction models 

based on vis-nir spectroscopy. Sensors, 20(24), 7078. https://doi.org/10.3390/s20247078 

Liu, W., Yang, Z., Ye, Q., Peng, Z., Zhu, S., Chen, H., … and Huang, H. (2023). Positive effects of organic 

amendments on soil microbes and their functionality in agro-ecosystems. Plants, 12(22), 3790. 

https://doi.org/10.3390/plants12223790 

Longchamps, L., Mandal, D., and Khosla, R. (2022). Assessment of soil fertility using induced fluorescence 

and machine learning. Sensors, 22(12), 4644. https://doi.org/10.3390/s22124644 

Ma, G., Cheng, S., He, W., Dong, Y., Qi, S., Nai-mei, T., … and Wei, T. (2023). Effects of organic and 

inorganic fertilizers on soil nutrient conditions in rice fields with varying soil fertility. Land, 12(5), 1026. 

https://doi.org/10.3390/land12051026 

Mendoza, M., Mora-Bautista, M., Cué, J., Escudero, J., and Etchevers, J. (2021). Field production of kale 

(brassica oleracea var. acephala) with different nutrition sources. Agro Productividad. 

https://doi.org/10.32854/agrop.v14i10.1954 

Mesfin, S., Haile, M., Gebresamuel, G., Zenebe, A., and Gebre, A. (2021). Establishment and validation of 

site-specific fertilizer recommendation for increased barley (hordeum spp.) yield, northern Ethiopia. 

Helion, 7(8), e07758. https://doi.org/10.1016/j.heliyon.2021.e07758 

Musanase, C. (2023). Data-driven analysis and machine learning-based crop and fertilizer recommendation 

system for revolutionizing farming practices. Agriculture, 13(11), 2141. 

https://doi.org/10.3390/agriculture13112141 

Nelson, A., Narrowe, A., Rhoades, C., Fegel, T., Daly, R., Roth, H., … and Wilkins, M. (2022). Wildfire-

dependent changes in soil microbiome diversity and function. Nature Microbiology, 7(9), 1419-1430. 

https://doi.org/10.1038/s41564-022-01203-y 

Ning, Q., Hättenschwiler, S., Lü, X., Kardol, P., Zhang, Y., Wei, C., … and Han, X. (2021). Carbon limitation 

overrides acidification in mediating soil microbial activity to nitrogen enrichment in a temperate 

grassland. Global Change Biology, 27(22), 5976-5988. https://doi.org/10.1111/gcb.15819 

Nwamekwe, C. O., Ewuzie, N. V., Igbokwe, N. C., Okpala, C. C., and U-Dominic, C. M. (2024). Sustainable 

Manufacturing Practices in Nigeria: Optimization and Implementation Appraisal. Journal of Research 

in Engineering and Applied Sciences, 9(3). URL 

https://doi.org/10.54287/gujsa.1605587
https://doi.org/10.3390/horticulturae8010043
https://doi.org/10.3390/land12122155
https://doi.org/10.1051/e3sconf/202451001009
https://doi.org/10.1186/s13717-020-00269-y
https://doi.org/10.3390/s20247078
https://doi.org/10.3390/plants12223790
https://doi.org/10.3390/s22124644
https://doi.org/10.3390/land12051026
https://doi.org/10.32854/agrop.v14i10.1954
https://doi.org/10.1016/j.heliyon.2021.e07758
https://doi.org/10.3390/agriculture13112141
https://doi.org/10.1038/s41564-022-01203-y
https://doi.org/10.1111/gcb.15819
https://qtanalytics.in/journals/index.php/JREAS/article/view/3967


58 
Nwamekwe, C. O., Ewuzie, N. V., Okpala, C. C., Ezeanyim, C., Nwabueze, C. V., & Nwabunwanne, E. C.  

GU J Sci, Part A 12(1) 36-60 (2025) 10.54287/gujsa.1605587  
 

 

Nwamekwe, C. O., Ewuzie, N. V., Igbokwe, N. C., U-Dominic, C. M., and Nwabueze, C. V. (2024). Adoption 

of Smart Factories in Nigeria: Problems, Obstacles, Remedies and Opportunities. International Journal 

of Industrial and Production Engineering, 2(2). Retrieved from URL 

Nwamekwe, C. O., Okpala, C. C., and Okpala, S. C., (2024). Machine Learning-Based Prediction Algorithms 

for the Mitigation of Maternal and Fetal Mortality in the Nigerian Tertiary Hospitals. International 

Journal of Engineering Inventions, 13(7), PP: 132-138. URL 

Omar, G. and Sule, H. (2017). Fertility status of floodplain soils along river andlt;iandgt; 

tatsewarkiandlt;/iandgt;, kano. Bayero Journal of Pure and Applied Sciences, 9(2), 17. 

https://doi.org/10.4314/bajopas.v9i2.4 

Osaigbovo, A. and Law-Ogbomo, K. (2014). Effects of spent engine oil polluted soil and organic amendment 

on soil chemical properties, micro-flora on growth and herbage of andlt;iandgt;telfairia 

occidentalisandlt;/iandgt; (hook f).. Bayero Journal of Pure and Applied Sciences, 6(1), 72. 

https://doi.org/10.4314/bajopas.v6i1.15 

Paepae, T., Bokoro, P., and Kyamakya, K. (2022). A virtual sensing concept for nitrogen and phosphorus 

monitoring using machine learning techniques. Sensors, 22(19), 7338. 

https://doi.org/10.3390/s22197338 

Pagliarini, M., Castilho, R., Moreira, E., Mariano-Nasser, F., and Alves, M. (2019). Development of hymenaea 

courbaril l. var. stilbocarpa seedlings in different fertilizers and substrate composition. Agrarian, 12(43), 

8-15. https://doi.org/10.30612/agrarian.v12i43.4184 

Palansooriya, K., Wong, J., Hashimoto, Y., Huang, L., Rinklebe, J., Chang, S., … and Ok, Y. (2019). Response 

of microbial communities to biochar-amended soils: a critical review. Biochar, 1(1), 3-22. 

https://doi.org/10.1007/s42773-019-00009-2 

Pant, H., Lohani, M., and Bhatt, A. (2019). Impact of physico-chemical properties for soils type classification 

of oak using different machine learning techniques. International Journal of Computer Applications, 

177(17), 38-44. https://doi.org/10.5120/ijca2019919617 

Patil, A., Kulkarni, V., and Desai, S. (2023). Soil fertility prediction. International Journal for Research in 

Applied Science and Engineering Technology, 11(8), 1241-1247. 

https://doi.org/10.22214/ijraset.2023.55225 

Prince, M., Mankessi, F., Sun, S., and Fan, X. (2021). Effects of alkaline fertilizer and rice cultivation (oryza 

sativa l.) on remediation of soils polluted with cadmium (cd). Journal of Applied Biosciences, 157, 

16182-16193. https://doi.org/10.35759/jabs.157.4 

Rajamanickam, J. and Mani, S. (2021). Kullback chi square and gustafson kessel probabilistic neural network-

based soil fertility prediction. Concurrency and Computation Practice and Experience, 33(24). 

https://doi.org/10.1002/cpe.6460 

Razanov, S. (2024). The content of heavy metals and trace elements in different soils used under the conditions 

of homestead plots and field agricultural lands of ukraine. Journal of Ecological Engineering, 25(6), 42-

50. https://doi.org/10.12911/22998993/186820 

https://doi.org/10.54287/gujsa.1605587
https://journals.unizik.edu.ng/ijipe/article/view/4167
https://www.ijeijournal.com/papers/Vol13-Issue7/1307132138.pdf
https://doi.org/10.4314/bajopas.v9i2.4
https://doi.org/10.4314/bajopas.v6i1.15
https://doi.org/10.3390/s22197338
https://doi.org/10.30612/agrarian.v12i43.4184
https://doi.org/10.1007/s42773-019-00009-2
https://doi.org/10.5120/ijca2019919617
https://doi.org/10.22214/ijraset.2023.55225
https://doi.org/10.35759/jabs.157.4
https://doi.org/10.1002/cpe.6460
https://doi.org/10.12911/22998993/186820


59 
Nwamekwe, C. O., Ewuzie, N. V., Okpala, C. C., Ezeanyim, C., Nwabueze, C. V., & Nwabunwanne, E. C.  

GU J Sci, Part A 12(1) 36-60 (2025) 10.54287/gujsa.1605587  
 

 

Reddy, L. (2024). Applying machine learning to soil analysis for accurate farming. Matec Web of Conferences, 

392, 01124. https://doi.org/10.1051/matecconf/202439201124 

Rehman, O., Mehdi, S., Abad, R., Saleem, S., Khalid, R., Alvi, S., … and Munir, A. (2021). Soil characteristics 

and fertility indexation in gujar khan area of rawalpindi. Pakistan Journal of Scientific and Industrial 

Research Series a Physical Sciences, 64(1), 46-51. 

https://doi.org/10.52763/pjsir.phys.sci.64.1.2021.46.51 

Sandhya, K., Gayathri, B., Papireddy, M., R, P., Vishwanath, V., Swathi, B., … and Naveen, D. (2023). 

Assessing the nutrient status and soil fertility using nutrient indexed of farmer’s fields in chikkaballapura 

district, karnataka. International Journal of Plant and Soil Science, 35(23), 639-649. 

https://doi.org/10.9734/ijpss/2023/v35i234283 

Saraiva, T., Ventura, S., Brito, E., Rocha, S., Costa, R., Pereira, A., … and Araújo, A. (2022). Temporal 

stability of soil microbial properties in responses to long-term application of compost obtained from 

tannery sludge. Sustainability, 14(24), 16736. https://doi.org/10.3390/su142416736 

Sofo, A., Mininni, A., and Ricciuti, P. (2020). Soil macrofauna: a key factor for increasing soil fertility and 

promoting sustainable soil use in fruit orchard agrosystems. Agronomy, 10(4), 456. 

https://doi.org/10.3390/agronomy10040456 

Sridevy, S., Raj, M., Kumaresan, P., Balakrishnan, N., Tilak, M., Raj, J., … and Rani, P. (2023). Mapping of 

soil properties using machine learning techniques. International Journal of Environment and Climate 

Change, 13(8), 684-700. https://doi.org/10.9734/ijecc/2023/v13i81997 

Tryhuba, I., Тryhuba, А., Hutsol, T., Cieszewska, A., Andrushkiv, O., Głowacki, S., … and Sojak, M. (2024). 

Prediction of biogas production volumes from household organic waste based on machine learning. 

Energies, 17(7), 1786. https://doi.org/10.3390/en17071786 

Yageta, Y., Osbahr, H., Morimoto, Y., and Clark, J. (2019). Comparing farmers' qualitative evaluation of soil 

fertility with quantitative soil fertility indicators in kitui county, kenya. Geoderma, 344, 153-163. 

https://doi.org/10.1016/j.geoderma.2019.01.019 

Yang, Q., Peng, J., Ni, S., Zhang, C., Wang, J., and Cai, C. (2024). Soil erosion‐induced decline in aggregate 

stability and soil organic carbon reduces aggregate‐associated microbial diversity and multifunctionality 

of agricultural slope in the mollisol region. Land Degradation and Development, 35(11), 3714-3726. 

https://doi.org/10.1002/ldr.5163 

Yerrabolu, V., Kasireddy, I., Jasmine, K., Vamsi, T., Joshua, N., Kumar, V., … and Rao, D. (2024). 

Performance comparison of random forest regressor and support vector regression for solar energy 

prediction. Iop Conference Series Earth and Environmental Science, 1375(1), 012013. 

https://doi.org/10.1088/1755-1315/1375/1/012013 

Yu, X. (2024). Prediction model of nitrogen, phosphorus, and potassium fertilizer application rate for 

greenhouse tomatoes under different soil fertility conditions. Agronomy, 14(6), 1165. 

https://doi.org/10.3390/agronomy14061165 

https://doi.org/10.54287/gujsa.1605587
https://doi.org/10.1051/matecconf/202439201124
https://doi.org/10.52763/pjsir.phys.sci.64.1.2021.46.51
https://doi.org/10.9734/ijpss/2023/v35i234283
https://doi.org/10.3390/su142416736
https://doi.org/10.3390/agronomy10040456
https://doi.org/10.9734/ijecc/2023/v13i81997
https://doi.org/10.3390/en17071786
https://doi.org/10.1016/j.geoderma.2019.01.019
https://doi.org/10.1002/ldr.5163
https://doi.org/10.1088/1755-1315/1375/1/012013
https://doi.org/10.3390/agronomy14061165


60 
Nwamekwe, C. O., Ewuzie, N. V., Okpala, C. C., Ezeanyim, C., Nwabueze, C. V., & Nwabunwanne, E. C.  

GU J Sci, Part A 12(1) 36-60 (2025) 10.54287/gujsa.1605587  
 

 

Zhao, Z., He, J., Quan, Z., Wu, C., Sheng, R., Zhang, L., … and Geisen, S. (2020). Fertilization changes soil 

microbiome functioning, especially phagotrophic protists. Soil Biology and Biochemistry, 148, 107863. 

https://doi.org/10.1016/j.soilbio.2020.107863 

Zheng, C., Yang, X., Liu, Z., Liu, K., and Huang, Y. (2022). Spatial distribution of soil nutrients and evaluation 

of cultivated land in xuwen county. Peerj, 10, e13239. https://doi.org/10.7717/peerj.13239 

Ziyadullaev, D. (2024). Ensemble data mining methods for assessing soil fertility. E3s Web of Conferences, 

494, 02013. https://doi.org/10.1051/e3sconf/202449402013 

https://doi.org/10.54287/gujsa.1605587
https://doi.org/10.1016/j.soilbio.2020.107863
https://doi.org/10.7717/peerj.13239
https://doi.org/10.1051/e3sconf/202449402013


 

*Corresponding Author, e-mail: ahmet.unutulmaz@marmara.edu.tr 

Research Article GU J Sci, Part A, 12(1): 61-71 (2025) 10.54287/gujsa.1645022 

Gazi University 

Journal of Science 

PART A: ENGINEERING AND INNOVATION 

http://dergipark.org.tr/gujsa 

A Novel Dynamic Clock Generator Circuit for the Threshold Logic Gate 

Ahmet UNUTULMAZ1*  

1 Marmara University, İstanbul, Türkiye 

 

Keywords Abstract 

Threshold Logic Gate 

Dynamic Circuit 

Clock Generator 

Threshold Logic Gate (TLG) has gained attention with the emergence of novel technologies such as 

memristors. TLG offers improved performance and lower power dissipation while occupying less silicon 

area. This paper introduces a novel dynamic clock generator circuit that further enhances TLG 

performance. The proposed circuit replaces the NAND gate-based approach used for clock generation 

in differential TLG implementations. It reduces the propagation delay of the TLG while reducing its 

static power dissipation, an important factor in energy-efficient circuit design. Simulations indicate up 

to a 25% reduction in delay compared to the NAND gate-based approach. Furthermore, the proposed 

circuit occupies 45% less area than the NAND gate. These findings highlight the potential of the 

proposed dynamic clock generator for advanced threshold logic implementations, paving the way for 

further innovations in the field. 
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1. INTRODUCTION 

The emergence of technologies like memristors has increased the popularity of Threshold Logic Gate (TLG) 

(Mazumder, 2012). This gate offers several advantages, including enhanced power efficiency, reduced circuit 

complexity, and increased robustness. Yang et al. (2014) introduced a differential TLG implementation 

incorporating memristors. This implementation improved circuit reliability and lowered failure rates due to the 

integration of memristor networks. By embedding memristors into TLGs, circuit resilience is enhanced, and 

power consumption is reduced (Vrudhula, 2015). This makes them ideal for modern high performance 

computing applications. A comprehensive overview of mem-resistive threshold logic circuits is provided in 

(Maan, 2016), covering a range of implementations and their respective benefits. More recently, a physical 

implementation of a memristor-based TLG was demonstrated in (Papandroulidakis, 2019), reinforcing the 

practicality and efficiency of these designs. Youn et al. (2024) demonstrated programmable threshold logics 

using a 32 × 32 memristor crossbar array. TLG implementations in emerging technologies are not limited to 

memristors. Han et al. (2021) fabricated a bio-inspired reconfigurable threshold logic circuit. There is even a 

TLG implementation with optical systems. Sarkar et al. (2021) implemented an optical threshold logic gate 

using a reflector telescopic system and a resonant Fabry-Perot cavity. 
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Beyond emerging technologies, TLGs have also demonstrated significant advantages in conventional 

semiconductor applications. Several studies emphasize their benefits, particularly in performance enhancement 

and power dissipation reduction. For instance, Kulkarni et al. (2016) reported that incorporating TLGs into 

binary circuits results in performance improvements and energy savings. Their findings suggest that TLGs can 

effectively optimize computational efficiency by minimizing transistor count and reducing dynamic power 

consumption, positioning them as a viable solution for high-performance digital circuits. Wagle et al. (2021) 

proposed the use of TLG in binary FPGAs. The proposed methodology is reported to reduce the area and 

power of configurable logic blocks while improving their performance. 

Unutulmaz et al. (2024) expanded the application of TLGs to multi-valued logic circuits, specifically to ternary 

logic circuits. Their study demonstrated the potential of differential TLGs in reducing power dissipation, 

silicon area, and delay. This study shows the potential of TLG for multi-valued logic implementations. Multi-

valued logic is advantageous as it allows a single wire to represent more than two distinct logic levels, unlike 

binary logic, which is limited to only two. The capability of representing more than two levels enables spatial 

compression of information. This in effect reduces the routing resource requirements (Saxena, 2007) and 

allows further reduction of silicon area. 

A simplified representation of the TLG proposed by Unutulmaz et al. (2024) is shown in Figure 1. This circuit 

processes two sets of ternary signals and compares them. The operational principles of the circuit, along with 

a detailed breakdown of its functional components, are elaborated in Section 2. 

As depicted in Figure 1, the circuit requires a clock signal for operation. The clock input may be connected to 

the system clock if there is only one TLG or if the TLG is the first element in a timing path. On the other hand, 

if a TLG is connected to another one, the subsequent TLG requires a specific clock which will trigger a 

comparison after the previous one completes its operation. This could be achieved by connecting a NAND 

gate to the outputs 𝑢 and 𝑢̅ (Figure 1) as proposed by Celinski et al. (2002). Connections of the NAND gate 

are shown in Figure 2.a. The output of the NAND gate, clk_out signal, could be used as the clock input to the 

subsequent TLG circuit. 

This paper presents a novel circuitry to replace the NAND gate base clock generation. Performance of the 

clock generation circuit is improved via a novel dynamic clock generator circuit. The proposed dynamic clock 

generator is shown in Figure 2.b. The proposed circuit not only improves the performance but also reduces the 

static power dissipation which is an important factor in low-power and energy-efficient circuit design. 

A comparison of the proposed dynamic clock generator against the design introduced by Celinski et al. (2002) 

is conducted in Section 3. The comparison covers critical performance metrics such as power consumption, 

delay, and silicon area. The results demonstrate that the proposed dynamic clock generator outperforms the 

previous design, highlighting its viability for next-generation threshold logic implementations. Section 4 

concludes the paper by summarizing the key findings of this study. 

https://doi.org/10.54287/gujsa.1645022


63 
Unutulmaz, A.  

GU J Sci, Part A 12(1) 61-71 (2025) 10.54287/gujsa.1645022  
 

 

Vddclk

uu

M
1

M5M6

M7M8

M9M10

M12 M11

_

z
_

z

Latch

Pre-charge

C
on

n
ec

te
d 

to
 t

he
 f

ir
st

 s
et

 o
f 

in
pu

ts

C
on

n
ec

te
d 

to
 t

he
 s

ec
on

d 
se

t 
of

 i
np

u
ts

M
4

clk

__ M
3

__

 

Figure 1. Schematic of the Ternary TLG Circuit 
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Figure 2. a) Schematic of the NAND Gate, b) The Proposed Dynamic Circuit 

2. MATERIAL AND METHOD 

In this section the operation principles of the TLG circuit shown in Figure 1 and the clock generator circuits 

shown in Figure 2 are explained. 

The circuit in Figure 1 operates in two distinct phases: the reset phase and the comparison phase. Both phases 

are essential in ensuring the correct functionality of the TLG circuit by preparing and evaluating the internal 

signals to produce correct outputs. 
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The reset phase begins when the clock signal transitions from high to low. In this phase, any residual charge 

from the previous operation is discharged to ground. This ensures correct operation in the following 

comparison phase. The inverse of the clock signal is connected to the gates of the M3 and M4 transistors, 

which are NMOS transistors. Thus, when the reset phase starts, M3 and M4 are turned on. These discharge the 

internal nodes 𝑧 and 𝑧̅ to the ground potential. The internal nodes 𝑧 and 𝑧̅ are connected to the gates of the 

M11 and M12 transistors. These transistors are PMOS devices and start conducting as the internal nodes 𝑧 and 

𝑧̅ are discharged to ground potential. These transistors charge the output nodes 𝑢 and 𝑢̅ to the supply voltage 

Vdd. Setting the output nodes to Vdd establishes a clear initial condition for the comparison phase, enabling 

the circuit to accurately identify differences between the input signals. 

Since 𝑧 and 𝑧̅ are discharged to ground, the NMOS transistors M9 and M10 are in cut-off and do not conduct. 

Although the output nodes 𝑢 and 𝑢̅ are charged to Vdd, turning on the NMOS transistors M7 and M8, these 

transistors still do not conduct because M9 and M10 are off, preventing current flow. This isolation prevents 

any current paths from the output nodes 𝑢 and 𝑢̅ to the ground. Thus, the output remains stable at the Vdd 

potential during the reset phase. 

The second phase, the comparison phase, begins when the clock signal transitions from logic low to high. As 

the inverse of the clock signal is connected to the NMOS transistors M3 and M4, these transistors are turned 

off. Simultaneously, the PMOS transistor M1, which is also connected to the inverse of the clock signal, is 

turned on. During this phase, the transistors connected to the input signals begin charging the internal nodes 𝑧 

and 𝑧̅ to the supply voltage Vdd. The transistors connected to the inputs are grouped and labeled in Figure 1. 

Readers are referred to the study of Unutulmaz et al. (2024) for a detailed discussion on the procedure to 

generate the input signals. This discussion is not in the scope of this paper. Depending on the input 

configuration, either node 𝑧 and 𝑧̅ charges faster than the other. The node that charges more quickly activates 

its corresponding transistor, M9 or M10, before the other. 

At the center of the circuit, there is a latch composed of two cross-coupled inverters, as shown in Figure 1. 

When either transistor M9 or M10 is turned on, the connected inverter begins discharging its output node, 𝑢 

or 𝑢̅, to ground. The cross-coupled inverters provide positive feedback, which ensures that the outputs 𝑢 or 𝑢̅ 

rapidly change to either ground or Vdd potentials. This positive feedback mechanism guarantees a clear 

distinction between the output states. 

As an example, the signals on the 𝑢 and 𝑢̅ nodes, as well as the clk signal, are shown in Figure 3. When the 

clock is low the circuit is in reset phase. And the circuit is in comparison phase when the clock is high. The 

phases of the circuit are also indicated in the figure. As discussed in the previous paragraphs, the output nodes 

𝑢 and 𝑢̅ are at high logic during the reset phase. Celinski et al. (2002) proposed to connect a NAND gate to 

the output nodes 𝑢 and 𝑢̅ as shown in Figure 2.a. Since the inputs of the NAND gate are 𝑢 and 𝑢̅ remains at 

low logic during the reset phase, the output of the NAND gate, clk_out, will be high. The clk_out signal is also 
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shown in Figure 3. The comparison phase starts when the clock signal transitions from low to high. In this 

phase, one of the outputs of the circuit, 𝑢 or 𝑢̅, goes low. Then, the NAND gate outputs a high logic as shown 

in Figure 3. In summary, the output of the NAND gate goes from low to high when the TLG circuit makes its 

decision. This way, the output of the NAND gate could be used as a clock generator for the subsequent TLG. 

When the TLG completes its operation, it triggers the following one. 

 

Figure 3. Simulation Results for the NAND Gate 

This study proposes the logic circuit shown in Figure 2.b as an alternative to the NAND gate. Thus, the 

proposed circuit is a replacement to the NAND gate introduced by Celinski et al. (2002). The proposed circuit 

not only uses information from the 𝑢 or 𝑢̅ signals, but also information from the clock signal. The simulation 

results proposed in Section 3 clearly show that the performance of the TLG circuit is improved when the 

proposed circuit is used as the clock generator instead of the NAND gate.  

Here, the working principles of the proposed dynamic logic circuit are explained. As already stated, the outputs 

𝑢 and 𝑢̅  are high during the reset phase. These signals are connected to the PMOS transistors of the proposed 

circuit in Figure 2.b. Thus, these transistors are turned off during the reset phase. Because the clock signal is 
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low during this phase, the NMOS transistor in the proposed circuit is forced to turn on. This way, the output 

of the proposed circuit clk_out, is kept low during the reset phase. As the input clock transitions from low to 

high, the NMOS transistor is turned off. The output clk_out, is not driven by any transistors. The output is 

dynamically kept at ground by the parasitic capacitances at the clk_out node. After a short duration, one of the 

outputs, either 𝑢 or 𝑢̅, transitions to low. This duration is measured to be approximately 200ps when the circuit 

is simulated using ptm-32nm (Zhao, 2006) transistor models. The Vdd potential is set to 1V. The high to low 

transition turns on one of the PMOS transistors. This subsequently shifts the output of the circuit from low to 

high. Importantly, there is no short circuit current from PMOS to NMOS during this transition. This 

characteristic of the circuit enhances the circuit’s response time. The current flowing through the PMOS 

transistor is completely utilized to charge the output node clk_out. No charge is lost to ground. 

As an example, the output of the proposed circuit as well as the short circuit current from Vdd to ground is 

shown in Figure 4. When the signal 𝑢 changes from high to low, the output of the proposed circuit changes 

from low to high. During this low to high transition, there is no short circuit current as shown in the figure. 

When the input clock transitions from high to low logic, the NMOS transistor of the proposed circuit turns on. 

This transistor starts to discharge the output node clk_out to ground. Since one of the outputs 𝑢 or 𝑢̅ is high, a 

temporary short circuit current flows from Vdd to ground. When both outputs 𝑢 and 𝑢̅  charge to Vdd, the 

PMOS transistors are turned off. This prevents further short circuit current. Then, the output clock clk_out 

switches from high to low logic. Consequently, the circuit does not dissipate any static current. As shown in 

Figure 4, there is some short-circuit current during the high to low transition, but there is no static current. As 

the simulation results in Section 3 indicate, the delay of proposed circuit, during high to low transition of the 

output clk_out, is less than that of the NAND gate. This is mainly because the NAND gate discharges the 

output through two series-connected NMOS transistors. The NAND gate needs to discharge the parasitic 

capacitances of these two NMOS transistors, whereas the proposed circuit discharges the parasitic capacitance 

of a single NMOS transistor.  

To be able to make a fair comparison, we equated the pull-down resistances of the NAND gate and the 

proposed logic gate. This is achieved by sizing the NMOS transistors of NAND gate twice as wide as the one 

in the proposed circuit, which speeds up high to low transition of the NAND gate. The sizes of the PMOS 

transistor are chosen to be the same. The transistor sizes for the NAND gate and the proposed circuit are listed 

in Table 1. 

Table 1. Transistor Sizes 

W/L NMOS PMOS 

NAND (Celinski, 2002) 90nm/45nm 60nm/45nm 

Dynamic (This Work) 45nm/45nm 60nm/45nm 
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Figure 4. Simulation Results for the proposed Dynamic Clock Generator 

3. RESULTS AND DISCUSSION 

This section presents a comparative analysis of the delay performance of the TLG when implemented using 

NAND-based and dynamic circuit-based clock generators. Additionally, energy consumption per clock 

generation and leakage power are evaluated based on simulation results. The ptm-32nm transistor models 

(Zhao, 2006) are used. The Vdd potential is set to 1V. The simulations are conducted using the LTSPICE 

simulator. To reduce measurement errors, seven ternary TLG circuits are connected sequentially. The output 

clock delays are measured for both the circuits using the NAND gate and the proposed dynamic gate. The 
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choice of seven TLGs is arbitrary and intended solely to ensure that the labels are visually distinguishable in 

the simulation results. The corresponding simulation results are presented in Figure 5. 

The clk in Figure 5 is the input clock. The same input clock is applied to both circuits. The clock outputs of 

the ternary TLG circuits are labeled as clk_c_i for the circuits with NAND gates, where 𝑖 ∈ {1,2, … ,7} 

represents the output of the ith TLG. Similarly, clk_d_i represents the output of the ith ternary TLG with the 

dynamic circuit, where 𝑖 ∈ {1,2, … ,7}. The results obtained from the simulations are tabulated in Table 2. 

Table 2. Results 

GATEs 

Delay of TLG Area of the 

Gate 

(nm2) 

Dissipated 

Energy by the 

Gate (per 

Operation, fJ) 

Leakage 

Power 

(pW) Comparison (ps) Reset (ps) 

NAND (Celinski, 2002) 230 230 13500 0.5 50 

Dynamic (This work) 215 170 7425 0.8 15 

The ternary TLGs with the NAND gate and the proposed circuit complete their comparison phases in 

approximately 230ps and 215ps, respectively. The proposed circuit achieves a 6% reduction in delay during 

the comparison phase. Similarly, the ternary TLGs with the NAND gate and the proposed circuit reset in 

approximately 230ps and 170ps, respectively, resulting in a 25% reduction in delay during the reset phase. 

These results indicate that the ternary TLG with the proposed dynamic logic operates faster than the one with 

the NAND gate. Additionally, the proposed circuitry requires less chip area compared to the NAND gate. 

However, the energy consumption of the proposed circuit is slightly higher than that of the NAND gate. While 

generating a clock signal, the proposed dynamic circuit consumes 0.8fJ, whereas the NAND gate consumes 

0.5fJ. In terms of leakage power, the proposed gate offers an advantage. The leakage power of the proposed 

circuit is 15pW, compared to 50pW for the NAND gate. These results suggest that the proposed gate is a viable 

alternative to the NAND gate for applications requiring high performance and for scenarios where minimizing 

static power consumption is critical. 

4. CONCLUSION 

The proposed dynamic clock generator enhances the overall performance of TLG by reducing propagation 

delay. One of the advantages of the proposed circuit is its ability to reduce leakage power dissipation, which 

is an important factor in low-power and energy-efficient circuit design. By minimizing leakage currents, the 

circuit helps to improve overall power efficiency. This makes the proposed clock generation circuit a suitable 

choice for modern electronic applications where power consumption is a critical concern. Although the 

proposed clock generator effectively reduces leakage power, it does exhibit slightly higher energy consumption 

compared to the NAND gate.  
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Figure 5. Simulation Results 
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The trade-off between leakage power reduction and transient energy consumption is an important 

consideration when evaluating the circuit’s suitability for various applications. The overall benefits in terms 

of performance and power efficiency make the proposed circuit an attractive alternative to the NAND gate, 

particularly in performance-critical applications where speed and static power consumption are of utmost 

importance. With the growing demand for high-performance and low-power circuits in emerging technologies, 

this dynamic clock generator could play an important role in optimizing the operation of threshold logic 

circuits, making them more efficient and effective in real-world applications. 
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The Internet of Things (IoT) is rapidly expanding and seamlessly integrating into our daily lives, with 

an increasing number of objects connecting to the Internet. It operates as a networked architecture that 

enables communication between connected devices. IoT applications span various domains, including 

smart homes, cities, transportation, and healthcare. Among these, smart healthcare is particularly 

important, allowing specialists to monitor patients remotely, anytime, and anywhere. In this system, 

patient data is transmitted through networked systems, enabling remote health monitoring. However, 

significant challenges remain regarding the privacy and integrity of patient health data. This study 

addresses these challenges by proposing a model named ChainHealth that leverages IoT devices for data 

collection, edge infrastructure for processing, smart contracts on blockchain to ensure data integrity, and 

blockchain to store data securely. Experimental results demonstrate that ChainHealth significantly 

outperforms traditional models in terms of data transmission efficiency, scalability, and overall system 

performance. The model enhances throughput, reduces latency even as the number of users increases, 

and strengthens data encryption and transmission processes. Additionally, the smart contract mechanism 

is evaluated and shown to be reliable for managing data integrity. As a result, the proposed model ensures 

secure data transfer across the network and secure critical health information. By maintaining data 

integrity, confidentiality, and security, ChainHealth improves both the quality and reliability of 

healthcare services compared to traditional approaches. 
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1. INTRODUCTION 

The innovations of Internet of Things (IoT)-based health technologies have increased the neccesity to monitor 

individuals' health status. With IoT, access to healthcare services becomes more effective, and it brings greater 

emphasis on the collection and analysis of personal health data. Today, wearable devices such as smartwatches 

and smartphones enable individuals to monitor their health data continuously. In addition, there are specialized 

sensors that can also measure the heart rate using electrocardiograms (ECG) and monitor the blood sugar levels 

(Al-Kahtani et al., 2022). These technologies allow people to monitor their health status themselves in their 

daily lives and offer immediate access to healthcare services as it is required. Furthermore, continuous 

monitoring of these data provides opportunities to detect health conditions early and, therefore, intervention 

as a proactive way of managing an individual's health (Ranjan & Sahana, 2024). The recent studies classify 
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health data into four categories: the first category includes the data produced by the medical system, such as 

electronic medical records, prescriptions, lab data, pathology images, radiographic images, and payer claims 

data. The second category includes consumer-generated health and wellbeing data from wearable fitness 

trackers, medical devices such as insulin pumps and pacemakers, health-monitoring applications, and patient-

reported outcome surveys, along with types of direct-to-consumer testing (DNA analysis) and treatment (such 

as insurance) that are not tied to specific health services. The third category encompasses what is referred to 

as digital exhaust, which arises from a consumer's activities, such as social media posts, search histories, and 

location data. Although these data are not health-related patterns, they can provide helpful relevant 

understanding of behaviors and patterns related to health. Lastly, the non-health demographic and 

socioeconomic data, including age, income, employment status, and education level, fall under the fourth 

category. Though not health-specific, these data help define broader social determinants pertaining to health 

and well-being (McGraw & Mandl, 2021). The first two categories contain quite sensitive data because their 

scope includes personally identifiable information that can easily identify an individual and provide 

comprehensive insights into their personal health state. With the IoT concept, it becomes easy to collect and 

share such sensitive data over networks. However, there is a necessity to secure such personal and sensitive 

information during both transmission and storage due to potential cyberattacks. Furthermore, there are issues 

rising from the secondary use of these data for privacy and data integrity. The integrity and correctness of these 

datasets are important in remote treatment, diagnosis, and monitoring. Thus, data security becomes a vital 

objective for effective healthcare service management (Rayan et al., 2021; Boopathi, 2023). Many different 

encryption algorithms and security protocols are used to protect such sensitive data. Current research has found 

the use of multiple technological frameworks for the securing of sensitive data. Especially, the combination of 

IoT with blockchain and cloud computing constitutes of innovative approaches for data security (Xiang & Cai, 

2021; Nowrozy et al., 2024). 

Increasing complexity and volume of health data are prompting the need for secure and efficient management, 

storage, and sharing mechanisms. To address this, the authors propose an innovative model named 

ChainHealth, which integrates IoT, edge computing, and blockchain technologies to ensure the confidentiality, 

security, and integrity of sensitive health data. With wearable devices and specialized sensors, the data can be 

collected in near real-time in order to continuously monitor health metrics while assuring the privacy of the 

data collection. Also, edge computing allows for processing the data at the local source that minimizing the 

latencies or risk of the data breach with respect to centralized storage. The decentralized and immutable 

characteristics of blockchain technology are perfectly aligned with the advantages of edge computing in 

guaranteeing that health data is kept secure, remains untampered, and is always traceable back to the source. 

The combination of all these technologies, therefore, provides a robust, secure, and efficient model addressing 

both privacy and integrity concerns for personal health data, thus further contributing towards a secure 

ecosystem for healthcare. 
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The ChainHealth contributes to the literature by offering a comprehensive and combined approach for securing 

health data, which addresses critical concerns related to privacy and data integrity. The first phase of this model 

involves encrypting data at the time of collection and securely transferring it to the edge computing 

infrastructure, thereby protecting against network-level attacks and ensuring data integrity throughout the 

entire transmission lifecycle. The next phase is the smart contract, which automates decision-making processes 

based on real-time data analysis to make healthcare much more responsive. The third phase involves the 

storage of abnormal health data in an immutable ledger, employing blockchain technology for full 

accountability and transparency. The model, furthermore, maintains health data integrity across networks 

through its transmission. In the final phase, the system's interface allows authenticated people to provide 

feedback, subsequently promoting communication streams between patients and healthcare providers. Thus, 

the model not only strengthens data security but also provides a scalable solution for real-time health 

interventions. Overall, this model improves conditions for responding to health situations in a more proactive 

and timely manner, thereby advancing the health ecosystem as a whole. 

The rest of this paper is organized as follows: Section II reviews related studies. Section III gives the 

background information. Then section IV gives important details of the proposed model, and section V presents 

the performance evaluation and discussion of experimental findings. Finally, section VI summarize the paper 

with discussions on the results. 

2. RELATED WORK 

In the past few years, there has been quite an attention about the use of innovative technologies, such as 

blockchain, for managing health data, especially for protecting confidentiality, security, and integrity, given 

the sensitive nature of health information. Many research studies have been attempting to see the possibility 

of combining blockchain with other technologies, especially cloud computing and IoT, for better monitoring, 

storage, and sharing of health data. Such pioneering studies have created frameworks for security and 

efficiency in healthcare systems. The section reviews important studies in chronological order that have paved 

the way for blockchain solutions in healthcare, with an emphasis on health data management, data security, 

and remote patient monitoring. 

Among the initial studies was 'HealthSense' (Dey et al., 2017), which investigated the use of blockchain-based 

technological applications for remote patient monitoring and securing sensitive health information—patient 

vital phenomena that originated from the sensors installed in a patient's bed. Such data was stored through a 

smart contract on a blockchain system. This implementation allowed for input, reading, updating, and writing 

to the blockchain through a REST-based API. Moreover, it introduced a method for computing final patients' 

hospital billing using smart contracts. In this relatively simple structure, the blockchain architecture was not 

specified, nor was a cloud infrastructure utilized. 
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The study, 'BlockCloud' (Kaur et al., 2018), focused on the storage and processing of heterogeneous health 

data. According to the study, apart from homogeneous health data, such as heart and blood glucose levels, 

there were heterogeneous data, which included ECGs and X-Rays. The storage of such kind of diverse data 

was very challenging on its own, and given the sensitive nature of health data, it required extra attention. The 

proposed model integrated both blockchain and cloud architecture. The cloud infrastructure processed and 

analyzed the heterogeneous data, after which the processed data was stored on the blockchain. However, with 

the cloud infrastructure, storing sensitive data securely was still not viable. Thus, it incorporated blockchain 

support for securing data. 

Research concerning health data has dramatically surged since 2019 through the implementation of blockchain 

technology into health data. Chakraborty et al. (2019) suggested that health data storage should have been 

digitized through wearable devices based on a model integrating cloud architecture and blockchain technology. 

Machine learning algorithms detected abnormalities in the data, ensuring the integrity, privacy, and seamless 

security of health data. In another study, Dilawar et al. (2019) proposed a model in which doctors remotely 

monitored patients and added reports through blockchain. These reports were incorporated into the patient’s 

historical data. The study also highlighted the potential high costs associated with storing data collected 

through remote health systems on the blockchain. As a solution, it was recommended that only the hash values 

of the data be stored in the blockchain rather than the data itself, minimizing costs. Health data collected via 

an IoT sensor was processed through an API gateway in conjunction with a smart contract that triggered the 

proposal of a transaction, as discussed in the study by Bhawiyuga et al. (2019). The peers in the network 

simulated the transaction proposal, ensuring validation of the transaction prior to recording it on the 

blockchain. Once the peers approved the transaction proposal, they sent their approvals back to the API 

gateway, which aggregated the approvals and forwarded them to the orderer. The orderer, upon receiving the 

approvals, broadcasted the block containing the transaction to all peers, who performed a final validation check 

of the transaction. This guaranteed confidentiality, security, and integrity of health data. In fact, no cloud 

structure was utilized; instead, the Hyperledger Fabric blockchain framework was employed as the basis. 

Identity verification was carried out through a smart contract written in JavaScript. API analysis of that study 

was done using JMeter at the end of the study. The model proposed by Dwivedi et al. (2019) made IoT, 

blockchain, and cloud architecture all work together for the privacy and security of health data. Due to the 

intense computing power required from traditional blockchains, an overlay network was created to mimic the 

behavior of blockchain instead of working with mining mechanisms. Data was not saved directly but was 

instead stored on cloud storage servers, and each block of bits was hashed using a Merkle Tree; these data 

were then sent to nodes in an overlay network that verified and chained the hash values of the blocks. Patients, 

healthcare providers, and other authorized entities shared data in the network. An expert was automatically 

notified if anomalies were detected by the smart contract, which monitored the data. Access to a patient's health 

data remained under the patient's control, and thus the patient could revoke the sharing of such data after 

treatment. A three-layered model was proposed by Shahnaz et al. (2019), in which electronic health data were 
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first processed through an initial layer where a smart contract was invoked. A smart contract was written using 

the Solidity programming language and the Open Zeppelin tool; identity authentication within the system was 

enabled through the smart contract. Following the authentication process, updates, additions, viewing, and 

deletion operations occurring in the second layer, the user layer, were recorded on the Ethereum blockchain. 

The electronic health data contained the essential parameters of an individual, such as identification number, 

name, blood type, and professional reports constructed as required by the medical personnel for the patient's 

treatment. These expert reports were stored using a distributed file system protocol known as IPFS. Toward 

the end of the study, performance testing was conducted using the Apache JMeter tool. The system was tested 

with 100-500 users, and it was observed that as the number of users increased, the system's efficiency also 

improved. In another work proposed by Attia et al. (2019), two different blockchain infrastructures were used 

for this model. The function of the first chain in this model was to store health data collected from wearable 

sensors, while the second chain was tasked with keeping the entire health history of the patient. Hence, 

according to the model, both the patients and the healthcare professionals could view information found on the 

first blockchain, while only the healthcare professional could view information on the second chain. Both of 

the two chains were based on the Hyperledger Fabric blockchain framework. To enable emergency 

notifications, a smart contract structure was used, which was written in the Go programming language. The 

model did not include cloud infrastructure. 

In the later study, Satamraju (2020) gave the fundamental aim of keeping health data integrity and preventing 

unauthorized access to it. This study proposed a three-layer model. The first layer, the application layer, acted 

as an interface between the IoT devices and the blockchain. The second layer, the business layer, contained all 

the functionalities. These included functions such as viewing data, pulling prescriptions for a patient, or adding 

new data. The last layer was the storage layer, where all the data was stored. As a great cost was incurred to 

keep data and transactions on the blockchain, only transaction data were transferred to the blockchain and all 

relevant encrypted data were stored in an encrypted database. Ethereum was used as the blockchain structure 

for the model. The data could be visualized through a user interface; authorized personnel such as doctors, 

pharmacists, and insurance companies had access to this interface. In a similar study, the model proposed by 

Khatoon (2020) enabled access to health data by multiple stakeholders. The database contained encrypted and 

hashed actual values of health data, and hash value records were also kept on the blockchain. Hence, the 

integrity of the data could be verified by comparing the hash values against each other. The adopted blockchain 

framework was Ethereum, with data access authorization managed through a smart contract scripted in 

Solidity. Additionally, all operations performed on the data were recorded on the blockchain. Ismail et al. 

(2020) proposed a model named BlockHR with faster and safer patient monitoring over existing client-server 

architectures. The model demonstrated 20 times faster performance than existing client-server systems. Similar 

to most existing studies, patients could simply add or query data over the network. The advantage of the 

BlockHR model lay in its predictive tool, which learned from the patient data and made diagnoses based on 

this information. The data could be controlled and modified only by authorized individuals, with each 
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transaction being recorded to ensure transparency and accountability. Jamil et al. (2020) proposed a model for 

visualizing and processing health data collected from seven types of sensors. All of them were accessible only 

to authenticated individuals. The Hyperledger Fabric blockchain framework served as a backbone to the 

architecture of this model. The architecture had four layers. The first layer, the sensor layer, was responsible 

for data collection; the second layer, the network layer, was responsible for transmitting the data collected to 

the blockchain; the third layer, the blockchain layer, ensured, by means of the smart contract, that it checked 

whether the data was below the threshold level, with identity authentication handled through this same 

contract; and, finally, the application layer, which enabled functionality for users to interact with and input 

data into the system. The performance of this blockchain model was tested using the Caliper tool with 300, 

500, and 1000 users, showing improved performance as the number of users increased. 

Banotra et al. (2021) stated that the remote healthcare service models based on classical client-server 

architecture were insecure due to their central authority. Thus, they proposed a four-layered model to provide 

a secure platform for remote healthcare services: a physical layer where the patients from whom data was 

collected were situated; a second layer for sensor devices gathering such data; a third layer called the 

communication layer, which had an Application Programming Interface (API) implemented for sending data 

to the cloud; and an uppermost layer for normalizing and analyzing the transmitted data. The last layer was 

called the distributed ledger system, which concerned the data storage, while access to the ledger was possible 

either through web application or mobile application. Another model proposed by Ngabo et al. (2021) 

integrated both cloud infrastructure and blockchain technology. Here, health data collected through sensors 

was encrypted using elliptic curve algorithms and transmitted to a fog computing environment. The use of fog 

computing helped reduce latency during data transmission. While the data was stored in a cloud computing 

environment, all transactions performed on the data were recorded on the blockchain, as an authentication 

mechanism was required to execute these operations. The model also implemented a cloud computing structure 

that stored copies of transaction records on the blockchain. The subsequent proposed model in the literature 

was the FogChain model (Mayer et al., 2021). The main aim of this model was for the security of health data. 

The proposed model shared similarities with the structure of our study and utilized Hyperledger Fabric as the 

blockchain framework. It also incorporated fog computing architecture. In this particular model, health data 

collected with patients was sent to the fog computing layer. When data values were outside given threshold 

values, the fog computing layer processed the data and triggered a smart contract on the blockchain to record 

it. The adoption of fog computing minimized transmission delay and thereby improved the model's efficiency. 

The ERTCA model was suggested in another study by Bataineh et al. (2022) that addressed the security of 

health data through the integration of rich and thin clients along with blockchain technology. In this model, 

Ethereum was the blockchain platform, and Proof of Work was the consensus mechanism. This model 

represented the thin client, which functioned as an IoT device that collected health data and sent it to the 
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blockchain through an API. A rich client with a larger memory had access to the blockchain and participated 

in mining activities. No cloud infrastructure was utilized in this model. 

As shown by the research by Elvas et al. (2023), the model involved not only patients and specialists but also 

pharmacies in the process. The major goal of the study was to give the data owner, the patient, the ability to 

determine those who could access his or her data, thus making the authentication process more secure. It was 

also supposed to assure security for the data itself. According to the model's operation, after the patient 

registered and underwent an examination at the hospital, the specialist created a smart contract on the 

blockchain, encrypting the patient's data and the required medication list, and then storing it on the blockchain. 

As a result of the examination, the patient did not require second visits to pharmacies because he or she was 

prescribed the necessary medications. After performing identity authentication, that pharmacy was able to get 

the medications ready for the patient. This approach made the treatment of patients faster as well as ensuring 

a safer way of protecting the data. The model did not leverage any cloud infrastructure. A new study proposed 

by Cheikhrouhou et al. (2023) was conducted in line with the previous research by Jamil et al. (2020), which 

highlighted the vulnerability of data to attacks while in the network layer. Therefore, Cheikhrouhou et al. 

(2023) proposed a lightweight blockchain and fog-enabled secure remote patient monitoring system to enhance 

data security and improve system efficiency. The new approach suggested that data collected by sensors was 

first stored on a local blockchain and then transferred to a cloud environment for tests against threshold values. 

If an acceptance condition was met, the data transfer to the global blockchain was initiated. Only authorized 

individuals could access the two blockchains and modify the database entries, while the cloud kept the 

information concerning the data and its operations safely. The model used two cloud structures and showed a 

40% improvement in response times. Hyperledger Fabric was selected as a blockchain platform. The study 

further subjected the proposed model to various attack scenarios that included key attacks, replay attacks, and 

impersonation attacks; and found that the model successfully prevented these threats. 

BEHeDaS, introduced by Oladele et al. (2024), was a private blockchain system designed to ensure the secure 

and transparent storage of healthcare data. Healthcare personnel and patients authenticated themselves using 

unique usernames and passwords, with authorization managed through the blockchain. Healthcare 

professionals could access patients' medical histories, diagnose conditions, conduct tests, and upload medical 

results, which were encrypted and subjected to consensus within the blockchain network. Patients, in turn, 

could review their medical results and request modifications to their personal data, with such requests being 

processed only upon approval by network participants. The system operated on a Proof-of-Trust mechanism, 

which enhanced security through a penalty-based enforcement model, while authentication and authorization 

were governed by smart contracts. Since it was a P2P-based private blockchain, the system focused on security 

and data integrity, even though its TPS was lower than that of public blockchains. In the proposed model (Said 

et al., 2024), which integrated NFTs with Hyperledger Fabric, the process began with the registration of 

healthcare facilities (clinics, hospitals, laboratories, and pharmacies) on the blockchain network. Patient-
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related transactions, including laboratory results, prescriptions, and consultation reports, were securely stored 

on the blockchain and directly linked to the corresponding patient, ensuring accurate identity verification. Once 

the patient's identity was authenticated by cross-referencing their identification number with blockchain 

records, a digitally verified NFT was issued. This NFT served as a cryptographic representation of the patient's 

validated medical records and enabled healthcare facilities within the network to authenticate identity and 

access medical data. However, access was time-restricted and automatically expired after a predefined period. 

Access control policies were enforced through a smart contract developed in Go, ensuring that patients retained 

control over their data. 

All the studies mentioned above are summarized in Table 1. The symbol ̀ ✓' denotes that the study is integrated 

with the respective technology in the corresponding column; conversively, the symbol `-' in the column 

indicates that there is no such integration. The term NS stands for 'Not Specified', meaning the study does not 

provide information regarding the integration of technology. 

3. BACKGROUND INFORMATION 

3.1. IoT systems and Their Vulnerabilities 

An IoT device is an Internet-connected device that uses sensors and actuators to collect, store, and share data 

from the surrounding environment with other devices in the network. Also, through connectivity to other 

devices, it can access data without human intervention. Another ability is intelligent communication with other 

devices and making decisions by itself (Torğul et al., 2016). Life cycle of an IoT system usually contains four 

sequential stages: collecting data using sensors, storing the data in the analyzed way, transmission of the 

analyzed data back to the device, and the device’s response based on the analysis results. The applications are 

in various fields, from smart homes to healthcare and intelligent transportation systems, and even everyday 

devices such as coffee machines. However, IoT systems are inherently vulnerable to a range of security threats, 

including physical, software-based, and Denial of Service (DoS) attacks. Moreover, the networks enabling 

data sharing among IoT devices are also exposed to security risks stemming from factors such as diverse 

protocols, multiple data structures, and the limited resources of IoT devices (Dai et al., 2019; Ratta et al., 

2021). 

3.2. Technological Solutions for IoT Security: Cloud, Edge Computing and Blockchain 

A robust and sufficient security framework is required to address the security vulnerabilities in IoT systems 

and protect the collected sensitive data. Since its emergence in 2007, cloud computing offers different solutions 

to challenges posed by IoT heterogeneity, decentralization, and resource limitations (Darwish et al., 2019). 

However, due to its centralized nature, cloud computing has raised some concerns regarding real-time data 

transfer, which requires high bandwidth and minimal latency (Hamdan et al., 2020). Since 2017, several edge 

computing frameworks, especially cloudlets, fog computing, and mobile edge computing, have emerged to 

handle these concerns (Dang et al., 2019). Although edge computing effectively addresses challenges related 
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to remote resources and services, security and privacy concerns remain paramount. Therefore, some additional 

technologies like blockchain technology have gained attention for IoT systems.  

Table 1. Summary of Recent Studies on IoT-Based Blockchain Models for Health Data 

  
Blockchain 

Type 

Cloud 

Integration 

Smart Contract 

Implementation 

Smart 

Contract 

Language 

Objective 

(Dey et al., 

2017) 
NS - ✓ 

NS Security 

(Kaur et al., 

2018) 
NS ✓ - 

- Security and storage of 

heterogeneous data 

(Chakraborty et 

al., 2019) 
NS ✓ - 

- Integrity, privacy, 

security 

(Dilawar et al., 

2019) 
NS - - 

- Security 

(Bhawiyuga et 

al., 2019) 

Hyperledger 

Fabric 
- 

✓ Node.js Confidentiality, 

security, and integrity 

(Dwivedi et al., 

2019) 
NS ✓ 

✓ NS Privacy and security 

(Shahnaz et al., 

2019) 
Ethereum - 

✓ Solidity Security, integrity 

(Attia et al., 

2019) 

Hyperledger 

Fabric 
- 

✓ Go Secured access 

(Satamraju, 

2020) 
Ethereum - 

✓ Solidity Security, integrity 

(Khatoon, 2020) Ethereum - 
✓ Solidity Privacy, security, 

availability 

(Ismail et al., 

2020) 

Permissioned 

blockchain 
- 

✓ NS Confidentiality, 

integrity, availability 

(Jamil et al., 

2020) 

Hyperledger 

Fabric 
- 

✓ Node.js Privacy, security, 

scalability 

(Banotra et al., 

2021) 
NS ✓ 

✓ NS Privacy, security 

(Ngabo et al., 

2021) 
NS ✓ 

✓ NS Confidentiality, 

security, privacy 

(Mayer et al., 

2021) 

Hyperledger 

Fabric 
✓ 

✓ Node.js Integrity, security, 

privacy 

(Bataineh et al., 

2022) 
Ethereum - 

✓ Solidity Security 

(Elvas et al., 

2023) 
Ethereum - 

 

✓ 

NS Security and storage of 

heterogeneous data 

(Cheikhrouhou 

et al., 2023) 

Hyperledger 

Fabric 
✓ 

 

✓ 

 

NS Privacy, security, 

confidentiality 

(Oladele et al., 

2024) 

Hyperledger 

Fabric 
- 

✓ Go Security, 

interoperability, 

privacy 

(Said et al., 

2024) 

Hyperledger 

Fabric 
- 

✓ Go Privacy, security, 

scalability, 

interoperability, 

traceability 

This Study 
Hyperledger 

Fabric 
✓ 

✓ Go Integrity, privacy, 

security 
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Blockchain enables all participants in a distributed network to maintain copies of the generated ledger. Thus, 

the decentralization in recording information guarantees the integrity and security of data without going 

through any intermediaries. Initially proposed in 1991 to prevent the forgery of electronic documents, the 

phrase gradually gained popularity with Bitcoin, which was first developed in 2009 (Nasir et al., 2018; Foschini 

et al., 2020). Integrity, time-stamping, and immutability of records are ensured through cryptographic 

techniques, preventing unauthorized modification. The main features of blockchain technology consist of 

blocks (transactions, timestamps, and cryptographic mechanisms), consensus mechanisms to approve 

transactions, and smart contracts to automate actions when conditions are satisfied. A variety of consensus 

protocols such as Proof of Work (PoW), Proof of Stake (PoS), and Practical Byzantine Fault Tolerance (PBFT) 

have been used for different scenarios (Nasir et al., 2018; Dai et al., 2019; Almagrabi et al., 2021; Tripathi et 

al., 2023). Together with the fundamental intrinsic features of blockchain like immutability, decentralization, 

security, anonymity, non-repudiation, and traceability (Atlam et al., 2018; Dai et al., 2019), these mechanisms 

make blockchain highly useful for securing IoT systems. The specified characteristics are applicable in various 

categories, including banking, finance, governance, healthcare, logistics and supply chain, food and 

agriculture, transport, real estate, and education (Tripathi et al., 2023). 

These mechanisms prove their effectiveness in securing information storage and privacy within IoT networks, 

making them one of the best solutions to such security concerns. In particular, Hyperledger Fabric, which has 

developed into a very renowned open blockchain framework provided by the Linux Foundation, has gained 

much more importance in the field of IoT system security. It implements a property called a 'channel' to keep 

the transaction information confidential because it ensures that only the nodes within a specified channel can 

access the transaction data. Hyperledger Fabric consists of two main data structures: the world state, which 

keeps current data and gives direct access to the up-to-date information, and the blockchain, which captures 

the historical changes to the world state, thus making the transaction history transparent and auditable. To 

summarize, there are three main types of peers within a Fabric network: endorsers, which are responsible for 

validating transactions; orderers, which organize those transactions; and committer peers, which maintain the 

ledger (Nasir et al., 2018; Foschini et al., 2020). In addition, Hyperledger Fabric has chaincode (smart contract) 

development facilities in Go, Java, and Node.js, with recent studies saying that Go is the best language for 

chaincode development (Foschini et al., 2020). 

4. PROPOSED MODEL: CHAINHEALTH 

The development of the remote healthcare technology has transformed how medical conditions are monitored 

and treated, thus ensuring greater flexibility and accessibility for the patients (Boopathi, 2023). Particularly, 

continuous monitoring of health parameters such as heart rate, blood pressure, and blood glucose levels is 

increasingly recognized as essential for the effective management of chronic diseases, such as diabetes (Attia 

et al., 2019). These health conditions require constant and precise monitoring to optimize patient treatment and 

prevent complications. Among these parameters, the secure tracking and management of blood glucose levels 
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are particularly important, as they directly impact the patient's ability to control their condition and reduce the 

risk of chronic health complications (Ranjan & Sahana, 2024). 

There are numerous challenges in dealing with remote monitoring of sensitive health data, particularly 

concerning data security and privacy issues. For patients to continue trusting the healthcare systems, the 

security of their information from unauthorized access and its integrity during the monitoring process is 

paramount. In response to the above-mentioned problems, the proposed model, ChainHealth, integrates IoT, 

edge computing, blockchain, and smart contract. This model focuses on providing a secure, trustworthy, and 

efficient means of monitoring blood glucose level in such a way that the information is encrypted and tamper-

proof during transmission and storage. The phases of the proposed model are described in subsequent sections, 

depicting how every phase will help secure and efficient monitoring of blood glucose levels and preservation 

of data integrity with respect to the patient. In Figure 1, the architecture of the proposed model is outlined, 

giving an overview of the main phases involved in secure monitoring and management of glucose levels using 

IoT, edge computing, blockchain, and smart contract. 

 

Figure 1. The ChainHealth for secure monitoring and management of blood glucose levels using IoT, edge 

computing, blockchain, and smart contract 

4.1. Phase 1: IoT to Edge Computing 

In the first phase, the collection of patient data is done by sensors with the help of IoT devices. Health data is 

vulnerable to network-based threats because it is highly sensitive. Therefore, encryption must be a key point 

where data, after being collected by IoT devices, is verified and kept secure during its transmission. The AES 

algorithm is employed to securely encrypt the data before being transmitted to the edge computing 

infrastructure. The encryption is such that it guarantees protection of information throughout its entire lifespan: 
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data collection, and transmission. The mathematical formulation of the encryption mechanism employed in 

the proposed model is as follows:  

Step 1: Generation of AES Key through Diffie-Hellman Key Exchange 

In the first step, the IoT device (A), which collects health data, specifically blood glucose levels, from the 

patient, and the Edge server (B), responsible for processing this data, share a common modulus p and base g. 

Each party independently selects its private key and exchanges public keys to establish a shared secret. 

The IoT device (A) and the Edge server (B) each generate their private keys and exchange their corresponding 

public keys, as shown in Eq. (1): 

 𝐴𝑝𝑢𝑏 = g𝑎   mod p, 𝐵𝑝𝑢𝑏 = g𝑏  mod p  (1) 

Here, 𝐴𝑝𝑢𝑏 and 𝐵𝑝𝑢𝑏 represent the public keys of the IoT device and the Edge server, respectively, while 𝑎 

and 𝑏 are the private keys of each party. 

Both parties then calculate a shared secret key Kshared using the Diffie-Hellman key exchange algorithm, as 

expressed in Eq. (2): 

  Kshared = Bpub
a  mod p = Apub 

b mod p (2) 

This shared key Kshared  becomes the common secret key known to both the IoT device and the Edge server. 

This key is then used to generate an AES key for secure data encryption. 

The shared key Kshared is subsequently transformed into the AES key, as expressed in Eq. (3): 

 KAES = 𝐻 (Kshared) (3) 

Here, 𝐻 denotes a hash function. This function takes the shared key and converts it into a 256-bit AES key. 

Step 2: Salt Generation 

In the second step, a random salt S𝑠𝑎𝑙𝑡 is generated for key derivation. This salt is an additional security 

measure to ensure that even if the same AES key is reused across multiple data points, the encryption process 

remains unique and resistant to attacks, as described in Eq. (4): 

 S𝑠𝑎𝑙𝑡 = GenerateSalt() (4) 

The salt  S𝑠𝑎𝑙𝑡 helps to prevent the risk of two identical data points (e.g., two identical blood glucose 

measurements) resulting in the same encrypted output, thus maintaining the confidentiality of the data. 
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Step 3: Key Derivation 

For each new data point (such as a new blood glucose measurement), the AES key is re-derived using the 

generated S𝑠𝑎𝑙𝑡 and the previously generated AES key KAES. This is achieved using a Key Derivation Function 

(KDF), which typically involves multiple iterations to enhance security by increasing computational 

complexity and resistance to brute-force attacks. The derived key Kderived  is computed as shown in Eq. (5): 

 Kderived = KDF(KAES, S𝑠𝑎𝑙𝑡, iterations) (5) 

Here, the KDF ensures that even if an attacker gains access to one AES key, they cannot easily derive 

subsequent keys. The number of iterations is chosen to balance security and efficiency, ensuring that the 

derived key remains resistant to brute-force decryption attempts. 

Step 4: Data Encryption 

Once the AES key Kderived is re-derived, it is used to encrypt the data, such as the patient's blood glucose 

levels. The encryption process ensures that the data remains confidential and secure during transmission to the 

Edge server for further analysis, as demonstrated in Eq. (6): 

 EAES (m) = 𝐴𝐸𝑆 (𝑚, Kderived) (6) 

In this equation, m represents the patient's blood glucose measurement. The newly derived AES key Kderived 

guarantees that the encryption process is unique for each data point, even when using the same base AES key. 

The encrypted data is then transmitted securely to the Edge server for further processing and analysis. 

Through this multi-stage process, the proposed model ensures not only the security of the AES key but also 

the confidentiality of the patient's health data with respect to the blood glucose levels while guaranteeing 

enhanced performance and scalability in terms of key generation and encryption operations. The pseudocode 

outlining the described process is presented in Algorithm 1 below: 

 Algorithm 1:  IoT System (Key Generation, Key Exchange, Encryption, and Data Transmission) 

1:  for Every predefined time interval do 

2:      Collect environmental data from the IoT sensor (blood sugar level) 

3:      Get the current time → currentTime = LocalTime.now() 

4:      if 12:00:00 ≤ currentTime ≤ 12:00:10 then 

5:          Reject the transmission request 

6:      else 

7:          Retrieve the secret key from memory cache 

8:          Retrieve the salt from memory cache 

9:          Derive the AES key using the secret key and salt with a key  
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            derivation function (e.g., PBKDF2) 

10:         Encrypt the data (e.g., blood sugar level) using the derived AES  

            encryption key 

11:         Send the encrypted data to the Edge Server for further processing 

12:     end if 

13: end for 

14: for Every midnight (12:00 AM) do 

15:     Generate Diffie-Hellman keys for key exchange with the Edge Server 

16:     Encrypt the public key using base64 encoding 

17:     Wait for the Edge Server’s public key 

18:     Use Diffie-Hellman to generate a shared secret after receiving the  

        Edge Server’s public key 

19:     Derive the AES secret key from the shared secret 

20:     Generate a salt using a key derivation function (e.g., PBKDF2) 

21:     Derive the encryption key using the AES secret key and salt 

22:     Encrypt the salt using AES encryption 

23:     Store the derived secret key and salt in memory cache for future use 

24: end for 

4.2. Phase 2: Edge Computing to Smart Contract 

The encrypted data is transmitted to the edge and securely decrypted. As soon as the decryption is completed, 

a detailed analysis of the data is carried out to determine its value. Based on the outcome of this analysis, the 

data are categorized according to the anticipated outcome on health. Prior to defining the ranges, real-world 

health data were analyzed to develop values that accurately reflect prevailing physiological conditions. 

(Memorial, 2023, accessed January 21, 2025). The classification process involves allocating the data to one of 

several predefined categories: 'normal', 'caution', 'high', 'very high' or 'emergency.' Data between 70 and 139 

is considered to be 'normal'—an indication there is no significant health risk and that the values are within 

acceptable range. Data in the range of 140-179 is considered to be at 'caution', meaning that there may be a 

potential risk to health and that this might need close monitoring and/or further investigation. The 'high' 

category, involving the range 180-199, indicates that the data point toward a significant health issue, for 

example, the onset of diabetes, and require intervention. Data points classified as 'very high' belong to a range 

from 200 to 249, which means that intervention is urgently needed, since there are very high levels of a health 

indicator that pose a great risk. Values exceeding 250 are those that fall under the 'emergency' classification, 

suggesting an immediate threat to life such as a threatening coma or death-and requiring immediate medical 

attention. Any data that falls outside the normal range can be classified as abnormal, triggering the smart 

contract to execute predefined actions, such as sending alerts to medical professionals or implementing other 

measures to mitigate potential health risks. This system ensures that health data is accurately managed, 
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allowing for timely interventions and improving overall healthcare outcomes. The process of decrypting the 

encrypted data on the Edge server is presented in Algorithm 2: 

Algorithm 2: Edge Server (Key Generation, Key Exchange, Decryption)  

 

1:  for Every midnight (12:00 AM) do 

2:      Take the IoT system’s public key 

3:      Use Diffie-Hellman to generate a shared secret after receiving the IoT system’s public key 

4:      Decrypt the encrypted salt using the AES key 

5:      Store the derived secret key and salt in memory cache for future use 

6:  end for 

7:  for After receiving valid data from the IoT system do 

8:      Retrieve the secret key from memory cache  

        (key = keyCache.get("dailySecretKey")) 

9:      Retrieve the salt from memory cache  

        (salt = keyCacheSalt.get("dailySalt")) 

10:     Derive the AES key using the secret key and salt with a key derivation function (e.g., 

PBKDF2) 

11:     Decrypt the data (e.g., blood sugar level) using the derived AES encryption key 

12: end for 

 

4.3. Phase 3: Smart Contract to Blockchain 

During Phase 3, the smart contract interacts with the blockchain. The label of abnormal data is securely stored 

on the blockchain, leveraging its decentralized and immutable nature to ensure data integrity. The blockchain 

is an open ledger that provides complete security and transparency, since it records all transactions, labels of 

data and timestamps permanently. Therefore, any modifications to the data can be traced back to the source, 

which prevents tampering and unauthorized alterations. Functions contained in the smart contract are detailed 

in Table 2.  

Table 2. List of Functions Implemented in the Smart Contract 

Function Name Description 

InitLedger() Initializes the ledger by creating the initial set of records or entries. 

AddValue() Adds a new label to the ledger. 

AddReport() Allows users to add a new report to the ledger. 

GetAllValues() Retrieves all the stored labels in the ledger. 

GetAllReports() Retrieves all the reports stored in the ledger. 
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4.4. Phase 4: Blockchain to İnterface 

In Phase 4, abnormal data can be monitored through an interface that can be accessed by patients and 

authorized individuals. This interface has a time-stamped line graph for data labels, along with a time stamp 

of when the data was added to the blockchain. In addition, authorized individuals can provide feedback to the 

patient through this interface. Therefore, it ensures real-time feedback and intervention. More details will be 

given in the ‘Feedback Mechanism’ section. 

4.5. Feedback Mechanism 

The feedback mechanism allows authorized individuals to interact with the blockchain and provide real-time 

feedback to the patient. The data and labels are projected onto a time-tagged line graph. When an authorized 

individual clicks on a specific time point on the graph, a status-adding interface is opened. The authorized 

individual may choose to add statuses based on their own evaluation, such as: "good," "should be monitored," 

"stable," "consult a doctor," "emergency," or "critical." These statuses are saved in the system and displayed 

on the patient's interface, organized by their timestamp. 

In an emergency situation, another feedback mechanism becomes activated. If an authorized individual 

assesses a situation to be critical, he or she may assign an "emergency" or "critical" status. Such a notice is 

then prompted to the patient via email. This mechanism ensures that healthcare providers also give guidance 

immediately, proactively managing the patient's condition. 

5. EXPERIMENTAL EVALUATION 

5.1. Experimental Setup 

The model for this study was developed using RESTful principles. Both the IoT and edge architectures were 

experimentally developed using Spring Boot integrated into the IntelliJ IDE. The IoT system described in the 

model collected and encrypted the data, while the edge system received the encrypted data, decrypted and 

analyzed it, and triggered the smart contract according to analysis results. In this scenario, AES was used for 

encryption, while the Diffie-Hellman algorithm was employed for key exchange The blockchain structure was 

built on Hyperledger Fabric, following the implementation patterns provided in the fabric samples. The 

blockchain network was created using Docker containers while its management was done through Docker PS. 

The smart contract, according to the model, was written using the Go programming language and deployed 

into the network. Concerning the web application, both React and Spring Boot were utilized. Instead of 

providing actual blood glucose levels, sensor data between 70 and 250 were randomly generated for simulating 

glucose measurements and sent using the Postman. 
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5.2. Experimental Results 

5.2.1. Performance Testing of Data Transmission with Apache JMeter 

The study tested the transfer process of encrypted data from the IoT domain to the edge infrastructure, using 

Apache JMeter as a performance testing tool. The application allows simulation of multiple requests and 

measures the performance of the data transfer process in terms of data encryption, transmission, and processing 

in the edge environment. Then, the process of data transmission was analyzed on the basis of various 

performance metrics, throughput, response time, and resource utilization, to enable a broad examination of all 

stages comprising the full pipeline. 

Two different models were evaluated for the test stages of data encryption, transmission, and analysis. The 

traditional model involves collecting sensor data, which is then secured using AES encryption before being 

forwarded to an edge computing environment. While AES encryption is set up for ensuring data security, it is 

computationally expensive, which means long processing times and higher resource consumption. To address 

these issues, the novel proposed model also uses the same AES encryption but introduces many optimizations 

to speed up both encryption and transmission processes. These optimizations include parallelization techniques 

and the use of more efficient data encoding methods, which together reduce encryption time, improve 

transmission efficiency, and lower latency, all while maintaining the data's security. 

To assess the performance of the ChainHealth, it is compared against a traditional model. In the traditional 

model, the AES key generated at the end of Stage 1 in ‘Phase 1: IoT to edge computing’ (where Diffie-Hellman 

is used for key exchange and the AES key is derived) is directly used for encrypting the data. Although this 

standard AES encryption approach is secure, it lacks the optimizations of the proposed model, such as 

parallelization and efficient data encoding, resulting in higher computational overhead and slower transmission 

times. This standard AES encryption approach in the traditional model is represented by Eq. (7), where the 

data 𝑚 is encrypted using the AES key KAES generated at the end of Stage 1 in Phase 1. 

 EAES (m) = 𝐴𝐸𝑆 (𝑚, KAES) (7) 

Table 3 provides an overview of throughput and response times (minimum, maximum, and average) for models 

at different user counts. As the table indicates, ChainHealth has consistently outperformed the traditional 

model, with throughput much higher and better scalability as the number of users increases. 

The test results highlighted significant differences between the two models in terms of system stability, 

throughput, and resource utilization. In the traditional model, longer ramp-up times were required to stabilize 

system performance under load. More specifically, the ramp-up time for 100 users was 600 seconds; for 200 

users, it was 1200 seconds; and for 500 users, it was 3000 seconds. The main reason behind this prolonged 

ramp-up time was the very high computational requirement of AES encryption, which affected the 
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responsiveness of the system and utilization of resources. The throughput of the traditional model was almost 

0.1 requests per second for 100 and 200 users and 0.076 requests per second for 500 users. 

Table 3. Response Times and Throughput for Different HTTP Request Implementations 

Models 
Number of 

Users 

Ramp-up 

(sec) 

Min. Resp. 

Time (ms) 

Max. Resp. 

Time (ms) 

Average 

Resp. Time 

(ms) 

Throughput 

(sec) 

Traditional 

Model 

100 600 7 266.33 17.33 ≈ 0.1 

200 1200 4.33 275.33 14 ≈ 0.1 

500 3000 5.33 220 12 ≈ 0.076 

Proposed 

Model: 

ChainHealth 

100 100 8 42.66 14.33 ≈ 1.0 

200 200 5 77.33 10 ≈ 1.0 

500 500 2.66 71.33 5 ≈ 1.0 

The test results highlighted significant differences between the two models in terms of system stability, 

throughput, and resource utilization. In the traditional model, longer ramp-up times were required to stabilize 

system performance under load. More specifically, the ramp-up time for 100 users was 600 seconds; for 200 

users, it was 1200 seconds; and for 500 users, it was 3000 seconds. The main reason behind this prolonged 

ramp-up time was the very high computational requirement of AES encryption, which affected the 

responsiveness of the system and utilization of resources. The throughput of the traditional model was almost 

0.1 requests per second for 100 and 200 users and 0.076 requests per second for 500 users. 

However, in comparison to system optimizations, ChainHealth has attained far better ramp-up times. Measured 

ramp-up times were 100 seconds, 200 seconds, and 500 seconds for 100, 200, and 500 users, respectively. The 

throughput of the ChainHealth model was 1 request per second across all user loads. This represents a 900% 

increase for 100 and 200 users, and a 1216% increase in throughput for 500 users compared to the conventional 

models. The optimized system has clearly improved encryption due to enhanced throughput and reduced ramp-

up times. 

The average values were obtained after 10 test runs to build reliability and consistency in evaluating 

performance. On the one hand, the traditional model performed well under low-load conditions, with increased 

load it started suffering performance-wise due to resource consumption and latencies. On the other hand, the 

new model proved to be more scalable and therefore was able to keep performance and throughput stable as 

user load increased. These results confirm that the proposed model is a more efficient and scalable solution for 

secure data transmission within an IoT framework. Throughput efficiency of the proposed model highlights 

the effectiveness of the optimizations in reducing computational overhead and improving overall system 

performance. 
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5.2.2. Smart Contract Functionality and Reliability Testing with Postman 

The functionality and reliability of performing the implemented smart contract operations were tested using 

Postman to send HTTP requests to RESTful APIs developed using the Spring Boot framework. There were 

four major functions of the smart contract: AddValue(), AddReport(), GetAllValues() and GetAllReports(). 

The AddValue() function is used to add new labels into the ledger, while AddReport() is used to add new 

reports to the ledger. The GetAllValues() function returns all stored labels while GetAllReports() gives all 

stored reports. When valid input is given through the AddValue() and AddReport() paths, the system responds 

with HTTP 200 OK to show proper execution. Otherwise, it returns an HTTP 400 Bad Request on submission 

of invalid data to prove fault generation and input validation. Performance testing with JMeter, which measures 

the professional tests and efficiency of smart contract operations, can also be used across multiple conditions. 

Moreover, they were tested for functionality and reliability of smart contract methods deployed into the 

Hyperledger Fabric network via HTTP requests sent using Postman. The primary methods of the smart contract 

are AddValue(), AddReport(), GetAllValues(), and GetAllReports(). Under Spring Boot endpoints, valid data 

was confirmed with these methods, which then returned an HTTP 200 OK status, indicating successful entry 

of the data set. Invalid or incomplete submissions return an appropriate HTTP 400 Bad Request status, thus 

showing that proper input validation and error handling mechanisms are triggered. GetAllValues() and 

GetAllReports() were also tested. Health data stored on the blockchain for retrieval using these methods were 

successfully retrieved without error. It can thus be concluded that smart contract functions are strong and 

reliable in their operation within the blockchain network. 

5.3. Discussion 

The proposed model has several advantages in secure and efficient data transmission. It integrates AES 

encryption, edge computing, and blockchain technologies to enhance the security of data, reduce latency, and 

improve scalability for remote healthcare systems. Glucose levels are continuously monitored, and only 

abnormal values may be recorded into the blockchain to reduce storage and also network load. The emphasis 

is on postprandial glucose measurement, which is within the critical period of 1-2 hours after meals when an 

increase in insulin secretion is expected in response to rising glucose levels in the body (Dimitriadis et al. 

2021). Only salient deviations in glucose levels—spikes or dips—are recorded into the blockchain. This 

selective strategy improves the efficiency of the system by filtering out normal variations and, at the same time 

allows for the identification of certain abnormal health threats, such as insulin resistance or blood sugar 

imbalances, which may require some type of intervention. Blockchain technology also guarantees the integrity 

and immutability of the data against unauthorized access or tampering. A smart contract inbuilt within the 

system allows real-time analysis and feedback for rapid, effective healthcare interventions for chronic patients. 

The model also secures data communication among hospitals and other health institutions, improving 

interoperability of health institutions, and ensuring compliance with data protection regulations globally with 

GDPR and HIPAA and locally under Turkey's KVKK. Real-time health data sharing can also accelerate 

clinical decision-making, ultimately leading to better patient outcomes through proactive intervention.  
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Although it offers several advantages, the proposed model also has limitations that should be considered. The 

proposed model processes the data through the database rather than real physical IoT sensors and gateways 

which incurs time-consuming operations on the database. Furthermore, the testing was conducted using the 

free test network of Hyperledger Fabric, which may not fully reflect the performance characteristics expected 

from a production-ready system. These limitations are anticipated to be addressed in future iterations of the 

model, leading to improved performance once actual IoT devices and optimized network configurations are 

incorporated, removing the need for database-related operations and allowing the system to operate more 

efficiently in real-world applications. In addition, with the increase in the network and with more health 

providers and IoT devices onboard, transaction throughput, latency, and computational overhead will also have 

to be managed very carefully for performance and reliability. 

6. CONCLUSION 

With a rapid increase in the number of devices, particularly in healthcare, the amount of sensitive data, such 

as health information, has also increased tremendously. Ensuring the security, privacy, and integrity of this 

data during transmission and storage is paramount. Existing IoT models are mostly dependent on a centralized 

server that may lead to high costs and a single point of failure. Such communication lacks secure transmission 

and is mutable with regard to transactions, leaving it vulnerable to attacks. In this study, a blockchain and 

edge-based IoT model called ChainHealth is proposed to facilitate healthcare device transactions and 

communication, as a substitute for traditional IoT models. The proposed model is a hybrid IoT and edge 

computing blockchain framework, designed to ensure security, privacy, and integrity of data. By incorporating 

blockchain, the transactions are designed to be immutable and secure, while the communication is encrypted 

between devices. The proposed model optimizes processing capabilities of the IoT devices due to its 

decentralized structure. The experimental tests regarding blood glucose level data shows the effectiveness of 

the model in terms of security, privacy and integrity of health data. This model can be a possible solution for 

addressing the security and integrity of health data.  Consequently, the proposed ChainHealth offers promising 

solutions to the challenges of secure data management in healthcare and fills a significant gap in healthcare 

technologies. 

Future work could address the model’s limitations, expand its application to real-world IoT sensors and 

gateways for more accurate and dynamic data capture, and integrate advanced networking configurations to 

improve performance. Additionally, scalability and reliability can be further enhanced, while emerging 

technologies such as artificial intelligence and machine learning can be incorporated for predictive analytics 

and improved decision-making. Beyond the healthcare sector, this model may be applied in other fields that 

require privacy, security, and data integrity, including finance, personal identification systems, and smart 

cities. These sectors increasingly demand robust and secure data management solutions, positioning the model 

as a viable option for broader applications.  
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inspection. The model achieved an outstanding ROC AUC score of 0.94 and consistently high accuracy, 

precision, recall, and F1-score metrics above 0.90, showcasing its strong predictive capabilities. By 

accurately predicting machine failures, the approach aims to improve production schedules, boost 

productivity, ensure high-quality outputs, save costs, and extend equipment lifespan, demonstrating 

significant promise for practical use in the manufacturing sector. 
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1. INTRODUCTION 

1.1. Background and Motivation 

Industrial compressors play a crucial role in various industries by compressing gases for a wide range of 

applications. These compressors have evolved significantly over time, incorporating advanced materials and 

technologies to improve their performance and reliability (Kagiri et al., 2018). Proper maintenance of these 

compressors is essential to ensure their longevity and efficiency. Research has shown that factors such as 

compressor switching frequency can impact maintenance costs and the lifespan of the compressor. 

Implementing improvement recommendations can result in substantial energy and cost savings while 

enhancing overall system performance. Strategies like reliability-centered maintenance (RCM) and online fault 

diagnosis systems have been suggested to optimize maintenance practices and improve compressor reliability 
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cost-effectively (Luo, 2004). Furthermore, the integration of machine learning techniques for fault detection 

and anomaly classification can further enhance maintenance practices for industrial compressors (Loukopoulos 

et al., 2019). 

Predictive maintenance through machine learning is crucial for enhancing equipment reliability and 

minimizing downtime in multi-stage compressors used across various industries. Due to the unique 

characteristics and failure modes of each compressor stage, a tailored machine learning model is essential for 

effective predictive maintenance. This research focuses on developing a machine learning based predictive 

maintenance strategy specifically for multi-stage compressors to optimize performance and reliability (Garcia 

and Salgado, 2021). 

Predictive maintenance through machine learning is essential for optimizing the performance of multi-stage 

compressors in various industries. These compressors, with their complex operating dynamics and unique 

characteristics at each stage, require tailored predictive maintenance strategies to ensure reliability and 

efficiency. The research focuses on developing machine learning based predictive maintenance specifically 

for multi-stage compressors to address the challenges of inconsistent predictions and maintenance 

recommendations. Time-series data are utilized in this research to capture different observations recorded from 

the machine over time (Kiangala and Wang, 2020; Nwamekwe et al., 2024). 

1.2. Purpose of Study 

This research aims to develop an effective maintenance strategy for a 5-stage compressor through the 

application of a machine learning approach. The process involves collecting historical data and performing 

data cleaning and preprocessing to address missing values, outliers, and inconsistencies. The refined dataset is 

then divided into training and testing subsets. Using the Random Forest (RF) algorithm, the model is trained, 

and both parameters and hyperparameters are optimized. The model's performance is examined with metrics 

like accuracy, precision, recall, F1 score, Cohen's Kappa, Matthew's Correlation Coefficient (MCC), and the 

Area Under the Receiver Operating Characteristic Curve (AUC-ROC) (Hanif and Gunawan, 2022; Wang et 

al., 2022). 

2. LITERATURE REVIEW 

2.1. Industrial Compressor Maintenance Strategies 

Effective maintenance of industrial compressors is critical to ensuring operational efficiency, reducing 

downtime, and minimizing maintenance costs. Maintenance strategies have evolved from traditional reactive 

methods to more advanced predictive approaches. 

2.2. Overview of conventional and modern maintenance techniques 

Conventional maintenance approaches for industrial machinery, including 5-stage compressors, generally fall 

under three categories: reactive, preventive, and predictive maintenance. Reactive maintenance, employed 
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post-failure, is cost-efficient upfront but can incur higher long-term operational costs and unplanned 

downtimes (Monye et al., 2023). In contrast, preventive maintenance involves scheduled inspections and 

replacements intended to avert breakdowns. While effective in reducing unexpected failures, this method may 

lead to over-maintenance, thereby elevating costs unnecessarily (Carvalho et al., 2019). 

Modern maintenance techniques, particularly predictive maintenance (PdM), utilize advanced data analytics 

and machine learning algorithms to forecast equipment failures based on real-time data (Cao et al., 2024). This 

proactive strategy not only extends equipment lifespan but also diminishes unplanned downtimes, thus 

enhancing operational efficiency (Carvalho et al., 2019; Nwamekwe and Okpala, 2025). The evolution towards 

PdM represents a significant departure from traditional methods, promoting a more sustainable and cost-

effective approach to industrial maintenance (Monye et al., 2023). 

2.3. Importance of Effective Maintenance in 5-Stage Compressors 

Effective maintenance of industrial 5-stage compressors is essential for optimizing energy consumption, 

reducing operational costs, increasing lifespan and reliability, and minimizing unplanned downtimes (Bacak 

et al., 2023; Nordal and El‐Thalji, 2021). Such compressors are utilized in critical industrial applications, where 

precise control at each stage is pivotal. The incorporation of machine learning (ML) into maintenance strategies 

facilitates enhanced predictive diagnostics, leading to improved decision-making. These ML models utilize 

algorithms such as Random Forest, Support Vector Machines (SVM), and Neural Networks (Kiangala and 

Wang, 2020). By analysing historical and real-time data, these models effectively identify operational patterns 

and predict potential failures, contributing to improvements in accuracy for failure detection and maintenance 

scheduling (Kiangala and Wang, 2020). 

Furthermore, the integration of AI into predictive maintenance allows for advanced fault diagnosis through 

anomaly detection, ultimately enhancing the overall operational safety and efficiency of machinery (Bacak et 

al., 2023; Nordal and El‐Thalji, 2021). This shift towards machine learning-based predictive maintenance 

highlights its importance in transforming traditional maintenance paradigms within industrial settings. 

2.4. Common Criteria in Compressor Maintenance 

Several key parameters are essential in assessing compressor health. 

Vibration analysis: is critical for identifying issues such as misalignment, bearing faults, and rotor imbalance, 

aligning with standards outlined in ISO 10816-3, which offers guidelines for vibration monitoring in rotating 

machinery (Rahman et al., 2022). Temperature monitoring: plays a significant role in detecting overheating 

due to lubrication issues or friction, as supported by findings in condition monitoring literature (Adetunji et 

al., 2023). Pressure variations: can indicate leaks or inefficiencies, further highlighting the importance of a 

holistic approach to maintenance (Kolar et al., 2022). Acoustic emissions: provide insights into mechanical 
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wear. Oil and lubricant analysis: is vital for detecting contamination and degradation of internal components 

(Septano et al., 2024). 

To ensure best practices in the industry, adherence to relevant standards such as API 618 for reciprocating 

compressors and ASHRAE guidelines for energy efficiency in compressor systems is paramount (Bahtiar et 

al., 2022). Additionally, the incorporation of IIoT technologies enhances predictive maintenance through real-

time monitoring and AI-driven analytics, facilitating smarter maintenance decisions (Yamada et al., 2023). 

3. MATERIAL AND METHOD 

This experimental study follows the CRISP-DM methodology, as illustrated in Figure 1. The CRISP-DM 

(Cross-Industry Standard Process for Data Mining) framework is a recognized and extensively utilized model 

for guiding data mining and data science initiatives. It offers a systematic and iterative process comprising six 

key stages: Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and 

Deployment. Figure 2 is the research flowchart, which explains every step taken to achieved the purpose of 

this research. 

 

Figure 1. Diagram Illustrating CRISP-DM Flowchart (Tounsi et al., 2020) 

This experimental study follows the CRISP-DM framework, as illustrated in Figure 1. The analysis was 

conducted in Google Colab using Python, along with libraries such as Scikit-learn, Matplotlib, NumPy, 

Pandas, and Seaborn. Scikit-learn is a versatile library for machine learning and predictive data analysis, 

offering a wide range of tools for tasks such as classification and model evaluation. Matplotlib serves as a 

library for creating plots and visualizations, while Pandas is employed for data manipulation and analysis. 

Seaborn, built on top of Matplotlib, enhances data visualization capabilities. The final dataset, Indorama-

EPCL, comprises 98,794 records. 
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Figure 2. Experimental Flow Diagram 

3.1. Business Understanding 

This phase serves as a foundational step in the CRISP-DM process, focusing on a comprehensive assessment 

of the problem, objectives, and requirements. The primary aim of this research is to create advanced machine 

learning models that enhance engineers' ability to predict potential failures in the 5-stage compressor (K1), a 

vital component of Indorama-EPCL's operations. This initiative seeks to minimize failure rates, unplanned 

downtime, safety hazards, and maintenance expenses. The phase entails defining clear success metrics, 

reviewing current practices through literature analysis, and establishing evaluation criteria in collaboration 

with engineering stakeholders. Additionally, it involves gaining an in-depth understanding of the compressor's 

maintenance operations and decision-making frameworks within the organization. The insights gathered are 

documented to provide a detailed roadmap for subsequent activities such as data mining, modeling, and 

deployment, ensuring the solutions align with the practical needs and challenges faced by the engineering 

team. 

3.1.1. Data Collection 

A csv files of maintenance datasets were received from Indorama-Eleme Petrochemical Ltd. Due to a non-

disclosure agreement, the variable names in the dataset were recoded to prevent exposure of critical attributes 

of the equipment in the facility. The datasets consist of maintenance history of several rotary equipment in the 

facility. However, the history of the gas compressor, K-1, was carefully filtered out from the data collected as 

in table 1. 
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Table 1. First 5 rows in the dataset 

S/N  Date M2 M3 M4 M5 M6 M7 M8 M9 M10 Failure 

1  01,01,2015 2.16E+08 55 0 52 6 407438 0 0 7 0 

2  01,02,2015 1650864 56 0 52 6 407438 0 0 7 0 

3  01,03,2015 1.24E+08 56 0 52 6 407438 0 0 7 0 

4  01,04,2015 1.28E+08 56 0 52 6 407439 0 0 7 0 

5  01,05,2015 97393448 56 0 52 6 408114 0 0 7 0 

3.1.2. Exploratory Data Analysis (EDA) 

The Table 2 below presents a detailed summary of the data, revealing substantial variability covering the 10 

features (M2 to M10) and the target variable "Failure". The consistent count of 98,794 observations indicates 

a complete dataset, while the wide range in mean values from 0.000086 to 12.464093 and standard deviations 

from 7.032454e+07 to 160.507272 suggest diverse feature distributions. Further insights emerge from the 

minimum, maximum, and percentile values, which highlight skewness and the presence of potential outliers 

in certain features. This detailed statistical analysis will offer valuable guidance for data preparation, feature 

engineering, and modelling decisions to effectively address the problem at hand. 

Table 2. Features Attributes Table 

 Failure M2 M3 M4 M5 M6 M7 M8 M9 M10 

count 98794 98794 98794 98784 98794 98794 98794 98791 98791 98794 

mean 0.00086 1.22E+08 166.9919 12.46409 1.891976 13.61847 254441.8 0.290897 0.290897 13.51982 

std 0.02932 7.03E+07 2242.806 328.6816 20.73857 14.52715 93644.26 7.921502 7.921502 160.5073 

min 0 0 0 0 0 2 0 0 0 0 

25% 0 6.15E+07 0 0 0 8 220916.3 0 0 0 

50% 0 1.23E+08 0 0 0 10 248626 0 0 0 

75% 0 1.83E+08 0 0 0 12 301876 0 0 0 

max 1 2.44E+08 64968 80000 1666 98 689161 832 832 10137 

The histogram for the feature M10 in Figure 3 displays an imbalanced distribution, where most values are 

clustered toward the lower end of the spectrum and a long, drawn-out tail extending to the right. The extensive 

value span, from around 0 to 5,000, indicates a wide variation in the feature, while the prominent peak suggests 

a concentration of values around a particular range, likely representing the most common occurrences. The 

relative scarcity of data points at the upper part of the value range implies that extreme or outlier values for 

M10 may be less prevalent compared to the more frequent, lower-range values. 

Figure 4 provides a clear visual summary of the statistical distribution of the various features in the dataset. 

The wide range of values and disparate interquartile ranges across the features suggest significant divergency, 

with some variables exhibiting outliers and skewed distributions. Features like M2 have considerably larger 

value ranges compared to others. 
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Figure 3. Histogram of features 

 

Figure 4. Box plots of features 

Figure 5 is a collection of scatter plots, each depicting the statistical distribution and relationships between 

various features or variables in the dataset. The wide disparity in the scales, data densities, and patterns across 

the different subplots can also be seen here. Some subplots exhibit clear linear or curvilinear trends, while 

others show more scattered, irregular distributions with potential outliers and anomalies.  

The correlation matrix as in Figure 6 provides a concise statistical overview of the relationships between the 

different features (M1 to M10) and the target variable "Failure" in the dataset. The values in the matrix range 

from -0.0033 to 1.0, indicating a wide spectrum of correlations, from weakly associated to strongly correlated. 

Notable observations include the relatively moderate correlation of M4 and M10 with Failure (0.45). 

Conversely, several features like M1, M2, and M3 exhibit very low correlations, near 0, implying little to no 

linear association with the target variable.  
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Finally, the combination of histograms, scatter plots, time series, and value distributions in Figure 7 once again 

provides valuable insights into the diverse characteristics of the features. The histograms and scatter plots 

reveal the varying value ranges, shapes, and bivariate relationships, highlighting the heterogeneity in the data. 

The time series and value plots further underscore the dynamic nature of the dataset, showcasing fluctuations, 

patterns, and skewness over time. 

 

Figure 5. Scatter plots of features 
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Figure 6. Correlation matrix 

 

 

Figure 7. Distributions and time series plot 

In conclusion, the histograms reveal the value distributions for various features, the scatter plots further 

highlight the complex bivariate relationships between the features, and the time series plots underscore the 

dynamic nature of the data. Collectively, these visualizations offer valuable insights into the heterogeneity and 

complicated nature of the dataset, guiding crucial preprocessing decisions, feature engineering, and the 

selection of appropriate modelling techniques to effectively capture the underlying patterns and relationships 

for robust predictive modelling. 
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3.2. Data Preparation 

Data preparation typically includes tasks such as handling missing values, addressing data inconsistencies, and 

restructuring the data to align with the analysis requirements. Addressing potential outliers was a crucial step 

in the process. 

3.2.1. Data Cleaning 

The missing values in the "Date" column were filled using its median. Since this column is numeric, the median 

was chosen since it serves as a reliable indicator of central tendency, less influenced by outliers compared to 

the mean, making it ideal for imputing missing values in numeric data. Furthermore, the numeric features were 

standardized using the StandardScaler from scikit-learn, ensuring that all features were scaled similarly. This 

standardization is crucial for the performance of many machine learning algorithms. Lastly, the class 

imbalance in the target variable (Failure) was tackled with using the Synthetic Minority Over-sampling 

Technique from the imbalanced-learn library. This approach created synthetic samples for the minority class, 

helping balance the dataset, as illustrated in Figure 8, while improving the efficiency of machine learning 

models. 

 

Figure 8. Bar Chart of resamples target variable. 

3.2.2. Feature Engineering 

Feature engineering and dimensionality reduction are essential processes in machine learning for enhancing 

model performance and interpretability. According to Li et al. (2017), feature engineering involves generating 

new, more meaningful features from existing data by applying transformations, combining variables, or 

leveraging domain-specific expertise to improve a model's predictive accuracy and comprehensibility. On the 

other hand, dimensionality reduction focuses on decreasing the number of input features while retaining critical 
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information, which aids in optimizing model training and improving generalization (Van Der Maaten et al., 

2009). 

The feature ranking statistics (Table 3) suggest a dataset with a wide range of feature importance. 

Table 3. Feature ranking statistics 

 Statistic Value 

0 Mean 13597.7 

1 Median 84.5 

2 Standard Deviation 30178.88 

3 Minimum 28 

4 Maximum 98322 

The mean feature count of 13,597.70 indicates that the features, on average, have a relatively high number of 

unique values, which can be beneficial for capturing detailed patterns in the data. However, the median feature 

count of 84.50 is significantly lower than the mean, implying a skewed distribution with a few features having 

an extremely high number of unique values. This is supported by the very large standard deviation of 

30,178.88, which exhibits significant variability in the feature counts. The minimum feature count of 28 and 

the maximum of 98,322 further reinforce the wide spectrum of feature importance, ranging from relatively 

uninformative features to highly granular ones. The variability in feature characteristics indicates the need for 

thoughtful feature selection or dimensionality reduction methods to pinpoint the most relevant and significant 

features for the machine learning task at hand. 

The feature ranking in this code, as shown in Table 4 and Figure 9, is based on the number of unique values in 

each feature column of the dataset. 

Table 4. Feature ranking 

 Feature Importance 

1 M2 98322 

2 M7 35892 

3 M1 955 

4 M3 484 

5 M5 111 

6 M10 58 

7 M6 54 

8 M4 45 

9 M8 28 

10 M9 28 

https://doi.org/10.54287/gujsa.1646993


107 
Ezeanyim, O. C., Ewuzie, N. V., Aguh, P. S., Nwabueze, C. V., & Nwamekwe, C. O.  

GU J Sci, Part A 12(1) 96-118 (2025) 10.54287/gujsa.1646993  
 

 

 

Figure 9. Feature ranking. 

The intuition behind this approach is that features with a higher number of unique values are likely to be more 

informative and important for the underlying task, as they can capture more granular patterns or distinctions 

in the data. The number of unique values for each feature was calculated, the features were sorted in descending 

order of their unique value counts. To determine the best variable, feature with the highest number of unique 

values (M2 and M7) were selected as this likely indicates the most informative and discriminative feature for 

the given maintenance dataset. 

3.3. Modelling 

The dataset was split to two parts which is 80%, for the training of the model while 20% is for the testing of 

the model. The Random Forest model was trained using the training subset. During the evaluation stage, the 

trained model was applied to the test data, and its predictions were compared to the actual results to evaluate 

the model's performance. This approach of training is a common technique to measure the generalization 

capability of the models and avoid overfitting. 

Random Forest was the choice model for this research because of many factors. Its key advantages include the 

ability to efficiently handle high-dimensional and noisy datasets, robust architecture that enables scalability to 

large data volumes, minimal input preparation requirements, implicit feature selection, strong overall 

performance that is difficult to outperform, and the availability of simple yet effective open-source 

implementations. Since maintenance dataset has more than 90,000 noisy observations, Random Forest is the 

best choice. 

During the training phase, the Random Forest algorithm incrementally constructs a collection of decision trees, 

fine-tuning the parameters of each tree to minimize overall error on the training data. This iterative process 

continues until the model achieves optimal performance on the training set. After the final Random Forest 

classifier is developed, its effectiveness is assessed using the reserved 20% test set to obtain an unbiased 

evaluation of its ability to generalize, ensuring that it has not merely memorized the training data. 
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3.4. Evaluation 

During the evaluation phase, various methods were employed to analyze the performance of the Random 

Forest classifier. These included cross-validation techniques, which ensure that the model's performance is 

assessed across multiple data subsets, as well as approaches like train-test splits and k-fold cross-validation. 

The confusion matrix was utilized to provide a comprehensive analysis of the model's predictive capabilities, 

including metrics such as accuracy, precision, recall, and F1-score. 

For hyperparameter optimization, the GridSearchCV function from the Scikit-learn library was applied. This 

method conducts a thorough search across a predefined range of hyperparameter values, systematically training 

and evaluating the model for every combination. The process involves iterative retraining of the model, fine-

tuning the hyperparameters until the best configuration is identified, thereby enhancing the model's 

performance on the validation dataset. This structured approach ensures that the final Random Forest classifier 

is effectively optimized for the specific dataset and task.  

3.4.1. Cross Validation 

Cross-validation (CV) is a method used to evaluate a model's performance on unseen data, ensuring its 

robustness and reliability. Specifically, repeated stratified k-fold cross-validation was employed to validate the 

balanced dataset. This approach is an enhanced version of k-fold cross-validation, which utilizes stratified 

random sampling to create folds that maintain the distribution of the target variable. The dataset was divided 

into five folds and repeated three times. In each repetition, one-fold served as the testing set, while the 

remaining four folds constituted the training set. When applied effectively, this method provides reliable 

evaluation results (Souza et al., 2020; Nwamekwe et al., 2024). 

3.4.2. Performance Measurement 

A confusion matrix is employed to assess the effectiveness of algorithms. As depicted in Table 5, the confusion 

matrix provides a grid where the rows represent the model's predicted classifications, and the columns show 

the actual (true) classifications. This structure facilitates a straightforward interpretation of the model's 

performance by presenting counts for true positives, true negatives, false positives, and false negatives. 

Table 5. Confusion matrix 

 Predicted Negative Predicted Positive 

Actual Negative True Negatives False Positives 

Actual Positive False Negatives True Positives 

True Negatives (TN): These indicate the count of negative instances accurately classified as negative. False 

Positives (FP): These refer to instances incorrectly classified as positive. False Negatives (FN): These represent 
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negative instances that were incorrectly classified. True Positives (TP): These correspond to the count of 

positive instances correctly classified (Chawla et al., 2002). 

Accuracy: This metric reflects the ratio of correctly predicted instances to the total predictions made. It is 

calculated as follows: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 + 𝐹𝑃 +𝑇𝑁 +𝐹𝑁
 (1) 

Recall (Sensitivity): Recall measures the proportion of correctly identified positive instances out of all actual 

positives. The formula for recall is: 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +𝐹𝑁
 (2) 

Precision: This metric quantifies the proportion of correctly predicted positives out of all positive predictions. 

It is calculated using the following equation: 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +𝐹𝑃
  (3) 

F1-Score: The F1-score represents the harmonic mean of precision and recall, calculated as: 

 𝐹1 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

Kappa Coefficient: Cohen’s kappa evaluates the degree of agreement between two raters or classifications. It 

can be used for both binary and multi-class classifications. The kappa coefficient ranges from -1 to +1, where 

-1 indicates complete disagreement and +1 represents perfect agreement (Chicco et al., 2021). The formula is: 

 𝐾𝑎𝑝𝑝𝑎 =
2 ∗ (𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁)

(𝑇𝑃 + 𝐹𝑃) ∗ (𝐹𝑃 + 𝑇𝑁) + (𝑇𝑃 + 𝐹𝑁) ∗ (𝐹𝑁 + 𝑇𝑁)
 (5) 

MCC: Known as the phi (ɸ) coefficient for binary classifications, MCC evaluates performance for both binary 

and multi-class problems. Its values range from -1 (complete misclassification) to +1 (perfect classification) 

(Chicco et al., 2021). The formula is: 

 𝑀𝐶𝐶 =
𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃) ∗ (𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑁 + 𝐹𝑃) ∗ (𝑇𝑁 ∗ 𝐹𝑁)
 (6) 

Receiver Operating Characteristic Curve (ROC Curve): The ROC curve provides a graphical representation of 

a binary classifier's ability to differentiate between classes by plotting the True Positive Rate (TPR) against 

the False Positive Rate (FPR). The area under the curve (ROC AUC) measures the classifier's overall 

performance, with a larger area indicating better performance. TPR is synonymous with recall, while FPR 

quantifies the proportion of incorrect positive predictions among all actual negatives (Joshi, 2023). The 

formulas for TPR and FPR are: 
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 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (7) 

 𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (8) 

4. RESULTS AND DISCUSSION 

4.1. Results 

This chapter provides a comprehensive analysis and discussion of the research findings derived from the 

conducted study. The performance of the machine learning model developed in this work is evaluated using 

an extensive array of statistical measures and visualizations, offering valuable insights into its functionality 

and potential for practical applications. 

Table 6 presents the outcomes of the hyperparameter optimization performed for the random forest model. 

Table 6. Hyperparameter tuning results 

Parameter Value 

max_depth 15 

n_estimators 150 

Best Score 0.8982 

Hyperparameter tuning is a critical phase in model development, enabling researchers to identify the optimal 

configuration of parameters, such as the maximum tree depth ("max_depth") and the number of estimators 

("n_estimators"), to enhance the model's performance for a specific task or dataset. The results reveal that the 

ideal values for "max_depth" and "n_estimators" are 15 and 150, respectively, achieving a best score of 

0.8982242849277004. These findings provide key insights into the model's structure and the parameter settings 

that facilitated its peak performance on the given problem. 

 

Figure 10. Receiver operating characteristics curve (ROC) 
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The ROC curve, along with its corresponding Area Under the Curve (AUC) value depicted in Figure 10, 

summarizes the model's ability to differentiate between the two classes in the dataset. The AUC score of 0.94 

demonstrates excellent discriminative capability, indicating the model's high accuracy in distinguishing 

positive and negative instances. The curve's rapid ascent towards the top-left corner highlights the model's 

ability to maximize accurate detections while minimizing incorrect classifications. These results underscore 

the model's robustness and reliability for binary classification tasks, suggesting its applicability in real-world 

scenarios. 

The confusion matrix shown in Figure 11 provides a detailed overview of the model's performance in a binary 

classification task. 

 

Figure 11. Confusion matrix 

It reveals 18,001 true positives, 1,753 true negatives, 615 false positives, and 19,115 false negatives. These 

values illustrate the model's overall effectiveness, with a high count of correctly classified instances. However, 

the considerable number of false negatives indicates room for improvement in identifying the positive class. 

Further investigation of these metrics could help refine the model to enhance its classification accuracy. 

Figures 12 and Figure 13 illustrate the model's performance metrics through a heatmap and bar graph, 

respectively, offering a comprehensive evaluation of its capabilities. 

High values for accuracy, recall, precision, and F1 score (all above 0.90) highlight the model's exceptional 

ability to accurately classify dataset instances. Additional metrics, such as the Kappa Coefficient and the MCC, 

both at 0.88, confirm the model's predictive strength and capability to manage class imbalances effectively. 

This consistent high performance across various metrics indicates a well-trained model likely to generalize 

successfully to new, unseen data, reinforcing its potential for robust real-world applications. 
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Figure 12. Performance metrics heatmap 

 

 

Figure 13. Performance metrics 

4.2. Discussion 

The results of this study demonstrate the effectiveness of a machine Learning-Based approach for the 

predictive maintenance of industrial 5-stage compressors. By utilizing the Random Forest algorithm, the model 

successfully identified patterns within operational data, allowing for early detection of potential failures. The 

discussion focuses on the model's predictive accuracy, the implications of hyperparameter tuning, evaluation 

metrics, and the broader impact on industrial maintenance strategies. 

Model Performance and Predictive Accuracy: The evaluation results reveal that the Random Forest model 

achieved an impressive accuracy of 89.82%, demonstrating its strong predictive capability. The ROC-AUC 

score of 0.94 further supports the model’s ability to effectively differentiate between healthy and faulty 

compressor states. This high accuracy is indicative of the algorithm's capacity to learn from historical data and 
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make reliable predictions about future failures. However, the confusion matrix highlights certain challenges, 

particularly a significant number of false negatives (19,115), which suggests the model occasionally 

misclassifies failing components as healthy. This limitation could be mitigated through the incorporation of 

additional feature engineering techniques or ensemble methods to enhance sensitivity. 

Hyperparameter Tuning and Model Optimization: The use of GridSearchCV for hyperparameter tuning proved 

essential in refining the model’s performance. The optimal hyperparameter values—15 for "max_depth" and 

150 for "n_estimators"—significantly improved predictive accuracy by preventing both overfitting and 

underfitting. The improvement observed after tuning highlights the importance of parameter selection in 

optimizing machine learning models for industrial applications. Future studies could explore automated 

hyperparameter tuning methods, such as Bayesian Optimization or genetic algorithms, to further enhance 

model performance. 

Analysis of Performance Metrics: The evaluation metrics, such as precision, recall, F1-score, and the MCC, 

provide deeper insights into the model’s robustness. The high F1-score (above 0.90) confirms the model’s 

ability to balance precision and recall, making it well-suited for real-world predictive maintenance. However, 

the relatively lower recall value in detecting faulty compressor conditions indicates a need for additional 

refinement. This could be addressed by incorporating more domain-specific knowledge into feature selection 

or leveraging anomaly detection techniques alongside the supervised learning approach. Furthermore, the 

Kappa Coefficient of 0.88 suggests a high level of agreement between the model’s predictions and actual 

compressor states. This metric is particularly important in industrial settings where predictive maintenance 

models must minimize false alarms while ensuring that true failures are accurately detected. The 

misclassification of certain instances, as indicated by false negatives in the confusion matrix, highlights a 

potential area for further improvement. 

4.3. Industrial Implications and Maintenance Efficiency 

The implementation of this machine Learning-Based predictive maintenance model offers substantial benefits 

over traditional maintenance strategies. Compared to reactive and preventive maintenance approaches, 

predictive maintenance reduces unexpected downtime, optimizes maintenance scheduling, and lowers 

operational costs. By leveraging real-time data processing and early fault detection, industries can transition 

from a time-based to a condition-based maintenance approach, leading to more efficient resource utilization. 

The high accuracy and reliability of the model suggest its potential deployment in real-world compressor 

maintenance systems. However, ensuring its adaptability across various compressor models and operating 

conditions requires further validation. Integrating the model into an industrial Internet of Things (IIoT) 

framework could enhance its real-time monitoring capabilities, enabling automated alerts and proactive 

maintenance interventions. 
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4.4. Challenges and Future Research Directions 

While the results are promising, several challenges remain. The confidentiality of industrial datasets often 

limits the ability to fine-tune models on diverse operational data. Expanding the dataset with publicly available 

compressor failure data or synthetic data generation techniques could enhance model generalization. 

Additionally, incorporating advanced deep learning architectures, such as Long Short-Term Memory (LSTM) 

networks, may further improve the model’s ability to capture temporal dependencies in compressor health 

data. Another critical area for future work is explainability. While the Random Forest algorithm provides high 

accuracy, its decision-making process lacks transparency. Utilizing techniques like SHAP (SHapley Additive 

exPlanations) could offer greater interpretability, helping maintenance engineers understand which factors 

contribute most to compressor failures. 

5. CONCLUSION 

The hyperparameter tuning process, detailed in Table 6, identified the optimal configuration of critical model 

parameters, such as "max_depth" and "n_estimators," which achieved a best score of 0.8982242849277004. 

This information is invaluable for researchers and practitioners looking to replicate or extend the findings of 

this study, as it specifies the precise settings that enabled the model to attain its highest performance. 

Additionally, the Receiver Operating Characteristics (ROC) curve analysis, depicted in Figure 10, provided a 

comprehensive evaluation of the model's capability to distinguish between favorable and unfavorable 

instances. The Area Under the Curve (AUC) value of 0.94 highlights the model's effectiveness in 

distinguishing between these classes with high accuracy. The ROC curve's steep initial rise indicates that the 

model achieves a high true positive rate while maintaining a low false positive rate, a highly desirable trait for 

many practical applications. 

Moreover, supplementary evaluation metrics, including the confusion matrix, performance metrics heatmap, 

and bar charts presented in Figures 11, 12, and 13, further confirmed the model's strong predictive capabilities 

and its effectiveness in addressing class imbalance. The consistently high scores across these metrics, all 

surpassing 0.90, underscore the model's outstanding performance and its suitability for real-world deployment. 

5.1. Suggestions for Further Work 

While the results presented in this chapter have clearly demonstrated the exceptional performance and potential 

of the developed machine learning model, numerous opportunities exist for future research and enhancements 

could be explored to enhance the model's capabilities and applicability further. One potential area for future 

work is the incorporation of additional features into the model's input dataset. The current feature set used, two 

to be precise, may have limitations in capturing all the relevant information necessary for the classification 

task. By exploring the inclusion of new, potentially more informative features, the model's predictive power 

could be further improved, leading to even higher levels of accuracy and generalization. 
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Additionally, the investigation of alternative model architectures and training strategies could yield valuable 

insights. The current model, based on a tree-based approach, has shown excellent performance; however, 

exploring the use of more advanced neural network architectures or the integration of ensemble methods may 

uncover new opportunities for performance enhancements. 

Another aspect worth exploring is the model's robustness and generalizability. While the current results are 

promising, further testing on more diverse datasets or real-world scenarios could provide valuable insights into 

the model's ability to handle a wider range of input variations and edge cases. This would help ensure the 

model's reliability and suitability for practical deployment. For example, we should not forget that the dataset 

was oversampled to correct extreme imbalance. This might likely cause a bias in the predictions.  

Finally, the incorporation of explainable artificial intelligence (XAI) techniques could be a valuable direction 

for future research. By providing greater transparency and interpretability into the model's decision-making 

process, the insights gained could lead to a better understanding of the underlying relationships within the data 

and the model's reasoning, potentially leading to further refinements and improvements. 

5.2. Recommendation 

The research findings strongly support the recommendation to further develop and integrate the machine 

learning model into practical systems. The model's exceptional performance, coupled with the valuable 

insights gained through the analysis and evaluation process, positioned   it as a highly promising solution for 

a wide range of binary classification problems in the maintenance sector when properly tuned.  
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In this study, structural properties of GaN/AlInN/AlN/sapphire high electron mobility transistors 

(HEMTs), grown by metal organic chemical vapor deposition technique, are investigated. High 

resolution X-ray diffraction technique (HR-XRD) and Raman mesurements are made to determine stress 

values and stress type for GaN layers dependent on Al content. It is seen that stress values gained from 

these two techniques are approximately at the same level. It is noticed that there is tensile stress in all 

three samples according to Raman shift measurements. Also strain values are calculated by using full 

width at half maximum (FWHM) values in HR-XRD pattern. 
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1. INTRODUCTION 

Silicon (Si) and III-V group semiconductors are not so convenient for designing and producing optoelectronic 

devices operating at blue region of electromagnetic spectra. For example GaAs based electronic devices can 

not be used at high temperatures. Group III nitrites are applicable for these kind of applications. Band gap of 

group III nitrites are wide and have direct transition. Forbidden energy band gap of InN, GaN and AlN are 0.7 

eV, 3.4 eV and 6.2 eV respectively (Vurgaftman et al., 2003). GaN, InN and AlN are some elements of group 

III nitrites which have hexagonal crystal structure (Bayal et al., 2023). AlN, GaN, proved themselves in 

application of high electron mobility transistors (HEMTs), because of difference between In and N atoms in 

dimension (Li et al., 2006). 

X-ray diffraction may be used for determining micro-structural properties of samples such as crystallite size, 

strain and stress. XRD is a harmless method for determining such properties. w-2 theta method is used 

frequently for determining such properties. 
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Raman spectroscopy is applied in order to characterize semiconductor materials in solid state Physics. There 

is great interest on optical properties of low dimension systems. Linear Raman spectroscopy can be used to 

determine phonon energy and dependency of them to micro structural dimension in nano scale. Raman 

spectroscopy investigates acoustic and optic phonons. 

AlInN thin films became promising materials with technological developments and took attention of 

researchers (Huang et al., 2009). Modification of band gap of InN to a narrower value maintained new 

applications for III-nitrite systems and increased variety on obsenities for these new applications (Supekar et 

al., 2018). III-group nitirites are proved as excellent material systems for opto electronic devices. This material 

system became center of attention for photo voltaic solar cell systems. (Zhang et al., 2003). AlInN 

semiconductors are respected as perfect candidates for solar cell applications (Wu et al., 2008). This situation 

has relation with consistincy of adjustment of forbidden band gap between 0.7 eV and 3.4 eV (Harish et al., 

2021). Production of renewable energy systems by using these type of semiconductors plays central role in 

decreasing fossil fuel consumption for coming decades (Miyata et al., 1997). 

In this study characterization of samples is made also by HR-XRD method. XRD is a harmless method for 

materials. Stress values for GaN layers of samples are calculated not only by XRD but also Raman 

spectroscopy. Results gained from both methods are compared with each other. This study may play a key role 

for future studies for comparison of stress values from XRD and Raman techniques 

2. MATERIAL AND METHOD 

Theree sample are formed with succesful growth of AlN, AlInN and GaN layers were grown on (00.1) oriented 

sapphire substrate by MOCVD method. Trimethylgallium (TMGa), Trimethylindium (TMIn), 

trimethylalliminium (TMAl) and ammonia (NH3) sources were used together with Gallium (Ga), Alliminium 

(Al) and Nitrogen (N). Hydrogen (H2) was used as the carrier gas. Before growing the epitaxial film, the 

sapphire substrate was annealed at 1100 oC for 10 minutes to remove surface impurities. AlInN HEMT 

structures are named samples A, B, and C, respectively. In Table 1 schematic diagrams of samples can be seen. 

There is sapphire substrate, AlN nucleation layer and AlN buffer layer in sample A. During the growth of this 

sample, first a 15 nm thick AlN nucleation layer was grown at a low temperature of 840 oC. Then, the reactor 

temperature was increased to 1150 oC and a 500 nm thick buffer layer was grown. There is sapphire substrate 

and AlN, GaN buffer layers in sample B. For sample C, first, 15-20 nm thick Al nucleation layer was grown 

at a low temperature of 840 oC. Then, the reactor temperature was increased to 1150 oC and a 600 nm thick 

AlN buffer layer was grown. As a final step, the growth process is stopped for 2 min to ensure the growth 

conditions for GaN. The GaN buffer layer is formed with a thickness of 2 μm at a growth rate of 2 μm/h at 

1070 oC. 
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Table 1. Growth conditions of samples A, B and C 

Sample A thickness Sample B thickness Sample C thickness 

GaN cap layer ≈2 nm. GaN cap layer ≈4 nm. GaN cap layer ≈4 nm. 

AlInN inter layer ≈8 nm. AlInN inter layer ≈14 nm. AlInN inter layer ≈14 nm. 

AlN inter layer ≈1 nm. AlN inter layer ≈1 nm. AlN inter layer ≈1 nm. 

Ud-GaN layer (5) ≈90 nm. Ud-GaN layer (5) ≈90 nm. Ud-GaN layer (5) ≈90 nm. 

Ud-GaN layer (4) ≈180 nm. Ud-GaN layer (4) ≈180 nm. Ud-GaN layer (4) ≈180 nm. 

Ud-GaN layer (3) ≈90 nm. Ud-GaN layer (3) ≈90 nm. Ud-GaN layer (3) ≈90 nm. 

Ud-GaN layer (2) ≈600 nm. Ud-GaN layer (2) ≈600 nm. Ud-GaN layer (2) ≈600 nm. 

Ud-GaN layer (1) ≈200 nm. Ud-GaN layer (1) ≈200 nm. Ud-GaN layer (1) ≈200 nm. 

HT-AlN Buffer layer ≈320 nm. HT-AlN Buffer layer ≈320 nm. HT-AlN Buffer layer ≈320 nm. 

AlN nucleation layer ≈15 nm. AlN nucleation layer ≈15 nm. AlN nucleation layer ≈15 nm. 

Sapphire substrate ≈330 μm. Sapphire substrate ≈330 μm. Sapphire substrate ≈330 μm. 

3. RESULTS AND DISCUSSION 

In Figure 1, 2 theta versus intensity plot is given for symmetric planes. Diffraction peaks for GaN 

layer are found as 34.640, 73.02, 126.27 degrees for (002), (004) and (006) planes respectively. 

Diffraction peaks for AlN layer are 36.332, 76.505 and 136.559 for the same planes respectively. 

FWHM values for GaN layers are 0.59621, 0.906832 and 0.667506 for samples A, B and C 

respectively. 

 

Figure 1. XRD pattern for samples A, B and C 
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Small FWHM value implies high crystallity, low mosaic defects and a smooth structure. Stress calculation can 

be made by the help of strain. Relationship between strain and stress are given in Equation (1). 

 𝜀 =
𝜎(1 − 𝜈)

𝐸
 (1) 

In Equation (1)   is strain,  is stress,   is Poisson ratio and E is Yong modulus.  (strain) can be determined 

by the slope of sin  versus cos  plot. This plot can be seen in Figure 2. Strain and stress values for GaN 

layers of Samples A, B and C can be seen in Table 2. 

 

Figure 2. Plot for determination of Strain 

When a material is exposed to photons, if there is no absorption, elastic or ineleastic scattering may occur. 

Here scattering may be defined as variation in direction of photon. In elastic scattering case, incident and 

scattered photons have the same wavelength. This situation is called as Rayleigh scattering. On the other hand, 

if incident and scattered photons have different wavelengths (inelastic scattering), this situation is called as 

Raman scattering. Here, the difference between vibration energy levels of photon and interacted molecule is 

equal to more or less energy quantity formed after scattering. By the help of this principle, measurement of 

difference between incident and scattered photons by spectroscopy and data on vibration energy levels of 

interacted molecules are discovered by C. V. Raman who gained Nobel prize. Measured difference is called 

as Raman shift. Basic working principle is as follows: sample is exposed to laser beam. Before photons reach 

to sample they pass through a transperant filter. When they reach to sample they interact with molecules of 

sample and make inelastic scattering. The scattered photons are selected according to their wavelengths and 

reach to the detector. In detector these photons are gathered and sent to registering device. After this step data 

reaches to computer. Computer calculates Raman shift automatically by the help of software saved. Raman 

shift versus intensity of incident light beam plot is formed at the same time with measurement by the computer. 

Here the expert making measurement can choose the region on the sample that will be exposed to laser beam. 

https://doi.org/10.54287/gujsa.1636694
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In this study, Raman spectroscopy measurement of samples are made with WITec alpha 300R device. All data 

are gained at room temperature. GaN layer has hegzogonal crystal structure and belongs to C6v
4 space group. 

According to group theory, GaN layer which has Hegzogonal crystal structure includes six active Raman mode. 

These are 1A1(TO)+1A1(LO)+1E1(TO)+1E1(LO)+2E2. 

Raman shift and wavenumber versus intensity plots for samples grown on sapphire substrate are shown in 

Figure 3. These samples are grown with different Al compositions. Raman shift value for %87.4, %86.6 and 

%86.4 Al compositions(Bilgili et al., 2021) are found around 557 cm-1. These peaks are related with vibration 

of E2 (high) optic phonon mode of GaN thin films which have hegzagonal crystal structure(Harima et al., 

2002). This value is smaller than values found in literature(Chen et al., 2001). Raman intensity is higher for 

samples A and B. This result shows us effect of Al compositions on optic phonon modes of GaN thin films. In 

summary, different Al compositions cause different Raman intensity but same Raman shift values. This result 

implies, by changing Al compositions one can control optic phonon modes. 

Mechanical properties of samples grown has important effect on fragility. Examination of these properties 

become strongly important in device applications. Raman spectra gives important data on important 

mechanical properties of samples such as residual stress. For GaN thin film, stress free Raman shift peak value 

is determined as 567.2 cm-1 belonging to E2 (high) optic phonon mode in literature (Christopher et al., 2015). 

If Raman shift value, belonging to E2(high) optic phonon mode of GaN thin film is bigger than this value, that 

is bigger wavenumber, implies blue region shift. In this situation, GaN thin film has compressive stress. If the 

material has less Raman shift value than mentioned value, this situation is called as red region shift. In this 

case there is tensile stress in material. 

Residual stress of GaN thin films can be calculated with equation (2) which is found by Wang et al (Jian et al., 

2016). 

  𝜶 =
𝚫𝑾

𝐊
 (2) 

Here, σ is residual stress, Δw, deviation of Raman shift peak value from stress free peak value and k is Raman 

stress coefficient (4.3 cm-1(GPa)-1). Residual stress values for samples grown on sapphire substrate are given 

in table (1). 

In different Al compositions Raman shift values for GaN thin films shift to red region for samples A, B and 

C. As a result of this study GaN thin films shows tensile stress property. Raman shift values are determined as 

557.549, 557.676 and 557.752 cm-1, for samples A, B and C, respectively. There is difference in Raman 

intensities also. This may be because of polarizations of GaN molecules in samples. As can be seen in table 2. 

When Al content decrease, residual stress value also decrease. 
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Figure 3. Raman shift and wavenumber plots for samples A, B and C 
 

Table 2. Raman and XRD analysis results for samples A, B and C 

Al content Strain(XRD) Stress(XRD) Stress(Raman) Stress type 

%87.4 -0.015 2.6137 2.2442 Tensile 

%86.6 -0.023 3.0854 2.2148 Tensile 

%86.4 -0.017 2.0860 2.1972 Tensile 
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4. CONCLUSION 

In this study, some structural features of GaN/AlInN/AlN/ sapphire HEMTs are examined. HR-XRD and 

Raman techniques are employed to determine strain and stress values of GaN layer. Strain values are obtained 

as -0.015, -0.023 and -0.017 for samples A, B and C respectively. One of difference between samples is Al 

content. Al contents are found for these samples in a previous study. Also stress type is determined from 

Raman shift. It is seen that stress calculated from Raman shift are directly proportional with Al content. 

However it can not be said that this situation is valid for stress values obtained from HR-XRD results. They 

are not proprtional with Al content. This may be because of FWHM values used in calculation of stress. Low 

and correct FWHM values imply good crystal quality. In this respect, crystal quality for Sample B is poor and 

stress value from XRD is high for this sample. All results are presented in Table 1. This study is rare because 

application of HR-XRD and Raman techniques at the same time for samples is rare. This study may play a key 

role for future studies for other researchers. 
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In recruitment processes, manually reviewing résumés is a highly time-consuming job. In order to reduce 

the cost of these reviews, Information Extraction tasks have been introduced to extract the structure of 

the document and the personal information contained within. However, because there is no consensus 

on a standard structure of résumés, i.e., each résumé has its own distinctive layout, column numbers, or 

text properties, an accurate extraction process becomes highly challenging. This study addresses a part 

of this problem. We focus on the problem of estimating the number of columns in résumés, as we 

experience in the further processes that knowing the number of columns facilitates the separation of the 

main sections of the résumés, hence the analysis of the finer subsections. We employ the coordinates of 

the text blocks that build up a résumé. We hypothesize that the coordinates of the text blocks carry 

information on the number of columns. We define the problem in a clustering context. We proposed a 

novel clustering approaches dedicated to finding the number of columns in a résumé by the separation 

of the text block coordinates. The experiments are conducted on a dataset of the résumés of real 

applicants in two languages: Turkish and English. The results reveal that hybrid approaches that use the 

intermediate methods perform better than the individual methods. Furthermore, these findings could be 

extended to any unstructured textual data in any language and document format 

Cite 
 

Bali, Y., Orman, G. K., & Turhan, S. N. (2025). Novel Approach for Detecting the Number of Columns of a Résumé. GU J Sci, 

Part A, 12(1), 127-153. doi:10.54287/gujsa.1636051 
 

Author ID (ORCID Number) Article Process  
 

0000-0003-0621-3069 

0000-0003-0402-8417 

0000-0001-9763-0882 

 

Yavuz BALİ 

Günce Keziban ORMAN 

Sultan Nezihe TURHAN 

 

Submission Date 

Revision Date 

Accepted Date 

Published Date 
 

 

10.02.2025 

27.02.2025 

12.03.2025 

26.03.2025 
 

1. INTRODUCTION 

Recruitment processes in the early 2000s were based mainly on personal relations between employers, job 

seekers and intermediaries (Yakubovich & Lup, 2006; Holm, 2012). These personal relations are being 

replaced by the emerging technologies and techniques with the impact of the digital transformation in the 

business world, which lead a drastic reformation in the recruitment processes. The fundamental sub-processes 

of this transformation are transferring the documents into digital mediums, extracting textual data, and finally 

filtering valuable structured information automatically. This automated process aims to yield entities or 

relationships between entities and attributes as products (Sarawagi, 2008; Joan & Valli, 2019). All of these 

steps are usually performed manually, however, it is both time-consuming because of its repetitive document 

review and analysis, and costly because of the unstructured nature of the documents (Mao et al., 2003; Liu et 
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al., 2019). These operational hurdles make the textual information extraction process highly important in order 

to have more automatized recruitment processes. 

The evaluation of résumés is an important step in the recruitment processes, especially in the hiring stage 

(Çelik & Elçi 2012). Automating the information extraction from résumés, which means extracting the content 

properly, significantly facilitates the recruitment tasks (Zaroor, 2017), but this is a challenging duty, mainly 

due to the fact that the résumé files document structures are hidden behind their file format. Because one does 

not have document object structure, it is needed to parse the résumés for their content. But this is a challenging 

task too because there is no standard for preparing a résumé. Candidates produce unique résumés not only to 

present their professional background but also to leave a good impression on the employer through the résumé 

structure and content, assuming it as a way of expressing themselves. Thus, it is a natural fact that almost each 

résumé has its own unique structure. Due to their rich diversity, variety of structures, and unique forms, the 

analysis of résumés constitutes a valuable topic in the information extraction (IE) domain. 

Previously, different methods such as regular expressions, NLP, machine learning, and named entity 

recognition have been applied to IE from résumés (Das et al., 2018; Gaur et al., 2021). Most of them aim to 

extract semantic content from résumés and to benefit from this information. These works have a motivation to 

extract each segment that includes personal information like skills, education, job experience, etc. They use 

supervised learning techniques and hence needs the labels of each segment of a résumé. Although these 

approaches propose sophisticated methodologies to extract each single part of a résumé, they suffer for the 

following reasons: First, they all need labeling for each section and subsection of résumés, which is a time- 

and human-resource-consuming task. Second, the architecture of the recent NLP and deep learning-based 

learning methods is hidden, which means the built model is not comprehensible easily. This makes the use of 

those models open to criticism. Moreover, the success of the proposed solutions is not high either. 

A similar work overcomes the aforementioned challenges without using any semantic information (Tobing et 

al., 2019). Tobing et al. (2019), work on the Indonesian résumés to extract information such as personal 

information, work experience, etc. Rather than employing an NLP-based approach, they use the coordinates 

of the extracted texts. In their system, when a document is analyzed by an automated extraction tool, the content 

is restructured as a set of text blocks. These text blocks are defined by their coordinates and style-related 

attributes. Tobing et al., (2019) use also a dictionary of the possible headers to discover the headers as the 

essential feature in each segment of the résumé. They find different segments in a résumé according to the 

closeness of the text blocks to the headers. However, the non-standard shapes of the résumés still raise 

difficulties. Thus, their methodology suffers from not being able to understand non-standard résumé formats, 

which we believe constitute the majority of the real-world samples. The idea of using text block coordinates 

have been employed in (Keskin et al.2022) as well. Differently from the work of (Tobing et al., 2019), Keskin 

et al. (2022) emphasize that real-world résumés have various formats and the extraction of each segment is a 

secondary problem. Instead of finding each single segment, they focus on separating the résumé columns since 
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each single document column already includes more related sections and text. Thus, finding the columns of a 

résumé might result in more accurate segment separation. 

In this work, we focus on detecting the columns of a résumé in order to extract the content texts correctly. The 

expertise and rich content of the Kariyer.net dataset (Kariyer.net, 2025) , which is a Turkish job recruitment 

system, benefit us. Kariyer.net stores the information provided by job seekers during their registration on the 

platform. This information includes the candidates' personal information, like educational or professional 

background, hobbies, skills, etc., stored in the form of structured data in databases. In addition, Kariyer.net 

allows candidates to upload their résumés to the system. These résumés are stored in databases in their original 

formats, mostly Portable Document Format (PDF), without being processed beforehand. It is crucial to extract 

the information from such documents and store it in a structured database for the well-being of the recruitment 

process. Currently, there are 700,000 freestyle résumés in the document storage of Kariyer.net, and this amount 

increases every day. Since the dataset is large and the samples are quite different from each other, supervised 

learning is difficult for the reasons explained above. But, separating each section into segments correctly is 

also crucial for further job recruitment assistance. That is why; we focus on the problem of column detection, 

which is a crucial step that should be handled before detecting each segment correctly. 

Our two main contributions are: first, defining the problem of column detection in a given résumé as the 

problem of clustering the document text blocks; and second, proposing a new clustering algorithm for the 

explained problem. Moreover, a hybrid approach combining several different clustering methods is also 

proposed for the mentioned problem. The proposed approaches and two baselines, Density-Based Spatial 

Clustering of Applications with Noise (DBSCAN) and Gaussian Mixture Model (GMM)-based clustering, are 

experimented on a novel data set provided by Kariyer.net. This dataset includes not only unprocessed résumés 

but also their number of columns are labelled by the domain experts. There are highly challenging cases whose 

number of columns cannot be decided easily even by the experts. 

In the rest of the article, we first detail the related works in Section 2. Secondly, we explain the preliminaries 

and definitions in Section 3 and proposed methodologies and baselines in Section 4. Third, we explain in detail 

the experiments and their results in Section 5, where we also provide a discussion section that evaluates the 

performance of the approaches by our own interpretation. Finally, in Section 6, we conclude with the gained 

insights and the future perspectives on the work. 

2. RELATED WORK 

All organizations, from traditional companies focused on working with and optimizing conventional 

recruitment methods to employment-focused web portals based on intelligent recommendation systems, rely 

on ``résumés'' as the cornerstone of their business processes. Assessing résumés is, therefore, a critical and 

challenging step in the recruitment process, as it is not only essential but also difficult and costly, given the 

reliance of all organizations on résumés as the cornerstone of their business processes (Tejaswini et al., 2023). 
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The absence of standards in the résumés created by candidates is the key factor contributing to the difficult 

nature of résumé evaluation (Sinha et al., 2021). Depending on the industry it targets, each résumé is created 

in a particular language and structure with its own specific format. Furthermore, it is impossible to apply a 

consistent phrase for résumé evaluation due to the ongoing expansion of technology, work habits and business 

understanding. The complexities of the modern corporate environment make it impossible to even consider 

manually reviewing each résumé. As a result, every firm has created a variety of technologically advanced 

solutions to guarantee that résumés are swiftly and precisely assessed. 

In order to get better results in "résumé assessing", all relevant candidate's information like skills, work 

experience, years of education, certifications, etc. should be extracted efficiently and accurately from the 

résumés (Roy et al., 2020). It is obvious that implementing an automated information extraction process from 

résumés significantly impacts recruitment tasks (Luo et al., 2018). There are a variety of methods used to 

extract information from résumés, according to the research in the literature. Information extraction is the 

process of mechanically obtaining structured data from structured, semi-structured or unstructured sources, 

such as entities, connections between entities, and characteristics (Adnan & Akbar, 2019). The process of 

extracting information from résumés varies depending on the structure of the résumé. In today's recruitment 

processes, the process of extracting information from relatively structured or semi- structured résumés 

prepared through e-recruitment portals, is done according to the DOM tree structure. For instance, Ji et al., 

(2010), created a tag tree technique in which they found and eliminated the common content between web sites 

using the same design while keeping the core text. Farkas et al. (2014), worked on a method of extracting 

information for career portal where the information of applicants is stored in a uniform data structure named 

HR-XML format. They used a résumé parser to automatically extract data from the résumé. These solutions, 

which rely on structured template files and/or DOM trees, are constrained by human labor. These techniques 

are challenging to scale out in large data due to the fact that it is impossible to determine how many groups of 

résumés have the same template. 

Moreover, considering real-life applications, almost all of the résumés prepared by candidates are in an 

independent format. Undoubtedly, it is much harder to extract information from résumés in an unstructured 

format. On one of the pioneering studies on extracting information from unstructured résumés, Yu et al. (2020), 

describes a method for extracting structured information from unstructured résumés using a combination of 

rule-based and statistical approache. The first stage of the model uses regular expressions to identify and extract 

candidate information such as name, address, and phone number. The second stage uses a statistical model to 

classify each line of text in the résumé as belonging to a specific section (e.g., education, work experience). 

Finally, the third stage uses a combination of rule-based and statistical methods to extract specific information 

from each section. Therefore, they called their technique as a cascaded hybrid model, which combines rule-

based and statistical approaches. However, the study is limited as the information extracted is only certain 

areas. Sonar & Bankar (2012) apply “chunking” to divide the résumé into different sectors based on 

information. Authors have divided the résumés into chunks and then parsed the information of candidates 
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using named entity recognition. This information was used potentially to implement the auto-fill feature of a 

form on a website, yet having potential to use better information extraction methods. 

In the study realized by Zu et al. (2019) the text block segmentation is combined with the identification of 

résumé facts, and named entity recognition is carried out inside labelled text blocks using a variety of sequence 

labelling classifiers. Chen et al. (2018), have developed a two-step résumé information extraction approach. 

First, with the help of an open source tool, they detect and extracts text from résumés with different file types 

and they identify the raw text as different résumé blocks and then apply their proper grammatical rules to 

segment different blocks. Tobing et al. (2019), use also a two-stages pipeline for information extraction from 

the résumés. They first segment the résumés with indicative headers and they use heuristic rules to extract the 

necessary information from these segments. The implementation of these automated methods in real-world 

contexts is constrained by the fact that the aforementioned segmentation algorithms are ostensibly not resistant 

to various résumé layouts and styles. Qin et al. (2020), proposes a novel neural network-based approach to 

improve the accuracy and efficiency of person-job fit assessment in talent recruitment. They do not explicitly 

mention which technique they use to extract information from unstructured résumés. However, they describe 

their feature extraction method, which involves representing the text of the résumé as a bag-of-words and 

applying various transformations to generate dense feature vectors. Xu et al. (2020), use a technique called 

Recurrent Neural Networks (RNNs) to extract information from unstructured résumé documents. RNNs are a 

type of neural network that can model sequential data, making them well-suited for tasks such as natural 

language processing, speech recognition, and time series prediction. In the paper, the RNN model is used to 

learn the contextual information of different blocks in a résumé, such as the education section, work experience 

section, and skill section, to improve the accuracy of résumé parsing. 

All these above-mentioned studies use segmentation and/or block identification techniques to extract 

information from unstructured résumés. Nevertheless, because the formats and designs used to create the 

résumés by the applicants vary greatly, they are only able to extract information from certain portions of the 

résumés. Their performance in real-world applications is drastically diminished as a result. In their paper, 

Mittal et al. (2020) use a combination of techniques to extract information from unstructured résumés. 

Specifically, they use the Term Frequency-Inverse Document Frequency (TF-IDF) technique to represent each 

résumé as a numerical vector, and they also employ Latent Dirichlet Allocation (LDA) to extract meaningful 

topics from the résumés. The TF-IDF technique is a well-known method in natural language processing (NLP) 

for measuring the relevance of a word to a document in a collection of documents. It is based on the idea that 

words that are rare in a collection of documents but common in a particular document are likely to be more 

important for understanding the content of that document 

In their article, Yasmin et al. (2020), developed a framework of potential candidate selecting system by 

choosing a domain of document information extraction i.e. the CV/résumé documents. This development task 

involves the information extraction based on natural language processing i.e. tokenization, named entity 

recognizer (NER) and utilizes skyline query processing which works well in filtering the non-dominating 

objects from database and also makes a new addition to this domain. The approach described in the work of 
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Alamelu et al. (2021), is to use machine learning to train the dataset for the different jobs. In this instance, data 

extraction using NLP is done utilizing section-based segmentation. This is done to spare any company's 

recruiters from having to spend a lot of time and effort reading through and studying the résumés of numerous 

candidates. They will get the chance to view the résumés of the applicants as well as get the names of the best 

fit candidates for the required position, and they can then grade the résumés based on the results of this 

intelligent process. 

As a result of recent developments in the field of NLP, several studies have been published recently that offer 

end-to-end frameworks to address the person-job match conundrum. The goal is to do semantic matching using 

sequential neural networks or modern transformer architectures to create thorough and efficient representations 

of the applicants and job advertisements in order to discover the best candidate for a position. Despite the 

systems' promising performance, the "information extraction" approach is still the most useful since deep 

learning-based systems have a substantial amount of opacity. An end-to-end system would raise concerns 

about the patterns it has learnt and the fairness of its judgements because current neural networks do not show 

their decision-making processes. Firstly, it should be emphasized that each résumé is tailored to the candidate's 

individual initiative, which results in distinct text placements when it is analyzed. Nonetheless, the data is 

organized into several columns on each page of the résumé. It is difficult to show the information in a relevant 

and sequential manner in the raw data retrieved from résumés with two or more columns since it has been 

noted that the text information collected at the conclusion of such a procedure is combined with other 

information. To divide the text elements in various places from one another, the CV's number of columns must 

be decided. 

By concentrating on figuring out how many columns each résumé has in order to parse the raw data included 

in the résumés, this study aims to help with the extraction of information from unstructured résumés. Also, 

while considering the information extraction issue for résumés, we first consider Turkish résumés. 

3. PRELIMINARIES AND DEFINITIONS 

We aim to detect the number of columns of a résumé through the extracted positional information of the text. 

In the following section, we explain the preliminaries and the definitions that we use in our methodology. 

3.1. Résumés and Their Document Characteristics 

A résumé is a digital file including different pieces of text that characterize the personal and professional 

information. The résumés used in this work were obtained from Kariyer.net. Each résumé has different header 

styles, font sizes, and font faces that is characterized according to the preferences of the holder. The dataset 

consists of the résumés that have either one or two columns, since such résumés are the most frequently 

occurring types. Figure 1 shows two illustrations of various column types. Figure 1a represents a single-column 

sample, while Figure 1b represents a double-column one. 
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In a résumé, the text pieces of the same section, e.g., the information written under the Experiences section, 

are more related than the text pieces written under different sections. In fact, the relationships between different 

text pieces are all defined under a preformed document structure, but this structure is hidden in the PDF or 

Word-formatted résumés. As a result, one cannot solve the relationship between text pieces without having the 

source code of the document. That is why; we need to parse résumé documents without using their preformed 

document structure to find the features that explain the types, fonts, or places of the text pieces. But following 

a single parsing procedure is also impossible because there is no standard format for the résumés, i.e., each 

résumé is prepared with different templates or structures. Hence, we need to discover the relations between 

different text pieces for each single document. Parsing a résumé starts with reading its content. A document 

reader interprets a résumé as a two-dimensional Cartesian coordinate frame C. At each read process, it scans 

and interprets a piece of text which we call a text block. (x1 − x0) is the width of t, (y1 − y0) is its height. 

Coordinate information for a text block is exemplified in Figure 2. 

  

Figure 1. Sample résumé a) A single-column résumé b) A double-column résumé  

Definition 1. A text block, t, is an object that represents a document area framed in a rectangular shape in C, 

whose top-left and bottom-right coordinate points will be represented by two coordinate pairs (x0, y0) and (x1, 

y1) respectively. 

 

Figure 2. Representation of coordinate parameters in the sample picture 

A document reader scans the content of the documents as several different text blocks, ti. Because it is not 

aware of preformed document structure, at each scan, it reads text blocks at different widths and heights. Each 

obtained text block, ti, has the properties which are listed in Table 1. 

Once the entire document is read as a set of text blocks via the document reader, a data cleaning process is 

performed to remove the blocks whose contents are only spaces or tabs. The text’s page information is also 

added. Table 2 shows a representation of a small sample after all these preprocessing steps. Each row in the 

table contains a text block read by a document reader at a time. Each column represents a feature of the relevant 

text. According to our empirical observations made in the résumés from the Kariyer.net set, we have discovered 

that the relation between text blocks in the same column is higher. 
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Table 1. Descriptions of properties expressing texts. 

Parameter Explanation 

x0 x coordinate of the top-left corner 

y0 y coordinate of the top-left corner 

x1 x coordinate of the bottom-right corner 

y1 y coordinate of the bottom-right corner 

words The content 

font The font types of the words 

size The font size of the words 

More clearly, in a résumé, we come across either a single-column structure where each résumé section is 

sequential and the texts under each section are related, or a double-column structure, which is a split of the 

page. In a double-column structure, each column part is like a single-column structure. Thus, one needs to first 

find out if the studied résumé is single- or double-column before revealing the relation between different text 

blocks for determining the true content of a résumé. In the rest of this section, we concentrate on the problem 

of finding the column number of a résumé.  

Table 2. Parsed Résumé Text Blocks 

text block ID x0 y0 x1 y1 words page font size 

10 2.49 22.3 49.43 24 EDUCAT... 1 Arial 16 

11 3.37 24.05 11.61 30.3 Universi... 1 Arial 12 

12 17.37 24.22 51.8 30 İzmir Üniver… 1 Arial 12 

13 3.37 30.98 10.85 35.83 Universit... 1 Arial 12 

14 17.37 31.16 51.72 35.54 İzmir Üniver… 1 Arial 12 

3.2. Finding Column Number Problem 

A document reader reads a résumé document file having an unknown predefined document structure as a set 

of text block objects, T, where each ti ∈ T has different properties. For the languages written left-to-right, xi0 

and yi0 can be considered as the starting point of x and y axis of ti respectively. 

Definition 2. For the given T, the problem of finding its column numbers, c, is the problem of finding the size 

of the column set, C, of T.  

Definition 3. The column set, C, is a partition of T in which Ci ∩ Cj = ∅ for all (Ci,Cj) ∈ C and U Ci = T. 

Property 1. The column number of the T, which is noted as c = |C|, is limited to either 1 or 2 because of the 

nature of the résumé document files of experimental set.  

If the column partition, C, of T was known, then finding c could be an easy problem of counting the elements 

of C. But C is unknown. Thus, we are interested in finding the column partition for the rest. In case that the 
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value of c is 1, then all tis are collected in a single column. If the value of c is 2, there can be as many different 

subsets C of T as the two-element subset. However, determining whether a résumé has 1 or 2 columns involves 

examining all two element subsets of T and a quality function which is used in decision making of the best 

column structure. This is a well-known NP-complete problem. In our work, we can reduce this problem thanks 

to document readers do never read the text blocks from different columns together. More clearly, we reduce 

this problem into an optimization problem that is trying to find the best column structure whose text blocks 

obey some criteria. We will first explain the finding columns problem definition, then reveal the criteria of the 

text blocks that can be found in the same column, and third, propose alternative solutions in the rest of the 

document.  

Definition 4. The problem of finding the best column structure, Γ, of T is finding the most proper columns of 

T such that the tis in the same column have a set of positional relations, P.  

In this work, we are interested in the positional relations of text blocks. Since the word, page, font and size of 

a ti is not related to its position but related to its content, we do not define any relation or criteria using these 

features. The yi0 and yi1 of a ti represent its vertical axis properties. But column separation is related to the 

horizontal axis. Even if ti and tj belong to the same column, their y coordinates can be too different, or vice 

versa. A possible relation of y coordinates can be used to discriminate the different lines belonging to the same 

ti however, it is out of scope of this work. That is why we are not interested in y0 or y1 for the rest of this article.  

Among horizontal axis coordinates, x1 describes where the read text block ends on the x axis. Different text 

blocks in different columns are not related to each other so that they can take too different x1 values. 

Furthermore, even if different text blocks are in the same column, they can still have different x1 values because 

they can be of different widths. Thus, the presence or absence of a relationship between x1 values of text blocks 

is not significant to determine if they belong to the same column.  

x0 values of different text blocks in the same column, are expected to be related to each other. Although this 

relationship may vary according to the format of the résumé, it should more or less correspond to the starting 

point of a column on the horizontal axis. More specifically, the x0 values in all text blocks from the same 

column are expected to have close values, that is, they should constitute a statistical mode of a distribution. An 

example of x0 distribution of a single-columned résumé is represented in Figure 3a. 

Definition 5. The problem of finding Γ is the problem of clustering the x0 values of scanned text blocks. 

Since the finding column number problem can be solved by clustering the x0 values of text blocks, we propose 

different clustering techniques for this issue in the next part of this article. 

https://doi.org/10.54287/gujsa.1636051


136 
Bali, Y., Orman, G. K., & Turhan, S. N.  

GU J Sci, Part A 12(1) 127-153 (2025) 10.54287/gujsa.1636051  
 

 

  

Figure 3. Estimated densities of sample résumé a) A single – column résumé b) A double – column résumé 

4. CLUSTERING X0 OF TEXT BLOCKS 

Since all x0s from the same column should have more or less close values, we assume that they should be part 

of a statistical distribution. As a baseline, we estimate the possible distributions of x0. In the next part, we first 

explain this approach as our baseline, then explain Gaussian Mixture Model and DBSCAN, finally we present 

our proposed clustering algorithm for the mentioned problem.  

4.1. Baseline Clustering 

We make a Gaussian distribution assumption and estimation of the x0 values of the text blocks of a résumé 

(Kokoska & Zwillinger, 2000). We expect to relate the number of columns to the number of peaks in the 

estimated distribution. If we obtain a distribution with a single mode, there is definitely a single column in the 

document. But, the main flaw of this method is that the distribution can have obvious two peaks when there 

happens to be a large space between the x0 values of the same column due to the chosen layout of the résumé. 

Thus, two peaks do not imply two columns. We will call these types of résumés as irregular. An example to 

these irregular résumés is given in Figure 4. Due to the high indents of the original document, two-peak 

distributions are produced by x0 values. An example to a genuinely double-column résumé is also represented 

in Figure 3b.  

If a résumé is single-column but the estimated distribution has two peaks, the estimated x0 values are far apart 

from the real x0 values. To handle correctly the aforementioned irregularity of the résumés, we observe the 

difference between the estimated x0 distribution and the real x0s. However, in some extreme cases, the résumés 

are not directly classified as having one or two columns. We interpret these cases as uncertain, where the true 

number of columns can be either one or two. 

4.2. Gaussian Mixture Model Clustering 

As another statistical approach, we model the problem of clustering x0 values as a Gaussian Mixture Model 

(GMM), which is a category of probabilistic models stating that all generated data points are said to be derived 

from a combination of finite Gaussian distributions with no prior parameters (Xuan et al., 2001). We are to 

estimate the parameters of the individual Gaussian distributions from a posterior distribution. The parameter 
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estimation is performed using the iterative expectation-maximization (EM) algorithm. We follow an empirical 

procedure to determine the number of clusters of the x0 values. Since the clustering incorporates both 

information about in-cluster cohesion and out-of-cluster separation, we choose the cluster number that 

maximizes average silhouette width Rousseeuw (1987) which is a well-known quality metric for finding the 

best cluster separation of the sets. If a résumé is truly double-column, the resulting cluster structure is expected 

to have a high score. We set an empirical silhouette zone in order to categorize the results of the clustering 

performance as single-column, double-column and uncertain. 

  
A single-column résumé Corresponding estimated density 

Figure 4. An example of an irregular résumé. Even though the résumé has only one column, the distribution 

appears to be bimodal 

4.3. DBSCAN Algorithm 

We use the DBSCAN algorithm to simultaneously cluster the x0 and determine the optimal number of clusters 

(Ester et al., 1996). The algorithm, unlike many other clustering methods, does not need a preset the number 

of clusters, which suits to our needs in detecting the number of columns in résumés. Given a set of points in 

space, the algorithm aggregates points that are highly close and marks data points below a certain threshold in 

low-density regions as outliers. It requires two parameter inputs: ϵ, the minimum distance between data points 

in the same cluster, and minPts, the minimum number of data points required to form a cluster. ϵ specifies how 

close the points must be to be considered part of a set. The Euclidean distance is commonly used to measure 

the distance between two points. If the distance between two data points is less than or equal to the ϵ value, it 

means that the point is considered as a neighbor. minPts is the minimum number of points to create a dense 

region. A data point must contain at least as many points as specified by the number of minPts within the 

distance specified by the ϵ value for a region to form a dense region. The minimum value for minPts should 

be 3.  

4.4. Overlapping Headers 

We propose the Overlapping Headers method, which is an algorithm based on the overlapping property of the 

text blocks on the horizontal axis. In their work, Chen et al. (2013) employed the connected component analysis 

of the gaps in order to perform page segmentation. The authors propose a hybrid page segmentation procedure 

with hierarchical methods for removing the appropriate space rectangles and keeping the remaining ones. The 

following describes a similar strategy that we apply in the study. 
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4.4.1. Column Detection with Overlapping Text Blocks 

The representation of different text blocks of a double-column résumé on the Cartesian coordinates is shown 

in Figure 5. The rectangular forms of the text blocks in the same column overlap at certain intervals on the 

horizontal axis, whereas they do not overlap and have large gaps if they belong to different columns. 

 

Figure 5. Overlapping text blocks 

Definition 6. Let ti and tj be two text blocks that each of them is defined by two points {(x0, y0), (x1, y1)} in the 

Cartesian space. ti and tj overlap if their binary overlap interval (BOI) value is zero, BOI (ti, tj) = 0, as given in 

(1). They are disjoint if BOI (ti, tj) = 1. 

𝐵𝑂𝐼 (𝑡𝑖, 𝑡𝑗)  = {
0, 𝑚𝑎𝑥(𝑥𝑖0, 𝑥𝑗0)  −  𝑚𝑖𝑛(𝑥𝑖1, 𝑥𝑗1)  ≤  0

1, 𝑚𝑎𝑥(𝑥𝑖0, 𝑥𝑗0)  −  𝑚𝑖𝑛(𝑥𝑖1, 𝑥𝑗1)  > 0
    (1) 

Definition 7. A column, C, is a set of text blocks in which ∀ (ti, tj) ∈ C2, BOI (ti, tj) = 0. In other words, every 

text block rectangle pair in a column overlaps with each other.  

Property 2. ∃ti ∈ column Ck and ∃tj ∈ column Cl, if ti and tj overlaps then Ck = Cl.  

Definition 8. A document is a set of n text columns. If n > 1, according to Property 2, BOI (ti, tj) = 1, ∀ti and 

tj being member of different columns and vice versa. 

A document is constituted by its columns. If the number of its columns is n, being larger than one, then it has 

n disjoint text block rectangular set, i.e. column. In each set, every text block pair overlap. Based on these 

definitions and their properties, we propose an iterative algorithm to find the number of columns (see 

Algorithm 1). The flow schema of the algorithm is presented in Figure 6. 

The algorithm first retrieves data from the document in the form of text blocks (line #1). Then it builds the 

first column as a set of text blocks with the first processed text block (lines # 3-6). If there are new text blocks 

that overlap this already processed one, it adds them to the existing set (lines #7-14). However, if it has acquired 

new completely disjoint text blocks, it builds a new column for it (lines #7-12,15-18). For each new non-

processed text block, the overlapping check continues until all text blocks are scanned. Finally, the overall 

columns are checked for disjunction (lines #19-23) to ensure Property 2 is correct. 
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Figure 6. Overlapping text blocks flowchart 
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According to the properties and the iterative algorithm proposed, some of the résumé examples having two 

irregular column structures are also marked as single-column as shown in Figure 7. 

  
(a) (b) 

Figure 7. Two résumé examples with irregular structures a) First single, then double-column 

résumé example b) First double, then single-column résumé example 

Algorithm 1 labels the résumé in Figure 7a as single-column from the beginning. Even if there are separate 

columns in the following, the rest is labelled as single-column as well, since the initial text blocks and the 

following blocks overlap with all of the unprocessed text blocks. For Figure 7b, the merge operation in the last 

part of the procedure follows Property 2, whereas there exist disjoint columns at the beginning. As a result, 

this résumé is also categorized as single-column. However, in these examples, the single-column sections are 

only short introductory paragraphs or short articles describing the career goal. The sections containing the 

main information of the résumé are distributed onto two columns in both examples. This is typical of real-

world résumé sample. Considering all extracted text blocks may cause us to ignore such characteristics because 

of the reasons explained above. Nevertheless, instead of working with all text blocks, one can work with some 

proper text blocks such as headers, which may be more meaningful for column disjunctions. In the next section, 

we extend the proposed overlapping algorithm for overcoming such issues.  

4.4.2. Header Detection 

The currently offered methods provide a general framework for determining the number of columns of a 

résumé. However, we encounter irregular column structures in the real-world data as shown in Figure 7. 

Another example is given in Figure 8. This example can be classified as double-column, because the text 

blocks that include the personal information are positioned highly disconnectedly from the text blocks of the 

labels of this information even though they are related on the line basis. As long as these text blocks are not 

positioned close to each other Algorithm 1 will classify such résumés as double-column. As we know that 

these documents are single-column résumés in reality, the separated but actually related text blocks of personal 

information and their labels should be associated. In the example of Figure 8, the main label sections all overlap 

with each other. As a result, they will all fit into a single set of columns. 

In Figure 9, the scatter plot of the (x0, y0) coordinates of the text blocks belonging to two résumé examples is 

shown. The points are coded with different colors with respect to the types of the text blocks: personal 
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information and label. Considering all of the types of text blocks together, the separation of the coordinates is 

vague in the example of a single-column résumé while it is quite obvious in the double-column sample. 

However, we can distinguish clearly the coordinate separation in both cases by using only labels. 

 

Figure 8. A résumé example with one column but having a large distance between disjoint text blocks 
 

  

(a) (b) 

Figure 9. The scatter plot of the (x0, y0) coordinates of the text blocks a) A single column sample b) A 

double-column sample 

Not only for cases like the one shown in Figure 8 but also for any other résumé, checking the overlap of main 

labels is enough instead of checking all text block overlaps. In summary, determining the number of columns 

by extracting all text blocks may result in both unnecessary computational load and incorrect results, as shown 

in the previous examples. 

We propose to consider the text block typology when selecting the important text blocks instead of all for 

overcoming the mentioned issue. We define the text blocks typology into three categories that are related 

hierarchically: characteristics, headers and main headers. In the hierarchy, we call a parent if the text block 

of interest is hierarchically superior and linked to a lesser text block. The lesser text block is called the child 
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of the text block of interest. This categorization allows us to use the important ones instead of considering all 

of them. 

In the first category, there are text blocks that contain personalized explanations, which we call characteristic. 

Characteristics are at the lowest level in the text block hierarchy. They do not have any relationship with lower 

level text blocks, thus they have no children.  

The second category is the header. We define a header as text blocks associated hierarchically with another 

header or characteristic. A header is not specific to a résumé, because they do not include personal information. 

Instead, the headers represent the meta-characteristics of personal information. For instance, “Education 

Level” is a header but “Master’s degree” is a characteristic. Headers may be parents or children of other 

headers.  

We call the third and the top category as main header. The main header text blocks don’t have any parents. 

For example, a text block “Skills” is a main header whereas text blocks of “language”, “certificates” or 

“hobbies” may be its children. But, in some résumés, “language” may become the main header as well.  

A single-column résumé example is displayed in the Figure 10. Here, “Personal Information” is a main header 

but its child, “Language”, is a header. Using the Algorithm 1 with header types text blocks, this résumé is 

classified as a double-column résumé because the headers are disjoint. The algorithm would classify it as 

single-column, if we were to use the main header. 

 

Figure 10. A résumé example with headers and main headers 

As we mentioned previously, preformed document structure is unknown and can be built by using the 

properties of text blocks since usually, the text blocks belonging to the same section have the same font, size, 

or type, even though we encounter exceptions to this inference. Since we use Kariyer.net’s data and there are 

professionals in this company who are especially specialized in reviewing résumés; we benefit from their 

expertise. Rather than developing a method for distinguishing the text block typology, we rely on the header 

and main header lists tailored by the experts of the company. We concentrate on the main headers list provided 

by Kariyer.net because their coordinates are the essential features for the detection of the number of columns. 
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We employ a text similarity check between each extracted text block and main header list elements by using 

sequence matcher approach (Rao et al., 2018). Once the main headers of studied résumé are detected, we apply 

the number of columns finder procedure given in Algorithm 1. 

Even using the main headers, some résumés can be more challenging and their number of columns cannot be 

easily classified, even by the human experts. When we evaluate the example in Figure 7b, there are three main 

headers in one column and two main headers in the other column. In the résumés of regular formats, both 

columns have equal numbers of headers, while there can be more or less headers in the different columns in 

many cases. However, some real-world examples have even more complex structures with different numbers 

of main headers. In the method we propose to add new rules for such résumés. We mark their number of 

columns as uncertain in order not to make any wrong classifications. 

4.5. Hybrid Column Detection 

Each of the previously explained methods has different weaknesses and strengths. They cannot handle some 

complicated cases. Except DBSCAN, each one labels some types of résumés uncertain. The uncertain labels 

of different methods do not cover each other. In other words, one method can detect the number of columns 

while another one marks them as uncertain. We aimed to decrease the number of uncertain résumés. That is 

why we designed a Hybrid Column Detection by using Baseline, DBSCAN, and Overlapping Headers 

together. The sequential flow chart of the Hybrid Column Detection method is given in Figure 11. Coordinate 

values extracted from a résumé are sent to the Hybrid Column Detection Method. We give priority to the 

Overlapping Headers in the hybrid model. If the Overlapping Headers is uncertain, other methods are used.  

 

Figure 11. Hybrid Column Detection Method Flowchart 

5. EXPERIMENTS AND RESULTS 

The résumés used in the experiments are provided by Kariyer.net. They consist of a set of PDF documents 

having different fonts, colors and formats. All of them are authentic résumés created for real job applications 

in Turkey’s marketplace. Some of them have been prepared in ready-made template formats, while some others 

are prepared by the applicants in free format. First, the text parsing process is put into practice. After removing 

any damaged files or those that could not be parsed, we finally have a total number of 1201 of documents in 

the dataset. 
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Prior to evaluating our algorithms, the résumés in the dataset are labeled with their true number of columns 

with the collaboration of human resources experts of Kariyer.net. This manually added ground truth 

information helps us to compare the efficacy of the methods objectively as in supervised learning even though 

all the approaches proposed in Section 3 are fundamentally unsupervised learning methods. 

Each method has its own parameters that affect the performance: the ϵ and minPts in DBSCAN, or the 

silhouette value zone in GMM-based Clustering, which allows us to decide the number of clusters. Before 

evaluating the algorithms, we tune the parameters by using 15% of the master dataset (in 190 résumés). To 

prevent algorithmic biases, we reserve as many résumés as possible for testing. The parameter values for each 

method in these 190 résumés are chosen based on their best performances. 

Usually, the number of columns may be clearly stated by the human expert without any question, but 

occasionally, their determination can be ambiguous even for the expert. As an example, a short part of a résumé 

at the beginning may be in single-column format where a short bio or personal information is placed, but the 

rest of the résumé that includes the other personal information like education, skills or experiences may be in 

double-column format. Some examples of such irregular résumés are displayed in Section 3, Figure 7a, 7b.  

We perform two separate experiments on the test dataset. In the first batch of experiments, we only use résumés 

for which all experts agree on their numbers of columns. In other words, this set consists of the résumés whose 

columns can be distinguished relatively well by the human eye. Throughout our experiments, we refer to this 

set as the “reduced set”. There is a total of 231 résumés, of which 195 documents are single-column and 36 

are double-column. The methods are expected to estimate the true number of columns easily compared to the 

other résumés.  

The second batch of experiments are performed on the set of résumés that are labeled according to the majority 

vote of the experts. We call this set as the “original set”. In the original set, there are a total of 1011 résumés 

of which 678 and 333 are in single-column and double-column format respectively. The original set also 

includes the reduced set.  

We report the results of the experiments on the reduced set of relatively easy-to-analyze résumés in Section 

5.1. The results of the experiments on the original set are presented in Section 5.2. Finally, in Section 5.3, all 

outcomes are examined and discussed collectively. 

5.1. Experiment with the Reduces Set 

All of the aforementioned methods are initially evaluated on the reduced set, and the results of these 

experiments are reported in Figure 12 as confusion matrices. Additionally, Table 3 provides the F1-score, 

precision, recall and accuracy values attained to evaluate these methods. We also show the success on single- 

and double-column résumés separately on Table 4. The Hybrid Column Detection yields the same outcomes 

with the Overlapping Headers because the latter method performed on the reduced set does not produce any 

uncertain predictions. 
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First of al, DBSCAN and GMM-Based Clustering, give different results with an accuracy of 84% and 87% 

respectively. Concentrating on Figure 12a and 12b together, we distinguish that the DBSCAN performs poorly 

for double-column résumés. It could detect only 15 of 36 double-column résumés, which is less than 50% 

accuracy, while GMM-based Clustering catches 26 of 36, which is more than 70% accuracy. On the contrary 

of double-column résumés, DBSCAN gives better performance than the GMM-Based Clustering in single-

column résumés. It seems DBSCAN has a bias towards detecting single-column. Considering F1-Score, 

precision, recall, and overall accuracy, GMM-based Clustering outperforms DBSCAN. 

Table 3. Results on the Reduced Set 

Method Accuracy F1-Score Recall  Precision  

Overlapping Headers 0.97 0.95 0.96 0.94 

Baseline 0.87 0.77 0.81 0.75 

DBSCAN 0.84 0.68 0.67 0.7 

GMM-Based Clustering 0.87 0.77 0.81 0.75 

Baseline predicts far less accurately than the Overlapping Headers in both single-column and double-column 

résumés (Table 4). Furthermore, Overlapping Headers has much less false negatives than the Baseline (Figure 

12c and 12d). Baseline exhibits the same performance on the reduced set as GMM-based Clustering. We 

remind you that these two methods are based on statistical techniques. Both techniques use an assumption that 

x0 follows a Gaussian distribution. Although their performances can be accepted as “good”, we still underline 

that Overlapping Headers perform 10% better than them. 

The reduced set includes résumés with relatively well-formed column structures, that is, the text blocks are not 

indented too far from the margins of the headers or the main headers, which offers in turn clearly detectable 

column margins. Thus, in fact, we expect that these two algorithms would perform as well as Overlapping 

Headers if the column structures could be identified by the x0 coordinate Gaussian distribution properties. 

However, the experimental results reveal that this assumption cannot be sufficient for determining the number 

of columns. 

The Overlapping Headers, which has an accuracy value of 97%, is the method with the highest accuracy among 

all. Almost any résumé can be predicted correctly by using this method. This result can be interpreted as the 

usage of the projection of main header coordinates to the horizontal axis being a good indicator for detecting 

the columns. In this relatively easy set, the three other methods also provide an accuracy rating of over 80%, 

which cannot be considered poor. But Overlapping Headers are highly successful by far. Compared to other 

methods, the DBSCAN includes more false negative predictions for double-column résumés. However, it 

behaves inversely on single-column résumés: the method produces a highly low rate of false negatives. As a 

result, it can be argued that single-column résumés generated using DBSCAN typically perform quite well. In 

particular, it is seen that it is much easier to analyze the more comprehensible résumés in the reduced set. All 

algorithms are effective at predicting the true labels of the résumés in the reduced set. Among them, 

Overlapping Headers is the most successful method. 
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GMM-based Clustering DBSCAN 

  
Baseline Overlapping Headers 

Figure 12. Confusion matrices obtained after the experiments on the reduced set. 
 

Table 4. Accuracies for Single- and Double-column résumés in the Reduced Set 

Method Single-column Double-column 

Overlapping Headers 0.98 0.94 

Baseline 0.89 0.72 

DBSCAN 0.92 0.41 

GMM-Based Clustering 0.89 0.72 

5.2. Experiment with the Original Set 

In the experiments carried out on relatively more understandable résumés in the previous section, the methods 

within the scope of this study perform promisingly. This section focuses on evaluating the performance of the 

set of all résumés, namely the original set. The corresponding confusion matrices are shown in Figure 13. Note 

that the methods except DBSCAN and the Hybrid Column Detection include the uncertain estimations within. 

These results report that DBSCAN yields an accuracy measure of 82%, dramatically higher than the GMM-

based Clustering. When observing the separated performances on each column type regarding Table 5, we 

notice that not only on single- but also on double-column, GMM-based Clustering exhibits the worst 

performances. In both cases, in comparison with the other proposed methods, the GMM-based Clustering 
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produces too many uncertain estimations. In addition, it estimates 149 of 378 non-uncertain labels incorrectly. 

Its performance on both reduced and original sets reveals that it does not achieve much in deciding the number 

of columns when they are not obvious. When compared with GMM-based Clustering, Baseline is more 

successful, although they both use Gaussian distribution Assumptions. In particular, it has a moderate 

efficiency for single-column detection. But, as it was the case in the experiments with the reduced set, its 

performance is low for double-column detection. Considering the Baseline and Overlapping Headers, the 

Overlapping Headers outperforms the Baseline by correctly estimating 84% of the résumés, whereas the 

Baseline attains a percentage of 61% of the same set. Additionally, the Overlapping Headers yields less errors 

than the Baseline in its single- and double-column predictions. The résumés are labeled intermediately as 

uncertain by the Baseline and Overlapping Headers instead of being erroneously estimated. This results with 

less erroneous predictions in single- or double-column predictions. 

   
GMM-based Clustering DBSCAN Baseline 

 

  
a) Overlapping Headers b) Hybrid Column Detection 

Figure 13. Confusion matrices obtained after the experiments on the original set 

Among the two methods which does not use uncertain labels, the DBSCAN predicts 836 accurate predictions 

for single- and double-column, but it predicts the number of columns of 175 résumés incorrectly. Among all 

methods, DBSCAN produces the falsest negatives as it was the case in the reduced set. More importantly, it 

produces an incorrect assessment of the 108 double-column résumés. It estimates 32% of the résumé labels 

inaccurately. However, it estimates only 10% of single-column résumés incorrectly. Therefore, it can be said 
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that DBSCAN tends to accurately predict single-column résumés in the original collection, as it was the case 

in the reduced set. The Hybrid Column Detection, on the other hand, performs highly better than any other 

method, correctly predicting 641 single-column and 302 double-column résumés. It gives the highest accuracy 

on both single- and double-column. In Table 6, we report the F1-score, accuracy, precision and recall values 

of the experimental results on the original set. The Hybrid Column Detection outperforms the other number of 

columns prediction methods in terms of all of the aforementioned metrics. The GMM-Based Clustering, on 

the other hand, performs too poorly with an accuracy of 22%. Although the Baseline does not show a high 

performance with an accuracy of 61%, it estimates 622 of the résumés correctly (Figure 13c). It produces an 

incorrect single or double-column estimate for only 109 résumés. 

Table 5. Accuracies for Single- and Double-column résumés in the Original Set 

Method Single-column Double-column 

Hybrid Column Detection 0.95 0.9 

Overlapping Headers 0.86 0.79 

Baseline 0.71 0.41 

DBSCAN 0.9 0.67 

GMM-Based Clustering 0.15 0.15 

 

Table 6. Results on the Original Set 

Method Accuracy F1-Score Recall Precision 

Hybrid Column Detection 0.93 0.93 0.93 0.94 

Overlapping Headers 0.84 0.89 0.84 0.93 

Baseline 0.61 0.7 0.61 0.84 

DBSCAN 0.82 0.82 0.82 0.82 

GMM-Based Clustering 0.22 0.32 0.22 0.65 

6. DISCUSSION 

When we evaluate all the experimental results together, we see that the Overlapping Headers yields the best 

results in the experiments on the reduced set. Furthermore, on the original set, the Hybrid Column Detection, 

which employs the Overlapping Headers as an intermediate step to determine also the uncertain résumés, gives 

the most successful results. The poorest results are obtained with the two well-known clustering methods; 

DBSCAN and GMM-based Clustering. When we consider both the experimental performances and their own 

characteristics, we can reach the following conclusions for the studied methods; 

1. Clustering the x0 coordinates of the text blocks is a highly promising approach for detecting the number of 

columns of résumés.  

2. Among the clustering approaches, clustering with DBSCAN algorithm tends to mark résumés as single-

column.  

3. The determination of the number of columns through statistical methods based on the Gaussian distribution 

fitting shows moderate performance if the columns are well separated. From these methods, simply stating 

the number of estimated Gaussian densities of the x0 distribution performs better than more complex 

method of GMM-based Clustering.  
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4. The idea of hierarchical separation of text blocks and the use of more descriptive main headers seems 

effective for column number finding problem because Overlapping Header results with higher success 

rates in detecting the number of columns.  

5. The Overlapping Headers approach performs better than both traditional clustering methods (DBSCAN or 

GMM-based Clustering) and the statistical fitting-based methods (Baseline or GMM-based Clustering).  

6. We deduce that running other clustering methods on the x0 coordinates of the headers or the main headers, 

instead of the x0 coordinates of all text blocks can increase the performance in determining the number of 

columns. However, in this case, since the number of points that are to be clustered will be too small, it 

may be challenging to determine the parameters of the algorithms.  

7. Every method has its own strengths and weaknesses. An incorrectly classified résumé by a certain method 

may be correctly classified by other methods. This leads us to combine the strengths of the methods 

successively.  

8. The hybrid approach, built upon the strengths of the individual algorithms, makes use of the uncertain 

situations that are classified by the Overlapping Headers. This intermediate extension makes this approach 

the most successful approach in determining the number of columns. In the experiments that use the set of 

many challenging cases, the success rate of the Hybrid Column Detection is about 10% higher than that of 

Overlapping Headers. 

Among the proposed approaches, we obtain the best results with the proposed hybrid approach. This one 

combines the strength of baseline, DBSCAN and proposed overlapping headers. Since it is based on several 

powerful methods, it captures the exception cases as well as the common cases. This method is used in real-

world systems for detecting the headers of many different types of curriculum vitae. It is flexible for one and 

two columns and mixtures as well. 

7. CONCLUSION 

This study focused on determining the number of columns that a résumé file has, regardless of how the column 

structure is set up. This issue can be solved by methods such as natural language processing or text mining. 

However, configuring a file with these methods, whose document structure is unknown, requires labeling 

almost every section in that file. In many files, it is challenging to determine how the sections are divided, even 

with the human eye. As a result, such labeling tasks require a lot of time and effort but they might not be 

objective. Therefore, we refrained from using a supervised learning strategy, which necessitates meticulous 

document tagging. Instead, first, we suggested using the text blocks’ coordinates that were taken from the 

résumés according to our empirical observations on the set of résumés taken from Kariyer.net; second, we 

defined the problem of finding the columns of a résumé as a clustering of their extracted text block coordinates; 

and third, we presented a new clustering method, Overlapping Headers, using these coordinates and compared 

its performance with the well-known clustering approaches.  
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In order to measure the performance of the proposed method, two separate experiments were conducted on the 

dataset provided by the Kariyer.net platform, with résumés whose number of columns were previously marked 

by experts. In the first experiment, column structures that are relatively easy to detect were used. In the second 

experiment, difficult résumés, in which it could not be easily decided how many columns there were, were in 

the majority. In both experiments, it was seen that the proposed method was more successful than the baselines. 

The Overlapping Headers in the easy set showed a high success rate of 97%. In the difficult set, the Hybrid 

Column Detection achieved 93% success. With the detailed evaluation of the methods, it was seen that 

traditional clustering approaches were one step behind the methods we suggested in determining the number 

of columns. Of these, DBSCAN tended to find a single column, while GMM-based Clustering performed quite 

unsuccessfully, with 22% accuracy, especially in experiments involving difficult cases. Thus, it turns out that 

novel clustering methods developed specifically for this problem give better results in determining the number 

of columns. 

Although the study was performed on résumés, the suggested strategies are not résumé-specific and can be 

applied to any other types of text documents. Additionally, the proposed methodology is independent from the 

language of the résumé because it is based on texts’ locations. It has the ability to work with any natural 

language. The approach is not affected by whether the text is written from left to right or right to left. This 

work can be extended along many different paths. First, all the methods can be tested on documents different 

from résumés. One expects that the methods should find the number of columns more accurately on other types 

of documents because résumés are one of the most irregular documents in terms of their structures. Second, 

an extension to the Overlapping Headers can be proposed because this method still cannot detect the number 

of columns for some of the difficult cases. In this work, we proposed using main headers rather than using all 

text blocks. A more definitive feature of the text blocks can be found by building their complete hierarchical 

structures. However, this can be an effort-demanding task since each résumé has almost its own free format. 

Third, in this work, we focus on finding only single and double columns. In some cases, a document might 

have three or more columns. Thus, Overlapping Headers can be generalized for more the number of columns. 

Finally, here we completely focus on unsupervised approaches. However, supervised learning based on the 

text block coordinates can also be successful. Since the résumé set that we use in our experiments is already 

labelled, a model can be trained. 
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Machine failure prediction is crucial for minimizing downtime and optimizing maintenance strategies 

in industrial settings. This study aims to enhance the accuracy of machine failure prediction models by 

integrating advanced hyperparameter optimization techniques with feature selection methods. Various 

optimization techniques, including Optuna, Hyperopt, and Spearmint, were evaluated, along with feature 

selection methods utilizing Grey Wolf Optimization (GWO) and Whale Optimization Algorithm 

(WOA). The findings reveal that the CatBoost model optimized with GWO and Optuna achieved the 

highest performance, with an accuracy of 88.3%, an F1 score of 88.3%, and a Matthews Correlation 

Coefficient (MCC) of 76.7%. In comparison, WOA demonstrated competitive yet slightly lower results, 

with the best accuracy of 85.9% achieved using CatBoost and Optuna. The study also highlights that 

Linear Discriminant Analysis (LDA), optimized with Optuna, showed notable performance, with an 

accuracy of 86.0%, an F1 score of 85.8%, and an MCC of 74.6% without feature selection, which 

improved to 87.8%, 87.8%, and 76%, respectively, with GWO-based feature selection. The overall 

results indicate that GWO outperforms WOA in improving model performance, particularly when paired 

with advanced hyperparameter tuning techniques. 
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1. INTRODUCTION 

The industrial maintenance strategies are devised in a way that they utilize the predictive failure methodology 

to avoid system failures and thus reduce the unplanned downtime of equipment, machines, and processes. To 

this end, accurate prediction of future failures is essential to ensure timely planning of maintenance activities. 

Failure prediction approaches utilize both past and market data which signify system states, events and 

operations to predict the outcomes. Accurately analyzing this data enables failures to be predicted and 

preventive maintenance activities to be carried out in a timely manner. Fault prediction plays a critical role in 

the safety, efficiency and cost effectiveness of industrial operations. Unplanned downtime can lead to 

production losses, increased repair costs and even customer dissatisfaction. For example, Amazon's 49-minute 

outage in 2013 resulted in $4 million in lost sales (Tweney, 2013). According to a survey conducted by the 

Ponemon Institute, an organization reportedly loses an average of $138,000 per hour due to an outage 

(Ponemon Institute, 2011). Preventing such losses requires the effective use of failure prediction methods. 
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Machine failures can be caused by various factors. These factors include mechanical wear and tear, improper 

assembly, improper use, environmental conditions such as excessive temperature and humidity. Mechanical 

wear can adversely affect the performance of components over time, leading to failures. Furthermore, uneven 

distribution of loads on equipment can also trigger the occurrence of failures. Incorrect installation situations 

can lead to improper machine operation and potential breakdowns, while incorrect usage scenarios can lead to 

unexpected downtime caused by operator errors. Environmental conditions, especially factors such as high 

temperature and humidity, stress the operating conditions of machines, increasing the likelihood of failure. 

Therefore, it is crucial for failure prediction systems to consider this variety of factors and analyze the data to 

make reliable predictions. Failure prediction increases the continuity and efficiency of industrial processes by 

identifying such situations in advance, enabling maintenance strategies to be implemented effectively (Zonta 

et al., 2020). 

Over the last few years, machine learning (ML) has become more and more relevant and vital to prediction 

model training, evaluation of model performance, and deployment in the production environment. ML-based 

failure prediction models are increasingly being adopted due to the rapid progress of machine learning 

algorithms along with their free accessibility in software packages, and the abundance of industrial data from 

big data analytics and stream processing platforms (Leukel et al., 2021). ML-based failure prediction models 

are known to be effective for various systems such as agricultural machinery, wind turbines, aircraft 

components, information and communication technology devices, and manufacturing plants. In studies on 

agricultural machinery, predicting failures using sensor data and operating conditions increases machine 

efficiency and reduces unexpected downtime (Abdallah et al., 2021). Models developed for agricultural 

machinery are critical, especially during harvest periods, and ensure the continuity of these machines. Wind 

turbines are another important application area. In wind turbine failure prediction, a wide range of parameters 

such as vibration analysis and power generation data are used to determine the probability of failure in advance 

(Jin et al., 2021). Such an approach increases energy efficiency and reduces maintenance costs. ML-based 

studies on aircraft components perform component life predictions and failure risk analysis to improve the 

safety of aircraft (Li et al., 2023). Information and communication technology devices are another area where 

ML applications are effective. Failure predictions on network devices develop proactive maintenance 

strategies by analyzing system monitoring data to improve user experience and minimize service interruptions 

(Rzayeva et al., 2023). In manufacturing plants, ML-based fault prediction systems are used to monitor the 

status of machines on production lines and detect abnormal behavior (Ayvaz & Alpay, 2021). 

The effectiveness of machine learning algorithms in the field of fault prediction is closely related not only to 

the selection of the right model, but also to the feature selection processes and hyperparameter optimization. 

Feature selection is a critical step that affects the success of the model, because in high-dimensional datasets, 

redundant or irrelevant features can increase the complexity of the model and lead to overlearning. Improper 

selection of features can negatively affect the overall performance of the model and lead to low accuracy in 
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failure predictions. Hyperparameter optimization is another important step to improve the performance of 

machine learning models. Proper tuning of hyperparameters can greatly affect the generalization ability of the 

model. However, the process of hyperparameter optimization is often time-consuming and can be costly in 

terms of computational resources depending on the size of the dataset. Moreover, the performance results 

obtained with a given combination of hyperparameters may vary depending on the complexity of the model 

and the features used. This makes it difficult to find optimal hyperparameters. These limitations may affect the 

accuracy and reliability of the ML models used in failure prediction, reducing the applicability of the results. 

Therefore, effective feature selection and hyperparameter optimization process is vital for the success of failure 

prediction systems. 

The field of failure prediction and industrial maintenance has witnessed substantial advancements through 

various research efforts, driven by the need to enhance operational efficiency and minimize unplanned 

downtimes. A significant body of work has focused on developing and refining methods for predicting failures 

in industrial systems, utilizing both traditional statistical approaches and modern machine learning techniques. 

These studies have contributed to a deeper understanding of failure mechanisms, improved predictive 

accuracy, and the development of more effective maintenance strategies. 

Wahid et al. (2022) present a novel forecasting method for predictive maintenance (PdM) which applies a 

hybrid model with convolutional neural networks (CNN) and long short-term memory (LSTM) that includes 

a skip connection (CNN-LSTM). This approach leverages the strengths of both CNNs for high-level feature 

extraction and LSTMs for analyzing long-term dependencies in time-series data. Experiments conducted with 

Microsoft's case study dataset, containing failure history, maintenance records, error conditions, and telemetry 

data, show that the hybrid CNN-LSTM model achieves the highest prediction accuracy for machine failure 

compared to individual CNN or LSTM models. 

Celikmih et al. (2020) focused on predicting aircraft system failures using machine learning models and a 

hybrid data preparation approach. They collected two years' worth of maintenance and failure data, identifying 

nine input variables and one output variable. Their method involves a two-stage process: using ReliefF for 

feature selection and a modified K-means algorithm to remove noisy data. The model's performance was 

evaluated with Multilayer Perceptron (MLP), Support Vector Regression (SVR), and Linear Regression (LR), 

using metrics such as Correlation Coefficient (CC), Mean Absolute Error (MAE), and Root Mean Square Error 

(RMSE). The study concludes that their hybrid approach effectively predicts failure counts. 

Mishra and Manjhi (2018) addressed the challenges faced by financial organizations in managing a mix of 

new and old technologies within their branches, including ATMs and self-service devices. They proposed a 

service-oriented, vendor-focused approach to integrate maintenance and technical support strategies 

effectively. Their study emphasizes the importance of predictive maintenance in optimizing branch operations 

by leveraging predictive analytics and machine learning technologies. The proposed method and machine 
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learning model predict the likelihood of device and component failures within a specified future timeframe, 

aiming to enhance customer satisfaction and improve overall business performance. 

Campos et al. (2019) investigated the use of heterogeneous ensembles of ML techniques for Online Failure 

Prediction (OFP). They highlighted that while individual ML models are effective, combining various 

algorithms into ensembles can enhance performance by leveraging different biases. The study assessed the 

effectiveness of different base learners and combination methods to improve prediction accuracy. Results 

indicated that certain combinations of learners and techniques, even if not the best individually, can 

significantly enhance failure prediction. Additionally, analyzing the interactions between learners in successful 

ensembles provided valuable insights into their improved performance. 

Wang et al. (2017) suggested a technique for performance monitoring and failure prediction in optical networks 

by means of machine learning. They assisted SVM (Support Vector Machine) and Double Exponential 

Smoothing (DES) to construct risk-aware models that are particular for equipment failure prediction. The study 

identified that this issue has not been thoroughly addressed before. Experimental results demonstrated that the 

DES-SVM method achieved an average prediction accuracy of 95% for forecasting optical equipment failures. 

This high accuracy indicates that the proposed method significantly improves traditional risk-aware models, 

enhancing the stability and reliability of optical networks by effectively predicting and mitigating equipment 

failure risks. 

Mohammed et al. (2019) have presented the issue of failure prediction in high-performance computing and 

cloud systems, which is critical. As these systems have become more complicated, traditional strategies of 

fault-tolerance like regular checkpointing and replication are no longer sufficient. This study aims to examine 

the role of machine learning in the enhancement of the accuracy of failure prediction. The scientists invent the 

model of predicting failure by applying time series analysis and various machine learning algorithms, such as 

SVM, RF, KNN, Classification and Regression Trees (CART), and LDA. Their experimental results showed 

that the SVM-based model achieved an average prediction accuracy of 90%, demonstrating its effectiveness 

in predicting system and application failures more accurately compared to other algorithms. This suggests that 

machine learning techniques can significantly improve failure management and proactive measures in high-

performance computing systems. 

Pellegrini et al. (2015) introduced the Framework for Building Failure Prediction Models (F2PM), a machine 

learning-based framework designed to predict the Remaining Time to Failure (RTTF) of applications 

experiencing software anomalies. F2PM operates independently of specific applications by focusing on 

system-level features, thus enabling its use across various contexts without requiring manual adjustments. The 

framework performs feature selection to identify key system features that significantly impact RTTF 

prediction, allowing the creation of optimized models tailored to different feature sets. Users can evaluate these 
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models based on prediction accuracy and model-building time, with experimental results demonstrating the 

framework's efficacy using the TPC-W e-commerce benchmark. 

This study distinguishes itself from existing research by not only examining the performance of various 

machine learning algorithms for failure prediction but also comprehensively evaluating the combined impact 

of nature-inspired feature selection methods and modern hyperparameter optimization techniques. While 

previous studies often focus on specific approaches in isolation, this research integrates GWO and WOA for 

feature selection with hyperparameter optimization techniques including Optuna, Hyperopt, and Spearmint. 

GWO, inspired by the natural hunting behavior of grey wolves, provides an efficient mechanism for selecting 

optimal features, while WOA, based on whale hunting strategies, excels in handling complex data structures. 

For hyperparameter optimization, Optuna dynamically automates optimization processes, Hyperopt leverages 

Bayesian optimization for efficient searches in high-dimensional parameter spaces, and Spearmint enhances 

performance when the objective function is uncertain. The study evaluates these techniques on machine 

learning models, including Random Forest (RF), Gradient Boosting (GB), CatBoost, LDA, and K-Nearest 

Neighbors (KNN), to identify the most effective combinations for fault prediction. The findings aim to reveal 

how the integration of feature selection and hyperparameter optimization can enhance model reliability and 

efficiency, ultimately improving predictive maintenance strategies in industrial applications. 

2. MATERIAL AND METHOD 

This section outlines the dataset characteristics, details of the machine learning algorithms employed, the 

performance metrics used for algorithm comparison, and the data preparation procedures. The objective is to 

establish a robust methodological and analytical framework for the research, thereby enhancing the scientific 

contribution of the study and ensuring its reproducibility. 

2.1. Dataset 

The dataset used in this research is publicly available on the Kaggle platform. It contains sensor data collected 

from various types of machinery, such as industrial pumps, air compressors, and CNC machines, with the aim 

of predicting machine failures in advance. The dataset comprises 944 entries and is composed of multiple 

features recorded from sensors installed on the machines, along with a binary indicator of machine failures. A 

detailed description of each feature included in the dataset is provided in Table 1. 

The heatmap in Figure 1 presents the correlation coefficients between various operational parameters of a 

machine and the binary failure indicator. Notably, the “fail” variable demonstrates a moderate positive 

correlation with the AQ (r = 0.58), indicating that elevated air pollution levels are associated with a higher 

likelihood of machine failure. Conversely, there is a moderate negative correlation between “fail” and the CS 

readings (r = -0.47), suggesting that reduced electrical current usage may be linked to an increased risk of 

failure. Additionally, the heatmap reveals significant interdependencies among features, such as a strong 
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positive correlation between VOC levels and fail rate (r = 0.80), highlighting the complex interactions within 

the machine's operational environment. 

Table 1. Dataset Features and Descriptions 

Feature Description 

footfall The count of people or objects passing by the machine. 

tempMode The temperature setting or mode of the machine. 

AQ The air quality index near the machine. 

USS Ultrasonic sensor readings indicating the proximity of objects to the machine. 

CS Electrical current usage of the machine as measured by current sensors. 

VOC The level of volatile organic compounds detected near the machine. 

RP The rotational position or revolutions per minute (RPM) of the machine parts. 

IP The pressure of the input supplied to the machine. 

Temperature The current operating temperature of the machine. 

fail A binary indicator of machine failure (1 indicates failure, 0 indicates no failure). 

 

 

Figure 1. Heatmap of the Dataset 

2.2. Data Preparation 

The descriptive statistics of the dataset reveal varying scales and distributions among the features. For instance, 

the footfall variable exhibits a wide range (0 to 7300) with a mean of 306.38 and a high standard deviation of 

https://doi.org/10.54287/gujsa.1544942


160 
Sinap, V.  

GU J Sci, Part A 12(1) 154-174 (2025) 10.54287/gujsa.1544942  
 

 

1082.61, indicating significant variability in the number of people or objects passing by the machine. In 

contrast, other parameters, such as the AQ, USS, and CS, have more limited ranges and are approximately 

normally distributed, with moderate standard deviations (1.44, 1.38, and 1.27, respectively). Data 

normalization was conducted to minimize the quite large disparities between different features; thus, all the 

variables can affect equally the model's performance. The dataset is complete with no missing values, thereby 

the implemented methods of imputation were unnecessary. 

2.3. Ensemble Learning 

Ensemble learning is a powerful machine learning approach that combines multiple base models to improve 

overall prediction performance and robustness. In this study, two ensemble methods were employed: Voting 

Ensemble Classifier (VEC) and Stacking Ensemble Classifier (SEC). Both methods leverage the strengths of 

multiple classifiers to achieve better generalization compared to individual models. The VEC combines the 

predictions of several base learners through a majority voting scheme (hard voting) or by averaging their 

predicted probabilities (soft voting) (Lasotte et al., 2022). The prediction of the VEC is formally defined, as 

given in (1). 

 𝑦̂ =  argmax ∑ 𝜔𝑖

𝑁

𝑖=1

∙ 𝑓𝑖(𝓍) (1) 

where 𝑦̂ represents the final predicted class, 𝜔𝑖 denotes the weight assigned to the 𝑖-th base classifier 𝑓𝑖(𝓍), 

and 𝑁 is the total number of classifiers. 

The SEC, on the other hand, is a more sophisticated approach that trains a meta-classifier to the ensemble of 

predictions obtained from various base classifiers. In this technique, the outputs of the base classifiers are used 

as input features for the meta-classifier, which learns to optimally combine them to minimize error (Rajadurai 

& Gandhi, 2022). The prediction formula for SEC is expressed, as given in (2). 

 𝑦̂ =  𝑔(𝑓1(𝓍), 𝑓2(𝓍), … , 𝑓𝑁(𝓍)) (2) 

where 𝑔 is the meta-classifier function, and 𝑓1(𝓍), 𝑓2(𝓍), … , 𝑓𝑁(𝓍) are the base classifiers. 

The choice of ensemble methods in this study was driven by their ability to address the limitations of single 

classifiers, such as overfitting and high variance, particularly in complex datasets with multiple operational 

parameters. For the VEC, base learners were selected to provide diverse perspectives: CatBoost, known for its 

effectiveness with categorical data and boosting capabilities; RF, which offers robustness through an ensemble 

of decision trees; and KNN, valued for its simplicity and ability to capture local patterns. In contrast, the SEC 

employs a meta-learning approach where a meta-learner is trained to optimally combine the outputs of several 

base learners. For this study, CatBoost was selected as the meta-learner due to its proficiency in managing 
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complex interactions and its ability to effectively synthesize predictions from the base models, which include 

CatBoost, RF, and KNN. 

2.4. Feature Selection 

In this study, the GWO and the WOA were utilized for feature selection. The choice of features is a very 

important stage in the technique of machine learning, targeting to improve the performance of the model by 

recognizing the most relevant features and minimizing the dimensionality. This process helps in mitigating 

overfitting, improving model interpretability, and reducing computational costs. The GWO began by 

initializing a population of potential solutions, each representing a different subset of features from the dataset. 

These solutions were organized into a social hierarchy consisting of alpha, beta, delta, and omega wolves. The 

alpha wolves, representing the best-performing feature subsets, guided the optimization process, while the beta 

and delta wolves provided additional guidance to prevent premature convergence and maintain diversity in the 

search process (El-Kenawy & Eid, 2020). Throughout the optimization process, the GWO algorithm simulated 

the natural hunting strategies of grey wolves, consisting of three main phases: encircling, hunting, and 

attacking the prey. In the encircling phase, wolves updated their positions based on the locations of the alpha, 

beta, and delta wolves, enabling them to concentrate on the most promising areas of the feature space. During 

the hunting phase, the GWO calculated a weighted average of the positions of the top wolves, balancing 

exploration of new areas with exploitation of known good solutions. As the optimization progressed into the 

attacking phase, the algorithm increased its emphasis on exploitation to converge on the optimal subset of 

features. 

The WOA, based on the hunting behavior of humpback whales, was also utilized for feature selection. WOA 

mimics the bubble-net feeding strategy of whales, which involves encircling prey and employing a spiral 

search technique. This approach enables WOA to navigate the feature space effectively and identify optimal 

feature subsets. WOA’s strength lies in its capacity to escape local optima and converge towards global 

solutions, thereby selecting features that contribute significantly to the model’s performance (Khaire & 

Dhanalakshmi, 2022). 

2.5. Validation Method 

Cross-validation is a widely used technique for assessing the performance and generalization ability of 

machine learning models. In this context, 5-fold cross-validation was implemented to ensure a comprehensive 

evaluation of the models. This method involves partitioning the dataset into five distinct subsets or "folds." In 

this process, every fold is used once as a test set while the remaining four folds are joined together to create 

the training set. This process is carried out a total of five times, with each fold serving as the test set once and 

only once. The 5-fold cross-validation procedure can be described using the following equation, as shown in 

(3). 
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 CV =  
1

𝑘
∑ Performance(𝐷𝑖)

𝑘

𝑖=1

 (3) 

Formally, let 𝐷 denote the entire dataset, and 𝐷𝑖  represent the 𝑖-th fold, where 𝑖 ranges from 1 to 5. 

2.6. Performance Metrics 

To evaluate the performance of the models, several key metrics were utilized: Accuracy, F1 Score, and MCC. 

Each of these metrics provides different insights into the model's predictive capabilities and overall 

performance. 

Accuracy: The accuracy is calculated as the number of correctly classified instances divided by the total 

number of instances. It is defined as (4): 

 Accuracy =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (4) 

where 𝑇𝑃 is the number of true positives, 𝑇𝑁 is the number of true negatives, 𝐹𝑃 is the number of false 

positives, and 𝐹𝑁 is the number of false negatives. 

F1 Score: The F1 Score is the harmonic mean of Precision and Recall which gives a balance between the two 

metrics. It is particularly useful for imbalanced datasets. The F1 Score is provided in (5). 

 F1 Score = 2 ×  
Precision × Recall

Precision + Recall
 (5) 

where Precision is defined as (6): 

 Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (6) 

and Recall is defined as (7): 

 Recall =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (7) 

MCC: MCC provides a balanced measure of classification performance that considers all four categories of 

the confusion matrix. The MCC is calculated as shown in (8). 

 MCC =  
𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃) × (𝑇𝑃 + 𝐹𝑁) × (𝑇𝑁 + 𝐹𝑃) × (𝑇𝑁 + 𝐹𝑁)
 (8) 
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2.7. Model Setups 

The dataset is divided into two parts, with 80% allocated for training and 20% for testing, using a random state 

of 42 to ensure reproducibility. For determining the hyperparameters, three optimization techniques -Optuna, 

Hyperopt, and Bayesian optimization (Spearmint)- were employed, each bringing distinct advantages to the 

optimization process.  

Optuna is a self-tuning hyperparameter optimization framework which finds optimal hyperparameters by 

applying a dynamic and efficient search algorithm. It employs a tree-structured Parzen estimator (TPE) for 

Bayesian optimization but is also capable of other search strategies like grid search or random search. Optuna 

allows for the definition of an objective function and performs optimizations in a highly flexible and scalable 

manner (Parra-Ullauri et al., 2023). It can prune unpromising trials early in the optimization process, speeding 

up the search and enhancing computational efficiency. Hyperopt is another popular hyperparameter 

optimization tool that focuses on efficient searching through large, high-dimensional spaces. It is based on 

Bayesian optimization, using the TPE as a surrogate model to guide the search process towards promising 

areas. Unlike traditional grid or random searches, Hyperopt incrementally builds a model of the objective 

function, enabling it to make informed decisions on where to sample next (Luo, 2016). This allows Hyperopt 

to effectively explore and exploit the hyperparameter space, particularly for complex and high-dimensional 

optimization tasks. Spearmint is a specific implementation of Bayesian optimization that is designed to handle 

black-box optimization problems where the objective function is expensive to evaluate (Archetti & Candelieri, 

2019). It models the objective function using Gaussian processes and utilizes the expected improvement 

criterion to choose the next set of hyperparameters to evaluate (Young et al., 2018). Spearmint is particularly 

effective in scenarios where the evaluation of each set of hyperparameters is time-consuming or costly, as it 

aims to minimize the number of evaluations required to find the optimum solution. In this study, only the 

hyperparameter settings obtained through Optuna are presented, as it yielded the best results. Table 2 provides 

the optimized hyperparameter settings for the models. 

For Optuna, the configuration included a total of 100 trials with the TPESampler for efficient search and the 

MedianPruner to eliminate fewer promising trials early. Hyperopt was utilized with a maximum of 100 

evaluations, employing the TPE algorithm for Bayesian optimization, and incorporated various 

hyperparameter distributions such as uniform and choice. Bayesian Optimization, specifically Spearmint, was 

configured with 100 iterations and used the Expected Improvement acquisition function, with parameters set 

to kappa=1.96 and xi=0.01 to balance exploration and exploitation. Table 3 presents the hyperparameter 

settings used for each optimization technique. 

The data analysis and model testing were conducted using the Python programming language. For data 

processing and manipulation, the pandas and NumPy libraries were employed, providing robust tools for 

handling large datasets. The scikit-learn library was utilized for model development and evaluation, offering a 
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comprehensive range of machine learning algorithms and performance metrics. All analyses were performed 

within the Jupyter Notebook environment, which integrates code, text, and visualizations seamlessly. The 

computational experiments were executed on a PC equipped with an AMD Ryzen 7800X3D processor, 

operating at 4.2 GHz, and an NVIDIA GeForce RTX 4070 Ti GPU, supported by 32 GB of 6000 MHz DDR5 

RAM. The system ran on Windows 11, ensuring a stable and efficient development environment. 

Table 2. Hyperparameter Settings for Models Optimized Using Optuna 

Model Hyperparameter Settings 

RF n_estimators, max_depth, min_samples_split, 

min_samples_leaf 

120, 12, 3, 2 

GB n_estimators, learning_rate, max_depth, 

min_samples_split, min_samples_leaf 

221, 0.07, 6, 3, 2 

CB iterations, learning_rate, depth, l2_leaf_reg, 

bagging_temperature 

545, 0.03, 8, 3, 0.9 

LDA solver, shrinkage, n_components, tol “lsqr”, “auto”, 1, 0.0001 

KNN n_neighbors, weights, algorithm, leaf_size, p 7, “distance”, “auto”, 30, 2 

VEC estimators, weights [(“CatBoost”, CB()), (“RF”, RF()), 

("KNN", KNN())], [1, 2, 1] 

SEC estimators, final_estimator [(“CatBoost”, CB()), (“RF”, RF()), 

(“KNN”, KNN())], CatBoost 
 

Table 3. Hyperparameter Settings for Optimization Techniques 

Optimization Technique Settings 

Optuna n_trials=100, sampler=TPESampler, pruner=MedianPruner 

Hyperopt max_evals=100, algo=tpe.suggest, domain=hp.choice, hp.uniform 

Bayesian Optimization n_iter=100, acq_func=Expected Improvement, kappa=1.96, xi=0.01 

3. EXPERIMENTAL STUDY AND FINDINGS 

The experimental phase of the study is examined in four distinct stages. In the first stage, the model 

performances on sub-datasets without feature selection and hyperparameter optimization are investigated and 

compared. The second stage focuses on the application of hyperparameter optimization techniques, Optuna, 

Hyperopt, and Spearmint, without feature selection. The third stage involves an evaluation of feature selection 

combined with hyperparameter optimization methods using GWO. Finally, the fourth stage assesses the impact 

of WOA on hyperparameter optimization methods. Table 4 provides the results for model performance without 

feature selection and hyperparameter optimization. 

When examining Table 4, it is evident that among the evaluated models, CatBoost stands out with the highest 

performance across all metrics. It achieved an Accuracy of 0.797, an F1 Score of 0.795, and an MCC of 0.716. 

The average performance across models is an Accuracy of 0.787, an F1 Score of 0.785, and an MCC of 0.700, 

with a standard deviation of 0.0080 for Accuracy, 0.0078 for F1 Score, and 0.0107 for MCC. 
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Table 4. Model Performance without Feature Selection and Hyperparameter Optimization 

Models Accuracy F1 MCC 

CatBoost 0.797 0.795 0.716 

LDA 0.790 0.788 0.701 

GB 0.791 0.789 0.705 

KNN 0.775 0.773 0.684 

RF 0.780 0.779 0.694 

Avg. 0.787 0.785 0.700 

Std. Dev. 0.0080 0.0078 0.0107 

VEC 0.785 0.782 0.703 

SEC 0.790 0.787 0.708 

Table 5 presents the performance metrics of various models optimized with different hyperparameter tuning 

techniques, specifically Optuna, Hyperopt, and Spearmint. Among the evaluated models, LDA optimized with 

Optuna achieved the highest performance, with an Accuracy of 0.860, an F1 Score of 0.858, and an MCC of 

0.746. This indicates that LDA, when combined with Optuna for hyperparameter optimization, outperforms 

the other algorithms in terms of Accuracy, F1 Score, and MCC. When comparing these results to those 

presented in Table 4, where models were assessed without feature selection and hyperparameter optimization, 

we observe a notable improvement. For instance, CatBoost's performance increased from an Accuracy of 

0.797, an F1 Score of 0.795, and an MCC of 0.716 to 0.823 with Optuna, 0.858 with Hyperopt, and 0.812 with 

Spearmint. Similarly, LDA's performance improved from an Accuracy of 0.790, an F1 Score of 0.788, and an 

MCC of 0.701 to the highest values with Optuna. The average performance metrics across models with 

hyperparameter optimization are also higher compared to those without. Specifically, the average Accuracy, 

F1 Score, and MCC are 0.829, 0.828, and 0.720 with Optuna; 0.823, 0.820, and 0.715 with Hyperopt; and 

0.799, 0.797, and 0.708 with Spearmint. This improvement underscores the significant impact of 

hyperparameter tuning on enhancing model performance. The standard deviations of the performance metrics 

reveal variability among the different optimization techniques. Optuna shows standard deviations of 0.0194 

for Accuracy, 0.0194 for F1 Score, and 0.0155 for MCC. Hyperopt exhibits higher variability with standard 

deviations of 0.0267 for Accuracy, 0.0263 for F1 Score, and 0.0239 for MCC, while Spearmint has the lowest 

variability, with standard deviations of 0.0098 for Accuracy, 0.0102 for F1 Score, and 0.0150 for MCC. Figure 

2 shows the accuracy performance of different models optimized using Optuna, Hyperopt, and Spearmint 

without applying feature selection. 

Table 6 illustrates the performance of various models optimized using GWO with three different 

hyperparameter tuning methods. Among the models evaluated, CatBoost optimized with Optuna achieves the 

highest performance, with an Accuracy of 0.883, an F1 Score of 0.883, and an MCC of 0.767. When comparing 

these results with those from Table 5, which showcases models without feature selection, it is evident that 
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GWO significantly enhances performance. For instance, CatBoost's performance with GWO and Optuna 

(Accuracy of 0.883, F1 Score of 0.883, MCC of 0.767) surpasses its performance without feature selection 

(Accuracy of 0.823, F1 Score of 0.821, MCC of 0.720). Similarly, LDA's performance improved from an 

Accuracy of 0.860, an F1 Score of 0.858, and an MCC of 0.746 with Optuna to 0.878, 0.878, and 0.760 

respectively with GWO and Optuna. The average performance metrics with GWO are generally higher than 

those without. Specifically, the average Accuracy, F1 Score, and MCC are 0.874, 0.874, and 0.748 with 

Optuna; 0.858, 0.855, and 0.736 with Hyperopt; and 0.854, 0.851, and 0.731 with Spearmint. This highlights 

the effectiveness of GWO in improving model performance. Figure 3 presents the accuracy performance of 

various models optimized using Optuna, Hyperopt, and Spearmint with GWO-based feature selection. 

Table 5. Model Performance without Feature Selection 

Models 
Optuna Hyperopt Spearmint 

Accuracy F1 MCC Accuracy F1 MCC Accuracy F1 MCC 

CatBoost 0.823 0.821 0.720 0.858 0.855 0.740 0.812 0.810 0.729 

LDA 0.860 0.858 0.746 0.832 0.830 0.725 0.802 0.800 0.712 

GB 0.843 0.842 0.723 0.835 0.832 0.730 0.804 0.802 0.717 

KNN 0.809 0.807 0.699 0.779 0.777 0.672 0.783 0.780 0.686 

RF 0.812 0.811 0.711 0.810 0.808 0.707 0.794 0.792 0.698 

Avg. 0.829 0.828 0.720 0.823 0.820 0.715 0.799 0.797 0.708 

Std. Dev. 0.0194 0.0194 0.0155 0.0267 0.0263 0.0239 0.0098 0.0102 0.0150 

VEC 0.817 0.815 0.736 0.795 0.792 0.710 0.790 0.788 0.703 

SEC 0.828 0.826 0.746 0.800 0.796 0.715 0.795 0.792 0.710 

 

 

Figure 2. Model Accuracy Across Optimization Techniques Without Feature Selection 
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Table 6. Model Performance with GWO-based Feature Selection and Hyperparameter Optimization 

Models 
Optuna Hyperopt Spearmint 

Accuracy F1 MCC Accuracy F1 MCC Accuracy F1 MCC 

CatBoost 0.883 0.883 0.767 0.873 0.869 0.754 0.873 0.868 0.754 

LDA 0.878 0.878 0.760 0.855 0.851 0.742 0.855 0.852 0.742 

GB 0.878 0.878 0.756 0.861 0.859 0.737 0.855 0.852 0.731 

KNN 0.862 0.862 0.725 0.849 0.844 0.718 0.842 0.839 0.709 

RF 0.867 0.867 0.734 0.854 0.850 0.728 0.846 0.843 0.719 

Avg. 0.874 0.874 0.748 0.858 0.855 0.736 0.854 0.851 0.731 

Std. Dev. 0.0087 0.0087 0.0180 0.0092 0.0097 0.0137 0.0119 0.0112 0.0179 

VEC 0.873 0.873 0.745 0.858 0.855 0.733 0.850 0.847 0.724 

SEC 0.878 0.878 0.757 0.865 0.860 0.748 0.868 0.865 0.750 

 

 

Figure 3. Model Accuracy Across Optimization Techniques Using GWO-Based Feature Selection 

Table 7 presents the performance metrics of various models optimized using WOA with three different 

hyperparameter tuning methods. Among the models assessed, CatBoost with Optuna stands out with an 

Accuracy of 0.859, an F1 Score of 0.860, and an MCC of 0.759. This indicates that CatBoost, when optimized 

with WOA and Optuna, delivers superior performance compared to other models and tuning methods. 

Comparing these results with those from Table 6, which showcases models optimized with GWO, the 

performance metrics with WOA are slightly lower. For instance, CatBoost's performance with WOA and 

Optuna (Accuracy of 0.859, F1 Score of 0.860, MCC of 0.759) is marginally lower than its performance with 

GWO and Optuna (Accuracy of 0.883, F1 Score of 0.883, MCC of 0.767). Similarly, other models such as 

LDA and GradientBoost also show a reduction in performance with WOA compared to GWO. The average 
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performance metrics with WOA are slightly lower than those achieved with GWO. This highlights that while 

WOA still provides strong results, GWO tends to deliver slightly better performance across the models 

evaluated. Figure 4 illustrates the accuracy results of models optimized with Optuna, Hyperopt, and Spearmint 

under WOA-based feature selection. 

Table 7. Model Performance with WOA-based Feature Selection and Hyperparameter Optimization 

Models 
Optuna Hyperopt Spearmint 

Accuracy F1 MCC Accuracy F1 MCC Accuracy F1 MCC 

CatBoost 0.859 0.860 0.759 0.846 0.847 0.742 0.791 0.794 0.732 

LDA 0.872 0.874 0.754 0.857 0.859 0.742 0.797 0.799 0.716 

GB 0.869 0.871 0.751 0.855 0.857 0.738 0.803 0.805 0.725 

KNN 0.851 0.854 0.710 0.837 0.840 0.688 0.788 0.790 0.675 

RF 0.854 0.856 0.724 0.842 0.844 0.702 0.785 0.788 0.695 

Avg. 0.861 0.863 0.739 0.847 0.849 0.722 0.792 0.795 0.708 

Std. Dev. 0.0091 0.0090 0.0214 0.0085 0.0082 0.0255 0.0072 0.0069 0.0233 

VEC 0.866 0.868 0.735 0.855 0.858 0.725 0.814 0.816 0.720 

SEC 0.871 0.872 0.752 0.855 0.856 0.740 0.804 0.805 0.724 

 

 

Figure 4. Model Accuracy Across Optimization Techniques Using WOA-Based Feature Selection 

Figure 5 illustrates the comparison of Optuna accuracy scores across different feature selection techniques 

applied to various machine learning models. The feature selection methods include no feature selection 

(Without FS), Grey Wolf Optimization-based feature selection (GWO-based FS), and Whale Optimization 

Algorithm-based feature selection (WOA-based FS). Among the models, the highest accuracy was observed 

with CatBoost under the GWO-based FS approach, achieving a value of 0.883. Similarly, high accuracy was 
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recorded for SEC and GB models under GWO-based FS, both reaching values of 0.878. In comparison, the 

WOA-based FS technique also produced competitive results, such as 0.872 for the GB model and 0.871 for 

the SEC model. Models without feature selection consistently demonstrated lower accuracy across all cases, 

with the KNN model yielding the lowest accuracy of 0.809. This indicates that the application of optimization-

based feature selection methods significantly enhances model performance compared to scenarios without 

feature selection. 

 

Figure 5. Comparison of Optuna Accuracy Across Different Feature Selection Techniques 

4. DISCUSSION 

The findings from this study provide a comprehensive analysis of the impact of hyperparameter optimization 

and feature selection techniques on the performance of various machine learning models. The results 

demonstrate that both hyperparameter optimization and feature selection significantly contribute to enhancing 

model performance, with some variations depending on the specific algorithms and optimization methods 

employed.  

The first stage of the study, which analyzed model performance without feature selection and hyperparameter 

optimization, highlighted CatBoost as the best-performing model across all metrics. However, the results 

indicated considerable room for improvement with the application of optimization techniques. In the second 

stage, applying hyperparameter optimization methods without feature selection resulted in notable 

performance improvements, with LDA combined with Optuna yielding the highest accuracy. This suggests 

that LDA is particularly well-suited to benefit from fine-tuning using the Optuna framework. Significant gains 

observed in CatBoost’s performance across all three optimization methods further underscore the model’s 

adaptability. Optuna demonstrated consistent effectiveness, as evidenced by its lower standard deviation in 

performance metrics compared to Hyperopt and Spearmint. Recent findings in the literature highlight Optuna’s 

efficient hyperparameter optimization capabilities, particularly in balancing exploration and exploitation 

during the search process (Yu & Zhu, 2020). Unlike traditional approaches like random or grid search, Optuna 
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leverages an adaptive search mechanism using Tree-structured Parzen Estimators (TPE) and early stopping, 

which dynamically adjusts the search space based on previous iterations, optimizing computational resources 

(Akiba et al., 2019). Optuna’s pruning mechanism, which discards suboptimal trials early, further enhances its 

efficiency and robustness, particularly for high-dimensional datasets (Hassanali et al., 2024). Comparatively, 

Hyperopt and Spearmint, while effective, exhibit higher variability in performance metrics. Hyperopt’s 

reliance on TPE without adaptive pruning and Spearmint’s use of Gaussian Processes for optimization can 

lead to challenges in scalability and consistency in high-dimensional search spaces, resulting in higher variance 

in results (Chen et al., 2022; Tørring & Elster, 2022). 

The third stage, which evaluated the combination of feature selection and hyperparameter optimization using 

the GWO method, showed that GWO is highly effective for improving model performance. CatBoost 

optimized with GWO and Optuna achieved the highest overall metrics, surpassing results from earlier stages, 

highlighting GWO's ability to enhance both feature selection and hyperparameter tuning to maximize machine 

learning model performance. The effectiveness of GWO stems from its nature-inspired algorithm, which 

mimics the hunting behavior of grey wolves, balancing exploration and exploitation in complex search spaces 

(Hatta et al., 2019). This dynamic search capability helps prevent premature convergence to local optima, a 

common issue in optimization tasks. Recent studies have highlighted GWO's advantages over traditional 

algorithms like Genetic Algorithms (GA) and Particle Swarm Optimization (PSO), particularly in feature 

selection and parameter tuning tasks (Seyyedabbasi & Kiani, 2021). By integrating feature selection, GWO 

not only identifies the most relevant features but also fine-tunes model hyperparameters, leading to significant 

improvements in predictive performance. This dual approach aligns with findings that metaheuristic 

algorithms like GWO often outperform traditional methods, especially in high-dimensional datasets where 

overfitting risks are greater (Shen & Zhang, 2022). Therefore, GWO provides a robust and efficient framework 

for optimizing machine learning models, confirming its potential for advanced data science applications. 

The fourth stage, which assessed the impact of the WOA on hyperparameter optimization methods, further 

underscored the critical role of feature selection when combined with optimization strategies. Although WOA 

contributed to improved model performance, the results were generally lower than those achieved with the 

GWO method. The differences in performance between WOA and GWO can be attributed to the unique 

optimization strategies and the exploration-exploitation mechanisms inherent in each algorithm. WOA mimics 

the bubble-net hunting strategy of humpback whales, emphasizing a more stochastic exploration of the search 

space, which may lead to broader but less precise search outcomes (Mirjalili & Lewis, 2016). In contrast, 

GWO, which is inspired by the social hierarchy and hunting behavior of grey wolves, has been shown to 

maintain a more balanced trade-off between exploration and exploitation, allowing for more refined 

convergence to optimal solutions (Mirjalili et al., 2014). The slightly inferior performance of WOA compared 

to GWO may also reflect WOA's potential limitations in navigating the optimization landscape for certain 

types of datasets and models, particularly when complex interactions among features are present (Qaraad et 
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al., 2022). Studies have demonstrated that while WOA can be highly effective for certain optimization tasks, 

its performance may be less consistent across diverse problem domains than GWO, which tends to offer a 

more stable optimization process due to its dynamic adaptation to the search environment (Wang et al., 2021). 

These findings suggest that while WOA offers valuable improvements, GWO may provide a more reliable 

approach for achieving optimal performance across a range of models and datasets. 

5. CONCLUSION 

This study investigated the impact of various hyperparameter optimization techniques and feature selection 

methods on the performance of machine learning models for machine failure prediction. The results 

demonstrate that integrating feature selection with hyperparameter optimization significantly enhances 

predictive performance. Among the evaluated methods, GWO paired with Optuna emerged as the most 

effective combination. Specifically, the CatBoost model optimized with GWO and Optuna achieved the 

highest performance, with an accuracy of 88.3%, an F1 score of 88.3%, and an MCC of 76.7%. LDA also 

showed considerable improvement, with its accuracy increasing from 86% without feature selection to 87.8% 

with GWO-based feature selection. Similarly, GB and SEC models achieved accuracy levels of 87.8% and 

87.8%, respectively, under the GWO approach. In comparison, the WOA produced competitive results, with 

CatBoost achieving an accuracy of 85.9% and an MCC of 75.9%, though it consistently underperformed 

relative to GWO. These differences are attributed to the contrasting exploration-exploitation strategies of 

GWO and WOA. Overall, the findings confirm that GWO, particularly when combined with Optuna, provides 

a solid and effective framework for optimizing machine learning models in predictive maintenance tasks, 

offering a pathway to enhance industrial reliability and operational efficiency. 
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Traffic congestion in cities includes the complex and dangerous passing of emergency vehicles, which 

is a time-consuming task. This problem requires the optimisation of traffic lights in favour of emergency 

vehicles. To accomplish this, this paper discusses an optimized traffic light system using machine 

learning that prioritizes the passing of emergency vehicles into city areas. It integrates SVM and Random 

Forest models by dynamically adjusting traffic light signals based on traffic density to accelerate 

emergency vehicles. The results reveal that the proposed system would lead to improved emergency 

response times while enhancing overall transportation efficiency with reduced congestion of traffic. 

Additionally, the study further went on to establish the effectiveness of the proposed model as a solution 

in traffic flow optimization and management. Results show that the performance of the proposed model 

is effective for the purpose of traffic light optimization. The SVM+SAFS and RF+SAFS methods 

figured prominently as high-performance methods with accuracy rates of 94.89% and 95.02%, 

respectively. Furthermore, in the case of the RF+SAFS method used for traffic light optimization, it was 

possible to reduce the average waiting time by 20%, increase the capacity of transit by 15%, and decrease 

fuel consumption by 10%. Overall, combining the outputs in the model led to the following performance, 

an 18% decrease in total travel time. 
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1. INTRODUCTION 

Safety and efficiency in urban transport refer to ensuring the passage priorities of emergency vehicles. The 

possibility that ambulances, police, and fire trucks can reach areas of intervention in record times without 

wasting one single minute is of primary importance in the prevention of loss of life and in reducing post-

accident injury rates (Lei & Yigong, 2023). In these flow conditions, the passing of such vehicles as quickly 

and safely as possible is hardly possible. Therefore, dynamic traffic light management and the development of 

optimization strategies related to emergency vehicles are among the primary needs of modern cities within the 

scope of intelligent transportation systems (Lei & Yigong, 2023). The most important problem in urban areas 

that affects the poor response time of emergencies and reduces the efficiency of overall transportation is 

congestion on roads (Djahel et al., 2015). For some time now, this challenge has been approached with 

solutions being put forth from the researchers' camps on various ways of programmatic traffic control and 
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intelligent transportation management (Shanaka et al., 2018; Hu et al., 2022). Of all these different various 

solutions, the most important one entails the adoption of the machine learning-based traffic light optimization 

system that facilitates giving emergency vehicles priority (Barzilai et al., 2023). It can perform dynamic traffic 

signal timing adjustments by collecting data from the advanced sensing and vehicle-to-infrastructure 

technologies, thereby prioritizing emergency vehicles' passage in highly congested areas (Barzilai et al., 2023). 

The system will continuously monitor the traffic conditions and the location of emergency vehicles through a 

comprehensive sensor network including traffic cameras, V2I modules, and other IoT technologies 

(Nambajemariya & Wang, 2021; Hu et al., 2022). Djahel et al. (2015), proposed a fuzzy logic-based adaptation 

strategy to set the signal prioritization level in accordance with the severity of the emergency and prevailing 

traffic flow conditions. The integration of machine learning techniques into smart traffic systems has been 

playing an important role in optimizing flow and enhancing the prioritization of emergency vehicles 

(Savithramma et al., 2022). Other recent work consists of presenting a comprehensive framework which 

provides passage priority to emergency vehicles by a priority-based traffic signal coordination system (Das et 

al., 2023). Lastly, the efficiency of the genetic algorithms developed for the optimization of traffic light control 

for emergency vehicles at junctions forms a very sound basis for further research into machine learning-based 

systems for traffic light optimization (Lu & Kim, 2017). In this respect, the work of Zrigui et al. (2023) forms 

the foundational understanding through which machine learning with real-time data analytics enhances 

transportation systems, especially for traffic flow optimization. 

According to the above discussions, traffic congestion in urban areas is a big issue that actually may adversely 

influence the response time of emergency vehicles and therefore the effective functionality of transportation 

in general. Therefore, our article introduces a machine-learning-powered traffic light optimization system 

focused on an emergency vehicle's priority crossing in urban area. While other studies usually focus on 

managing the general traffic flow or developing specific algorithms for emergency vehicles, our system 

integrates Support Vector Machines (SVM) and Random Forest models to dynamically adjust traffic lights 

according to traffic density. In particular, SVM identifies dense areas by analysing traffic data, while Random 

Forest determines the best traffic light settings for these densities, accelerating the passage of emergency 

vehicles. Our approach aims to not only improve emergency response times but also to reduce traffic 

congestion by increasing urban transportation efficiency. In our study, a machine learning-supported traffic 

light optimization system is presented, aiming to ensure that emergency vehicles reach their destinations as 

quickly as possible. Our solution makes a significant contribution to increasing safety in urban life and ensuring 

general transportation efficiency by reducing traffic congestion. 

2. LITERATURE REVIEW 

Machine learning and intelligent traffic systems research have so far contributed a great deal towards finding 

the best strategy for timing the traffic signals to optimize urban traffic flow. Some of the solutions that have 
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come out of machine learning algorithms and data-based approaches in integrating with dynamic traffic signal 

management and heavy traffic detection, as captured in Figure 1, are listed in Table 1. 

 

Figure 1. The narrow scope in existing literature 

For instance, Lei and Yigong (2023) gave a great overview of how machine learning methods could be 

combined with intelligent traffic systems. It gave paramount attention to optimizing the flow in traffic and 

prioritized emergency vehicles at the same time. This article was underlined in applying machine learning 

algorithms with real-time data collected by cameras and sensors to dynamically adjust traffic lights to enable 

the timely passage of emergency response vehicles through congestion. These provide the basic understanding 

necessary for traffic light optimization and integrate the implementation of priority to emergency responses; 

hence, befitting the aims of the proposed study. Das et al. (2023) have provided a general outline of the priority-

based traffic signal coordination system, which is quite applicable in developing a Machine Learning-Based 

Traffic Light Optimization System to ensure passing priority for emergency vehicles. The following analysis, 

through a mixed-integer linear programming model, investigates whether considering the prioritization of 

emergency vehicles in addition to other modalities would be justified by a reduction in delays and improvement 

of the flow conditions due to real-time adjustment optimization of signals using techniques of machine learning 

in similar contexts. Specifically, the current work highlights the potential for advanced coordination systems 

to contribute toward improved emergency response times using intelligent traffic management solutions. It is 

the work of (Lu & Kim, 2017) that has proposed one genetic algorithm to investigate the traffic light control 

optimization for emergency vehicles at intersections with the least disturbance to normal traffic flow. This 

work is, therefore, important in that besides addressing the urgent need for the rapid passage of emergency 

vehicles, in the process, it shows just how effective algorithmic solutions can be in real-time with regard to 

traffic. That indeed is the basic framework wherein further research could be carried out on machine learning-

based traffic light optimization systems. The above approach is practically applicable in this respect and has 

therefore been validated to be relevant for the proposed study by taking into consideration extensive 

simulations.  
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Table 1. List of relevant research studies 

Study Year Methods Used Focus Area Contributions 

(Almukhalfi et 

al., 2024) 

2024 ML, Deep learning 

techniques 

Improving traffic flow and urban traffic 

management 

Thoroughly examines the 

impact of ML and DL on 

traffic management and 

reported potential 

improvement in traffic 

flow. 

(Vihurskyi, 

2024) 

2024 Support vector 

machines (SVM), 

Deep learning 

models 

Optimizing urban traffic management Reported reduction in 

traffic congestion. 

(Wang et al., 

2024) 

2024 Large language 

models (LLM), 

Reinforcement 

learning 

Human-like traffic signal control for complex 

urban environments 

Simulation results showed 

less traffic congestion and 

20.4% shorter wating times. 

(Deepika & 

Pandove, 2024) 

2024 Q-learning, Genetic 

algorithm 

Optimizing traffic flow and reducing 

congestion 

Achieved a 12.55% 

reduction in waiting time. 

(Das et al., 

2023) 

2023 Mixed-integer linear 

programming 

Traffic priority for connected vehicles Reduced delays and 

improved flow conditions 

while prioritizing connected 

vehicles. 

(Lu & Kim, 

2017) 

2017 Genetic algorithm Optimizing traffic lights at intersections Ensured safe passage for 

emergency vehicles with 

minimal disruption to 

normal traffic flow. 

(Gaikwad et al., 

2023) 

2023 IoT, Machine 

learning, ESP32 

CAM 

Improving traffic flow with optimal light 

timing 

Highlighted the limitations 

of traditional traffic lights 

and detailed the 

improvement potential with 

IoT and ML. 

(Barzilai et al., 

2023) 

2023 Q-learning method Traffic management based on social priorities Provided priority for 

vehicles, achieving better 

traffic flow for high-priority 

vehicles. 

(Savithramma et 

al., 2022) 

2022 Machine learning-

based signal 

controllers 

Proactive traffic signal control for emergency 

vehicles 

Improved traffic flow by 

real-time optimization of 

traffic lights for emergency 

vehicles. 

(Moumen et al., 

2023a, 2023b) 

2023 Support vector 

machines, LSTM 

Dynamic optimization in traffic signal 

planning 

Reduced traffic congestion 

and prioritized emergency 

vehicles through IoT and AI 

integration. 

Abdul Kareem 

& Hoomod, 

2022 

2022 Integrated visual 

monitoring, ML 

algorithms 

Smart road light management for emergency 

agents 

Optimized road 

management and 

significantly improved 

response times (optimised 

ratio up to 91.8%) for 

emergency vehicles. 

This work 
 

SVM, Random 

Forest, SAFS 

Traffic signal optimization prioritizing 

emergency vehicles in urban areas 

SVM + SAFS and RF + 

SAFS methods achieved 

accuracy rates of 94.89% 

and 95.02%, respectively. 

With the RF + SAFS 

method, for emergency 

vehicles, average waiting 

time was reduced by 20%. 

Overall, the combined 

model output resulted in an 

18% reduction in total 

travel time. 
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In a study, the theoretical infrastructure of ML and DL techniques was analyzed in detail (Almukhalfi et al., 

2024). According to the simulation results, it was stated that ML and DL techniques have the potential to 

improve traffic flow (Almukhalfi et al., 2024). Vihurskyi (2024) revealed that ML methods reduced urban 

traffic congestion by 25-40% and the success rate in traffic signal optimization is over 85%. In another study 

by Wang et al. (2024), human-like decision-making mechanisms have been developed in traffic signal control 

with large language models (LLM). Simulations have shown that less traffic congestion and 20.4% shorter 

waiting times are provided. Deepika and Pandove (2024) achieved traffic congestion reduction and 12.55% 

less waiting time with the hybrid use of Q-learning and genetic algorithms. Gaikwad et al. (2023) discussed, 

the use of IoT and machine learning within the traffic light systems where the traditional approaches 

undertaken in managing the traffic have inefficiencies. This work is important to set a background 

understanding of how adaptive systems may improve the flow of traffic in developing a Machine Learning-

Based Traffic Light Optimization System for prioritizing emergency vehicles. This paper points out, in 

particular, very important limits of classic traffic lights, underlining at the same time the big potential gain that 

may be achieved as far as road safety and efficiency in urban environments are concerned. The work of Barzilai 

et al. (2023), provided the basis necessary regarding how machine learning techniques and, in particular, RL 

may be used to optimize traffic light systems with the inclusion of social priorities-that is, when emergency 

vehicles need passing priority. This paper places focus on two aspects: traffic volume and the socio-economic 

characteristics of the passengers. It does so while addressing all the objectives of the Machine Learning-Based 

Traffic Light Optimization System in light of fulfilling efficiency and responsiveness towards management in 

cases of emergency. The research was proposing a model that integrated a fast lane for high-priority vehicles, 

and thus it illustrated various new tactics which could be adapted with ease to enhance the flow and safety of 

traffic meant for emergency responders. Savithramma et al. (2022) proposed an integrated machine learning-

based proactive traffic signal controller designed with exclusive priority for emergency vehicles at signalized 

intersections. It has close relations to the objectives of the research, such as optimization of the system of the 

traffic light to afford better efficiency in traffic enhancement for emergency vehicle passing. This therefore 

forms important literature reviews through the descriptive illustrations of machine learning into practical 

applications in real-time traffic scenarios which shall be of prime importance for the proposed study on the 

optimization of the traffic light systems. Moumen et al. (2023b) proposed an overall architecture that integrates 

IoT road-traffic data with Artificial Intelligence in order to develop efficient traffic management in urban cities. 

It discusses the application of some machine learning algorithms, such as support vector machines and LSTM, 

and applies them on real-world data for dynamic optimization in traffic light scheduling to enable an 

emergency vehicle priority while congestion is at a minimum and urban mobility is smooth (Moumen et al., 

2023a). As this work underlined, the role of advanced AI techniques is one of the most important ways in the 

development of intelligent transport systems with which several issues stem from increased demand on urban 

traffic. Abdul Kareem and Hoomod (2022) comprehensively overviews an integrated tripartite module to be 

used for work on the intelligent traffic light system and points straight to the challenges that are posed within 

urban traffic for emergency vehicles. A study by Deshpande and Hsieh (2023) did proffer a tentative 

https://doi.org/10.54287/gujsa.1581105


180 
Yılmaz, Y.  

GU J Sci, Part A 12(1) 175-196 (2025) 10.54287/gujsa.1581105  
 

 

framework which might be helpful in understanding how machine learning integrates with the functioning of 

a traffic light optimization system vis-a-vis improvement in the passage of emergency vehicles. Their cyber-

physical system now carries the latest in traffic detection technologies and dynamic interval techniques that 

may be very pivotal in developing algorithms that give priority to emergency vehicles while still maintaining 

efficient flow conditions for all other road users. This will further accomplish the ultimate objective of 

guaranteeing timely access for emergency vehicles through optimal traffic light control and reduce unnecessary 

delays to yield benefits toward overall traffic management. The authors Chu et al. (2019) gave a simplistic 

introduction to some of the methodologies of machine learning-precisely, one variation of the Q-Learning 

approach to optimize traffic light cycles, which is an important arm of any urban traffic management system. 

Their results show that the dynamic adjustment of traffic light settings helps in greatly reducing congestion, 

and this becomes an important critical factor when considering priority for emergency vehicles in any traffic 

management system. The current study has further established the capability of machine learning algorithms 

for the traffic light optimization problem by showing that, according to the improvement in average vehicle 

delay and reduction of processing steps, there is an improvement in the baseline conditions; hence, addressing 

the objectives of proposed research related to emergency vehicle priority systems. 

3. MATERIAL AND METHOD 

In this work, Support Vector Machines and Random Forest models contribute to the traffic light prioritization 

system by classifying the areas with heavy traffic in urban areas. In particular, SVM analyses traffic data and 

identifies heavy areas, while the random forest model allows for optimal adjustment of lights according to 

different traffic densities as described in Figure 2. 

 

Figure 2. Flowchart Overview of Emergency Vehicle Traffic Light Optimization System 
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The following steps explain each stage of the flowchart with related formulas and calculations: 

1. Data Collection: 

o Traffic density data (𝑑) from SUMO (Simulation of Urban Mobility) is collected along with 

the emergency vehicle position (𝑝𝑒𝑣). 

o Let 𝑑 = 𝑓(𝑐, 𝑠, 𝑔), where c, s, and g represent data from cameras, sensors, and GPS 

respectively. 

o Emergency vehicle location (𝑝𝑒𝑣) is a point in a coordinate system tracking its route. 

2. Data Preprocessing: 

o Noise Reduction: Apply a smoothing function 𝑑𝑠𝑚𝑜𝑜𝑡ℎ = 𝑓𝑖𝑙𝑡𝑒𝑟(𝑑). Note that a moving 

average filter is applied to reduce noise in the traffic data. The filter is implemented as a 

moving average filter with a window size of 5. This method smooths fluctuations while 

preserving important trends in the data. 

o Missing Data Imputation: 𝐼𝑓 𝑑(𝑖, 𝑗) is missing, replace it with 
𝑑(𝑖−1,𝑗)+𝑑(𝑖+1,𝑗)

2
 

3. Model Selection: 

o SVM (Support Vector Machine): 

▪ Use SVM to classify high-density areas. 𝐿𝑒𝑡 𝑦 = 𝑆𝑉𝑀(𝑥), where y indicates dense 

(1) or not dense (0) areas. 

o Random Forest: 

▪ Random Forest optimizes traffic light timing based on y and 𝑝𝑒𝑣. 

4. Traffic Density Detection: 

o SVM separates traffic data by density, using a decision boundary 𝑤 ⋅ 𝑥 + 𝑏 = 0. 

o Calculate traffic density classification output 𝑦𝑖 = 𝑠𝑖𝑔𝑛(𝑤 ⋅ 𝑥𝑖 + 𝑏) for each area i, 

identifying high-density areas where 𝑦𝑖 = 1. 

5. Traffic Light Optimization: 

o For each high-density area, use Random Forest to adjust traffic lights based on optimal travel 

time T. 

o Let 𝑡𝑜𝑝𝑡 = 𝑅𝑎𝑛𝑑𝑜𝑚𝐹𝑜𝑟𝑒𝑠𝑡(𝑦, 𝑝𝑒𝑣)) output the traffic light timing sequence to minimize 

T. 

6. Real-Time Update and Decision Making: 

o Based on 𝑝𝑒𝑣, adjust timing dynamically. 

o Update 𝑡𝑜𝑝𝑡 every 𝛥𝑡 to accommodate changes in 𝑝𝑒𝑣, ensuring the vehicle moves with 

minimal interruption. 

7. Performance Monitoring and Improvement: 
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o Calculate effectiveness 𝐸 =
𝑇𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒−𝑇𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑

𝑇𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
   

o Update data and retrain models if 𝐸 < 𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. It is noted that the 𝐸𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is 

determined through sensitivity analysis, where various threshold values are tested. The 

optimal threshold is selected based on the balance between noise reduction and the 

preservation of critical data patterns to ensure that the data remains accurate and reliable for 

emergency vehicle prioritization. 

Each formula and step in this flow addresses how to handle, predict, and dynamically adjust traffic lights to 

prioritize emergency vehicles on their route. 

3.1. SVM and Random Forest Optimizer Models 

This study presents a model that can perform dynamic optimization of traffic lights to ensure the passage 

priority of emergency vehicles. In another study conducted by Yang et al. (2014), they provided a 

comprehensive examination of the application of support vector machines (SVM) in traffic flow prediction, 

highlighting its advantages and limitations in handling large-scale data. Their study underscores the potential 

of SVM to analyse traffic data effectively, which aligns with the task of identifying busy areas, while also 

addressing the computational challenges that can arise in such analyses. Furthermore, the integration of a 

genetic algorithm to optimize SVM parameters illustrates a methodological approach that could complement 

the random forest model for dynamically adjusting traffic lights based on varying traffic densities. The findings 

presented by Moumen et al. (2023a) highlighted the efficacy of machine learning algorithms in optimizing 

traffic light systems, demonstrating their potential application in enhancing emergency vehicle passage. By 

employing a random forest regressor to adaptively manage traffic signals based on real-time conditions, the 

study provides a compelling framework that could be leveraged to prioritize emergency vehicles, thereby 

reducing congestion by 30.8%. This evidence underscores the relevance of machine learning in developing 

intelligent traffic management solutions that address critical urban mobility challenges. 

3.2. Dataset Collection and Description 

The dataset used in this study was created through the SUMO (Simulation of Urban Mobility) simulator (Pablo 

Alvarez Lopez et al., 2018). SUMO (Pablo Alvarez Lopez et al., 2018) models real-world traffic flow and 

density, allowing us to observe the effects of traffic lights during the passage of emergency vehicles. 

3.2.1. Data Collection Process 

Traffic density data were obtained through different scenarios in the simulation environment. The scenarios 

include various emergency vehicle routes in order to analyse how traffic lights behave in heavy traffic areas. 

The SUMO simulator provides detailed data such as traffic light locations, vehicle speed, density and waiting 
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times (Pablo Alvarez Lopez et al., 2018). This data provides the necessary infrastructure to observe the 

dynamic changes in traffic flow. 

In this study, traffic scenario is used in SUMO simulation to realistically model vehicle mobility in a city 

center. The model simulates real traffic density by matching 618 road segments and traffic light cycles with 

historical data. Traffic dynamics are examined in detail in a 28 km² area by simulating 1.6 million vehicle trips 

in a 24-hour period. The model includes 594 km of road, 298 km of lanes, 830 intersections, 515 road segments 

and 565 traffic lights, and a total of 614,221 vehicle movements are recorded. The highlighted area in Figure 

3 focuses on a four-way intersection, emphasizing its role in traffic flow and congestion. This key intersection 

point is crucial for understanding how traffic patterns and control measures impact the overall system's 

efficiency. 

 

Figure 3. This graph models vehicle mobility in a city center by creating a realistic traffic scenario in the 

SUMO simulation. Note: The area marked in red in the image has been zoomed in and elaborated upon in 

the subsequent figures. Source: It is created by the author using SUMO simulator. 

Figure 4, 5, 6, 7 and 8 obtained from the SUMO simulator can be explained step by step as follows: 
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• Figure 4 shows that all other traffic lights have started to turn red for the ambulance approaching from 

the upper left corner. This step indicates that the system has started to adjust the traffic lights to provide 

the ambulance with the priority of passage. 

• Figure 5 illustrates that all other traffic lights have turned red for the ambulance approaching from the 

upper left corner. At this stage, traffic in all directions has been stopped so that the ambulance can pass 

without interruption. 

• Figure 6 shows that the ambulance is still passing, and all other traffic lights remain red. The vehicles 

below and above are waiting at the red light; thus, a safe passage path is provided for the ambulance. 

• Figure 7 demonstrates that after the ambulance has completed its passage, the traffic lights have turned 

yellow. This is a temporary warning phase indicating that traffic will return to normal. 

• Figure 8 shows that after the ambulance has passed, the traffic lights in the other directions have turned 

green and the vehicles on the upper and lower roads have started to move forward. Traffic flow has 

returned to normal after the ambulance has passed and it is observed that traffic continues smoothly. 

These steps effectively demonstrate how the simulation manages traffic light optimization for emergency 

vehicles and the process of returning traffic flow to normal. 

 

Figure 4. The other traffic lights have turned red for the ambulance to approach, indicating that the system 

has started to adjust the traffic signals to give priority to the ambulance. 
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Figure 5. Traffic in all directions was stopped and all traffic lights turned red so that the ambulance could 

pass without interruption. 
 

 

Figure 6. The ambulance is still passing and all other traffic lights on the road remain red, providing a safe 

passage for the ambulance. 
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Figure 7. After the ambulance has completed its passage, the traffic lights turn yellow; this is a temporary 

warning phase indicating that traffic will return to normal. 
 

 

Figure 8. After the ambulance passed, the traffic lights in other directions turned green and traffic flow 

began to return to normal. 
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3.2.2. Dataset Definition 

Traffic density information in different regions was collected for analysis during rush hours and emergency 

vehicle passages. The SVM model is used to classify busy areas using this data. The change time and priority 

information of traffic lights were recorded in line with the emergency vehicle route. This data is used to ensure 

that the Random Forest model adjusts the traffic lights in the most optimal way. Instant updates and decisions 

based on traffic density are collected to optimize the emergency vehicle's passage time. After each update, the 

system's performance is monitored, and feedback is provided for improvement. This dataset supports the 

purpose of optimizing traffic flow by evaluating the performance of SVM and Random Forest models and 

contributes to increasing the accuracy of the proposed model. 

3.3. SAFS (Sensitivity Analysis-Based Feature Selection) Method 

SAFS is one of the most effective methods applied in feature selection and is generally preferred to reduce the 

size of the dataset and increase the performance of the models (Naik & kiran, 2021). The advantages of the 

SAFS over other feature selector methods include less computational resource usage and better model 

performance (Naik & kiran, 2021). While in traditional methods the calculation and selection of all features 

take more time, in SAFS, faster results are obtained since it works with features that affect the performance of 

the model more (Naik & kiran, 2021). 

This method analyses the effect of each feature on the model and selects the most meaningful features. The 

SAFS method is especially very powerful in reducing the complexity of machine learning models and 

improving computation time (Sánchez-Maroño & Alonso-Betanzos, 2007). 

In the SAFS processing, the sensitivity of the features is determined. This involves measuring the contribution 

of each feature to the change in the model output (Naik & kiran, 2021). The general formula used to measure 

the sensitivity of the features is expressed as: 𝑆𝑓 =
1

𝑛
∑ |𝑓(𝑋𝑖) − 𝑓(𝑋𝑖

′)|𝑛
𝑖=1   where 𝑆𝑓 is the sensitivity of feature 

𝑓,  𝑋𝑖 and  𝑋𝑖
′  are the samples in the datasets from which the feature is extracted, 𝑛 is the number of samples 

in the dataset. 

Consequently, SAFS depends on the model complexity and number of features concerning computational 

density. It usually performs a sensitivity analysis to measure the importance of each feature and then selects 

the important features based on the results of this analysis. This process eliminates features with low impact 

and allows the model to run faster and produce more accurate results. SAFS can then be more efficient in 

computation compared to traditional methods for feature selection, especially when processing big data, since 

there is a need to actually process only the most critical features. 
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4. RESULTS AND DISCUSSION 

In this study, both IGFS (Information Gain) (Odhiambo Omuya et al., 2021) and (SAFS) Sensitivity Analysis 

(Naik & kiran, 2021) feature importance grading based feature selection methods were employed. When we 

interpret the Table 2, the feature with the highest importance score based on SAFS, Road Width, suggests that 

wider roads facilitate smoother traffic flow. Time of Day also plays a critical role, especially during peak 

commuting hours, directly influencing traffic density. Intersection Density affects overall traffic flow due to 

vehicle buildup at intersections. The Day of the Week introduces variations, with noticeable differences 

between weekends and weekdays, and extreme Temperature can slow down traffic as drivers exercise caution. 

Each score quantifies the feature's impact on model predictions, generally ranging between 0 and 1. 

In this study, the results of the models developed on traffic light optimization for heavy traffic detection and 

emergency vehicles are presented. It was observed that the SVM model successfully detected heavy traffic 

points with 94.89% accuracy; it exhibited an effective performance in terms of accuracy, precision, recall and 

F1 score (Table 3). In addition, the Random Forest model reduced the waiting time by 20%, increased the 

efficiency by 15% and reduced the fuel consumption by 10% in the traffic light optimization for emergency 

vehicles (Table 4). The overall system performance was demonstrated with positive effects such as reduction 

in average travel time, improvement in air quality and increase in traffic safety (Table 5). After the model 

application, the relationship between flow speed and vehicle density was also analysed and it was observed 

that the traffic flow was improved (Table 6). 

Table 2. The feature selection results. 

Feature 

IGFS 

Importance 

Score 

SAFS 

Importance 

Score 

Description 

Road Width 0.25 0.40 A critical factor that directly impacts traffic flow. 

Hour 0.35 0.28 
Significant variations in traffic density occur at different 

times of the day. 

Weather (Rainfall) 0.15 0.18 Traffic slows and density increases during rainy conditions. 

Intersection Density 0.12 0.10 Vehicle traffic at intersections influences overall traffic flow. 

Day of the Week 0.08 0.03 Traffic density varies between weekends and weekdays. 

Temperature 0.05 0.01 Extreme temperatures can slow down traffic. 

Table 2 showed that the results of the methods evaluate the effects of the attributes on traffic flow with different 

priorities. 
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• Road Width: SAFS evaluates the importance of road width more (0.40%), highlighting it as a critical 

factor in traffic flow, while IGFS rates this effect slightly lower (0.25%). 

• Time of day: For IGFS, the time of day is the most important factor (0.35%), emphasizing that 

traffic density varies according to the time of day. SAFS rates this effect slightly lower (0.28%). 

• Weather: Although both methods rate the effect of rain on traffic density with similarly high 

importance, SAFS (0.18%) emphasizes this effect more than IGFS (0.15%). 

• Intersection Density, Day of the Week and Temperature: SAFS rates intersection density and 

temperature as low importance (0.10% and 0.01%), while IGFS sees variables such as day of the 

week as slightly more important (0.08%). 

In general, the effect of road width is prominent in SAFS analysis, while the time of day is considered a more 

decisive factor in IGFS. These differences may vary according to the choice of traffic parameters focused on 

by both methods and may affect which factors are evaluated more prioritized in practice. 

Table 3. Performance results of the Models (Heavy Traffic Detection) 

Metric SVM+IGFS SVM+SAFS RF+IGFS RF+SAFS 

Accuracy 91.23% 94.89% 92.02% 95.02% 

Precision 90.04% 92.26% 90.06% 92.3% 

Recall 88.12% 89.18% 88.05% 90.08% 

F1-Score 0.89 0.90 0.89 0.91 

MCC 0.76 0.81 0.77 0.82 

In Table 3, MCC values provided a balanced evaluation of the models' performance. In this study, the MCC 

values range from 0.76 to 0.82, highlighting the effectiveness of the models in heavy traffic detection. The 

results indicate that the RF+SAFS achieved the highest MCC value of 0.82, followed closely by SVM+SAFS 

with an MCC of 0.81. Based on these results, it was certain that the simulated annealing-based feature selection 

improved the models' ability to make accurate predictions while reducing misclassification. 

As shown in Figure 9, the ROC results illustrated that the proposed model perform well, with RF+SAFS 

achieving the highest performance across all metrics, including accuracy (95.02%) and F1-score (0.91%). The 

SVM+IGFS model, although effective, has slightly lower results, especially in recall, indicating it might miss 

some relevant instances compared to the other models. 

The Random Forest Model results in Table 4 show that traffic light optimization offers significant benefits for 

emergency vehicles. 20% reduction in average waiting time allows emergency vehicles to reach the scene 

faster, which is a critical advantage in terms of saving lives and reducing emergency response time. A 15% 

https://doi.org/10.54287/gujsa.1581105


190 
Yılmaz, Y.  

GU J Sci, Part A 12(1) 175-196 (2025) 10.54287/gujsa.1581105  
 

 

increase in flow reduces traffic congestion in busy areas such as city centers, increasing the mobility of other 

vehicles. 10% reduction in fuel consumption is achieved by fewer stop-and-go traffic, which supports 

environmental sustainability and reduces air pollution. For city centers, this model increases the effectiveness 

of emergency responses, while also regulating traffic flow and improving overall traffic safety, thus 

contributing to the quality of urban life. 

 

Figure 9. ROC Curve results 

The metrics in Table 5 and Table 6 are calculated by the SUMO simulator. SUMO is used to simulate the 

effects of traffic flow, interactions of vehicles, and optimized traffic lights for emergency vehicles. Metrics 

such as average reduction in waiting time, fuel consumption reduction, and increase in traffic safety are 

obtained from built-in performance monitoring tools in SUMO and its internal emission models. These data, 

acquired using comparison pre- and post-scenario simulation, are employed for the purpose of 

comprehensively assessing system performance. 
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Table 4. Random Forest Model (Traffic Light Optimization for Emergency Vehicles) 

Metric Value 

Average Reduction in Average Wait Time 20% 

Average Increase in Throughput 15% 

Reduction in Fuel Consumption 10% 

The overall system performance results in Table 5 showed the significant benefits gained when emergency 

vehicles were given priority in city centers. An 18% reduction in total travel time shortened response times by 

allowing emergency vehicles to arrive faster, thus improving life safety. An 8% improvement in the Air Quality 

Index is due to less stop-and-go traffic due to smoother traffic and fewer stops and starts, contributing to 

reduced pollution. In addition, a 5% increase in traffic safety reduces the risk of accidents by allowing other 

vehicles to stop in a controlled manner in emergency situations. These benefits can improve the overall quality 

of life by solving the problems of heavy traffic and congestion in city centers. 

Table 5. Overall System Performance for Emergency Vehicles 

Metric Value 

Average Reduction in Total Travel Time 18% 

Improvement in Air Quality Index 8% 

Increase in Traffic Safety 5% 

Figure 10 revealed the relationship between vehicle density and flow rate before and after the RF+SAFS model. 

The table illustrates the improved flow rates resulting from the implementation of the traffic light optimization 

model, showcasing its effectiveness in enhancing traffic conditions. As vehicle density increases, the flow rate 

initially increases but decreases after a certain density. It was observed that the flow rate increased significantly 

after the model was applied; for example, when the density was 40 vehicles/km, the flow rate increased by 150 

vehicles per hour compared to the pre-model.  

4.1. Comparison with Other Studies 

Table 6 includes a comparison of this study with the studies in the literature. While the literature generally 

focuses on managing traffic flow or developing special algorithms for emergency vehicles, this study presents 

a structure that prioritizes emergency vehicles in order to increase the overall traffic efficiency. For example, 

while some studies develop modules based on PE-MAC or emergency vehicle notification for emergency 

priority only, the study in this article also addresses traffic density in a broader context. 

In particular, in our study, feature selection methods such as Information Gain (IGFS) and Sensitivity Analysis 

(SAFS) were used to determine the main factors affecting the traffic flow. In the literature, such detailed feature 
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selection analysis has been focused less, but the in-depth analysis of the factors affecting the performance of 

the proposed model makes this study stand out. This article has provided noticeable improvements in criteria 

such as emergency response times, fuel consumption and waiting time after optimization (20% waiting time 

reduction, 10% fuel consumption reduction). In the literature, the improvement of the general flow or transition 

time has mostly been addressed, but holistic analyses that consider all these metrics together have been 

relatively limited. 

Table 6. Comparison of Study on Priority Passage for Emergency Vehicles with Existing Literature on 

Urban Traffic Optimization. 

Feature This Study Literature Studies 

Objective Improving urban traffic efficiency by 

providing priority passage for 

emergency vehicles 

Generally focused on improving traffic flow or 

developing algorithms specific to emergency vehicles 

Algorithms Used SVM and Random Forest (Lei & Yigong, 2023): Machine learning and 

cameras; (Das et al., 2023): Mixed-integer linear 

programming; (Lu & Kim, 2017): Genetic algorithm; 

(Boudhrioua & Shatanawi, 2019): Proposals for 

priority traffic systems 

Data Collection 

Method 

Analysis based on dynamic traffic 

density 

Real-time data collection (Lei & Yigong, 2023), IoT 

and machine learning integration (Gaikwad et al., 

2023) sensor and camera data (Moumen et al., 

2023b) 

Success Metrics 20% reduction in average wait time, 

15% increase in passage capacity, 10% 

reduction in fuel consumption, 18% 

reduction in total travel time 

Various optimization rates: 8% to 15% improvement 

(Savithramma et al., 2022), improvement in 

emergency vehicle priority ratios (Abdul Kareem & 

Hoomod, 2022), reduction in average delay time 

(Chu et al., 2019) 

Feature Selection 

Method 

Information Gain (IGFS) and 

Sensitivity Analysis (SAFS) 

Generally unspecified; algorithms are usually applied 

directly without feature selection 

Traffic Signal 

Optimization 

Dynamic signal adjustment prioritizing 

emergency vehicle passage 

Mostly optimization for general traffic flow or other 

high-priority vehicles (Barzilai et al., 2023; 

Deshpande & Hsieh, 2023) 

Results 94.89% accuracy (SVM+SAFS), 

95.02% accuracy (Random 

Forest+SAFS), 8% improved air 

quality index 

Algorithm effectiveness: reduction in average vehicle 

delay with genetic algorithm and Q-learning (Chu et 

al., 2019), social prioritization with Reinforcement 

Learning (RL) (Barzilai et al., 2023) 

Priority for 

Emergency 

Vehicles 

Provides priority passage for 

emergency vehicles 

Most studies offer a range of solutions from general 

traffic management to special algorithms for 

emergency vehicles (Nellore & Hancke, 2016; 

Savithramma et al., 2022) 

Real-Time 

Optimization 

Real-time traffic light adjustment based 

on traffic density 

Mostly use of real-time data stream and signal 

adjustment (Das et al., 2023; Moumen et al., 2023a) 

Optimizing the flow rate in areas with high traffic density allows vehicles to move faster and more efficiently, 

which shortens travel time and reduces traffic congestion. In addition, fuel consumption decreases, 

environmental pollution and carbon emissions decrease thanks to the improved traffic flow. Thus, both air 

quality and social quality of life improve in the city center. In addition, traffic safety increases; less congestion 

and more orderly traffic flow contribute to the reduction of accidents. Such traffic optimizations help urban 

transportation become more sustainable and safer. 
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Figure 10. The results showing the relationship between vehicle density (vehicles/km) and flow rate 

(vehicles/hour), including outcomes after applying the model. 

Consequently, the benefits of this work are as follows: 

• Traffic Light Optimization: The Random Forest model optimized the traffic lights according to the 

detected density data to ensure the priority of the emergency vehicle's passage. In this process, the 

durations of the traffic lights in the busy areas were dynamically adjusted and the emergency vehicle 

was allowed to pass quickly. The model improved the traffic flow by reducing waiting times. 

• Real-Time Update: The system, updated with real-time data, continuously improved the light 

optimization by instantly using the traffic density data on the emergency vehicle route. This 

improvement minimized the vehicle passage time and contributed to the regulation of the traffic flow. 

• Performance Monitoring and Improvement: Re-training and optimization were performed in line with 

the data collected by monitoring the system performance. As a result of the improvements, a significant 

reduction in the emergency vehicle passage time was achieved and an improvement in traffic flow was 

achieved. 

These results demonstrate the efficiency of the proposed model in increasing urban safety and transportation 

flow by accelerating the passage of emergency vehicles. 
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5. CONCLUSION 

When emergency vehicles are not given the right of way in traffic, their lateness both endangers the lives of 

accident victims and causes serious property losses in incidents such as fires. In today's cities, traditional traffic 

light systems are insufficient to dynamically define this priority. Therefore, traffic lights need to be optimized 

according to the route of the emergency vehicle. Machine learning algorithms offer an effective solution at 

this point; they analyse the heavy traffic flow and adjust the lights to the green signal according to the route of 

the emergency vehicle, thus providing rapid passage. This study aims to offer a new approach in transportation 

by proposing a system that will accelerate the passage of emergency vehicles in order to ensure safety and 

improve transportation in the city. As a result, according to the analysis and models, the SVM model 

demonstrated high performance with 94.89% accuracy, 92.26% precision, 89.18% recall, and 0.90 F1 score 

when using the SVM+SAFS method. Similarly, the Random Forest model showed an accuracy of 95.02%, 

precision of 92.3%, recall of 90.08%, and F1 score of 0.91 with the RF+SAFS method. The Random Forest 

model along with SAFS method used in traffic light optimization provided a 20% decrease in average waiting 

time, a 15% increase in passing capacity and a 10% decrease in fuel consumption. When the overall 

performance of the system is examined, an 18% decrease in total travel time, an 8% improvement in air quality 

index and a 5% increase in traffic safety were achieved. In the feature selection analysis, road width (35%), 

time of day (25%) and precipitation (15%) stood out as the main factors affecting traffic flow. When the flow 

rates before and after the model were compared, it was observed that the model increased the flow rate at every 

density level and effectively reduced traffic density. These results show that the proposed model offers an 

effective solution in traffic management and flow optimization. 
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This study investigates the use of the MobileNetV3 deep learning architecture for fault detection in 

photovoltaic (PV) systems. The research developed a model capable of classifying solar panels under 

six different conditions: clean, physically damaged, electrically damaged, snow covered, bird droppings 

covered, and dusty panels. Using a dataset obtained from Kaggle, pre-processed and divided into training 

(70%) and test (30%) sets, the MobileNetV3 model achieved a validation accuracy of 95%. Confusion 

matrix analysis showed high classification accuracy, in particular 100% accuracy for snow-covered and 

bird droppings-covered panels, with F1 scores as high as 98.73% for certain classes. Training and 

validation curves confirmed stable learning with low loss values. Compared to models such as 

EfficientB0 + SVM and InceptionV3-Net + U-Net, MobileNetV3 demonstrated competitive accuracy 

and computational efficiency, making it suitable for resource-constrained devices. This approach 

improves energy efficiency, reduces manual inspection, and promotes sustainable energy production. 

Future work will expand the dataset to include different climatic conditions and fault scenarios, 

improving the robustness and real-world applicability of the model. 
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1. INTRODUCTION 

According to a 2021 assessment by the International Energy Agency (IEA), fossil fuels such as coal, oil, and 

natural gas account for about 81% of the world's electricity production. On the other hand, there has been 

significant growth in the use of renewable energy sources, including wind turbines and photovoltaic solar 

systems (PVS). Between 2008 and 2020, PVS energy production will increase by 1848% in the European 

Union in particular (Eurostat, 2022). The zero carbon footprint characteristics of PVS, which offer the benefit 

of being used in accordance with the Paris Agreement, are the cause of this increase. Although PVS are easy 

to install, their low efficiency and low profit margins per MWt can deter large investments. Advances in 

embedded systems are accelerating the transition to smart PVS. Smart PVSs have the potential to optimize 

energy production by monitoring both system-wide and individual PV cell failures using Power Line 

Communication (PLC) technology (Voutsinas et al., 2022). 

mailto:yildirim.ozupak@dicle.edu.tr
https://doi.org/10.54287/gujsa.1596110
http://dergipark.org.tr/gujsa
https://doi.org/10.54287/gujsa.1596110
https://orcid.org/0009-0002-1802-4484
https://orcid.org/0009-0004-1597-8471
https://orcid.org/0000-0001-8461-8702
https://orcid.org/0000-0002-0181-3658
https://orcid.org/0000-0002-0181-3658
https://orcid.org/0009-0002-1802-4484
https://orcid.org/0009-0004-1597-8471
https://orcid.org/0000-0002-0181-3658
https://orcid.org/0000-0001-8461-8702


198 
Mansurov, S., Çetin, Z., Aslan, E. & Özüpak, Y.    

GU J Sci, Part A 12(1) 197-212 (2025) 10.54287/gujsa.1596110  
 

 

Compared to threshold-based approaches and other forms of artificial intelligence (AI), machine learning (ML) 

techniques offer several important advantages. According to Goodfellow et al. (2016), these advantages 

include data-driven architectures, scalability, automation, continuous learning, and high predictive accuracy. 

Rather than using predetermined rules, machine learning algorithms use patterns found in the data to learn and 

make predictions. This characteristic enables ML-based systems to make more accurate predictions and 

smarter decisions. Unlike other AI methods, ML algorithms have the capacity to handle large data sets, making 

them more scalable (Bishop, 2007). In addition, ML algorithms' automation capabilities automate many 

processes that require human intervention, reducing costs and increasing efficiency. Compared to traditional 

AI techniques, these algorithms are more flexible and adaptable because they constantly learn from fresh data. 

On the other hand, accuracy can be compromised by threshold-based approaches, which often base their 

conclusions on predetermined criteria. In contrast, machine learning algorithms can handle non-linear 

interactions, which expands their applicability. 

In summary, machine learning techniques are a powerful tool for prediction and decision making due to their 

data-driven nature, scalability, automation capabilities, and continuous learning. However, these benefits can 

change based on the application setting due to the different requirements of each application. For machine 

learning algorithms to be successfully implemented in real-world applications, fast execution speeds and 

minimal memory consumption are essential. While large data requirements can increase memory requirements, 

computational intensity can result in sluggish execution rates. Therefore, to create effective and practical 

machine learning algorithms, fast execution speeds and minimal memory consumption must be guaranteed. 

The goal of this research is to develop a machine learning based fault detection and identification algorithm. 

The three primary failure types that affect photovoltaic systems (PVS) - open circuit failure, short circuit 

failure, and mismatch failure - are the focus of this method. The method is expected to be highly accurate, fast, 

and have minimal computational cost. 

The structure of this paper is as follows: Section 2 reviews similar work in the literature. Section 3 presents 

the methodology of the proposed method. Section 4 presents the experimental results and discussion. Finally, 

Section 5 presents the conclusions of the research. 

2. LITERATURE REVIEW 

The main objective of fault detection and classification methods is to identify the factors that cause fluctuations 

in the energy production of photovoltaic systems (PVS). Different types of faults can occur in PVS on both 

the direct current (DC) and alternating current (AC) sides (Hong & Pula, 2022). While conventional protection 

systems are generally designed to detect faults on the AC side, identifying and correcting faults on the DC side 

is a more complex process (Huang et al., 2019). 

Mismatch faults, one of the most common fault types on the DC side, can drastically reduce the power 

generation capacity of the PVS. These faults can be transient or irreversible. The accumulation of 

https://doi.org/10.54287/gujsa.1596110


199 
Mansurov, S., Çetin, Z., Aslan, E. & Özüpak, Y.    

GU J Sci, Part A 12(1) 197-212 (2025) 10.54287/gujsa.1596110  
 

 

environmental elements, such as clouds or tree shade, or external elements, such as dust or bird droppings, on 

the PVS surface can cause transient mismatch faults. Deterioration of adhesive materials, cracks in the PV 

module surface, gaps between layers, or damage to the semiconductor material can result in permanent 

mismatch failures (Mustafa et al., 2023). It should be noted that other types of failures, such as open circuit 

failures, can also occur in conjunction with permanent mismatch failures. Short-circuit failures can occur as a 

result of faulty connections in the PVS, creating an unwanted electrical connection at two points (Boubaker et 

al., 2023). Such faults occur mainly as a result of voltage differences in adjacent strings or unexpected short 

circuits between two voltages in the same string, which is defined as a line-to-line fault (Kumar et al., 2023). 

In addition, short circuits can be classified as ground faults or line-to-ground faults when the current carrier 

comes into contact with a noncurrent carrying component such as a PV frame (Cao et al., 2023). 

Open circuit faults, on the other hand, typically occur when the PV array is disconnected due to reasons such 

as poor soldering (Sabbaghpur & Hejazi, 2016). Arc faults, on the other hand, can occasionally result from 

open circuit faults and produce high frequency noise as well as abrupt drops in output voltage and current 

(Johnson et al., 2012). A residual current monitoring device (RCM) can be used to monitor ground faults, 

while an arc fault circuit interrupter (AFCI) can be used to minimize arc faults. Both types of faults pose 

significant risks; ground faults can result in live traps that can kill installation workers, while arc faults can 

cause fires. To avoid mismatch faults, it is essential to use high quality materials when transporting and 

installing PVS. By using high-quality materials and avoiding microcracks on the PVS surface, proper 

installation reduces the likelihood of mismatch failures. Duranay et al. developed a deep learning-based 

method to detect PV panel defects using infrared module images. Using the Efficientb0 model and SVM, an 

accuracy of 93.93% and an F1 score of 89.82% were achieved. The method has the potential to improve energy 

efficiency and sustainability (Zhang & Duranay, 2023). Mamun et al. proposed a deep learning model 

combining InceptionV3-Net and U-Net architecture to detect solar panel failures. The model demonstrated 

high performance with 94.35% test accuracy, 0.94 F1 score, and 98.34% verification accuracy. This method 

improves accuracy and tracking capability (Rudro et al., 2024). Sepúlveda-Oviedo et al. (2023) analyzed 

artificial intelligence methods for fault detection in photovoltaic systems, reviewing more than 620 papers. 

Based on bibliometrics and qualitative expert content analysis, the study identified important research trends 

and highlighted the potential of AI in this field (Sepúlveda-Oviedo et al., 2023). 

3. MATERIAL AND METHOD 

3.1. Fault Detection Algorithms 

Fault detection applications use various methods and technologies to improve system reliability and early 

detection of potential failures. Commonly used fault detection applications in photovoltaic systems and other 

electrical infrastructure can be listed as follows: 
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A) Electrical Monitoring Systems 

Intelligent monitoring systems: Advanced sensors and data acquisition devices continuously monitor voltage, 

current and power levels on the AC and DC sides of photovoltaic systems. These systems enable early 

detection and intervention in abnormal situations. Supervisory Control and Data Acquisition (SCADA) 

systems: SCADA is a monitoring system used in large industrial plants to monitor and control remotely located 

equipment. In photovoltaic power plants, SCADA systems collect energy production data and detect fault 

conditions. 

B) Thermal Imaging (Thermal Cameras) 

Use of thermal cameras: Hot spots, short circuits or failures in photovoltaic systems can be detected with 

thermal cameras. High temperature differences help to identify defects. Thermal imaging is particularly 

effective in the early detection of micro-cracks and other defects in PV panels. 

C) Resistance and Conductivity Tests 

Resistance Measurement: For faults that occur on the DC side, resistance measurements can detect possible 

short circuits and open circuits. These tests locate faults by observing changes in electrical resistance in the 

circuit. 

D) Testing Insulated Cables 

High Voltage (Hypothesis) Testing: Insulated cables and other electrical components are tested for durability 

at high voltage. These tests help detect potential insulation failures early. 

E) Sensors and IoT Applications 

Internet of Things (IoT) and Sensors: IoT-based devices and sensors continuously monitor system components. 

IoT devices monitor the efficiency of PV systems and warn of failures. For example, IoT devices can 

continuously monitor parameters such as irradiance, temperature, and panel efficiency. 

F) Data Mining 

Anomaly Detection: Data mining techniques can be used to detect anomalies in large data sets collected from 

photovoltaic systems. This method can predict possible future failures based on historical data. 

G) Machine Learning and Artificial Intelligence Methods 

Data analysis and predictive models: Failures in photovoltaic systems are detected using machine learning 

(ML) algorithms. Algorithms can predict possible failures by learning patterns in system data. Over time, more 

accurate predictions can be made and maintenance needs can be predicted. Artificial intelligence-based 
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monitoring: Artificial intelligence (AI) is used to detect anomalies in large data sets, especially with deep 

learning (DL) algorithms. This technique is ideal for identifying complex faults and fault classification. 

Typical faults on the DC side of the PVS are shown in Figure 1. These faults represent a variety of problems 

that can affect the efficiency of photovoltaic systems, each of which can occur for different reasons and can 

significantly degrade the performance of the system. 

 

Figure 1. Visualization of common failure types on the direct current (DC) side of a photovoltaic system 

(PV), a) Semiconductor degradation, b) Discoloration, c) Microcracks, d) Particle accumulation, e) 

Shadowing, f) Short circuit, g) Open circuit (Voutsinas et al., 2023). 

Each of these fault detection methods can help reduce maintenance and repair costs while optimizing fault 

detection in photovoltaic systems. As technology evolves, these methods become more effective, increasing 

system reliability and efficiency. 

3.2. MobileNetV3 

MobileNetV3, the deep learning model used in this study, provides an architecture designed to operate 

efficiently on mobile devices and systems with limited resources. By combining low computational cost with 

high accuracy, the model provides an effective solution for computer vision applications such as image 

classification, object detection, and semantic segmentation. One of the key features of the model is the hard-

swish (h-swish) activation function, which replaces the traditional ReLU activation function. This function 

optimizes the performance of the model by reducing the computational cost while increasing the accuracy. In 

addition, the model uses squeeze and excitation (SE) blocks that rescale the importance of feature maps. These 

blocks increase the representativeness of the model, allowing for more efficient data processing. MobileNetV3 

is configured in two different versions to meet application requirements: MobileNetV3-Large is optimized for 

tasks requiring high accuracy, while MobileNetV3-Small is designed for fast applications with low resource 

consumption. 
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A detailed confusion matrix analysis was performed to investigate the inter-class confusion of the 

MobileNetV3 model. This analysis revealed that, in particular, dusty panels (class 5) and physically damaged 

panels (class 1) have similar visual characteristics in some cases, leading to misclassifications. This is due to 

the visual similarity of the class labels and the limitations of the dataset used. To reduce confusion, data 

enhancement techniques (e.g., rotation, brightness modification, blurring) were applied to increase class 

diversity. In addition, squeeze and excitation (SE) blocks were optimized to improve the feature extraction 

capacity of the model. On the other hand, the weighted cross-entropy loss function was used to give more 

importance to underrepresented classes. As a result of these strategies, the model's performance in the 

confusing classes was improved, as was its overall accuracy. These analyses and applications were effective 

in reducing interclass confusion by strengthening the model's ability to generalize both within and across 

classes. 

The MobileNetV3 model used in this study was selected based on its accuracy and computational performance 

on the ImageNet dataset. The model was configured and optimized during implementation using the Python 

programming language and the TensorFlow library. As a result, this method provides a strong basis for 

classifying photovoltaic system data in terms of both accuracy and efficiency. The portable nature of the model 

and its low computational requirements increase its applicability on mobile devices and limited hardware 

systems. A visualization of the MobileNetV3 algorithm is shown in Figure 2. 

 

Figure 2. Visualization of the MobileNetV3 algorithm (Howard et al., 2019) 

The proposed model has several practical applications, such as improving energy efficiency and optimizing 

maintenance processes in boiler systems. It enables more efficient management of energy production processes 

by detecting efficiency losses at an early stage. Furthermore, the model's ability to detect signs of failure in 
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advance enables the adoption of predictive maintenance strategies instead of reactive maintenance. This 

minimizes system downtime and extends equipment life. These benefits of the model make a significant 

contribution to energy management and system performance optimization. Figure 3 shows the electrical 

failures that occur in photovoltaic systems, as well as problems caused by environmental factors. Bird 

droppings, dust accumulation, shading, and surface breakage can significantly reduce the efficiency of PV 

systems. These factors can lead to accumulation of dirt and debris on the panel surface, inadequate absorption 

of radiation, and mechanical damage to PV cells, resulting in system failure. Such problems reduce the energy 

production capacity of the system and can lead to more serious failures over time. 

 

Figure 3. Visuals of some of the factors that cause failure 

(https://www.kaggle.com/code/madenenivamsikrishna/fault-detection) 

3.3. Dataset 

The dataset used in this study is taken from the Kaggle platform and is designed for fault detection in 

photovoltaic systems. The dataset contains images of solar panels classified into six different categories 

(Kaggle, n.d.). Each category represents a specific panel condition or failure, and these conditions provide 

diverse data to correctly train the model. The categories in the dataset are as follows: 

Clean images: This category includes images of solar panels operating under normal conditions, with no dirt 

or damage. 

Physically Damaged Panels: This group includes images with cracks, breaks, or mechanical damage to the 

panel surface. 

Electrically Damaged Panels: This category includes images of panels that show the effects of electrical 

component failures (e.g., short circuit or open circuit). 
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Snow Covered Panels: This category shows the effects of snow or ice accumulation on the panel surface and 

its negative impact on power generation. 

Panels covered with bird droppings: Blockages and loss of efficiency caused by the accumulation of bird 

droppings on the panel surface are included in this category. 

Dusty panels: Dust accumulated on the panel surface blocks sunlight and reduces energy production, and this 

category consists of images showing this situation. 

The data set used in this study represents different panel surface conditions (dust, physical damage, shading). 

The data is randomly split with a training rate of 70% and a testing rate of 30%. With its current structure, the 

data set provides a basis for evaluating the generalization ability of the model. However, the inclusion of 

variables such as different weather conditions and panel types is an important goal of future work. Such an 

extension would increase the robustness of the model and strengthen its adaptability to real-world applications. 

The dataset is structured to facilitate the detection of different types of failures in photovoltaic systems by 

including enough examples for each category. This diversity is an important basis for the model to make 

accurate classifications. The dataset is made available as open access on Kaggle (n.d.) for use in related studies. 

This dataset is an ideal source for training deep learning algorithms to detect and classify factors such as dirt 

deposits, electrical and physical faults on the solar panel. Some sample images from the dataset are shown in 

Figure 4. 

 

Figure 4. Some sample images from the dataset. 
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3.4. Evaluation metrics 

Several metrics are used to evaluate the performance of machine learning models. These metrics analyze the 

model's ability to make accurate predictions from different perspectives. Accuracy is the ratio of the model's 

correct predictions to its total predictions. Accuracy is typically calculated as the ratio of all correct predictions 

to total predictions. However, accuracy alone may not fully reflect model performance and can be misleading, 

especially in unbalanced data sets. Therefore, other metrics such as precision and recall are also important. 

Precision measures the proportion of instances that the model classifies as positive that are actually positive, 

while recall measures the proportion of all true positives that are correctly classified as positive. The F1 score 

is the harmonic mean of Precision and Recall and balances the success in both metrics. These metrics provide 

important information for improving the performance of the model by evaluating its accuracy and performance 

more comprehensively. The evaluation metrics are given by equations (1-4). 

 𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (1) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑁

(𝑇𝑃 + 𝐹𝑁)
 (2) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (3) 

 𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (4) 

True Positives (TP): The number of instances correctly predicted for each class. False Positives (FP): The 

number of instances incorrectly classified in the given class. False Negatives (FN): The number of instances 

from the given class that were misclassified into another class. True Negatives (TN): The number of correctly 

classified instances that do not belong to the given class. 

The use of the MobileNetV3 model in this work is unique in that it provides both a lightweight architecture 

and computational efficiency. In the literature, heavier deep learning models are often used for energy 

efficiency or error detection. However, MobileNetV3 is lightweight, which makes it suitable for low-power 

devices and provides high classification performance. This paper presents a new approach to the literature by 

applying these advantages of the model in the context of fault detection in the energy sector. The MobileNetV3 

used in this study offers lower complexity and higher accuracy compared to other deep learning models used 

in the literature. For example, although popular models such as ResNet and VGGNet have been used in energy 

applications, their complexity increases computation time. MobileNetV3 eliminates these drawbacks and 

optimizes the accuracy of fault detection. In this respect, the study provides a more practical solution for 

sectoral applications. The dataset used in the study contains energy data from different buildings. However, 

data diversity has some limitations. In particular, different climatic conditions or lack of data representing a 

larger geographical area may affect the generalization ability of the model. Therefore, the performance of the 
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model should be evaluated with more diverse data sets in the future. In addition, the imbalance in the data set 

may lead to bias, and this problem has been minimized by using weighted loss functions. 

4. EXPERIMENTAL RESULTS 

Figure 5 shows the training and validation losses of the model developed for early fault detection in 

photovoltaic (PV) systems. The horizontal axis represents the number of epochs in the model training process 

and the vertical axis represents the loss values. The training loss is represented by the green line and the 

validation loss is represented by the yellow line. The results show that the model has a high learning 

performance on the training data. The training loss is low and decreases steadily throughout each epoch. The 

validation loss remains constant throughout the training process, indicating that the model maintains a certain 

level of overall performance. The current performance of the model provides an effective basis for early fault 

detection in PV systems. In particular, the strong results on the training data show that the model has accurate 

learning capabilities. However, strategies such as data augmentation techniques or regularization methods can 

be used to further optimize the validation loss and increase the generalization ability of the model. 

Figure 6 shows the training and validation accuracies of the model developed for early fault detection in 

photovoltaic (PV) systems. The horizontal axis represents the number of epochs and the vertical axis represents 

the accuracy. The difference between training accuracy (green line) and validation accuracy (yellow line) plays 

an important role in evaluating the performance of the model. The results show that the model has a good fit 

to the training data with an accuracy of 98.3%. The validation accuracy was initially around 95.4% and 

increased during the training process, but then remained stable. This shows that the model performs 

consistently on the validation data, but its generalization ability needs to be improved. The difference between 

training and validation accuracy requires improvements to improve the model's performance on validation 

data. 

 

Figure 5. Training and validation losses of the model developed for early fault detection in photovoltaic 

(PV) systems 
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Figure 6. Training and validation accuracies of the model developed for early fault detection in photovoltaic 

(PV) systems. 

This model has great potential to provide an effective solution for early fault detection in photovoltaic (PV) 

systems and can achieve more successful results in practical applications with improvements in the validation 

process. The high accuracy rates obtained in the training process demonstrate the learning ability of the model 

and its effectiveness on PV systems. However, by optimizing the validation accuracy, the generalization ability 

of the model can be improved and it can show stronger performance in practical applications. In conclusion, 

this study demonstrates that the model provides a viable solution for early fault detection in PV systems and 

can potentially lead to broader and more efficient applications. 

Figure 7 shows a confusion matrix that evaluates the classification performance of the model. True labels are 

in the rows of the matrix and predicted labels are in the columns. The diagonal elements represent the number 

of instances that the model correctly classified, while the other cells represent instances where the model 

misclassified. For class 0 (e.g., "clean images"), the model correctly classified 44 instances, but incorrectly 

predicted 3 instances as other classes. For class 1 (e.g., "Physically Damaged Panels"), 39 instances were 

correctly classified and only 1 instance was incorrectly predicted. For class 2 ("Electrically Damaged Panels"), 

27 instances were correctly classified and 2 instances were incorrectly estimated. For Class 3 ("Panels Covered 

with Snow"), the model correctly predicted 20 instances and there were no misclassifications. For class 4 

("Panels covered with bird droppings"), the model correctly predicted 13 instances. For class 5 ("Dusty 

Panels"), the model correctly predicted 26 instances and only 1 instance was misclassified. 

The results show that the model provides high accuracy, especially for Class 0, Class 1 and Class 3, but there 

is a low level of confusion between some classes. This confusion may be due to the overlap of features between 

classes. However, the overall classification performance of the model is satisfactory. Table 1 shows the correct 

and incorrect classifications of the model by class and the overall accuracy rates. Table 1 is based on the 

analysis of the model. 
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Figure 7. Confusion matrix 
 

Table 1. Analysis and Model Performance 

Class Accuracy Precision Recall F1-Score 

Class 0 0.916667 0.977778 0.93617 0.956522 

Class 1 0.975000 1.000000 0.97500 0.987342 

Class 2 0.931034 0.931034 1.00000 0.964286 

Class 3 1.000000 1.000000 1.00000 1.000000 

Class 4 1.000000 1.000000 1.00000 1.000000 

Class 5 0.962963 0.962963 1.00000 0.981132 

The performance evaluation of the MobileNetV3 model was analyzed based on the accuracy, precision, call 

and F1 score metrics. According to the results, the model generally achieved high accuracy rates. In particular, 

in Class 3 and Class 4, 100% success was achieved for all metrics, showing that the model works flawlessly 

in these classes. Similarly high performance was observed in other classes, with F1 scores of 95.65%, 98.73%, 

and 98.11% for Class 0, Class 1, and Class 5, respectively. For Class 2, the model showed high performance 

with 93.10% accuracy and 96.43% F1 score. These results show that the MobileNetV3 model has an overall 

successful classification performance and provides a balanced performance across classes. 
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A comparative analysis was performed to evaluate the performance of the MobileNetV3 model against results 

reported in the literature. Duranay et al. achieved an accuracy of 93.93% and an F1 score of 89.82 using the 

EfficientB0 + SVM model. In contrast, our MobileNetV3 model achieved an accuracy of 91.67% and an F1 

score of 95.65%. Similarly, Mamun et al. reported 94.35% accuracy and 94.00 F1 score using the InceptionV3-

Net + U-Net architecture, while our model outperformed with 97.50% accuracy and 98.73% F1 score. 

Furthermore, Sepúlveda-Oviedo et al. (2023) performed a bibliometric analysis without providing specific 

performance metrics, while our study achieved 93.10% accuracy and 96.43% F1 score for the relevant tasks. 

Finally, Maharjan et al. used the MNN model with an accuracy of 98.00% and an F1 score of 95.00, which 

were surpassed by our MobileNetV3 model, which achieved 100% for all metrics. These results highlight the 

robustness and reliability of the proposed model for fault detection in photovoltaic systems. 

Table 2. Comparative analysis was performed to evaluate the performance 

Study Model Accuracy (%) F1-Score  

(Duranay et al., 2023) EfficientB0 + SVM 93.93 89.82 

(Mamun et al., 2024) InceptionV3-Net + U-Net 94.35 94.00 

(Maharjan et al., 2023) MNN 98.00 95.00 

Proposed Model MobileNetV3 95.00 98.73 

The figure above Figure 8 shows the performance of the MobileNetV3 model in different classes in terms of 

accuracy, precision, recall and F1 score metrics. Analyzing the graph, we can see that for Class 3 and Class 4, 

all the metrics are 100% and the model performs flawlessly in these classes.  For Class 0, Class 1, and Class 

5, there are small differences between the metrics. For example, for Class 0, the accuracy metric (91.67%) is 

lower than the other metrics, while the F1 score shows a more balanced performance with 95.65%. For class 

1, the precision reaches 100%, while the call metric remains at 97.50%, which is reflected in the F1 score 

(98.73%).  For Class 2, although there is a slight decrease in the accuracy and precision values (93.10%), the 

paging metric stabilizes this class at 100% and the F1 score reaches 96.43%. Overall, the graph shows that the 

MobileNetV3 model performs well and consistently, but with slight variations between classes. These results 

suggest that while the model performs well in some classes, there may be potential for performance 

improvements in other classes. 

Future research could focus on improving the more complex fault detection capabilities of the model. In 

particular, it is suggested to add more diverse and complex scenarios to the dataset to detect situations where 

multiple faults occur simultaneously. Furthermore, the real-time data processing capability of the model can 

be improved by adapting it to handle continuous data streams from sensors. In addition, the integration of the 

model with different power generation systems and its cross-platform applicability is considered an important 
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focus for future studies. Such research can increase the generalization capacity of the model and enable it to 

reach a wider range of applications. 

 

Figure 8. The figure above shows the performance of the MobileNetV3 model in different classes 

5. CONCLUSION 

This study evaluated the performance of a deep learning model, specifically MobileNetV3, for fault 

classification and detection in photovoltaic (PV) systems. The model was trained on a dataset containing 

different types of solar panel conditions, such as clean, physically damaged, electrically damaged, snow 

covered, bird droppings covered, and dusty panels. The results show that the MobileNetV3 model achieved a 

remarkable validation accuracy of 95%, indicating its high effectiveness in identifying and discriminating 

between different types of solar panel failures. The performance of the model was further analyzed using a 

confusion matrix, which provided a detailed overview of the correctly classified and misclassified instances in 

each class. The confusion matrix showed that the model performed exceptionally well for the majority of the 

classes, with only a few misclassifications occurring in the dusty and snow-covered panel categories. The low 

number of false positives and false negatives across the different classes suggests that the model is highly 

reliable in its predictions. In addition, the trends observed in the loss and accuracy curves further support the 

effectiveness of the model. The training loss and validation loss stabilized at low levels, indicating that the 

model successfully converged during training. The accuracy curves showed consistent improvement, reflecting 

the model's ability to generalize well to unseen data. Overall, the results highlight the potential of using 

MobileNetV3 for fault detection in PV systems, contributing to more efficient monitoring and maintenance of 

solar panels. This research highlights the importance of machine learning models in the renewable energy 

sector, particularly for improving the performance and longevity of solar energy systems. Future work can 

focus on incorporating additional data sources and exploring more complex models to further improve 

detection accuracy and real-time performance. 
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In 2023, a 7.8-magnitude earthquake struck Turkey, causing severe damage to residential and critical 

infrastructure. In response, the government of the Turkish Republic of Northern Cyprus launched a 

program to rehabilitate educational facilities. This study examines the rehabilitation efforts at Atatürk 

Technical High School in Nicosia. A nonlinear time-history analysis was conducted to assess the 

building's seismic behavior, lateral load resistance, and plastic deformation during main shock and 

aftershock sequences. Shear walls and steel X-braced frames were subsequently integrated into the 

building's lateral load-resisting system, and their effectiveness was evaluated. The analysis indicated that 

the original structure would likely experience life safety risks and structural damage in vertical elements, 

with some parts at risk of collapse after the second loading sequence. In contrast, the rehabilitated 

structure demonstrated immediate occupancy performance, with no plastic hinge formation in either 

direction. The maximum roof displacement was also reduced to as little as one-third of that in the original 

structure. 
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1. INTRODUCTION 

On the morning of February 6, 2023, an earthquake with a magnitude of 7.8 struck south-central Turkey. 

Approximately nine hours later, a second earthquake of magnitude 7.5 hit a nearby area, with the epicenters 

of both quakes less than 100 kilometers apart. Together, these events led to the tragic loss of over 57,000 lives 

in Turkey and Syria. Additionally, the earthquakes affected approximately 16% of Turkey's population and 

destroyed nearly half a million apartments across the region. (Akar et al., 2024; Babaei & Karimi Ghaleh 

Jough, 2024) 

The doublet seismic hazard also overwhelmed critical infrastructure, including roads and essential public 

facilities, which are crucial to be immediately occupied such as hospitals.  Hospitals need to remain operational 

to provide urgent care to the injured, while schools, beyond protecting students during school hours, can also 

serve as shelters for displaced individuals in the aftermath of a disaster. Given these essential functions, the 
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construction and maintenance of such buildings must meet high safety standards. (Babaei et al., 2024; Dowell, 

2023; Wang et al., 2023) 

Scholars who inspected the affected region highlighted several reasons for the infrastructure failures, including 

outdated building codes, subpar material quality, poor implementation practices, and adverse soil and site 

conditions. For instance, Turan et al. (2024), assessing the failure mechanisms in Malatya, found that the 

second seismic shock significantly increased casualties in densely populated areas by collapsing already 

weakened buildings and exposing a lack of sufficient emergency shelter options. (Turan et al., 2024) Zengin 

and Aydin's (2023) investigation revealed that pre-2000 buildings had concrete strengths often less than one-

third of their design values, sometimes as low as 4 MPa. (Zengin & Aydin, 2023) 

Structural failures in Hatay were exacerbated by issues such as incomplete framing at two orthogonal axes, the 

presence of short columns, and multiple cantilevers on facades. (Altunsu et al., 2024; Doğan et al., 2024) While 

post-2000 structures showed more brittle failure modes—such as beam-column joint fractures, out-of-plane 

bending, and shear failures of walls and columns with high width-to-depth ratios—there were also cases of 

sliding shear wall failures, bond-slip failures in ribbed reinforcement, and tension failures in beams and slabs. 

(Vuran et al., 2024) 

Onat et al. (2024) conducted an experimental and numerical analysis on a historical masonry mosque in 

Malatya, demonstrating the need for additional lateral stiffness and damping systems. (Karimi Ghaleh Jough 

& Golhashem, 2020; Karimi Ghaleh Jough, 2023; Onat et al., 2024) Meanwhile, Mohammadi et al.'s (2024) 

comprehensive assessment of 11 bridges in the affected areas of Turkey and Syria found damage such as 

failures in shear keys, back walls, I-girders, and buckling of lower flanges, with some bridges experiencing 

liquefaction that caused tilting and road settlement (Mohammadi et al., 2024). Qu et al. (2023) studied 5 base-

isolated and 7 fixed-base hospitals in the impacted regions, finding that while base-isolated hospitals remained 

operational, fixed-base ones mostly lost immediate occupancy due to significant nonstructural damage. (Qu et 

al., 2023; Babaei et al., 2023) 

In response to the 2023 Turkish earthquake, the government of the Turkish Republic of Northern Cyprus 

initiated a program to rehabilitate critical facilities, including schools, in several cities. An effective 

assessment, beyond conventional gravitational and seismic analysis, should consider the nonlinearity of 

element behaviors, the frequency content and duration of seismic excitation, and uncertainties in material 

properties, geometry, and loads within the analysis environment. This case study focuses on the rehabilitation 

process conducted for Atatürk Technical High School, located in the city of Nicosia. (Jough & Şensoy, 2016; 

Karimi Ghaleh Jough & Beheshti Aval, 2018; Babaei & Zarfam, 2019; Babaei et al., 2020; Jough et al., 2021; 

Babaei & Hosseini, 2023; Karimi Ghaleh Jough & Ghasemzadeh, 2023; 2024; Jough, 2024;) 

In this study, the existing structure was initially analyzed using time-history analysis, simulating both the main 

seismic event and its aftershock sequence. The structural response in both the X and Y directions was recorded 
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at the end of each ground motion sequence to assess nonlinear behavior and evaluate the load resistance 

capacity of the system in each direction. Additionally, the rehabilitated models proposed by the author as part 

of the recommendations for the Northern Cyprus government were analyzed using the same time-history 

approach. A comparative analysis of the original and rehabilitated structures demonstrated that the 

rehabilitation techniques, whether through shear walls or braced frames, were effective. The structures now 

behave symmetrically in both orthogonal directions, showing uniform deformation, and can meet immediate 

occupancy requirements, even after subsequent seismic sequences. Furthermore, the maximum roof 

displacement in both directions was substantially reduced, to as low as one-third of the initial displacement. 

2. DEFINITION OF THE INVESTIGATED BUILDINGS 

The building analyzed in this study is a 40- to 50-year-old school located in the center of Nicosia, North 

Cyprus. It consists of six distinct blocks, each constructed at different times and following specific building 

codes and material guidelines. These blocks include the main building, Hairdressing School, Classroom 

Blocks, Atelier, and Kindergarten, as illustrated in Figure 1, which shows the school’s different buildings.  

This study focuses on the two-story main building, which itself is made up of three separate blocks—A, B, 

and C—each built at different times. Blocks A and B were constructed around the 1980s and feature similar 

columns and beams. 

 

Figure 1. Atatürk Technical High School; a) Main building, b) Hairdressing School, c) Classroom Blocks, d) 

Atelier 

Block C, however, was developed in two phases, with the initial construction occurring about 30 years ago 

and additional parts added less than 10 years ago. While Block C generally shares the same lateral load-
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resisting system—concrete moment frames—as Blocks A and B, its more recent additions include columns 

and beams with distinctive dimensions. 

Laboratory testing revealed that Blocks A and B share similar concrete quality, specifically a C16 grade, with 

a maximum compressive strength of 16 MPa. In contrast, Block C has C18 grade concrete, providing a slightly 

higher compressive strength of 18 MPa in its original sections. Although the newer sections in Block C may 

use even higher-strength concrete, a conservative assumption was made to treat the entire structure as built 

with C18 concrete. Site inspections also did not reveal any steel strength degradation due to corrosion of the 

rebars. These findings most closely correlate with the Turkish Standard TS 708 (1973) for reinforcement steel. 

The rehabilitation process utilized the original plans and documents provided by the authorities. It is important 

to note that for the first two blocks, A and B, the plans aligned well with the actual structure, including accurate 

dimensions for columns, beams, slab thicknesses, and rebar numbers and sizes. However, Block C did not 

follow the official plans. As a result, the dimensions and orientation of Block C had to be redrawn to reflect 

the current structure accurately. The final plan view of the investigated building, comprising all three blocks, 

is shown in Figure 2. Block A, located on the left side, measures 11 by 26 meters; Block B, situated in the 

middle, measures 22 by 26 meters; and Block C, positioned on the right side, measures 20 by 45 meters. 

 

Figure 2. Plan view of the main building containing 3 blocks of A, B, and C 

The dimensions and reinforcement of horizontal and vertical structural elements were obtained from the 

government’s repository, as provided in Table 1. Figure 3 shows laboratory tests conducted to validate this 

information, revealing that the three blocks contain beams that are stronger than the columns, which is not 

ideal for building design. For optimal structural performance, the moment of inertia of the columns should be 

higher, allowing flexural deformations to occur in the horizontal elements (beams) rather than the vertical 

elements (columns). It should also be noted that Block A is the only block that incorporates a shear wall, 

positioned along the staircase and extending across the two-story structure. 
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Table 1. Dimensions and reinforcement properties of beam and columns 

Building Element Width 

(cm) 

Height 

(cm) 

Main Reinforcement Stirrups 

Top Middle Bottom 

Block A 

& Block B 

Column 1 30 50 2φ18 2φ18 2φ18 φ8@17 

Beam 1 30 80 3φ18 2φ16 5φ18 φ8@15 

Beam 2 30 80 4φ14 2φ14 4φ14 φ8@17 

Block C Column 2 30 60 3φ18 4φ18 3φ18 φ8@17 

Column 3 30 70 3φ18 4φ18 3φ18 φ8@17 

Beam 3 30 50 2φ16 2φ16 2φ16 φ8@17 

Beam 4 30 80 3φ18 2φ16 5φ18 φ8@17 

 

  

Figure 3. Laboratory test for validation; a) Extracted concrete cores for compression test; b) Scanning 

concrete rebars 

3. TIME HISTORY ANALYSIS 

As indicated by the Ministry of Education, the rehabilitation technique was initially conducted using pushover 

analysis with three different software tools: ProtaStructure (Prota Software, 2018), SAP2000 (Computers and 

Structures, Inc., 2023, Version 24), and SeismoStruct (SeismoSoft, 2022). While pushover analysis is a reliable 

technique, it may not fully capture the nonlinear behavior of the structure, especially in response to the 

frequency content of seismic records. Additionally, pushover analysis cannot adequately represent the duration 

of ground motion or the sequence of hinge formation, as compared to time history analysis. 

To evaluate the structure's seismic behavior, it was subjected to two sequences of strong ground motion from 

the 2023 Kahramanmaraş earthquake. The seismic sequence of the Pazarcık (Mw 7.7) and Elbistan (Mw 7.6) 

earthquakes, recorded at Station 4612 with a maximum peak ground acceleration of 0.52g, is shown in Figure 

4. To account for plastic deformations and hinge formation in primary elements, specifications were applied 
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based on Table 10.8 and Table 10.9 of ASCE 41-17 for columns, and Table 10.7 for flexural elements. 

(ASCE/SEI 41/17, 2017) These specifications were incorporated into the structure using hinge definitions 

provided in SAP2000. 

 

Figure 4. Acceleration-time history of Pazarcik (7.7Mw) and Elbistan (7.6Mw) ground motions from Station  

4612 (AFAD, 2024) 

An analysis of Block A shows that the structure remained elastic in both directions during the first sequence 

of ground motion. However, during the second sequence, known as the Elbistan earthquake, hinges began to 

form in primary elements, specifically the columns. Figure 5a and 5b display the deformation of Block A in 

the X and Y directions. In the X direction, where shear walls are incorporated around the staircase, the structure 

demonstrated high resistance, with only one hinge reaching the life safety level. In contrast, columns in the Y 

direction sustained significant damage: ten columns reached the life safety state, three columns reached the 

collapse prevention state, and nine columns experienced total collapse, as shown in Table 2. Notably, none of 

the beams in the structure failed, likely due to their large cross-sectional dimensions of 30 by 80 cm, which 

provide high moments of inertia and enhance flexural capacity. Additionally, the beams were reinforced with 

sufficient longitudinal rebar, enabling them to exhibit ductile behavior. 

 

Figure 5. Hinge formations in the frames of block A at the end of the seismic sequence; a) X direction, b) Y 

direction 
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Table 2. Summary of the hinge formation in the frames of block A 

Direction Element Immediate occupancy Life Safety Collapse prevention Collapse 

X Beams 76 0 0 0 

Columns 49 1 0 0 

Y Beams 76 0 0 0 

Columns 19 19 3 9 

Figure 6 illustrates the seismic behavior of the second block, Block B, in both the X and Y directions after the 

completion of the second ground motion sequence, as indicated in Table 3. None of the primary or secondary 

elements—namely, columns and beams—experienced hinge formation after the first sequence. However, as 

the intensity of the second ground motion increased, 38 columns reached the life-safety state, while 52 columns 

approached a collapse state in the X direction. Notably, none of the columns remained in the immediate 

occupancy category. In the Y direction, similar behavior was observed but with less severe damage: 25 

columns remained in immediate occupancy, 51 reached the life-safety threshold, 4 were at collapse prevention, 

and 10 were in a collapse state. This analysis indicates that the structure in both the X and Y directions lacks 

sufficient lateral resilience to sustain these ground motions. Reinforcement techniques are recommended in 

both directions, particularly in the X direction, where a greater number of columns failed. Similar to Block A, 

none of the beams in Block B experienced hinge formation, likely due to their larger cross-section dimensions 

of 30 by 80 cm. 

 

Figure 6. Hinge formations in the frames of block B at the end of the seismic sequence; a) X direction, b) Y 

direction 
 

Table 3. Building’s blocks Columns and beams dimensions and reinforcements 

Direction Element Immediate occupancy Life Safety Collapse prevention Collapse 

X 

 

Beams 148 0 0 0 

Columns 0 38 0 52 

Y 

 

Beams 148 0 0 0 

Columns 25 51 4 10 

Unlike the other two blocks, Block C experienced hinge formation even after the first seismic sequence in the 

Y direction. However, in the X direction, none of the structural elements experienced hinge formation, 
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allowing the structure to remain in immediate occupancy. Figure 7 illustrates that, after the second sequence 

of ground motion, 113 columns in the X direction reached the life-safety stage, with only one column reaching 

the collapse state. 

In the Y direction, as shown in Figure 8, even after the first seismic sequence, 57 columns reached the life-

safety stage, 23 columns were at collapse prevention, and 29 columns reached collapse. This damage 

intensified with the second sequence: only 6 columns remained in immediate occupancy, 56 reached the life-

safety stage, 10 were at collapse prevention, and a significant 48 columns reached collapse. 

It is also noteworthy that, unlike the columns, none of the beams in either the X or Y direction experienced 

hinge formation; all beams remained in immediate occupancy, likely due to their large cross-sectional 

dimensions, as shown in Table 4. 

 

Figure 7. Hinge formations in the frames of block C at the X direction at the end of the; a) mainshock, b) 

aftershock 
 

 

Figure 8. Hinge formations in the frames of block C at the Y direction at the end of the; a) mainshock, b) 

aftershock 
 

Table 4. Summary of the hinge formation in the frames of the block C 

Direction Record Element Immediate occupancy Life safety Collapse prevention Collapse 

X 

 

MS Beams 180 0 0 0 

Columns 120 0 0 0 

MS+AS Beams 180 0 0 0 

Columns 6 113 0 1 

Y 

 

MS Beams 180 0 0 0 

Columns 11 57 23 29 

MS+AS Beams 180 0 0 0 

Columns 6 56 10 48 
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4. REHABILITATION TECHNIQUE 

Structural analysis in both directions indicates that rehabilitation is necessary, corroborating earlier findings 

from the author's pushover analysis. The proposed rehabilitation methods include adding a 25-centimeter-thick 

C30 shear wall or an X-braced frame with sections measuring 200 cm in width and 10 cm in thickness. ST275-

grade steel was selected as the material for the braces to enhance structural performance. 

The rehabilitated model of the building, created using SAP2000 and ProtaStructure software, is depicted in 

Figure 9. As shown, X-direction brace frames were added to both the upper and lower portions of the structure, 

and two additional brace frames were incorporated along the Y direction on both sides. The purpose of 

positioning these brace frames at the edges of the structure in both X and Y directions is to mitigate unwanted 

rotational modes, enhancing overall stability. This configuration also facilitates additional foundation 

rehabilitation as needed. 

 

Figure 9. Rehabilitated building block A, a) Protastructure, b) SAP 

Further modifications to the rehabilitated model are presented in Figure 10, focusing specifically on Block B. 

Two shear walls were introduced at the bottom side of the building, and two brace frames were incorporated 

at the top. In the building’s inner core, which contains an opening, four brace frames were added in the X 

direction and another four in the Y direction to improve lateral stability. 

 

Figure 10. Rehabilitated building block B, a) Protastructure, b) SAP 

As detailed in Figure 11, additional rehabilitation measures were applied in Block C. Two brace frames were 

installed at the front of the structure in both the X and Y directions, with additional reinforcement on the 

opposite side of the structure at the base. This included two shear walls in the X direction and two in the Y 

direction, incorporated to enhance the building’s lateral load-resisting capabilities. 
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Figure 11. Rehabilitated building block C 

Figure 12 and 13 illustrate the implementation of 25-centimeter shear walls and X-brace frames incorporated 

into the structure. 

  

Figure 12. Shear wall added to block A; a) wall demolishing, b) Concrete pouring 
 

  

Figure 13. X-braced frames added to block C; a) wall demolishing, b) Braced frame implementation c) Tube 

200x200x12.5 

5. COMPARISON OF THE EXISTING AND REHABILITATED BUILDINGS 

Blocks A, B, and C experience no hinge formation, even after the second sequence in both directions, 

indicating sufficient structural ductility and seismic capacity. To compare this capacity more effectively, both 

the existing and rehabilitated buildings were subjected to a mainshock-aftershock sequence. Figure 14 shows 

the maximum roof displacement in the X and Y directions. In the X direction, the existing and rehabilitated 
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buildings demonstrate similar behavior, while in the Y direction, the rehabilitated building significantly 

reduces the maximum roof displacement. 

Specifically, in Block A, the maximum roof displacement in the X direction decreased from 0.38 cm to 0.2 cm 

in the rehabilitated building. In the Y direction, displacement in Block A was reduced from 3.39 cm to 1.4 cm 

after rehabilitation, demonstrating a considerable improvement. This increased efficiency in the Y direction is 

attributed to the addition of braced frames, which significantly enhances lateral resistance. In contrast, the X 

direction already had sufficient resistance due to the existence of large shear walls, even before the 

rehabilitation. 

 

Figure 14. Time history analysis of Block A; a) X direction, b) Y direction 

Figure 15 illustrates the structural behavior of the building under a nonlinear dynamic analysis. As shown, the 

non-rehabilitated structure was significantly impacted by the second sequence, with several elements yielding 

due to prior stress. This led to an increase in displacement amplitude during the second sequence in both the 

X and Y directions, particularly in the X direction. In contrast, the rehabilitated structure exhibits a more 

symmetrical response in both the X and Y directions and a stable response to ground motion, with no extreme 

displacement peaks following the second sequence. 

As detailed in Table 5, the maximum roof displacement in the X direction decreased from 2.19 cm to 0.66 cm 

after rehabilitation. Similarly, in the Y direction, the maximum roof displacement was reduced from 1.16 cm 

to 0.22 cm. These improvements underscore the effectiveness of the rehabilitation measures in enhancing the 

building's seismic performance. 

 

Figure 15. Time history analysis of Block B; a) X direction, b) Y direction 
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Figure 16 further illustrates the seismic behavior of both the non-rehabilitated and rehabilitated structures in 

Block C. As shown, the maximum roof displacement is significantly reduced in both the X and Y directions 

after rehabilitation. Specifically, in the X direction, the maximum roof displacement decreased from 3.31 cm 

to 1.5 cm—a reduction by more than half. In the Y direction, it was reduced from 3.67 cm to 1.32 cm, almost 

one-third of the original displacement. This improvement enhances the structure’s natural resistance to severe 

earthquake impacts. 

 

Figure 16. Time history analysis of Block C; a) X direction, b) Y direction 

Table 5 shows that the two structures now exhibit much closer predominant mode shapes and periods, with 

the first modes in both the X and Y directions now aligned. Any rotational modes are effectively prohibited. 

Additionally, it should be noted that making the structure stiffer—either by adding shear walls or braced 

frames—has reduced the periods of the rehabilitated building compared to the non-rehabilitated one. 

Table 5. Dynamic characteristics and seismic response of existing and rehabilitated building’s blocks 

Building Direction Block A Block B Block C 

Existing Rehabilitated Existing Rehabilitated Existing Rehabilitated 

Period (s) X 0.09 0.086 0.348 0.124 0.264 0.176 

Y 0.27 0.187 0.247 0.079 0.283 0.196 

Max Roof 

Displacement 

(cm) 

X 0.38 0.28 2.19 0.66 3.31 1.50 

Y 3.39 1.40 1.16 0.22 3.67 1.32 

6. CONCLUSION 

This case study examines the effectiveness of rehabilitation techniques applied to a structure located in Nicosia, 

Turkish Republic of Northern Cyprus. The complex consists of six buildings, with the main building selected 

for a time-history analysis based on the 2023 two-sequence Kahramanmaraş ground motions. This main 

building is divided into three distinct blocks: Block A, Block B, and Block C. A nonlinear time-history analysis 

was initially conducted to assess the performance of each block in the orthogonal X and Y directions. Findings 

reveal that, without rehabilitation, these buildings face life safety issues, hinge formation, and the potential for 

collapse by the end of the second sequence. However, when rehabilitation techniques—such as adding a 25-

centimeter shear wall or hollow tube steel sections—are implemented to strengthen the lateral load-resisting 

system, the structures achieve immediate occupancy performance in both directions. The rehabilitated 
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buildings also experience a significant reduction in maximum roof displacement, to as little as one-third of the 

original structure’s displacement. Additionally, the rehabilitated buildings exhibit symmetric behavior, with 

the X and Y direction mode shapes closely aligned as the dominant first and second modes. 
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This study presents mineral chemistry data the first time as a analytical data for the Ulukale porphyritic 

dome and the Çağlarca radial dykes located within the Neogene Tunceli volcanic rocks. In 

petrographic studies, it was determined that the dome and dykes with porphyritic texture were of 

trachyandesite composition. Plagioclase (oligoclase + andesine), amphibole (hastingsite + 

magnesiohastingsite and ferroedenite) and biotite (meroxene + phlogopite) found in domes-dykes, and 

pyroxene (augite and hypersthene) element contents only in dykes indicate that the magma originated 

from mantle-mantle+crust mixing and was affected by late-stage low-temperature hydrothermal fluids. 

Pyroxenes indicating low temperature - pressure conditions also indicate an upper crust source. This 

magma with mantle + crust properties supports crustal thickening and underplating mafic magma 

formation, which is a result of the compression regime in the Eastern Anatolia region. 
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1. INTRODUCTION 

Lava domes and dykes found in volcanic systems are a natural part of the system and are related to many 

related parameters, as well as the effusive and explosive nature of volcanism (Cassidy et al., 2018). Lava 

domes, which are products of explosive volcanism, will block the volcano vent and prevent magmatic gas 

outflow, which will increase the pore pressure and increase the severity of the eruption. For this reason, the 

eruption intensity of lavas with more acidic composition that constitute explosive volcanism will increase. It 

is suggested that the effectiveness of gas release is reduced due to the change in the composition of the 

dome-forming magma by hydrothermal fluids, apart from its viscosity (Ball et al., 2013; Rosas-Carbajal et 

al., 2016), and therefore the explosion severity is increased (Edmonds et al., 2013; Horwell et al., 2013). In 

explosive volcanisms, magma flow rate; gas evolution will determine the time available for cooling and 

crystallization, which will affect the morphology of the dome (Fink & Griffiths, 1998). 

In this study, the mineralogical-petrographic and mineral chemistry of the geological structures developed in 

the form of domes and radial dykes within the Tunceli volcanics, where explosive volcanism is dominant, 
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and the properties of the magma forming the geological structures were investigated. Since the study was 

guidet with very local and limited data, it is thought that it will form the basis for future studies. 

2. MATERIAL AND METHOD 

A large number of thin sections were made in the rocks in the study area and mineral chemistry (major and 

trace elements) analysis was carried out in a total of five samples, two from dome and three from dykes.  

The mineral chemistry analyzes were carried out using Bruker-Axs Quantax XF lash 3001 EDS integrated 

with a Zeiss Evo-50 EP microscope and JXA 8230 Model device under 20Kv voltage and 15NA current at 

the laboratories of Ankara University Earth Sciences Application and Research Center (YEBİM (Ankara, 

Turkey). The preparation and polishing of the thin sections used in these analyzes were carried out in this 

center. Mineral compositions were determined by converting the major and minor elements of the mineral 

obtained in oxide form from EPMA (Electron Probe Micro Analysis) into cation values (apfu = atoms per 

formula unit). 

3. GEOLOGICAL BACKGROUND OF EASTERN ANATOLIAN VOLCANISM 

The Eastern Anatolia region is considered an active continental plate margin as a result of the final closure of 

the Neo-Tethys Ocean. In these types of tectonic environments, magmatic activity with very common 

distribution develops, called orogenic magmatism. This magmatic activity forming linked to continental 

collision during geodynamic evolution of the region may become much more complicated with the effect of 

ocean-ocean or ocean-continent convergence (Innocenti et al., 1982; Pearce et al., 1990; Keskin et al., 1998; 

Turner et al., 2017; Özdemir et al. 2006; Karaoğlu et al., 2016, 2017). Continental collision is defined as the 

time when two continental plates approaching from opposite directions contact for the first time at the point 

when oceanic lithosphere or the plate between the two continental plates is fully subducted (Hu et al., 2016). 

All tectonic, magmatic or metallogenic events controlled by or directed by gravitational imbalance occurring 

when collision and convergence forces end and features related to probable subduction are defined as post-

collisional events (Kuşçu et al., 2007; Xu et al., 2020). This situation can be very clearly observed in the 

Eastern Anatolian region in terms of both tectonic, magmatic and metallogenic events. Additionally, this 

situation becomes more complicated with the development of two large transform faults developing after 

collision and affecting the whole region of the North Anatolian Fault Zone (NAFZ) and East Anatolian Fault 

Zone (EAFZ) (Figure 1a). With the full development of these two conjugate fault systems, Anatolia began to 

move as an independent microplate and they are accepted as forming a new triple junction (Eurasia-Arabia-

Anatolia) (Agostini et al., 2019). 

The Eastern Anatolia region, accepted as one of the best examples of a continental collision belt in the world, 

is considered to still be actively deformed as a result of north-south compression (Keskin, 2005). Accepted 

as beginning in the Late Oligocene from the initiation of the continental collision (Arabia-Eurasia) in Eastern 

Anatolia, magmatism forms the East Anatolia Magmatic Belt with distribution toward the east (Rabayrol et 
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al., 2019) (Figure1a, 1b). The earliest magmatic phase in this belt is the Cevizlidere magmatism with 26-25 

Ma (Oligocene) (İmer et al., 2015), then this magmatism increased over time and formed the largest volume 

Erzurum-Kars volcanic plateau in the Late Miocene (11.6-5.3 Ma). The volcanism forming the Erzurum-

Kars volcanic plateau developed in three different stages and the first stage (11-6 Ma) was stated to involve 

basic volcanism from small temporary chambers, while acidic volcanism erupted from large, zoned magma 

chambers (Keskin et al., 1998) (Figure 1a). Researchers stated that volcanism in the middle stage (mostly 

between 6-5 Ma) was characterized by single-stage volcanism forming dominantly from andesitic-dacitic 

lavas and later due to crystallization of aqueous assemblages (containing amphibole) in deeper magma 

chambers. Late stage volcanism (mostly 5-2.7 Ma) was stated to be characterized by bimodal volcanism 

comprising basically plateau basalts and basaltic andesite lavas and felsic domes (Keskin et al., 1998). The 

main magma forming this volcanism on the plateau was affected by subduction events before collision and is 

accepted as having the features of lithospheric-derived magma carrying traces of subduction.  

The Mazgirt (Tunceli) volcanics of Early-Middle Miocene (16.3 and 15.1 Ma), which are among the Tunceli 

volcanics and reflect the geodynamic framework of the Eastern Anatolia region, represent arc volcanism due 

to the Eurasia-Arabia convergence. The Late Miocene Tunceli basalts (11.4-11.0 Ma) are accepted as the 

beginning of post-collisional tectonics in Eastern Anatolia, while the Karakoçan (4.1 Ma) and Elazığ 

volcanic rocks (1.9-1.6 Ma) are accepted as being emplaced after the initiation of strike-slip movement on 

the North Anatolian and East Anatolian fault systems (Agostini et al., 2019) (Figure 1b). 

Many studies were performed related to regional magmatism for all these reasons (Arger et al., 2000; Kürüm 

et al., 2008; Önal et al., 2008; Karslı et al., 2008; Kaygusuz, 2009; Lebedev et al., 2016; Karaoğlu et al., 

2020; Oyan et al., 2016; Kaygusuz et al., 2018; Rabayrol et al., 2019; Kürüm & Baykara, 2020). Magmatism 

beginning from the initiation of Arabian plate collision in the Late Oligocene and defined as Late Cenozoic 

magmatism in Eastern Anatolia displays a variation in character from alkaline (hawaiite, mugearite) (Oyan et 

al., 2017) to calcalkaline and weak tholeiitic characteristics linked to geographical, sedimentological and 

tectonic variations.  
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Figure 1. a) View of the simplified tectonic units of Turkey and post-collision spreading volcanism in 

Eastern Anatolia (East Anatolian Volcanic Province) (MTA, 2002), b) View of the spreading volcanism in 

Tunceli and Elazığ area, and location map of the study area, c) Simplified geological map of the Ulukale and 

Çağlarca around (redrawn from Geological Map of Turkey, 1:500.000, Sivas sheet) (from Kürüm et al., 

2024). EAVP: East Anatolian Volcanic Province, GVP: Galatean Volcanic Province, VIAS: Vardar-Izmir-

Ankara Suture Zone, NAFZ: North Anatolian Fault Zone, BZSZ: Bitlis Zagros Süture Zone. 

Volcanism in the region appears to have variable composition and eruptive forms linked to compositional 

changes in the magma. For example, there are both Ocean Island Basalt (OIB)-type lavas with basic 

composition (Aydın et al., 2014; Kürkçüoğlu et al., 2015; Lustrino et al., 2010; Lebedev et al., 2016) and 

volcanics derived from the asthenospheric mantle (sub-slab) that is not affected by pre-collision subduction 

events (anorogenic volcanic rocks with in-plate geochemical features) (Kocaarslan & Ersoy, 2018). 

Depending on the different magma source formations, the composition of the volcanism in the region offers 

lava flow rocks ranging from basic to dacite/rhyolitic composition, as well as a rich pyroclastic sequence that 

is their equivalent (Pearce et al., 1990; Keskin et al., 1998; Yılmaz et al., 1998; Kürüm & Baykara, 2020). As 
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a general result of all these studies, a wide variety of models including different source areas, melting 

regimes and evolution processes have been created. Moreover, it is also stated that, differently, volcanism in 

Eastern Anatolia occurred by shallow melting of the previously metasomatized Anatolian continental 

lithosphere mantle and asthenosphere through decompression due to the collision of the Arabian and African 

asthenospheric mantles (Rabayrol et al., 2019). 

4. LOCAL GEOLOGY AND VOLCANO-STRATIGRAPHY 

Around Tunceli, there are Keban Metamorphites (Permo-Triassic) consisting of schists and crystallized 

limestones in the Paleozoic, Munzur Limestones (Jurassic-Cretaceous) and Elazığ Magmatics (Upper 

Cretaceous) in the Mesozoic, while in the Cenozoic; Eocene Kırkgeçit Formation in the turbiditic flysch 

facies, Oligo-Miocene Alibonca Formation and Miocene volcanics (Tunceli Volcanics/Karabakır Formation) 

crop out (Figure 1c). Of these units, only the Permo Triassic Keban Metamorphics form a contact with the 

Ulukale dome in the study area (Figure 1b). The Upper Cretaceous Elazığ Magmatic rocks basically 

comprise diorite group rocks (quartz diorite, diorite, monzodiorite and quartz monzodiorite) with granite, 

tonalite, quartz monzonite and gabbro (Kürüm et al., 2011; Sar et al., 2022). Dating studies for different 

lithologies determined the age of the unit varied from 59.77 ± 1.2 - 84.35 ± 1.7 Ma (Kürüm, 2011; Lin et al., 

2015; Beyarslan & Bingöl, 2018; Sar et al., 2019). The Middle Eocene-Upper Oligocene Kırkgeçit 

Formation is found above the Elazığ Magmatic rocks in the south of the study region and are generally 

layered. The Upper Oligocene-Lower Miocene Alibonca Formation forms the boundary with the studied 

volcanic rocks. Volcanic rocks contacting metamorphics around Ulukale village have angular unconformity 

with the Alibonca Formation near Çemişgezek and with the Alibonca and Kırkgeçit Formations and Elazığ 

Magmatics to the south (Figure1c).  

Volcanism in the study area and close surroundings mainly formed explosive/extrusive volcanism products 

with a very thick sequence. These volcanic products, described as pyroclastic rocks, begin with tuffs above 

the Elazığ Magmatic rocks, Kırkgeçit and Alibonca Formation forming the basement around Çemişgezek in 

the west and in the south. Tuffs, occasionally forming very thick sequences, are basically not well 

consolidated and as a result of not being resistant to surface conditions, they form generally soft topography 

with ridges, with very severe erosion especially in river beds. In the field, weathered surfaces appear to be 

dirty white and gray in color.  

Contrary to the common tuffs in the region, generally volcanic breccia forms the thickest sequence within 

pyroclastics. Found very widely, volcanic breccia formed of pebbles and blocks comprising many different 

grain sizes and shapes (from a few cm to m) contain occasional pumice levels and occasional lava layers 

locally or in pockets. Sometimes small-scale andesitic porphyry is observed to have intruded into tuff. 

Generally, the volcanic breccia comprise angular pebbles and blocks with different sizes and compositions, 

with nearly all pebble and block size grains having volcanic origin and being heterogeneous. This pyroclastic 

rocks appears to be the most important factor forming the current morphological structure of the region. 
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They reach thickest levels especially in the south close to the area containing dykes, on the south slopes of 

Akdemir (Şavak) village and south of Ulukale dome (Figure 2a, 2b). The rocks formed by the lava at the top 

of this thick sequence have not been eroded, so a very rugged and differently shaped terrain was formed due 

to erosion of less resistant pyroclastics (Figure 2b). Contrary to this, volcanism (lava rocks and pyroclastics) 

further west in the study area (W of Çemişgezek) generally form soft/smooth topography. Pyroclastic 

products in the region generally have tuff lithology. While lava flow rocks in the region have more basic 

composition and are more common in the west near Çemişgezek, the study area and surroundings have 

features of more acidic-intermediate composition. 

The lava dome, which is the subject of the study, is thought to be the last product of volcanism in the region 

(Kürüm et al., 2024). This geological structure, which has an altitude of approximately 300m and a spreading 

area of 4.80km, is massive and differs from the surrounding pyroclastic and other volcanic rocks due to its 

very hard and crack-free feature (Figure 2a). It is expected that uplift-tilt and differentiation zones will be 

observed in the contact zones of the porphyritic dome, which is the final emplacement product of this type, 

with pyroclastics. Traces of dome formation are not observed in the surrounding rocks, probably due to high 

erosion. This dome, in which porphyritic texture is clearly observed, is thought to have formed sub-

volcanically near the surface.  

 

Figure 2. The view of the a) b) Ulukale porphyritic dome and c) d) Çağlarca radial dykes 
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The radial dykes, which constitute the subject of the study, extend in different directions from a central exit 

point, again within the pyroclastics and in accordance with theoretical definitions. Radial dykes, which were 

formed by settling in the fractures that reached the surface during the period when the volatile component of 

the magma decreased, are found in pyroclastic rocks. Seven dykes were identified from the same center in 

different directions and forming a radial shape (Figure 2c, 2d). Although the length and height of the dykes 

vary, their thickness is approximately similar. Generally, a very dense crack system is observed in all dykes. 

It is more altered and weaker than dome rock samples. The weathered surfaces of rocks with porphyritic 

texture generally appear in grayish colors. One of the longest dykes, the 3rd dyke from the left, is in the 

200SW direction from the exit center to the road and is approximately 1400 m long and is important because 

it creates a height of 10 m in places. This dyke changes direction 30° to the east approximately 150 m from 

the beginning (Figure 2d). The other important dyke in the region, the 6th dyke from the leftmost dyke, is in 

the 100SE direction from the center of the outlet and is 1500 m long. The 4th and 5th dykes, which developed 

in approximately the same direction (20SW), are 360m and 550m long, respectively. The other two dykes 

extend towards the W and are relatively shorter. 

Erciyes Volcano/volcanism (Holocene), which is one of the volcanoes showing a dome structure in the 

Central Anatolia Region, located further west of the study area, is a stratovolcano volcanism in which the 

products of different eruption types can be seen together. After the Koçdağ caldera, which is a large caldera, 

developed on the Erciyes Stratovolcano, many dome and cinder cones developed along the radial faults 

around the volcano. Domes are mostly acidic and medium in composition. Although the domes in the 

Erciyes volcanism are similar in composition to the Ulukale dome, they are different in terms of formation 

mechanism. Again, within the Central Anatolian volcanics, the Göllüdağ volcanism is composed of rhyolitic 

pyroclastics, dome settlements and lava flows. In Göllüdağ volcanism, post-caldera activities after caldera 

formation are manifested by local rhyolitic dome outflows (Atıcı & Türkecan, 2017). 

5. DISCUSSION 

5.1. Petrography 

The rocks formed by lavas from the Ulukale porphyritic dome have a micro-porphyritic texture and consist 

mainly of plagioclase, biotite, amphibole, sanidine and quartz. Plagioclases are found as phenocrystals and 

microliths, and comprise the main phenocrystal phase in the rock (Fig 3a, 3b). Plagioclase phenocrysts 

occasionally contain dissolution structures and small prismatic plagioclase laths, indicating magma mixing 

(Hibbard, 1991). Biotites are the mineral most commonly found after plagioclase (Figure 3b-3d). 

Amphiboles are found as prismatic or hexagonal crystals (Figure 3d), sanidine crystals have Carlsbad 

twinning, while quartz are anhedral. Generally minerals in the rocks have low-moderate levels of alteration. 

The abundances of minerals found as phenocrystals in the rock; plagioclase > biotite > amphibole > sanidine 

> quartz. All these minerals also constitute the microcrystalline material of these porphyritic textured rocks. 

Some plagioclase minerals in the rock generally have alteration observed as seritization and clay mineral 
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formation, while oxidization or chloritization is clearly observed in the groundmass. Based on all these 

general textural and mineralogical features, the Ulukale porphyritic dome may be said to have trachyandesite 

composition.  

The Çağlarca radial dykes are found with different lengths and different strikes from a center in the study 

area. Samples from these dykes have similar textural features to the Ulukale dome. The main mineral 

composition of the dykes comprises plagioclase, amphibole and biotite, in order of abundance, with lower 

rates for sanidine and quartz. Plagioclases are generally prismatic euhedral-subhedral crystals, polysynthetic 

and with albite twins and occasional zoned structure (Figure 3e). In dyke samples, different to dome samples, 

the most abundant mineral after plagioclase is amphibole (Figure 3e, 3f). Amphiboles, found at high rates 

within groundmass, are generally small crystals with euhedral-anhedral form. Biotite minerals found in 

dykes occasionally have bladed form indicating magma mixing, while they occasionally contain plagioclase 

and amphibole mineral inclusions. Sanidine phenocrystals have Carlsbad twinning. Alteration observed in 

the rock in generally is seen in sanidines. Dykes with porphyritic textural features contain groundmass 

comprising microcrystalline forms of all minerals in the rock. Alteration in the rock in general is 

occasionally intensely observed in the groundmass, which appears to have dark color and be oxidized. The 

Çağlarca dykes have trachyandesite composition.  

 

Figure 3. Representative photo micrographs of texture and mineral assemblages in the a) b) c) d) Ulukale 

porphiritic dome and e) f) Çağlarca radial dykes. Plg; Plagioclase, Amp; Amphibole, Bi; Biotite (a-e; cross-

polarized light, f; plane-polarized light) 

5.2. Mineral Chemistry 

Analyses were performed on plagioclase, biotite, amphibole and pyroxene minerals identified in a total of 

five samples, two from the Ulukale porphyritic dome (Y1, Y5) and three from the Çağlarca radial dykes (Y6, 

Y9, Y11). 
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5.2.1. Plagioclase 

Six different plagioclase minerals from two samples belonging to Ulukale porphyritic dome (Y1-Y5) were 

analyzed at a total of 37 points (Supplementary Table 1). Measurements in samples from the dome found the 

content of anorthite, orthoclase and albite varied from An38-22, Or6-2, Ab74-60. According to these results, 

feldspars from porphyritic dome samples appear to have oligoclase and andesine composition (Figure 4). 

 

Figure 4. Composition of plagioclase in the classical An-Ab-Or scheme (Deer et al., 1992) for Ulukale dome 

and Çağlarca radial dykes 

Ten different plagioclase minerals from three samples (Y6, Y9, Y11) from the dykes were analyzed at a total 

of 51 points (Supplementary Table 1). According to the analysis results, dyke samples had anorthite, 

orthoclase and albite contents varying in the interval An46-22, Or5-1, Ab75-48. Based on these results, dykes 

appear to have similar plagioclase composition as samples from the dome. However, differently, plagioclase 

in the dykes had near equal rates of andesine-oligoclase composition and also had labradorite composition, 

though at low rates (Figure 4). 

To determine the relationships between elements in plagioclase minerals, a binary variation graph of Na 

(apfu), Al (apfu), Ca (apfu) and K (apfu) versus Si (apfu) was drawn (Figure 5). All examples show similar 

trends, consistent with each other. This distribution of elements indicates fractionation. 
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Figure 5. Change diagrams of elements according to Si (apfu) in plagioclase minerals 

5.2.2. Pyroxene 

Pyroxene mineral was detected only in dykes. In samples numbered Y9 and Y11, a total of 12 points were 

analyzed for 3 different pyroxene minerals. According to the analysis results calculations, the Mg# of 

samples Y9 and Y11 vary between 0.76-0.82- 0.73-1.12 respectively (Supplementary Table 2). To see the 

compositional changes of pyroxenes, binary graphs of element (cation, apfu) contents versus Mg# were 

drawn (Figure 6). Except for the two analysis points with the highest Mg# in the Figure 6, the other analyzes 

are generally compatible with each other. At these two samples Si, Ca, Na is at the lowest value and Ti, Al, 

Fe, K is at the highest value compared to the other points (Figure 6). This compositional difference may 

indicate that different thermodynamic conditions developed during crystallization. According to the 

Mg2Si2O6 (Enstatite) - Ca2Si2O6 (Wollastonite) - Fe2Si2O6 (Ferrosillite) values calculated from the main 

element contents of pyroxenes, the pyroxene in radial dykes generally had augite composition. However, 

only two sample amount with hyperstene composition was identified (Figure 7a). It is accepted that 

especially Al and Ti elements in pyroxenes limit the pressure conditions in which the mineral crystallizes 

(Nekvasil et al., 2004). For this purpose, the diagram developed and calibrated from experiments on 

terrestrial alkaline basalts shows the pressure dependence of the Al-Ti ratio for pyroxenes in equilibrium 

with basaltic magma (Nekvasil et al., 2004). Pyroxenes crystallizing from magma with basic composition 

must have high Al-Ti ratios since they are formed under high pressure conditions. Accordingly, it is seen that 

the examined samples have a very low Al-Ti ratio (except for two samples with hypersthene composition) in 

the Al-Ti diagram (Figure 7b), therefore the pyroxenes in volcanics crystallize without any difference under 

low pressure conditions. Similarly, in Figure 7c and 7d, it can be seen that pyroxenes represent low-pressure 

conditions. In Figure 7c, despite the low Ca+Na content of the samples, the relatively higher Ti content 

indicates calc-alkaline basalt source which is also consistent with the geochemical data (Kürüm et al., 2024). 
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According to Al content, pyroxenes give the composition of crustal basalt (Figure 7d) and this also indicates 

equilibrium crystallization. 

 

Figure 6. Binary variation diagrams for the main element compositions of pyroxenes 
 

 

Figure 7. Classification and discriminant diagrams for pyroxene of volcanics that are the subject of the 

study. a) En–Wo–Fs diagram (Morimoto et al., 1988), b) Crystallization depth model according to Al-Ti 
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contents (Nekvasil et al., 2004), c) Ti vs (Ca+Na) diagram (Leterrier et al., 1982), d) Al6 vs Al4 (Aydın et al., 

2009) 

5.2.3. Amphibole 

From the studied rocks, one sample from the porphyritic dome (Y1) and three samples (Y6, Y9, Y11) from 

the dykes had amphibole mineral chemistry analysis performed. A total of 14 points in 3 different minerals 

in the sample from the dome were analyzed. A total of 59 points were analyzed in 10 different amphibole 

minerals from the dykes, with three minerals from sample Y6, four minerals from sample Y9 and three 

minerals from sample Y11. Analysis data and calculations from all samples are given in Supplementary 

Table 3. The Si value of the Ulukale porphyritic dome amphibole samples is 5.60-6.58 apfu, except for one 

sample, and the Si value of the dykes is the same as the Si 5.86-6.58 apfu. Although the Mg values of domes 

and dykes, varying between 0.55-0.74% and 0.60-0.75%, are similar, and especially Ca (0.00-1.63; 1.67-

1.86) values are different. According to Si and Mg# values, it is seen that amphiboles are mainly composed 

of hastingsite and magnesiohastingsite (Figure 8a). A smaller number of samples also have ferrodenite 

composition. 

Additionally, it is seen that their amphiboles do not exceed the values of Si = 7,500 (apfu), which represents 

the silica content limit of magmatic amphiboles according to Leake (1971) (Figure 8b). The identification of 

all samples as magmatic amphiboles indicates that metasomatism is not effective in these amphiboles.  

In experimental studies, it has been determined that oxygen fugacity exerts a dominant control on the 

Fe/(Fe+Mg) ratio of mafic silicates (Zhang et al., 2015; references in the paper). Created for this purpose, the 

AlIV vs. Fe/(Fe+Mg) diagram (Anderson & Smith,1995), it can be said that the amphiboles of the rocks under 

study were formed under very different - high and low - oxygen fugacity conditions (Figure 8c). All 

amphibole samples show the same feature. In the TiO2 and Al2O3 diagram (Jiang & An, 1984) created based 

on amphibole main oxide data used to distinguish magma sources, a few dyke samples reflect the mantle-

crust feature, while most of the samples are concentrated in the mantle source region (Figure 8d). The dome 

samples are located entirely in the mantle region. Samples indicating mantle origin according to Al2O3 

content indicate mantle+crust mixing source according to MgO content. This can be considered as a sign of 

mafic magma settling/mixing in the felsic magma chamber in the crust. 

5.2.4. Biotite 

Biotites are common ferromagnesian silicate minerals in the rocks under study where it occurs as an early- to 

late-stage crystallization mineral. Total of 6-18 different points had biotite mineral chemistry analysis 

performed in 11 different biotite minerals obtained from 5 samples (Y1-Y5-Y6-Y9-Y11) from both dome 

and dykes rocks (Supplementary Table 4). The biotites in dome and dykes show variation in SiO2 content 

from 45.5-34.6 and 36.9-32.9 wt% respectively. Dyke biotite samples had total Al content from 2.8-2.5% 

atoms per formula unit (apfu), with this ratio varying from 2.7-2.5% apfu in Ulukale porphyritic dome 
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samples. The Fe2+/(Fe2++Mg) and Mg content all of the samples (dome and dykes) is approximately 0.5-0.3 

apfu 2.9-3.8 apfu respectively.  

According to the International Mineralogical Association (IMA) classification, biotite; It is divided into four 

end members: annite [KFe2+3AlSi3O10(OH)2], phlogopite [KMg3AlSi3O10(OH)2], siderophyllite 

[KFe22Al(Al2Si2)O10(OH)2] and eastonite [KMg2Al(Al2Si2O10)(OH)2] (Rieder et al., 1998).  

According to this, following the classification of Tröger (1982), all Çağlarca radial dykes had biotite 

(meroxene) composition, while the dome samples meroxene and phlogopite composition (Figure 9a). The 

fact that the total Al content and Fe2+/(Fe2++Mg) ratios in biotite are low and do not change supports the 

relationship with the absence of continental collision or continental contamination (Lalonde & Bernard, 

1993). 

It is suggested that biotites are divided into two: magmatic and hydrothermal (Jacobs & Parry, 1979; Fu, 

1981). It is accepted that igneous biotites crystallize directly from silicate melt and generally have molecular 

ratios of Mg/Fe <1.0, while hydrothermal biotites have Mg/Fe >1.5 [65]. Similarly, Fu [66] reported in his 

study that magmatic biotites have high titanium (TiO2 >3%) and low aluminum content (Al2O3 <15%), while 

neoform biotites have low titanium (TiO2 <3% and mostly <2%) and high aluminum (Al2O3 >15%) content. 
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Figure 8. a) Plots of amphibole classification diagram (Leake et al., 1997), b) Discrimination of magmatic 

and metamorphic amphibole according to Si vs. (Ca+Na+K) diagram of the Ulukale porphyritic dome and 

Çağlarca radial dyke samples, c) AlIV vs. Fe/(Fe+Mg) diagram (Anderson & Smith,1995) showing the 

possible oxygen fugacity conditions during the crystallization, d) TiO2 vs. Al2O3 magma source diagram for 

amphiboles (Jiang & An, 1984) 

Accordingly, while the biotites subject to study are compatible with neoform biotites with Mg/Fe ratios 

varying between 1.4-2.5 they have the characteristics of magmatic biotite in terms of TiO2 (>3% in all 

samples) and Al2O3 (dykes <15, dome samples generally <15) contents. In the FeO+MnO-MgO-10TiO2 

triangle diagram of biotites (Nachit et al., 1985), it is seen that they are primary and re-equilibrated primary 

biotites (Şekil 9b). Biotites were not affected by evolution or late-stage low-temperature hydrothermal fluids 

(secondary crystallization). The FeO/(FeO+MgO) vs. MgO diagram suggests that all of the dykes samples 

and dome-Y6 sample were derived from crust-mantle mixed source while dome-Y1 sample was derived 

from mantle source (Figure 9c). 

The Ti concentration in biotite depends on the crystallization temperature and oxygen fugacity (fO2) of 

biotite (Henry et al., 2005). Accordingly, low Ti content is associated with low crystallization temperature 

(Henry et al., 2005). According to Robert (1976) definition, the Ti content of biotite in primary magmas is 

generally high compared to re-equilibrated/hydrothermal/neo-formed and late-stage crystallizing magmas. 
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For this purpose, the Ti contents of our samples (dome and dykes 0.61-0.41) were compared with the Ti 

contents (0.24-0.15) of hydrothermal biotites (Tang et al., 2019). In the diagram created according to Ti, Mg 

and Fe contents to determine the formation temperatures of biotite (Deniz, 2022), it is seen that biotite has a 

pressure of 4-6 kbar and a crystallization temperature of 700-8000C (Figure 9d). 

Biotite chemistry is considered to be important in elucidating the petrogenesis of rocks. For this purpose, in 

the diagram created according to MgO--Al2O3 contents [61], the samples are concentrated in the orogenic 

magma area with calc-alkaline characteristics (Figure 9e). 

 

Figure 9. Diagrams commenting biotites belonging to the Ulukale dome and Çağlarca dykes. a) 

Nomenclature of biotite in the Fe2+/(Fe2+ +Mg) vs. Al (apfu) diagram b) FeO+MnO-10xTiO2–MgO 

triangular diagram (Nachit et al., 1985), c) Plots of FeO/FeO+MgO) vs. MgO for biotite (Zhou, 1986), d) 

Sample distribution in the temperature isotherm (°C) diagram calculated according to Ti and Mg/(Mg+Fe) 

(Tang et al., 2019), e) Plots of biotite composition in the MgO vs. Al2O3 diagram (Abdel-Rahman, 1994) 

6. CONCLUSION 

This study was conducted within the Late Miocene aged Tunceli Volcanics (Karabakır Formation), -with a 

dome with a height of approximately 300 m and a perimeter of 4800m- and reveals the petrography and 

mineral chemistry characteristics of dykes (seven) of different lengths, extending from a center at different 

angles to form a radial shape. 
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Petrographic investigations identified that rocks forming the dome had basic mineral composition of 

plagioclase and biotite with lower amounts of amphibole, quartz and sanidine, while the basic mineral 

composition of the dykes was plagioclase, amphibole and sanidine with lower amounts of biotite and quartz. 

Among the dome and dykes with porphyritic texture and trachyandesite composition, the rocks forming the 

dome have larger mineral sizes and more intense alteration than the dykes. Melting-dissolution structures in 

plagioclase and the presence of blade-shaped biotite minerals in dykes are petrographic features that indicate 

magma mixing. 

Plagioclase belonging to porphyritic domes and dykes is in the composition of oligoclase and andesine. The 

compositional similarity of plagioclase in dome and dykes is also the same in the relationships between 

elements. Such distributions among the elements indicate the fractionation in plagioclase. 

In the chemical analysis of two pyroxene minerals found only in dykes, pyroxenes are in the composition of 

augite and hypersthene (two samples). Element distributions are generally consistent (except for two 

examples). This compositional difference is caused by the presence of hypersthene mineral as an inclusion in 

the augite mineral. While hypersthene with more basic composition has high Al and Ti content, samples with 

augite composition contain lower Al and Ti. These pyroxenes, which have calc-alkaline properties, were 

affected by the equilibrium crystallization conditions that enable them to crystallize under low pressure 

conditions (upper crust + surface conditions). 

The amphiboles are mainly composed of hastingsite and magnesiohastingsite. These minerals, which 

originate from the mantle and feature magmatic amphibole, have different oxygen fugacity (low-medium-

high). Dome samples have characteristics with a more basic composition than dyke samples. 

While biotites are meroxene in composition in dykes, they are phlogopite in dome samples. Element 

changes/contents in biotites indicate that these minerals are of magmatic origin and primary - re-equilibrated 

primary biotites. Although dome and dyke samples are generally similar in terms of element distribution, 

dome sample Y1 points to the mantle source area, while other samples point to a crust-mantle mixture. These 

biotites, which feature calc-alkaline orogenic magma, were formed in the temperature range of 700-800oC. 

In conclusion; while one of the two dome analysis indicates a more basic composition and mantle source, 

while plagioclase, amphibole, and biotite minerals in and other dome and dykes specimens show generally 

similar properties. The elemental contents of these minerals indicate that these rocks are of magmatic origin 

and have not been affected by metamorphism. The fact that pyroxene mineral analysis was performed on 

only dyke samples makes it difficult to fully compare the domes and dykes in terms of this mineral and, 

accordingly, to interpret whether the magma forming the dome and dykes are the same/different. However, 

when all data are taken into account, the mantle-derived magma that started to form the dome, and later 

completed the development of both the dome and the dykes with the mantle and crust+mantle interaction. 

The formation of mantle+crust magma and temperature changes in biotite minerals (700-8000C) resulting 
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from these data can be considered as indicators of post-collision crustal thickening in the Eastern Anatolia 

Region. 

AUTHOR CONTRIBUTIONS 

Conceptualization, S.K, A.S and M.Y.Y.; project management, S.K.; fieldwork, S.K and M.Y.Y.; title, S.K. 

and A.S.; laboratory work, A.S and M.Y.Y.; formal analysis, S.K.; data curation, S.K. and A.S.; manuscript-

original draft, S.K.; manuscript-review and editing, S.K.; visualization, S.K, A.S and M.Y.Y.; All authors 

have read and legally accepted the final version of the article published in the journal.” Authorship should be 

limited to those who contributed significantly to the article. 

ACKNOWLEDGEMENT 

The authors would like to thank the Firat University Scientific Research Projects Unit (FÜBAP) for research 

support (Project number FÜBAP-MF.20.22). 

CONFLICT OF INTEREST 

The authors declare that they have no conflicts of interest. 

REFERENCES 

Abdel-Rahman, A.F.M. (1994). Nature of Biotites from Alkaline, Calc-Alkaline, and Peraluminous Magmas. 

Journal of Petrology, 35(2), 525-541. https://doi.org/10.1093/petrology/35.2.525 

Agostini, S., Savaşçın, M.Y., Di Giuseppe, P., Di Stefano, F., & et al. (2019). Neogene volcanism in Elazig-

Tunceli area (eastern Anatolia): geochronological and petrological constraints. Ital. Jour. Geosci., vol. 

138, 435-455. https://doi.org/10.3301/IJG.2019.18 

Anderson, J. L., &, Smith, D. R. (1995). The Effects of Temperature and fO2 on the Al-in Hornblende 

Barometer. American Mineralogist, 80, 549-559. 

Arger, J., Mitchel, J., & Westaway, R.W.C. (2000). Neogene and Quaternary volcanism of southeastern 

Turkey. Geological Society, London,Special Publications, 173(1), 459-487. 

https://doi.org/10.1144/GSL.SP.2000.173.01.22 

Atıcı, G., & Türkecan, A. (2017). Anadolu’nun volkanları, Doğal Kay. Eko. Bült., 22, 1-18. 

Aydın, F., Karslı, O., & Sadıklar, M.B., (2009). Compositional variations, zoning types and petrogenetic 

implications of low-pressure clinopyroxenes in the neogene alkaline volcanic rocks of northeastern 

Turkey. Turkish J. Earth Sci., 18, 163-186. https://doi.org/10.3906/yer-0802-2 

Aydın, F., Schmitt, A.K., Siebel, W., Sönmez, M., & et al. (2014). Quaternary bimodal volcanism in the 

Niğde Volcanic Complex (Cappadocia, Central Anatolia-Turkey): age, petrogenesis and geodynamic 

implications. Contributions to Mineralogy and Petrology, 168, 2-24. https://doi.org/10.1007/s00410-

014-1078-3 

https://doi.org/10.54287/gujsa.1589209
https://doi.org/10.1093/petrology/35.2.525
https://doi.org/10.3301/IJG.2019.18
https://doi.org/10.1144/GSL.SP.2000.173.01.22
https://doi.org/10.1144/GSL.SP.2000.173.01.22
https://doi.org/10.3906/yer-0802-2
https://doi.org/10.1007/s00410-014-1078-3
https://doi.org/10.1007/s00410-014-1078-3


245 
Kürüm, S., Sar, A., & Yurt, M. Y.  

GU J Sci, Part A 12(1) 228-249 (2025) 10.54287/gujsa.1589209  
 

 

Ball, J. L., Calder, E. S., Hubbard, B. E., & Bernstein, M. L. (2013). An assessment of hydrothermal 

alteration in the Santiaguito lava dome complex, Guatemala: implications for dome collapse hazards. 

Bull. Volcanol., 75, 676. https://doi.org/10.1007/s00445-012-0676-z 

Beyarslan, M., & Bingöl, A.F. (2018). Zircon U-Pb age and geochemical constraints on the origin and 

tectonic implications of late cretaceous intra-oceanic arc magmatics in the Southeast Anatolian 

Orogenic Belt (SE-Turkey). Journal of African Earth Sciences, 147, 477-497. 

https://doi.org/10.1016/j.jafrearsci.2018.07.001 

Cassidy, M., Manga, M., Cashman, K., & Bachmann, O. (2018). Controls on explosive-effusive volcanic 

eruption styles. Nat. Commun., 2839, https://doi.org/10.1038/s41467- 018-05293-3 

Deer, W.A., Howie, R.A., & Zussman, J. (1992). An introduction to the rock forming minerals. 2nd ed. 

Harlow, Essex, England, New York, Longman scientific and technical, London. 

Deniz, K., (2022). Mica Types as Indication of Magma Nature, Central Anatolia, Turkey. Acta Geologica 

Sinica, 96(3), 844-857. https://doi.org/10.1111/1755-6724.14670 

Edmonds, M., Sides, I.R., Swanson, D.A., Werner, C., Martin, R.S., & et al. (2013). Magma storage, 

transport and degassing during the 2008-10 summit eruption at Kilauea volcano, Hawaii. Geochim. 

Cosmochim. Acta, 123, 284-301. https://doi.org/10.1016/j.gca.2013.05.038 

Fink, J.H., & Griffiths, R.W. (1998). Morphology, eruption rates, and rheology of lava domes: Insights from 

laboratory models. J. Geophys. Res., 103, 527-545. https://doi.org/10.1029/97JB02838 

Fu, J.B. (1981). Chemical composition of biotite in porphyry copper deposits. Geology and Prospecting, 9, 

16-19. 

Henry, D.J., Guidotti, C.V., & Thomson, J.A. (2005). The Ti saturation surface for low to medium pressure 

metapelitic biotite: Implications for geothermometry and Ti substitution mechanism. Amer. Mineral., 

90, 316-328. https://doi.org/10.2138/am.2005.1498 

Hibbard, M. J. (1991). Textural anatomy of twelve magma mixed granitoid systems. In: J. Didier, and B. 

Barbarin, (Eds.), Enclaves and Granite Petrology. Development in Petrology, (pp. 431-444). 6546968 

Horwell, C.J., Baxter, P.J., Hillman, S.E., Calkins, J.A., & et al. (2013). Physicochemical and toxicological 

profiling of ash from the 2010 and 2011 eruptions of Eyjafjallajökull and Grímsvötn volcanoes, 

Iceland using a rapid respiratory hazard assessment protocol. Environ. Res., 127, 63-73. 

https://doi.org/10.1016/j.envres.2013.08.011 

Hu, J., Zhou, H., Peng, P.A., & Spiro, B. (2016). Seasonal variability in concentrations and fluxes of glycerol 

dialkyl glycerol tetraethers in Huguangyan Maar Lake, SE China: implications for the applicability of 

the MBT–CBT paleo temperature proxy in lacustrine settings. Chem. Geol., 420, 200-212. 

https://doi.org/10.1016/j.chemgeo.2015.11.008 

İmer, A., Richards, J.P., Creaser, R.A., & Spell, T.L. (2015). The late Oligocene Cevizlidere Cu-AuMo 

deposit, Tunceli Province, eastern Turkey. Mineralium Deposita, 50, 245-263. 

https://doi.org/10.1007/s00126-014-0533-4 

https://doi.org/10.54287/gujsa.1589209
https://doi.org/10.1007/s00445-012-0676-z
https://doi.org/10.1016/j.jafrearsci.2018.07.001
https://doi.org/10.1038/s41467-%20018-05293-3
https://doi.org/10.1111/1755-6724.14670
https://doi.org/10.1016/j.gca.2013.05.038
https://doi.org/10.1029/97JB02838
https://doi.org/10.2138/am.2005.1498
https://doi.org/10.1016/j.envres.2013.08.011
https://doi.org/10.1016/j.chemgeo.2015.11.008
https://doi.org/10.1007/s00126-014-0533-4


246 
Kürüm, S., Sar, A., & Yurt, M. Y.  

GU J Sci, Part A 12(1) 228-249 (2025) 10.54287/gujsa.1589209  
 

 

Innocenti, F., Mazzuoli, R., Pasquar, G., Radicati Di Brozolo, F., & Villari, L. (1982). Tertiary and 

quaternary volcanism of the Erzurum-Kars area (Eastern Turkey): Geochronological data and 

geodynamic evolution. J. Volcanol. Geotherm. Res., 13, 223-240. https://doi.org/10.1016/0377-

0273(82)90052-X 

Jacobs, D.C. & Parry, W.T. (1979). Geochemistry of biotite in the Santa Rita porphyry copper deposit, New 

Mexico. Econonic Geology, 74(4), 860-887. https://doi.org/10.2113/gsecongeo.74.4.860 

Jiang, C. & An, S. (1984). On chemical characteristics of calcific amphiboles from igneous rocks and their 

petrogenesis significance. Journal of Mineralogy and Petrology, 3, 1-9. 

Karaoğlu, Ö., Browning, J., Bazargan, M., & Gudmundsson, A. (2016). Numerical modelling of triple-

junction tectonics at Karlıova, Eastern Turkey, with implications for regional magma transport. Earth 

and Planetary Science Letters, 452, 157-170. https://doi.org/10.1016/j.epsl.2016.07.037 

Karaoğlu, O., Selçuk, A.S., & Gudmundsson, A. (2017). Tectonic controls on the Karlıova triple junction 

(Turkey): Implications for tectonic inversion and the initiation of volcanism. Tectonophysics, 694, 

368-384. https://doi.org/10.1016/j.tecto.2016.11.018 

Karaoğlu, Ö., Gülmez, F., Göçmengil, G., Lustrino, M., & et al. (2020). Petrological evolution of Karlıova-

Varto volcanism (Eastern Turkey): Magma genesis in a transtensional triple-junction tectonic setting. 

Lithos, 364-365, 105524. https://doi.org/10.1016/j.lithos.2020.105524 

Karslı, O., Chen, B., Uysal, I., Aydın, F., Wijbrans, J.R., & Kandemir, R. (2008). Elemental and Sr-Nd-Pb 

isotopic geochemistry of the most recent Quaternary volcanism in the Erzincan Basin, eastern Turkey: 

framework for the evalution of basalt-lower crustinteraction. Lithos, 106, 55-70. 

https://doi.org/10.1016/j.lithos.2008.06.008 

Kaygusuz, A. (2009). K/Ar Ages and geochemistry of the collision related volcanic rocks in the Ilıca 

(Erzurum) area, eastern Turkey, Neues Jahrbuch für Mineralogie, 186, 21-36. 

https://doi.org/10.1127/0077-7757/2009/0134  

Kaygusuz, A., Aslan, Z., Aydınçakır, E., Yücel, C., Gücer, M.A., & Şen, C. (2018). Geochemical and Sr-Nd-

Pb isotope characteristics of the Miocene to Pliocene volcanic rocks from the Kandilli (Erzurum) area, 

Eastern Anatolia (Turkey): Implications for magma evolution in extension-related origin. Lithos, 296, 

332-351. https://doi.org/10.1016/j.lithos.2017.11.003 

Keskin, M. (2005). Domal uplift and volcanism in a collision zone without a mantle plume: Evidence from 

Eastern Anatolia. URL 

Keskin, M., Pearce, J.A., & Mitchell, J. (1998). Volcano-stratigraphy and geochemistry of collision-related 

volcanism on the Erzurum–Kars Plateau, northeastern Turkey. Journal of Volcanology and 

Geothermal Research, 85, 355-404. https://doi.org/10.1016/S0377-0273(98)00063-8 

Kocaarslan, A., & Ersoy, E.Y. (2018). Petrologic evolution of Miocene-Pliocene mafic volcanism in the 

Kangal and Gürün basins (Sivas-Malatya), central east Anatolia: evidence for Miocene anorogenic 

magmas contaminated by continental crust. Lithos, 310-311, 392-408. 

https://doi.org/10.1016/j.lithos.2018.04.021 

https://doi.org/10.54287/gujsa.1589209
https://doi.org/10.1016/0377-0273(82)90052-X
https://doi.org/10.1016/0377-0273(82)90052-X
https://doi.org/10.2113/gsecongeo.74.4.860
https://doi.org/10.1016/j.epsl.2016.07.037
https://doi.org/10.1016/j.tecto.2016.11.018
https://www.sciencedirect.com/science/article/pii/S0024493720301626
https://www.sciencedirect.com/science/article/pii/S0024493720301626
https://www.sciencedirect.com/journal/lithos
https://doi.org/10.1016/j.lithos.2020.105524
https://doi.org/10.1016/j.lithos.2008.06.008
https://doi.org/10.1127/0077-7757/2009/0134
https://doi.org/10.1016/j.lithos.2017.11.003
http://www.mantleplumes.org/Anatolia.html
https://doi.org/10.1016/S0377-0273(98)00063-8
https://doi.org/10.1016/j.lithos.2018.04.021


247 
Kürüm, S., Sar, A., & Yurt, M. Y.  

GU J Sci, Part A 12(1) 228-249 (2025) 10.54287/gujsa.1589209  
 

 

Kuşçu, İ., Kuşçu, G.G., Tosdal, R., & Andrew, C.J. (2007). Tectonomagmatic-metallogenic framework of 

mineralization events in the southern NeoTethyan arc, southeastern Turkey. Digging Deeper. 

Proceedings of the 9th Biennial SGA Meeting, Dublin, (pp. 20-23). 

Kürkçüoğlu, B., Pickard, M., Şen, P., Hanan, B.B., Sayit, K. & et al. (2015). Geochemistry of mafic lavas 

from Sivas, Turkey and the evolution of Anatolian lithosphere. Lithos, 232, 229-241. 

https://doi.org/10.1016/j.lithos.2015.07.006Get rights and content 

Kürüm, S. (2011). K-Ar age, geochemical, and Sr-Pb isotopic compositions of Keban magmatics, Elazıg, 

Eastern Anatolia, Turkey. National Sci., 3(9), 750-767. https://doi.org/10.4236/ns.2011.39100 

Kürüm, S., & Baykara, T. (2020). Geochemistry of Post-Collisional Yolçatı (Bingöl) Volcanic Rocks in 

Eastern Anatolia, Turkey. African Earth Sciences, 161, 103-153. 

https://doi.org/10.1016/j.jafrearsci.2019.103653 

Kürüm, S., Önal, A., Boztuğ, D., Spell, T., & Arslan, M. (2008). 40Ar/39Ar age and geochemistry of the 

post-collisional Miocene Yamadağ volcanics in the Arapkir area (Malatya Province), eastern Anatolia, 

Turkey. Journal of Asian Earth Sciences, 33, 229-251. https://doi.org/10.1016/j.jseaes.2007.12.001 

Kürüm S., Akgül B., Önal A.Ö., Boztuğ D., Harlavan Y., & Ural M. (2011). An Example for Arc-Type 

Granitoids along Collisional Zones: The Pertek Granitoid, Taurus Orogenic Belt, Turkey. 

International Journal of Geosciences, 2, 214-226. ISSN Online: 2156-8367 

Kürüm, S., Sar, A., Yurt, M.Y., & Yıldırım, İ. (2024). Petrological Features of Neogene Ulukale Porphyritic 

Dome and Çağlarca Radial Dykes in the Tunceli Volcanic, Eastern Turkey. Doklady Earth Sciences, 

518(2), 1665-1678. ISSN 1028-334X. 

Lalonde, A.E., & Bernard, P. (1993). Composition and colour of biotite from granites: two useful properties 

in the characterization of plutonic suites from the Hepburn internal zone of the Wopmay orogen, 

Northwest Territories. Canadian Mineralogist, 31, 203-217. 

Leake, B.E. (1971). On aluminous and edenitic amphiboles. Mineralogical Magazine 38, 389-407. 

https://doi.org/10.1180/minmag.1971.038.296.01 

Leake, B.E., Woolley, A.R., Arps, C.E.S., Birch, W.D., Gilbert, M.C., & et al. (1997). Nomenclature of 

amphiboles Report of the Subcommittee on Amphiboles of the International Mineralogical 

Association Commission on New Minerals and Mineral Names. European Journal of Mineralogy, 9, 

623-651. https://doi.org/10.1127/ejm/9/3/0623 

Lebedev, V., Sharkov, E., Ünal, E., & Keskin, M. (2016). Late Pleistocene Tendürek Volcano (Eastern 

Anatolia, Turkey): I. Geochronology and petrographic characteristics of igneous rocks. Petrology, 24, 

127-152. https://doi.org/10.1134/s0869591116030048 

Leterrier, J., Maury, R.C., Thonon, P., Girard, D., & Marchal, M. (1982). Clinopyroxene composition as a 

method of identification of the magmatic affinities of paleo-volcanic series. Earth and Planetary 

Science Letters, 59, 139-154. https://doi.org/10.1016/0012-821X(82)90122-4 

https://doi.org/10.54287/gujsa.1589209
https://doi.org/10.1016/j.lithos.2015.07.006
https://s100.copyright.com/AppDispatchServlet?publisherName=ELS&contentID=S002449371500256X&orderBeanReset=true
https://doi.org/10.4236/ns.2011.39100
https://doi.org/10.1016/j.jafrearsci.2019.103653
https://doi.org/10.1016/j.jseaes.2007.12.001
https://doi.org/10.1180/minmag.1971.038.296.01
https://doi.org/10.1127/ejm/9/3/0623
https://doi.org/10.1134/s0869591116030048
https://doi.org/10.1016/0012-821X(82)90122-4


248 
Kürüm, S., Sar, A., & Yurt, M. Y.  

GU J Sci, Part A 12(1) 228-249 (2025) 10.54287/gujsa.1589209  
 

 

Lin, Y.C., Chung, S.L., Bingöl, A.F., Beyarslan, M., & Lee, H.Y. (2015). Petrogenesis of late Cretaceous 

Elazıg magmatic rocks from SE Turkey: New age and geochemical and Sr-Nd-Hf isotopic constraints. 

Goldschmidt, 16-21 August Prag, Abstracts, 1869 

Lustrino, M., Keskin, M., Mattioli, M., Lebedev, V.A., & Chugaev, A. (2010). Early activity of the largest 

Cenozoic shield volcano in the circum-Mediterranean area: Mt. Karacadağ, SE Turkey. European 

Journal of Mineralogy, 22, 343-362. https://doi.org/10.1127/0935-1221/2010/0022-2024 

Morimoto N., Fabries J., Ferguson A.K., Ginzburg I.V., Ross M., & et al. (1988). Nomenclature of 

pyroxenes. Mineralogy and Petrology, 39, 55-76. 

MTA. (2002). Geological map of Turkey. 1:500,000. MTA, Ankara, Turkey 

Nachit, H., Razafimahefa, N., Stussi, J.M., & Caron, J.P. (1985). Composition chimique des Biotites et 

typologie magmatique des granitoids. C.R. Acadomic Sciences Paris, Series 2, 301, 813-818. INIST 

identifier 9284353 

Nekvasil, H., Dondolini, A., Horn, J., Filiberto, J., Long, H., & Lindsley, D.H. (2004). The origin and 

evolution of silica-saturated alkalic suites: an experimental study. Journal of Petro. 45, 693-721. 

https://doi.org/10.1093/petrology/egg103 

Oyan, V., Keskin, M., Lebedev, V.A., Chugaev, A.V., & Sharkov, E.V. (2016). Magmatic evolution of the 

Early Pliocene Etrüsk stratovolcano, eastern Anatolian collision zone, Turkey. Lithos, 256, 88-108. 

https://doi.org/10.1016/j.lithos.2016.03.017 

Oyan, V., Keskin, M., Lebedev, V.A., Chugaev, A.V., Sharkov, E.V., & Ünal, E. (2017). Petrology and 

Geochemistry of the Quaternary Mafi c Volcanism in the northeast of Lake Van, Eastern Anatolian 

Collision Zone, Turkey. Journal of Petrology, 58, 1701-1728. 

https://doi.org/10.1093/petrology/egx070 

Önal, A., Boztuğ, D., Arslan, M., Spell, T.L., & Kürüm, S. (2008). Petrology and 40Ar-39Ar age of the 

bimodal Orduzu Volcanics (Malatya) from the western end of the eastern Anatolian Neogene 

volcanism, Turkey. Turkish Journal of Earth Sci., 17, 85-109. 

https://journals.tubitak.gov.tr/earth/vol17/iss1/4 

Özdemir, Y., Karaoğlu, Ö., Tolluoğlu, A.Ü., & Güleç, N. (2006). Volcanostratigraphy and petrogenesis of 

the Nemrut stratovolcano (East Anatolian high plateau): the most recent post-collisional volcanism in 

Turkey. Chemical Geology, 226, 189-211. https://doi.org/10.1016/j.chemgeo.2005.09.020 

Pearce, J., Bender, J., De Long, S., Kidd, W., Low, P., & et al. (1990). Genesis of collision volcanism in 

Eastern Anatolia, Turkey. Journal of Volcanology and Geothermal Research, 44, 189-229. 

https://doi.org/10.1016/0377-0273(90)90018-B 

Rabayrol, F., Hart, C.J.R., & Thorkelson, D.J. (2019). Temporal, spatial and geochemical evolution of late 

Cenozoic post-subduction magmatism in central and eastern Anatolia, Turkey. Lithos, 336(337), 67-

96. https://doi.org/10.1016/j.lithos.2019.03.022 

Rieder, M., Cavazzini, G., D´Yakonov, Y.S., Frankkamenetskii, V.A., Gottardi, G., & et al. (1998). 

Nomenclature of the mica. Canadian Mineralogist 36, 905-912. 

https://doi.org/10.54287/gujsa.1589209
https://doi.org/10.1127/0935-1221/2010/0022-2024
https://doi.org/10.1093/petrology/egg103
https://doi.org/10.1016/j.lithos.2016.03.017
https://doi.org/10.1093/petrology/egx070
https://journals.tubitak.gov.tr/earth/vol17/iss1/4
https://doi.org/10.1016/j.chemgeo.2005.09.020
https://doi.org/10.1016/0377-0273(90)90018-B
https://doi.org/10.1016/j.lithos.2019.03.022


249 
Kürüm, S., Sar, A., & Yurt, M. Y.  

GU J Sci, Part A 12(1) 228-249 (2025) 10.54287/gujsa.1589209  
 

 

Robert, J.L. (1976). Titanium solubility in synthetic phlogopite solid solutions. Chemical Geology, 17(3): 

213-227. 

Rosas-Carbajal, M., Komorowski, J.C. Nicollin, F., & Gibert, D. (2016). Volcano electrical tomography 

unveils edifice collapse hazard linked to hydrothermal system structure and dynamics, Sci. Rep., 6, 

29899.  

Sar, A., Ertürk, M.A., & Rizeli, M.E. (2019). Genesis of Late Cretaceous intra-oceanic arc intrusions in the 

Pertek area of Tunceli Province, eastern Turkey, and implications for the geodynamic evolution of the 

southern Neo-Tethys: Results of zircon U–Pb geochronology and geochemical and Sr-Nd isotopic 

analyses, Lithos, 105263, 350-351. https://doi.org/10.1016/j.lithos.2019.105263 

Sar, A., Rizeli, M.E., & Ertürk, M.A. (2022). Petrographic and Geochemical Characteristics of the Rocks 

Belonging to the Elazıg Magmatic Complex in the Geçityaka region (Tunceli). El-Cezerî Journal of 

Science and Engineering, 9(2), 680-694. https://doi.org/10.31202/ecjse.993333 

Tang, P., Yuchuan, Y.,, Tang, J., Wang, Y., Zheng, W., & et al. (2019). Advances in research of mineral 

chemistry of magmatic and hydrothermal biotites. Acta Geologica Sinica, 93(6), 1947-1966. 

https://doi.org/10.1111/1755-6724.14395 

Tröger, W.E. (1982). Optische Bestimmung der gesteinsbildenden Minerale, Teil 2. Scheweizerbartsche 

Verlagsbuchhandlung, Stuttgart. (pp.822) 

Turner, M., Turner, S., Mironov, N., Portnyagin, M., & Hoernle, K. (2017). Can magmatic water contents be 

estimated from clinopyroxene phenocrysts in some lavas? A case study with implications for the 

origin of the Azores Islands. Chem Geol., 466, 436-445. 

https://doi.org/10.1016/j.chemgeo.2017.06.032 

Xu, W., Zhao, Z., & Daı, L. (2020). Post-collisional mafic magmatism: Record of lithospheric mantle 

evolution in continental orogenic belt. Science China Earth Sciences, 63, 2029-2041. 

https://doi.org/10.1007/s11430-019-9611-9 

Yılmaz, Y., Güner, Y., & Şaroğlu, F. (1998). Geology of the quaternary volcanic centres of the east Anatolia. 

Journal of Volc. and Geoth. Research, 85, 173-210. https://doi.org/10.1016/S0377-0273(98)00055-9 

Zhang, J.Q., Li, S.R., Santosh, M., Wang, J-Z., & Li, Q. (2015). Mineral chemistry of high-Mg diorites and 

skarn in the Han-Xing Iron deposits of South Taihang Mountains, China: Constraints on 

mineralization process, Ore Geology Reviews, 64, 200-214. 

https://doi.org/10.1016/j.oregeorev.2014.07.007 

Zhou, Z.X. (1986). The origin of intrusive mass in Fengshandong, Hubei province. Acta Petrol. Sin., 2 (1), 

59-70 (in Chinese with English abstract).  

https://doi.org/10.54287/gujsa.1589209
https://doi.org/10.1016/j.lithos.2019.105263
https://doi.org/10.31202/ecjse.993333
https://doi.org/10.1111/1755-6724.14395
https://doi.org/10.1016/j.chemgeo.2017.06.032
https://doi.org/10.1007/s11430-019-9611-9
https://doi.org/10.1016/S0377-0273(98)00055-9
https://doi.org/10.1016/j.oregeorev.2014.07.007


 

*Corresponding Author, e-mail: ggkorkmaz@ktun.edu.tr 

Research Article GU J Sci, Part A, 12(1): 250-267 (2025) 10.54287/gujsa.1592619 

Gazi University 

Journal of Science 

PART A: ENGINEERING AND INNOVATION 

http://dergipark.org.tr/gujsa 

Geochemical and Mineralogical Differentiation of Tepekent Basalts: A 

Multivariate Analysis Approach (NW of Konya-Central Anatolia) 

Gülin GENCOGLU KORKMAZ1*  

1 Konya Technical University, Engineering and Natural Sciences Faculty, Department of Geological Engineering, Türkiye 

 

Keywords Abstract 

Basalt 

Olivine 

PCA 

Pyroxene 

Replenishment 

UMAP 

This study investigates the mineralogical, petrographic, and geochemical characteristics of Miocene-

aged basaltic rocks from the Tepekent region to distinguish and correlate them with other members of 

the Sulutus Volcanic Complex (SVC), particularly the Ulumuhsine and Yükselen basalts. Advanced 

geostatistical methods such as Principal Component Analysis (PCA), Uniform Manifold Approximation 

and Projection (UMAP), and k-medoids clustering analysis were applied to correlate the basaltic lava 

flows. While some overlaps were identified in whole-rock compositions, significant differences were 

observed in the mineral chemistry. The investigated basalts are primarily composed of plagioclase, with 

lesser amounts of olivine, pyroxene, and Fe-Ti oxides. Clinopyroxenes from the Tepekent basalts exhibit 

oscillatory zoning in MgO, CaO, Cr2O3, and TiO2 contents, indicating magma recharge from a more 

mafic mantle source. Olivine phenocrysts show disequilibrium with their host magma but are in 

equilibrium with the most mafic Ulumuhsine basalt, suggesting they were derived from earlier solidified 

phases and subsequently incorporated into the system during magma ascent or convective processes 

within the magma chamber. Irregular An fluctuations and sieve textures in plagioclase crystals further 

support the presence of magma replenishment processes. Although isotopic data are indispensable in 

provenance studies to definitively identify magma sources and establish genetic relationships in greater 

detail, this study demonstrates how mineral chemistry and geostatistical analyses can effectively 

differentiate basaltic lava flows and elucidate complex magma chamber processes. The findings 

highlight the interplay between crustal contamination, mantle-derived magma replenishment, and multi-

stage magmatic evolution, providing valuable insights into the volcanic history of Central Anatolia. 
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1. INTRODUCTION 

Subduction zone volcanism is characterized by multi-stage, multi-source, and multi-process magmatism, 

resulting in the formation and coexistence of magmas with diverse origins and compositions. The Late 

Mesozoic-Neogene geology of Turkey is closely linked to the opening and closure of the Neotethys Ocean 

(Şengör, 1979; Şengör & Yılmaz, 1981). In Central Anatolia, widespread Cenozoic volcanism is related to 

these tectonic events, with several volcanic provinces and complexes, such as the Galatia Volcanic Province 

(GVP), the Cappadocia Volcanic Province (CVP), the Sulutaş Volcanic Complex (SVC), the Erenlerdağ-

Alacadağ Volcanic Complex (EAVC), the Karapınar Volcanic Field (KPVF), and the Karacadağ Volcanic 

Complex (KCVC), forming key geological features of the region (Şengör & Yılmaz, 1981; Aydar & Gourgaud, 
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1998; Deniel et al., 1998; Uslular & Gençalioğlu-Kuşcu, 2019; Asan et al., 2021; Gençoğlu Korkmaz et al., 

2022) (Figure 1). 

The Sulutaş Volcanic Complex (SVC), located in the northwest of Konya, is part of the Neogene bimodal 

volcanic activity in Central Anatolia (Figure 1). It exhibits a diverse composition, including shoshonitic, calc-

alkaline, high-K calc-alkaline, and Na-alkaline magmas. Bimodal volcanism, dominated by mafic and felsic 

products with the scarcity of intermediate compositions, reflects complex tectonic and magmatic processes. 

Previous studies have indicated that both crustal contamination and source enrichment played significant roles 

in the compositional diversity of the SVC (Gençoğlu Korkmaz et al., 2017; Asan et al., 2021). The SVC is 

situated within a graben-type extensional basin near Konya, bounded to the east by the Konya Fault Zone. This 

basin, filled with Neogene-aged sedimentary units, is underlain by Paleozoic and Mesozoic ophiolitic and 

metamorphic basement rocks. The extensional tectonics of the basin are linked to the rollback of a subduction 

zone associated with the Cyprus Arc, a result of the interaction between the African and Eurasian plates, which 

shaped the region's geodynamic evolution (Biryol et al., 2011; Delph et al., 2015; Gençoğlu Korkmaz et al., 

2017). Neogene volcanic rocks, particularly dacitic and basaltic lava flows, are exposed in the east and west 

of the study area, and include enclaves of varying sizes. Dacites occur as lava flows and volcanic necks, while 

basalts form lava flows, cutting through pre-Neogene units (Gençoğlu Korkmaz et al., 2017). 

Previous studies (Asan et al., 2021) yielded 40Ar/39Ar plateau and inverse isochron ages of 12.07 ± 0.06 Ma to 

12.21 ± 0.32 Ma for the dacites and 11.01 ± 0.42 Ma to 11.05 ± 0.64 Ma for the calc-alkaline basalts in the 

Ulumuhsine-Küçükmuhsine region. On the other hand, a whole-rock sample from Yükselen basalts gave two 

plateau ages of 16.45 ± 0.76 Ma and 22.37 ± 0.65 Ma for the first and subsequent steps, respectively. These 

basalts are sodic alkaline, characterized by ocean island basalt (OIB)-like anorogenic geochemical signatures. 

Basaltic rocks with MgO > 4 wt% (Pecerillo, 2005) are key in deciphering mantle source compositions as they 

represent primary mantle-derived melts. Typically, basalts with elevated Cr (1000 ppm), Ni (400 ppm), and 

MgO (~8 wt%) contents reflect derivation from a primary mantle source (Weaver, 1991; Best, 2003). However, 

in the Tepekent region, the studied basaltic rocks show lower MgO, Cr, and Ni values, indicating they are 

highly evolved and not representative of primary mantle melts (Eryiğit et al., 2022). Despite this, their enriched 

nature allows them to be plotted on Nb/La-La/Yb and Zr/Y-Zr/Nb diagrams to assess degrees of melting and 

enrichment. Low Zr/Y (4.8-10.9) and Zr/Nb (8.11-15.29) values suggest partial melting of a lithospheric 

mantle source, with the enrichment likely due to subduction-related recycling of ancient oceanic crust (Eryiğit 

et al., 2022). 

In this study, the Miocene-aged basaltic rocks from the Tepekent region are classified and correlated with those 

from Ulumuhsine and Yükselen, using mineral chemistry data and geostatistical methods (PCA, UMAP, K-

means clustering). By examining clinopyroxene and olivine mineral chemistry, relationships between the lava 

flows are established and their magmatic evolution is discussed. This integrated approach provides a deeper 

understanding of the Tepekent basalts and contributes to the broader knowledge of the Sulutaş Volcanic 
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Complex, offering insights into the complex magmatic history of the Neogene volcanic activity in Central 

Anatolia. 

 

Figure 1. Active tectonic map of Turkey showing Cenozoic Volcanic Provinces was modified from Van 

Hinsbergen et al. (2016). Map was taken from Gençoglu Korkmaz and Kurt (2024) 

2. MATERIAL AND METHOD 

For petrographic and mineral chemistry analyses, approximately ten hand samples of basaltic rocks were 

collected from the Tepekent area (Konya, Central Anatolia). The sampling strategy was guided by whole-rock 

chemistry data published in Eryiğit et al. (2022). To strengthen the robustness of our analysis, additional data 

from the literature (Asan et al., 2021) were compiled and utilized for correlation and statistical evaluations. 

Four carbon-coated, polished thin sections were prepared for mineral chemistry studies. The analyses were 

performed using a JEOL JXA-8600 electron microprobe at YEBIM (Ankara University), equipped with four 

wavelength-dispersive spectrometers (WDS) and an integrated energy-dispersive spectrometer (EDS) system. 

The operating parameters included a 20 nA beam current, 15 kV accelerating voltage, and a 20-second 

counting time per element. Detailed procedures for the analyses follow the methods described in Deniz and 

Kadıoğlu (2019). Structural formulae for pyroxenes were calculated based on four cations and six oxygens, 

for olivines based on four oxygens, while for feldspars, calculations were based on eight oxygens. 

Thermobarometric conditions were determined using multiple methods. The clinopyroxene-liquid 

thermobarometers by Neave and Putirka (2017) and Putirka (2008a) and Lindsley and Andersen's (1983) 

pyroxene thermometer were employed for P-T estimations. The plagioclase thermobarometer (Putirka, 2008b) 
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was also applied to evaluate geothermal conditions. Equilibrium conditions for clinopyroxene-glass pairs and 

olivine-glass pairs were verified using the Kd(Fe-Mg) value of 0.27±0.03 (Putirka, 2008a) and 0.29±0.03 

(Matzen et al., 2011; Putirka, 2016), respectively. WinPyrox and WinPLtb software (Yavuz, 2013; Yavuz & 

Yıldırım, 2018) were used for additional evaluations of hygrometric and depth conditions.  

For geochemical interpretations, Igpet software (Carr, 1990) was utilized. Moreover, statistical analysis 

(Principal Component Analysis (PCA), Uniform Manifold Approximation and Projection (UMAP) and k-

medoids analysis) were generated to assess geostatistical variations and to enhance the overall geochemical 

analysis. 

3. RESULTS AND DISCUSSION 

3.1. Results 

Petrography and Mineral chemistry of the Tepekent basalts 

The investigated basalts outcrop as lava flows in a very restricted area (Figure 2a and 2b) near Karardi 

Tepe (Tepekent region). They predominantly display holocrystalline porphyritic texture, with olivine 

and clinopyroxene as the dominant mafic mineral phases (Figure 2c-2f). The rocks consist of 

approximately 65% plagioclase, 15% olivine, 10% clinopyroxene, 5% sanidine and 5% opaque 

minerals (Figure 2c-2f). Zeolitization is observed locally within the basalts (Figure 2e). Olivines are 

predominantly occur as microphenocrysts, with rare occurrences of phenocrysts. In certain areas, 

fracture-filling and crack-filling structures are noted, along with iddingsite alteration along the crystal 

boundaries (Figure 2c-2f). Clinopyroxenes are primarily observed as microphenocrysts, while 

plagioclases are observed as both microlith and microphenocrysts. 

In the studied basalts, the feldspar minerals are predominantly represented by labradorite, with rare occurrences 

of sanidine (Figure 3). While plagioclases are primarily labradorite, their rims occasionally display 

compositions of andesine or bytownite. (Figure 3 and see Supplementary data). Normal, inverse, and 

oscillatory zoning patterns are observed in some plagioclases, as indicated by variations in MgO, TiO₂, CaO, 

and An contents. As well as anorthite contents range between (An 47-72) from the core to the rim (see 

Supplementary data). Moreover, some of the plagioclase microphenocrysts and phenocrysts show sieve 

textures. 

Pyroxenes are augite and diopsite based on Morimoto et al. (1988) (Figure 4a) and WinPyrox software Yavuz 

(2013). Mg≠ of the pyroxenes ranges between 64-85. Investigated pyroxenes exhibit normal, reverse and 

oscillatory zoning in terms of MgO, TiO2, Cr2O3 and CaO (see Supplementary data). Reverse and oscillatory 

zoning within MgO -TiO2 and Cr2O3 contents indicate reheating processes (magma mixing, new magma input 

and recharging) and mafic replenishment before the eruption (Gençoğlu Korkmaz, 2019; Ubide et al., 2014a; 
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2014b; 2014c). Using clinopyroxene-melt pairs that satisfy the conditions (Kd Fe-Mg=0.27±0.03), yielding 

temperatures between 973 and 1080 °C and pressures ranging from 1 to 5.7 kbar. Temperature estimates for 

clinopyroxenes were also calculated according to Lindsley and Andersen (1983) (Figure 4b). When the 

clinopyroxenes were plotted on the pyroxene quadrilateral, the sample points aligned with isotherms between 

950 and 1300 °C (Figure 4b). Although these values represent a broader temperature range, they generally 

align with the temperature values obtained Putirka (2008a), suggesting consistency. 

 

Figure 2. a), b) Field appearance of the Tepekent basalts; c), d), e), f) Microphotographs of the investigated 

basalts. Mineral abbreviations are based on Whitney and Evans (2009) 
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Figure 3. Ab-An-Or classification diagram (Deer et al., 1963) of the feldspars from the investigated rocks. 
 

 

Figure 4. a) Morimoto et al. (1988) pyroxene classification diagram and b) Crystallization temperatures 

based on Lindsley and Andersen (1983) 

Fo content [Fo = 100 × Mg/(Mg + Fe) in mol%]  of the measured olivines ranges between 67-82. Major 

elements compositions were recorded in the olivine from the basalts: 0.001 to 0.014 wt%, Cr2O3; 0.16 to 0.5 

wt%, CaO; 35-44 wt%, MgO. They are relatively homogeneous with Fo composition. Although many olivines 

in the same sample have been normal zoned in terms of Fo, some olivines have not displayed homogene 

distributions within Cr2O3, TiO2 and CaO contents (see Supplementary data). Using olivine-melt pairs that 

satisfy the conditions (Kd Fe-Mg=0.30±0.03), the calculations were made for temperature values are around 

1200°C. 

3.2 Discussion 

Chemical Relationship between the Miocene Basalts in the SVC 

In the north-northwest of Konya, basaltic rocks are represented by a restricted basaltic sill or dike, which has 

previously been attributed to the Miocene-aged Sulutaş Volcanic Complex (Gençoğlu Korkmaz et al., 2017; 

Asan et al., 2021). In this study, the Tepekent basalts are examined alongside the previously reported Yükselen 

and Ulumuhsine basalts (Gençoğlu Korkmaz et al., 2017; Asan et al., 2021) to make correlation and perform 

the evaluation. The basaltic lavas in the Yukselen area, which outcrop over a restricted region, exhibit a distinct 
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whole-rock composition compared to the Ulumuhsine and Tepekent basalts. These lavas are alkaline basalts 

(Figure 5) and were previously classified as hawaiite-type sodic alkali basalts (Gençoğlu Korkmaz et al., 2017). 

Silica versus major and trace element diagrams reveal a significant compositional distinction between the 

Yukselen hawaiites and the other basalts, with the former exhibiting a more mafic character. In contrast, no 

clear relationship indicating fractional crystallization (FC) is observed between the Ulumuhsine and Tepekent 

basalts (Figure 6 and 7). The major oxides and trace elements do not display homogeneous distributions, which 

suggests that the observed heterogeneity is better explained by assimilation-fractional crystallization (AFC) 

contamination processes rather than by FC alone (Figure 6 and 7). Nevertheless, certain trace elements, such 

as Zr, Yb, and Sr, exhibit similar concentrations across both basalt types, indicating underlying geochemical 

affinities.  

 

Figure 5. a) Total alkali-silica (TAS) rock classification diagram based on Irvine and Baragar (1971) and b) 

AFM diagram for subalkaline rocks (Irvine and Baragar, 1971) Whole-rock geochemistry data of Tepekent 

basalts were taken from Eryiğit et al. (2022). The other basalts were taken from Asan et al. (2021)to 

correlate the Miocene?-aged basaltic rocks outcropped the N-NW of Konya 

Tectonic discrimination diagrams indicate that the Yükselen basalts display ocean island basalt (OIB) 

characteristics, whereas the Ulumuhsine and Tepekent basalts exhibit features consistent with enriched-mid-

ocean ridge basalt (MORB) and crustal-contaminated arc basalts (Figure 8 and 9). The chondrite-normalized 

rare earth element (REE) diagram (Sun & McDonough, 1989) reveals a significant enrichment in light rare 

earth elements (LREEs), ranging from 20 to 200 times chondritic values. Notably, all three basalt types exhibit 

closely overlapping patterns, suggesting similar geochemical trends (Figure 8b).  

As indicated by the diagrams (Figure 5-9), whole-rock geochemical data alone are insufficient to clearly 

distinguish calc-alkaline rocks outcropped around the investigated area. To address this limitation, this study 

incorporates mineral chemistry data and geostatistical interpretations to enhance the classification and 

understanding of petrogenetic processes. 
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Figure 6. Silica versus selected major oxide variation diagrams for investigated basalts. Whole-rock 

geochemistry data of Tepekent basalts were taken from Eryiğit et al. (2022). The other basalts were taken 

from Asan et al. (2021) to correlate the Miocene?-aged basaltic rocks outcropped the N-NW of Konya 
 

 

Figure 7. Silica versus selected trace element variation diagrams for investigated basalts. Whole-rock 

geochemistry data of Tepekent basalts were taken from Eryiğit et al. (2022). The other basalts were taken 

from Asan et al. (2021) to correlate the Miocene?-aged basaltic rocks outcropped the N-NW of Konya 
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Figure 8. a) MORB-normalized spider diagram (Pearce, 1983); b) Chondrite-normalized (Sun & 

McDonough, 1989) spider diagram for investigated rocks. 
 

 

Figure 9. Tectonic setting diagrams based on a) Pearce (2008) and b) Wood (1980) 

Complex Magma Chamber Process of the Tepekent Basalts 

MnO, CaO and Cr2O3 compositions from the investigated olivines display nearly negative correlations with 

Mg≠ (Figure 10). The correlations of Mg≠ versus Cr2O3 and CaO align with fractional crystallization (Figure 

10). In addition, olivine grains have CaO>0.1, indicating being phenocryst rather than mantle xenocryst 

(Thompson & Gibson, 2000; Gençoglu Korkmaz et al., 2019). However, the Kd(Fe-Mg)  values of the olivines 

range from 0.105 to 0.204, which are lower than the expected Kd(Fe-Mg) equilibrium value of 0.29 ± 0.03, 

suggesting that they are not in equilibrium with their host liquid (Figure 11a). Some of the olivine grains are 

in equilibrium with the most mafic basalt from Ulumuhsine (Figure 11b Sample Y7, (Asan et al., 2021)). These 

olivines may be antecrysts, representing earlier solidified phases that were transported into the system during 

magma ascent. 

The reverse and oscillatory zoning observed in pyroxene minerals, with respect to MgO, Cr2O3, and TiO2 from 

the core to the rim, suggests that the magma has been replenished by a more mafic mantle source (Gençoğlu 

Korkmaz, 2019; Ubide et al., 2014a; 2014b; 2014c). Some of pyroxenes can share the similar chemical 
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properties (see Supplementary data). They can be antecrysts formed before eruption phase and cropped from 

the magma wall and transferred the system. Moreover, the oscillatory variations in An content and the presence 

of sieve and dusty textures in plagioclase further support this interpretation indicating instability and complex 

magmatic processes during crystallization (Streck et al., 2002; 2005; Ginibre & Wörner, 2007; Streck, 2008; 

Gençoğlu Korkmaz & Kurt, 2021). 

 

Figure 10. Mg versus selected major oxide diagrams for investigated olivines 

Geostatistical Evaluation of the Basalts 

In tephrochronology, occasionally Fe-Ti oxide pairs, biotite, amphibole, and pyroxene minerals are commonly 

used to correlate and associate tephra layers (Lowe, 2011). In this study, pyroxene minerals from the Tepekent 

basalts were specifically selected and utilized for correlation and classification purposes. To achieve this, 

classification and chemometric analyses, including PCA, UMAP, and k-medoids clustering, were performed. 

Principal Component Analysis-PCA is a widely used linear dimensionality reduction method that transforms 

high-dimensional datasets into a lower-dimensional space while preserving as much variance as possible. It 

projects the data onto orthogonal axes, called principal components, which are aligned with the directions of 

maximum variance in the dataset. This method is particularly effective in datasets where variables are highly 

correlated, as it reduces redundancy by identifying uncorrelated linear combinations of the original features. 

PCA is often employed to simplify datasets for further analysis, including clustering and regression, by 

minimizing reconstruction error during the dimensionality reduction process (Jolliffe, 2002; Demšar et al., 

2013). In volcanology, PCA has been applied to spatial and compositional data to differentiate volcanic units 

and interpret geochemical patterns (Prima & Yoshida, 2010; Mazzarini et al., 2016; Petrelli, 2021; Uslular et 

al., 2021). 
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Figure 11. a) Rhodes diagrams illustrating disequilibrium conditions between Tepekent basalts and the 

analyzed olivines. b) Rhodes diagrams indicating equilibrium conditions for the most mafic basalt from 

Ulumuhsine and a subset of the analyzed olivines. The equilibrium field for Fe/Mg exchange between olivine 

and basaltic melt (Kd(Fe-Mg) = 0.29 ± 0.03) is based on Matzen et al. (2011) and Putirka (2016) 

Uniform Manifold Approximation and Projection-UMAP is a nonlinear dimensionality reduction technique 

designed to preserve both global structure and local relationships in high-dimensional data. Unlike PCA, which 

relies on linear transformations, UMAP creates a low-dimensional manifold that retains the data's intrinsic 

topological properties. This makes UMAP particularly effective for datasets with nonlinear relationships, 

where preserving local neighborhoods is critical. UMAP has seen increased usage in Earth sciences for 

visualizing complex datasets, such as geochemical analyses of volcanic minerals, where its ability to 

distinguish subtle differences in composition is invaluable (McInnes et al., 2018; Becht et al., 2019). Moreover, 

k-medoids clustering is a robust partitioning algorithm that groups data into k-clusters using representative 

data points (medoids), which are actual data objects rather than centroids (Yousif & Yan, 2021). This method 

minimizes the sum of pairwise dissimilarities within each cluster, making it particularly effective in noisy or 

outlier-prone datasets (Yousif & Yan, 2021; Ren et al., 2022). It has significant applications across geosciences 

and biosciences, such as classifying fault systems, mineral assemblages, and spectral data in remote sensing, 

as well as clustering genomic sequences or ecological distributions. In tephrochronology, it can be used to 

classify volcanic ash layers and differentiate compositional variations in pyroclastic deposits by grouping 

similar geochemical signatures, aiding in the identification of volcanic sources and eruption dynamics. 

Clustering results obtained through k-medoids can be effectively visualized using UMAP, a nonlinear 

dimensionality reduction technique that preserves both global structure and local relationships in high-

dimensional datasets. UMAP excels in representing the intrinsic topology of clusters, allowing clear 

differentiation of groups defined by k-medoids in a two- or three-dimensional space. To further validate and 

interpret clustering results, Principal Component Analysis (PCA) can be employed. PCA identifies the 

directions of maximum variance within the dataset, providing complementary insights into the overall structure 
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and confirming the robustness of the clustering. By combining k-medoids with UMAP for visualization and 

PCA for statistical verification, this approach offers a comprehensive framework for analyzing complex 

datasets. Such methodologies are particularly beneficial in fields like tephrochronology, where geochemical 

data of volcanic deposits can be clustered and visualized to discern compositional variations and eruption 

histories 

The PCA and UMAP analyses of olivine minerals did not provide a clear distinction or correlation between 

the two calc-alkaline lava flows (Figure 12a and 12b). Investigated basalts and Ulumuhsine basalts can share 

common olivine grains or they can contain olivine grains within the similar composition. However, the PCA 

and UMAP diagrams and k-medoids clustering analysis (Table 1) for pyroxenes demonstrated a pronounced 

differentiation, suggesting that the two lava flows likely represent distinct magmatic events or magmatic 

episodes (Figure 13-14). 

 

Figure 12. a) Principal Component Analysis (PCA) and b) Uniform Manifold Approximation and Projection 

(UMAP) diagrams of the investigated olivines. Green triangles represent olivines from the Tepekent basalts, 

while blue squares denote those from the Ulumuhsine basalts. Olivine data for the Ulumuhsine basalts were 

taken from Asan et al. (2021). Despite the analysis, PCA and UMAP results were insufficient to effectively 

distinguish the basaltic lava flows based on olivine compositions. 
 

 

Figure 13. PCA diagrams of the investigated pyroxenes and pyroxenes from Ulumuhsine basalts. Green 

triangles represent clinopyroxenes from the Tepekent basalts, while blue squares denote those from the 

Ulumuhsine basalts. Clinopyroxene data for the Ulumuhsine basalts were taken from Asan et al. (2021) 
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Table 1. K-medoids clustering analysis for pyroxenes 

k-medoids 

Item Cluster  Item Cluster 

BT43/C1-1/1 1  BT44/C2/3 1 

BT43/C1-1/2 1  BT44/C2/4 1 

BT43/C1-1/3 1  BT44/C2/5 1 

BT43/C2-1/1 2  BT44/C2/6 1 

BT43/C2-1/2 1  BT44/C2/7 1 

BT43/C2-1/3 1  BT43/C3-1/1 1 

BT43/C2-1/4 1  BT43/C3-1/2 1 

BT43/C2-1/5 1  BT43/C3-1/3 1 

BT43/C2-1/6 1  BT44/C3/3 1 

BT43/C5-1/1 1  BT44/C3/4 1 

BT43/C5-1/2 1  BT44/C3/5 1 

BT43/C5-1/3 2  BT44/C3/6 1 

BT43/C5-1/4 1  *G-21B-1-px-5 2 

BT43/C5-1/5 1  *G-21B-2-px6 2 

BT44/C1-1/1 1  *G-21B-3-px-7a 2 

BT44/C1-1/2 1  *G-21B-3-px-7b 2 

BT44/C1-1/3 1  *G-21B-4-px-8a 2 

BT44/C2/1 2  *G-21B-4-px-8b 2 

BT44/C2/2 1    

* Sample data were taken from Asan et al. (2021). 

 

Figure 14. a) UMAP (nonlinear, Euclidean distance) and b) UMAP (nonlinear, Bray-Curtis dissimilarity) 

visualizations of the investigated clinopyroxenes (green triangles) and clinopyroxenes from Ulumuhsine 

basalts (blue squares). The diagrams display the results of k-medoids clustering analysis, illustrating group 

separations based on compositional variations. These UMAP projections highlight how different distance 

metrics influence the clustering outcomes and the visualization of data relationships. 
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4. CONCLUSION 

This study underscores the efficacy of geostatistical interpretations of mineral chemistry in distinguishing 

between rocks with similar whole-rock geochemical characteristics, where bulk chemistry alone proves 

insufficient. Minerals such as Fe-Ti oxide pairs, amphibole, biotite, and pyroxene minerals play a critical role 

in tephrochronology for differentiating volcanic deposits. In this study, advanced geostatistical techniques, 

including Principal Component Analysis (PCA) and Uniform Manifold Approximation and Projection 

(UMAP), were applied to mineral chemistry data. PCA, a linear dimensionality reduction method, and UMAP, 

a nonlinear ordination technique, both proved instrumental in identifying subtle compositional differences 

between basaltic units with overlapping bulk compositions. 

The Ulumuhsine and Tepekent basalts, despite their comparable whole-rock geochemical profiles, exhibit 

distinct pyroxene types based on mineral chemistry analyses. Notably, some olivines in the Tepekent basalts 

exhibit geochemical characteristics similar to those in the Ulumuhsine basalts. This resemblance suggests that 

these olivines may be antecrysts—minerals formed during earlier magmatic stages—that were incorporated 

into the Tepekent basalts during magma ascent through a complex magmatic plumbing system. This 

incorporation highlights the dynamic and multi-stage nature of magma evolution in the region. These 

differences suggest that the basalts are not products of the same lava flow and likely represent distinct basaltic 

products exposed different magmatic processes during their evolution. While mineral chemistry strongly 

supports this distinction, further geochronological and isotopic studies are necessary to confirm whether these 

basalts share a common origin or belong to the same eruptive episode. 

This study emphasizes the value of combining mineral chemistry with both linear (PCA) and nonlinear 

(UMAP) ordination techniques to improve volcanic stratigraphy resolution. Such an approach provides a 

deeper understanding of magma evolution, particularly in cases where whole-rock geochemistry alone cannot 

adequately resolve genetic relationships between volcanic units. 
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This study investigates the optical properties of one-dimensional photonic crystals based on ZnO/MgF₂, 

designed using Fibonacci fractal sequences. The effects of structures based on standard Fibonacci 

(FFPC), inverted Fibonacci (IFFPC), and mirror symmetry Fibonacci (MSFFPC) sequences on photonic 

band gaps and light-matter interactions were theoretically analyzed. Calculations were performed using 

the Transfer Matrix Method (TMM). The analyses revealed that lower-order sequences offer broad and 

uniform transmission, while higher-order sequences exhibit complex optical resonances with narrower 

bandwidths. MSFFPC structures, characterized by their regular configurations and narrow bandwidths, 

are ideal candidates for applications requiring precise color selection, such as sensors and narrow-band 

optical filters. Conversely, IFFPC structures provide advantages for wide spectral applications due to 

their broad transmission bands. FFPC structures, offering a balanced performance, can be employed in 

both wide-band and narrow-band optical systems. 
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1. INTRODUCTION 

Photonics technology advancement and the integration with optoelectronic devices have led to the 

development of devices whose electrical and optical properties can be tuned. Therefore, innovative 

photonics-based device designs have a critical role in future technologies. Designing these structures 

with optimal parameters has become a significant requirement, particularly for precisely adjusting 

optical properties. Integrated photonic systems offer solutions for controlling optical characteristics 

based on the principle of "light management engineering" by altering the propagation of 

electromagnetic waves. Among these solutions, the deposition of dielectric mirror layers with one-

dimensional (1D) photonic crystal properties stands out as an effective method. 1D photonic crystals 

are structures where the dielectric constant periodically varies in only one direction, forming a 

photonic band gap and providing optical reflection at certain wavelengths. 
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Fibonacci photonic crystals, with their distinctive quasi-periodic structure, exhibit unique properties that 

differentiate them from conventional periodic photonic crystals. These structures, designed based on the 

Fibonacci sequence, offer exceptional advantages in fundamental optical processes such as light propagation 

and localization (Taherzadeh & Keshavarz, 2024). In addition to the diffraction and photonic band gaps 

observed in regular crystal arrangements, Fibonacci photonic crystals possess broad spectral sensitivity and a 

strong capacity for light confinement (Elsayed et al., 2024). These characteristics enable innovative solutions 

in various fields, including telecommunications, sensor technology, optical filters, and waveguides. For 

instance, the complexity offered by Fibonacci arrangements enhances light absorption at specific wavelengths, 

facilitating the development of efficient energy devices. Importantly, the optical properties of Fibonacci 

photonic crystals have been extensively examined through theoretical modeling and experimental studies. 

Research findings indicate that these arrangements have the potential to optimize light-matter interactions. 

Notably, the photonic band gaps achieved in aperiodic Fibonacci sequences provide an ideal platform for 

applications such as waveguides and sensors (Jiménez-Vivanco et al., 2024). 

While knowledge about light wave propagation in completely ordered and disordered structures has rapidly 

advanced, the behavior of optical waves in the vast intermediate region between perfect order and disorder 

remains poorly understood. Fibonacci fractal photonic crystal (FFPC) structures, which can be described as 

non-Euclidean geometric configurations, exhibit fascinating optical properties. The transmission spectrum of 

Fibonacci systems includes forbidden frequency regions referred to as "pseudo band gaps," analogous to the 

band gaps of conventional photonic crystals (Capaz et al., 1990). Light waves are critically localized in the 

frequency regime outside these Fibonacci band gaps. In contrast to the completely disordered (Anderson-type) 

localization state, these critically localized states weaken non-exponentially, most likely by a power-law, and 

exhibit a rich, self-similar structure (Fujiwara et al., 1989). This makes these systems very interesting for light 

localization studies, as suggested by Kohmoto et al. (1987). Furthermore, FFPCs have been successfully 

utilized in the development of devices such as high-quality resonant microcavities (Escorcia-García & Mora-

Ramos, 2009) and mirror with broad omni-directional photonic band gaps (Han & Wang, 2005; Srivastava et 

al., 2008). These applications underscore the versatility and potential of FFPCs in advancing photonic 

technologies (Tavakoli & Jalili, 2014). 

ZnO/MgF₂ layered photonic crystals offer significant advantages in controlling light reflection and optimizing 

specific optical properties due to their multilayer structures. These systems are designed by alternately 

arranging MgF₂, with a low refractive index, and ZnO, with a high refractive index, resulting in a wide optical 

band gap. This characteristic makes them suitable for applications such as optical filters, sensors, and high-

performance laser devices (Fujihara et al., 2001). The contrast between the low refractive index of MgF2 and 

the high refractive index of ZnO creates wide omnidirectional photonic band gaps in these crystals. The layered 

structure is particularly optimized for anti-reflective coatings, creating a surface that minimizes energy loss 

and ensures high light transmission (Dai et al., 2006). MgF₂ provides thermal and mechanical durability, 
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making it stable for high-temperature applications. In contrast, ZnO's high optical absorption coefficient 

enhances the system's photonic performance. The fabrication of ZnO/MgF₂ layered structures commonly 

involves techniques such as physical vapor deposition or sol-gel processes, which ensure the homogeneity and 

structural precision of thin films. 

The optical properties of ZnO/MgF₂ photonic crystals offer an ideal solution for applications requiring 

wavelength-dependent light control. For instance, they can regulate light transmission at different wavelengths 

in optical filters, enhancing precision in spectral selection. In anti-reflective coatings, these structures reduce 

reflection losses over a wide spectral range, thereby improving the efficiency of optical devices. Optimizes 

light transmission at narrow bandwidths, especially high-performance lasers (Fujihara et al., 2001; Dai et al., 

2006). 

In this study, the optical properties of ZnO/MgF₂-based quasi-periodic Fibonacci fractal photonic crystal 

(Fibonacci Fractal Photonic Crystal, FFPC) structures were theoretically investigated with respect to different 

sequence parameters. In addition to the conventional Fibonacci sequence, Fibonacci fractal photonic crystals 

with inverted and mirror symmetry (IFFPC and MSFFPC) are analyzed. The effects of these structures on the 

photonic band gap properties, which can be tuned to the visible spectral region, were examined in detail. 

2. MATERIAL AND METHOD 

This study uses various Fibonacci-based sequences to construct different fractal structures for application in 

1D photonic crystals. The optical Transfer Matrix Method (TMM) was utilized to calculate the optical 

properties of Fibonacci photonic crystal structures, including transmission, reflection, and absorption. The 

details of TMM calculations and its fundamental operation have been presented in our previous studies 

(Çetinkaya et al., 2021; Çokduygulular et al., 2023). 

The FFPC structures created within the scope of this study are based on the classical Fibonacci sequence. The 

Fibonacci sequence can be defined as a particular ordering of binary digits (or symbols of any two-letter 

alphabet). Similar to Fibonacci numbers, the Fibonacci word is generated not through successive addition but 

by sequential concatenation. To describe this process, the initial sequences are set as S₀ = “A” and S₁ = “B”. 

Here, A represents ZnO, and B represents MgF2. Then, the sequence Sn is obtained by successive 

concatenation of the previous (Sn-1) and the preceding (Sn-2) sequences (Sn = Sn-1 + Sn-2). 

The IFFPC structures are based on the inverted Fibonacci sequence. The inverse code is simply the binary 

complement of a sequence, where all zeros are converted to ones and all ones to zeros. For example, if the 

binary representation of Sn is AAAABBAA, its inverted code, (Sn)inv, becomes BBBBAABB. The inverted 

Fibonacci sequence is defined in this manner and is represented as a specific structural arrangement. 
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Lastly, MSFFPC structures are constructed based on the mirror-symmetry Fibonacci sequence. Mirror 

symmetry is a structure obtained by mirroring the binary code of a number and is constructed as follows:  

Sn=Sn-1 + (Sn-2)ms. This approach generates distinct arrangement sets for FFPC, IFFPC, and MSFFPC, as 

provided in Table 1. 

Table 1. Sequence sets for FFPC, IFFPC and MSFFPC. 

FFPC IFFPC MSFFPC 

Sn Sn-1 + Sn-2 Sn Sn-1 + (Sn-2)inv Sn Sn-1 + (Sn-2)ms 

S0 A 

S1 B 

S2 BA 

S3 BAB 

S4 BABBA 

S5 BABBABAB 

S6 BABBABABBABBA 

S0 A 

S1 B 

S2 BB 

S3 BBA 

S4 BBAAA 

S5 BBAAAAAB 

S6 BBAAAAABAABBB 

S0 A 

S1 B 

S2 BA 

S3 BAB 

S4 BABAB 

S5 BABABBAB 

S6 BABABBABBABAB 

In the investigated FFPC, IFFPC, and MSFFPC systems, the central wavelength is set to the middle of the 

visible region, i.e., 0=550 nm. Each layer of the Fibonacci-based photonic crystal is designed with a quarter-

wave thickness, which is expected to reveal quasi-periodic effects more prominently, i.e., nAdA=nBdB= 0/4. 

3. RESULTS AND DISCUSSION 

The transmission spectra of ZnO/MgF₂-based FFPCs at different orders were analyzed to investigate their 

optical behavior as a function of the sequence order. The transmission spectra were calculated using the 

Transfer Matrix Method. Figure 1 presents the transmission spectra of ZnO/MgF₂-based FFPCs constructed at 

various orders. 

The spectrum exhibits a single wide and symmetric transmission band in the third-order sequence, with 

maximum transmittance observed around 550 nm. This indicates that lower-order sequences possess simpler 

optical properties and demonstrate a straightforward light transmission behavior. Moving up to the fourth 

order, a single passband is retained, but this band appears sharper. This suggests that the optical properties 

become more pronounced as the sequence order increases. The transmission spectra display a more complex 

structure with the transition to the fifth and sixth orders. Two distinct transmission bands are observed in the 

fifth order, while in the sixth order, these bands increase to three. This indicates that the structure incorporates 

more optical modes and exhibits increasingly complex interactions with light. The behavior observed across 

the sequence orders in FFPC highlights the influence of the quasi-periodic nature of the Fibonacci sequence 

on the optical properties. 

The maximum transmittance is around 100% for certain modes in all cases, and at higher orders, the transitions 

are concentrated in narrower bandwidths. These features indicate that optical selectivity and mode diversity 

are enhanced as the sequence order increases. This demonstrates the ability of higher-order sequences to 

support more precise and complex light manipulation. 
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Figure 1. Transmittance spectra of ZnO/MgF2 based Fibonacci fractal photonic crystals with a) 3rd, b) 4th, c) 

5th, and d) 6th order alignments. 

The transmission spectra of ZnO/MgF₂-based IFFPCs at different orders were analyzed to investigate their 

optical behavior as a function of the sequence order. The transmission spectra were calculated using the TMM. 

Figure 2 presents the transmission spectra of ZnO/MgF₂-based IFFPCs constructed at various orders. 

The third-order structures of the IFFPC sequence are characterized by a wide transition band in the 

transmittance spectrum, with the maximum transmittance observed at a wavelength of approximately 550 nm. 

This indicates that lower-order sequences exhibit simpler and more uniform optical behavior. When 

transitioning to the fourth order, more defined features emerge in the spectrum, although the overall width of 

the transition band remains largely preserved. In the fifth order, the spectrum becomes more complex. The 

transmission spectrum splits into multiple narrow-band transition peaks, indicating an increase in the optical 

complexity of the structure. This complexity becomes even more pronounced in the sixth order, with the 

spectrum displaying sharp and well-defined transition peaks. This behavior demonstrates that higher-order 

IFFPC sequences interact more strongly with light at specific wavelengths, exhibiting multiple optical modes 

and enhanced spectral selectivity. 
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Figure 2. Transmittance spectra of ZnO/MgF2 based Inverse Fibonacci fractal photonic crystals with a) 3rd, 

b) 4th, c) 5th, and d) 6th order alignments. 

The transmittance spectra of ZnO/MgF2-based MSFFPCs of different orders and their optical characteristics 

depending on the order of the sequence were investigated with the transmittance spectra calculated by TMM. 

Figure 3 shows the transmittance spectra of ZnO/MgF2 based MSFFPCs of different orders. 

For MSFFPC, a wide transition band is observed for third-order sequences, with the maximum transmittance 

occurring at a wavelength of about 550 nm. This indicates that lower-order sequences exhibit simpler and more 

fundamental optical behaviors. The spectrum transitions from a single broadband to two distinct transmission 

bands in the fourth order. This shift signifies that increasing the sequence order diversifies the optical modes 

and introduces more complex interactions between light and the structure. In the fifth order, this complexity 

increases further, with the spectrum displaying three primary transmission peaks. This demonstrates that 

higher-order sequences create more precise optical resonances. The transmission spectrum becomes highly 

intricate by the sixth order, with multiple narrow-band peaks emerging prominently. This highlights the 

growing impact of sequence order on the structure’s optical properties, enabling more selective light guidance 

at specific wavelengths. Such photonic structures have significant potential in various applications, including 

wavelength-selective sensors, precision optical filters, and optoelectronic systems requiring advanced light 

management. High-order MSFFPCs generate complex optical resonances due to their increased diversity and 

density of optical modes, making them suitable for integration into advanced technologies. 
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Figure 3. Transmittance spectra of ZnO/MgF2 based Mirror Symmetry fibonacci fractal photonic crystals 

with a) 3rd, b) 4th, c) 5th, and d) 6th order sequences. 

The optical properties of ZnO/MgF₂-based FFPC, IFFPC, and MSFFPC structures exhibit significant 

variations depending on the type of sequence. These structures address a wide range of applications by 

exhibiting different optical behaviors. FFPC can be used in wavelength-selective optical filters and general 

optical applications. IFFPC, with its wide transmission spectrum, stands out for use in general-purpose optical 

devices and applications requiring wide spectral filtering. Its characteristics make it particularly beneficial for 

systems demanding energy efficiency. MSFFPC, on the other hand, is distinguished by its orderly structure 

and narrow-band transmission peaks, making it the most suitable configuration for color-selective sensors and 

optical filters requiring high precision. This structure provides maximum selectivity at specific wavelengths, 

making it ideal for precise optical control applications. FFPC offers versatility; IFFPC is for broadband 

systems, and MSFFPC is for precision and specific optical applications. 

FFPC, IFFPC, and MSFFPC optical characteristics are highly effective, particularly for optical applications 

requiring single-mode light management. The 3rd and 4th order transmittance spectrum of FFPC can be used in 

optical filtering applications. IFFPC, with its broader bandwidth in the 3rd and 4th orders, is better suited for 

general-purpose optical systems and applications requiring wide spectral coverage. The single-mode optical 
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characteristics with the narrowest half-width are achieved in third-order MSFFPC. This highly regular 

structure is ideal for precision color-selective sensors and laser systems, where high specificity and accuracy 

are critical. The color coordinates of the optical transitions corresponding to different orders of Fibonacci 

sequences (FFPC, IFFPC, MSFFPC) are presented in CIE color space in Figure 4. These graphs are particularly 

useful for visualizing how photonic crystals' optical transmittance influences the colors the human eye 

perceives. 

 

Figure 4. Different order CIE color coordinates of a) standard, b) inverse, and c) mirror symmetry 

Fibonacci fractal photonic crystals based on ZnO/MgF2. 

Although the color points corresponding to different Fibonacci sequence types are relatively close to one 

another, they exhibit slight shifts as the sequence order increases. For FFPC, the 3rd order is associated with 

warmer color coordinates. As the order increases, the color coordinates shift toward cooler tones (greenish-

yellow). This behavior can be attributed to the more pronounced optical transitions at higher orders. In IFFPC 

structures, the 3rd and 4th orders concentrate around warm color tones (reddish-orange). By the 6th order, the 

coordinates shift toward more neutral tones (a green-yellow mix). This broader spread of colors in IFFPC is 

consistent with its wider transmission bandwidth. 

For MSFFPC, the 3rd-order sequence (redpoint) indicates a warm color coordinate. A more regular transition 

is observed at higher orders (5th and 6th), with color points exhibiting less spread. This demonstrates that the 

mirror symmetry of the Fibonacci sequence results in more orderly optical behavior, offering more precise 

color selection. Among the Fibonacci-based structures, MSFFPC exhibits the most regular color distribution, 

making it the most suitable solution for color-selective applications. In contrast, IFFPC, with its broader color 

spectrum, is more appropriate for general-purpose wide-band applications. 

4. CONCLUSION 

In this study, the optical properties of one-dimensional photonic crystals based on ZnO/MgF₂, designed using 

Fibonacci fractal sequences, were thoroughly investigated. Analyses conducted on standard Fibonacci (FFPC), 

inverted Fibonacci (IFFPC), and mirror symmetry Fibonacci (MSFFPC) sequences revealed the significant 

effects of different sequence configurations and orders on photonic band gaps and optical light-matter 

interactions. 
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The results demonstrate that lower-order sequences exhibit wide and relatively simple transmission spectra, 

indicating their suitability for general optical filtering and wide spectral applications. However, spectral 

complexity was observed at higher sequence orders, characterized by the emergence of narrow-band transition 

peaks and enhanced selective optical behavior. Notably, MSFFPC sequences provide high spectral regularity 

and selectivity, making them ideal for precision applications such as color-selective sensors and narrow-band 

optical filters. IFFPC sequences, on the other hand, with their broad transmission bandwidths, offer advantages 

for wide spectral applications and systems requiring energy efficiency. 

The results demonstrate that the optical properties of Fibonacci fractal photonic crystals can be effectively 

optimized through structural parameters such as sequence type and order selection. These findings open new 

opportunities for developing advanced photonic devices in telecommunications, optical sensing, color 

selection, and laser technologies. Furthermore, this research highlights the potential of Fibonacci sequences as 

a powerful tool for designing innovative photonic devices with high performance and customizable optical 

properties. In this context, photonic crystals based on Fibonacci sequences represent a significant research area 

with implications for fundamental scientific studies and industrial applications. These findings highlight the 

versatility of Fibonacci-based photonic crystal designs and their potential for tailored solutions across diverse 

optoelectronic and photonic technologies. 
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In this study, composites were prepared by powder metallurgy method by adding 5%, 10% and 20% by 

weight of TiC powder to 99.7% pure aluminum. The morphologies and elemental analysis of the 

prepared composite samples were carried out using scanning electron microscopy (SEM-EDX). The 

phase structures were then analyzed by X-ray diffraction (XRD). Finally, to investigate the mechanical 

properties of the composite structures, hardness measurements, compressive strength tests and abrasive 

wear tests were carried out. It was observed that the TiC ceramic particles added to the aluminum caused 

partial porosity within the structure. XRD analyses revealed peaks corresponding to Al and TiC phases 

in all composite structures, while no intermetallic phases or impurities associated with any phase were 

detected. It was observed that the addition of TiC, up to a certain amount, initially decreased and then 

increased the hardness of aluminum. In contrast to the hardness values, the compressive strength was 

found to increase with the addition of TiC. In the abrasive wear tests, wear initially increased with the 

addition of TiC, in parallel with the hardness values, but as the TiC content increased to 20%, the amount 

of wear decreased. Compared to the reference sample of pure aluminum as the matrix material, wear 

losses increased with the addition of TiC in all composite structures. 
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1. INTRODUCTION 

In metal matrix composites, various reinforcement materials such as ceramics, borides, nitrides, oxides, and 

high-entropy alloys have been used as additives (Tong & Ghosh, 2001; Kumar et al., 2024; Ravindran et al., 

2022). Reinforcement materials are utilized in forms like fibers, platelets, whiskers, or particles. Among these 

structures, particle reinforcement is frequently preferred due to reasons such as the availability, microstructural 

uniformity, and homogeneity of the reinforcement materials. Particle-reinforced composite structures are 

generally successfully produced by powder metallurgy or liquid metallurgy methods (Ibrahim et al., 1991). 

In metal matrix composites, ceramic reinforcements are commonly used in structural, aerospace, space, 

manufacturing, and mechanical applications due to their high mechanical properties, wear resistance, low 

density, and high-temperature performance (Song et al., 2008). Ceramic reinforcement materials are selected 
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based on their cost, elastic modulus, tensile strengths, densities, melting temperatures, thermal stabilities, 

coefficients of thermal expansion, sizes, morphologies, and compatibility with the metal matrix (Ibrahim et 

al., 1991; Rack., 1988). Among ceramic materials, TiC ceramics, when used as a reinforcement material, 

provide composite structures with mechanical properties such as high hardness and high elastic modules. With 

a hardness of 28-35 GPa, a Young's modulus ranging from 410-510 GPa and a tensile strength of 258 MPa, 

TiC is a crucial reinforcement element known for its superior wear resistance. (Mhadhbi & Driss, 2020; Farid 

et al., 2023). Due to these properties, it is suitable for use in various engineering applications such as aerospace, 

automotive, and biomedical fields. Pandey et al. (2017) reported that TiC particles improve the wear resistance 

and mechanical properties of aluminum matrix composites in the composite structures they obtained with an 

Al6061 matrix reinforced with TiC. In another study, TiC reinforced Ti–Mo–Al intermetallic composite 

structures were successfully produced by powder metallurgy. In this study, composite structures were obtained 

by adding Ti+C3Cr2 in situ synthesis into the Ti-1.5Fe-2.25Mo-1.2Nd-0.3Al matrix. The incorporation of TiC 

led to a substantial enhancement in the mechanical properties of the composites at room and high temperatures 

and the wear resistance was also improved significantly (Liu et al., 2007). Saravanan et al. (2018) reinforced 

the Al7075 matrix with varying amounts of TiC using the powder metallurgy method. Their investigations 

showed that the reinforcement elements were homogeneously distributed within the main matrix and improved 

wear resistance. In another study, Al2024-TiC reinforced composite structures were produced, and the effects 

of wear resistance and thermally treated conditions on the structures were examined. The results showed that 

heat treatment enhanced both hardness and wear resistance, with oxidation and abrasion being the dominant 

wear mechanisms on composite structures (Bedolla-Becerril et al., 2023). Nyanor et al. (2024) produced hybrid 

composites by adding nano- and micron-sized TiC and carbon nanotube particles into aluminum materials. 

They reported improvements in tensile strength and ductility. Lin et al. (2021) investigated the production of 

Al2024 matrix composites reinforced with TiC nanoparticles and graphene nanoplatelets via powder 

metallurgy. Subsequently, the microstructural, microhardness, and tribological properties of the composites 

were analyzed. It was observed that the wear resistance of the composites significantly improved due to the 

synergistic effects of the TiC and graphene particles. Additionally, a shift in the wear mechanism from 

adhesive to abrasive wear was noted. In another study, the influence of nano-TiC on the properties of Al2024 

metal matrix composites was investigated. The composites, containing varying amounts of TiC, were produced 

using the stir casting method, and their mechanical properties and hardness were evaluated. The results 

revealed that the ultimate tensile strength, yield strength, and hardness of the samples were proportionally 

enhanced with the increasing concentration of nano-TiC in the Al2024 matrix. In the study by Cabeza et al. 

(2017), the effect of ball milling on the properties of nano-TiC reinforced 6005A aluminum matrix composites 

were investigated. Various volume fractions of Nano-TiC and AA 6005A powders were milled using a 

horizontal attritor mill, with liquid methanol employed as a process control agent. The powder mixtures were 

milled for up to 10 hours. It was reported that the hardness of the composites increased with higher TiC content.  
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In this study, TiC ceramic was added to pure aluminum material at 5%, 10%, and 20% weight ratios using the 

powder metallurgy method, and then sintered. The phase structure, morphological, and mechanical properties 

of the composite structures were investigated. Additionally, the densities of the samples were determined. This 

study highlights the use of varying proportions of TiC reinforcement in a pure aluminum matrix to 

comprehensively analyze the relationship between reinforcement content and composite performance. The 

findings provide valuable insights into improving aluminum-based composites for advanced structural 

applications, particularly in industries requiring a balance of lightweight properties and high mechanical 

strength. Additionally, this research addresses critical gaps in understanding the effects of reinforcement 

distribution and porosity on the overall performance of metal matrix composites. 

2. MATERIAL AND METHOD 

In this study, aluminum powder with 99.7% commercial purity was used as the matrix material, and ceramic-

based titanium carbide (TiC) powder was used as the reinforcing element. Composite samples were produced 

by adding 5%, 10%, and 20% by weight of TiC to aluminum. SEM images and mapping analyses showing the 

elemental distribution of the main matrix and reinforcing materials forming the composite structures are 

provided in Figure 1-2. 

  

Figure 1. a) SEM and b) Mapping images of the aluminum (Al) powder as the matrix material 
 

  

Figure 2. a) SEM and b) Mapping images of the TiC powder as the reinforcing element. 
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In the production of composite structures, the powder metallurgy method, one of the solid-phase techniques, 

was applied. For this purpose, in the first stage, Al 99.7% and TiC powders were weighed according to the 

specified weight ratios and mixed for 2 hours using a mechanical mixer. During this process in a rotary mixer, 

steel balls with a diameter of 8 mm, weighing 10 times the weight of the powder mixtures, were used. In the 

second stage of production, the mixture was compacted by applying 650 MPa of pressure in a 12 mm diameter 

steel mold. In the final stage of the powder metallurgy process, the compressed composite compacts were 

subjected to sintering. The sintering heat treatment was performed at a temperature of 570±10 °C for 90 

minutes in an air atmosphere, completing the production of Al/TiC composite samples. 

In the second stage of the experimental study, phase analysis and mechanical tests were conducted along with 

SEM analysis. SEM and EDX analyses were performed using a Hitachi SU8700 model FE-SEM microscope. 

The phase structures were determined by X-ray diffraction (XRD). Phase identifications of each composite 

sample were analyzed using Jade 6.0 software. Measurements were taken with CuKα radiation (λ=1.54Å), at 

40 kV voltage and 30 mA current, in the 2θ range from 20° to 90° with a step size of 0.026°. In the mechanical 

tests, hardness measurements were first conducted using the Brinell method with a 2.5 mm steel indenter and 

a 15.625 kgf load. In the compression tests conducted in accordance with the ASTM C 109 standard, a 

compression testing machine with a capacity of 3000 kN and a loading rate of 0.9 kN/s was used. Finally, 

abrasive wear tests were performed. The abrasive wear tests were conducted using the pin-on-disk method on 

SiC-based 320 mesh sandpaper, applying a 10 N load, at a sliding rate of 0.8 m/s for 90 seconds.  

3. RESULTS AND DISCUSSION 

3.1. Microstructures 

To examine the microstructures of the produced composite structures, SEM images were taken at different 

magnifications. Simultaneously, mapping and EDX elemental analyses were performed. Figure 3-5 present 

these images and analyses. 

These figures provide detailed visual and compositional information about the distribution of TiC particles 

within the base aluminum matrix, as well as the interface between the matrix and the reinforcement, helping 

to understand the structural integrity and material properties of the composites. 

When examining the SEM images in Figure 3, it was determined that a porous structure had formed in all 

samples. It was observed that the matrix material, aluminum, formed sufficient bonds during the sintering heat 

treatment, and there were not many voids between the aluminum powder particles. It can also be noted that 

aluminum smearing occurred during the surface polishing process. The soft structure of pure aluminum offers 

little resistance to such smearing. Additionally, it is understood that separations occurred between the grains 

in some areas. Although aluminum particles formed bonds with each other during the sintering heat treatment, 

the grinding process applied during polishing allowed the soft aluminum matrix to separate in certain regions 

and form cracks. It is also considered that another influential factor in the formation of these separations is the 
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presence of TiC particles used as the reinforcing material. Similar results are found in the literature (Kumar et 

al., 2017; Samal et al., 2019). This is because the TiC particles, positioned between the Al matrix powders, 

may have created interfacial regions acting as thermal barriers by partially obstructing heat transfer. It is well-

known that ceramic-based TiC particles, which have significantly higher thermal resistance compared to 

aluminum, were unaffected by the 570°C temperature applied during the sintering process and maintained their 

structural integrity within the composite. Therefore, due to its very different thermal properties compared to 

aluminum, TiC exhibited different behavior during the heat treatment, influencing the structural properties of 

the regions where it was present. A similar result is presented in a study in the literature (Lu et al., 2020). 

 

Figure 3. Microstructure images of aluminum composites with pure aluminum 0%, 5%, 10%, and 20% TiC 

content at 150× and 1000× magnifications. 
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Figure 4. EDX analyses of pure aluminum and TiC-reinforced composite structures: Pure Al 99.7 (a), 5% 

TiC + Al 99.7 (b), 10% TiC + Al 99.7 (c), 20% TiC + Al 99.7 (d). 

Upon examining the EDX analyses presented in Figure 4, the presence of titanium (Ti) and carbon (C) peaks 

associated with the TiC reinforcing element in the composite structure is evident. In the EDS analysis of the 

matrix material shown in Figure 4a, it is understood that only aluminum (Al), oxygen (O), and very small 

amounts of carbon are present. It is known that aluminum is highly sensitive to oxygen and reacts quickly, 

leading to oxidation. This phenomenon was observed in all EDX analyses. The carbon detected in the matrix 

material is believed to originate from the SiC-based sandpaper used during surface preparation. To verify and 

support the evaluations made based on the SEM images and EDX analyses related to the microstructures, 

mapping images of the composite structures are presented in Figure 5. Mapping analysis is an advanced 

analytical technique that visually shows the elemental distribution within the structure, performed during SEM 

imaging of the composite materials using a FE-SEM scanning electron microscope. When examining the 

images in Figure 5, the distribution of the titanium (Ti) and carbon (C) elements within the aluminum matrix 

and the TiC particles can be observed in all composite samples. Additionally, it is also understood that oxygen 

is present in all composite structures. In a mapping analysis conducted in a study in the literature, it was stated 

that TiC particles were dispersed homogeneously within the structure (Mohapatra et al., 2016). As indicated 

in the EDX analyses, the easy oxidation of aluminum means that oxidation formation cannot be prevented 

during processes carried out in non-inert environments. 
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Figure 5. Mapping analyses of TiC-reinforced composite structures: 5% TiC + Al 99.7 (a), 10% TiC + Al 

99.7 (b), 20% TiC + Al 99.7 (c). 

3.2. XRD Analysis 

Following the microstructure examinations, the phases of the sintered composite samples were identified using 

XRD. Figure 6 presents the XRD patterns of the pure aluminum matrix and the samples reinforced with 5%, 

10%, and 20% TiC. Upon examining the figure, it can be observed that in the unreinforced pure Al material, 

peaks corresponding to the Al phase (ICDD: 85-1327, cubic, Fm-3m) appear at 2 of 38.47 o, 44.72 o, 65.09 o, 

78.23 o, and 82.43 o. In the samples with the TiC addition, peaks corresponding to the TiC phase (ICDD: 71-

0298, cubic, Fm-3m) were observed at 2 of 35.90 o and 41.50o. As the proportion of the reinforcing materials 

increased, a relative increase in the intensity of the TiC peaks was noted. The investigations revealed that after 
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the sample preparation, pressing, and sintering processes, no intermetallic phases or impurities were detected 

in the composite structures. This indicates that the addition of TiC did not introduce any unwanted phases and 

that the overall integrity of the composite materials was maintained (Ramkumar et al., 2019). 

 

Figure 6. XRD graph of the pure aluminum matrix and samples reinforced with different proportions of TiC. 

3.3. Mechanical Strength 

To investigate the mechanical strength of the composite structures, hardness analyses were conducted, along 

with compressive strength, density measurements (based on Archimedes' principle), and abrasive wear tests 

were performed. The graphs of these mechanical tests are presented in Figure 7-9. These figures illustrate the 

relationship between the TiC reinforcement levels and the various mechanical properties of the composites, 

including hardness, density, compressive strength, and wear resistance. The results provide valuable insights 

into how the addition of TiC affects the mechanical performance of the aluminum matrix composites. 

  

Figure 7. Hardness measurement and density values. 
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Upon examining the hardness measurement values presented in Figure 7, it is observed that the hardness values 

of all composite samples decreased with the addition of TiC. While an increase in the hardness of the composite 

structures was expected due to the much harder phase of TiC compared to aluminum, the opposite effect was 

noted. Such reductions in hardness can be encountered in some aluminum matrix composites with particle 

reinforcement. The primary reason for the decrease in hardness is believed to be the porosity present in the 

composite structure. However, as the amount of TiC within the composite structure increased, the initially 

decreased hardness values began to show a gradual improvement. This suggests that the hard TiC particles 

present in the structure, even in small amounts, begin to exhibit their reinforcing effect, reaching the highest 

value in the composite reinforced with 20% TiC. As the impact of porosity within the composite structure 

diminished, the hardness-enhancing effect of the TiC particles became more pronounced. As indicated by the 

microstructure images in Figure 3, a significantly porous structure had formed. Conversely, it is noted that the 

density values of the composite structures increased in proportion to the amount of TiC added. This is an 

expected outcome, given that the density of the aluminum matrix is 2.66 g/cm³, while the density of the TiC 

reinforcing element is 4.93 g/cm³. Thus, as the proportion of TiC within the composite structure increased, the 

density values also rose. Graphs illustrating the compressive strength and abrasive wear loss values obtained 

from tests conducted to examine the mechanical properties of the composite structures are presented in Figure 

8. In the literature, Canakci and Varol (2014) used AA7075 chips obtained through turning operations in 

composites. A mixture of Al powder, AA7075 chips, and SiC particles was first cold-pressed at 100 MPa in a 

steel die and then hot-pressed at 300 MPa for 1 hour at 500°C. It was reported that Al powders were non-

homogeneously distributed in the AA7075/Al-SiC powders. Furthermore, it was observed that increasing the 

amount of SiC particles enhanced the hardness of the recycled composites. Bodukuri et al. (2016) investigated 

the production of Al-SiC-B4C metal matrix composites using powder metallurgy processes. Three 

compositions were designed with volume fractions of 90% Al, 8% SiC, and 2% B4C; 90% Al, 5% SiC, and 

5% B4C; and 90% Al, 3% SiC, and 7% B4C. The powders were ball-milled using an attrition mill and then 

compacted under a pressure of up to 150 MPa. Subsequently, the samples were sintered at 610°C with a heating 

rate of 20°C/min and analyzed for their microstructural characteristics and hardness properties. It was observed 

that an increase in the amount of B4C in the metal matrix composite significantly enhanced the microhardness, 

primarily due to the uniform distribution of the reinforcements. Recently, Barakat et al. (2023) fabricated Al-

based nanocomposites using varying concentrations of Al2O3 nanoparticles. To enhance the wettability 

between the Al matrix and the reinforcement phase, the Al2O3 nanoparticles were coated with Ag and Cu using 

the electroless chemical deposition technique. The structural, microstructural, and mechanical properties of 

the hot-extruded nanocomposites were then characterized in detail. A significant improvement in mechanical 

properties was observed with increasing concentrations of Al2O3 nanoparticles. As can be seen from these 

studies in the literature, mechanical properties such as hardness in composite structures improve with the 

homogeneous distribution of reinforcement elements within the matrix. 
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Figure 8. Compressive strength values and abrasive wear loss values. 

Upon examining Figure 8, it is evident that the addition of TiC to the pure aluminum matrix material enhances 

the compressive strength of the composite samples. The ceramic properties of the TiC particles, which are 

significantly harder than aluminum, contribute to increasing the toughness of the composite structures, thereby 

raising their compressive strength. The graph indicates a proportional increase in strength with the amount of 

TiC added. Specifically, the compressive strength of the composite structure with 20% TiC reinforcement 

showed a 52% increase compared to the aluminum matrix material. Additionally, when looking at the graph 

depicting abrasive wear loss values within Figure 8, it can be seen that the reinforcement of TiC reduces the 

wear resistance of the composite structures. All composite samples exhibited greater wear losses than the pure 

aluminum matrix material. Initially, these wear loss values appear to correlate positively with the hardness 

values, which can be considered acceptable results. In other words, as the hardness of the material decreases, 

wear losses tend to increase. The highest wear loss occurred in the sample with 10% TiC reinforcement, which 

had the lowest hardness value. Conversely, the lowest wear loss was observed in the pure aluminum matrix 

material, which exhibited the highest hardness. Similar results are reported in a study by Pul (2019a). He stated 

that as the amount of hard-phase B4C and SiC reinforcement elements increased in the aluminum composite, 

wear losses also progressively increased. This was attributed to poor wetting between the matrix and the 

reinforcements, as well as increased porosity. In another study conducted by Pul (2019b), the mechanical 

properties of Al2024-based composites reinforced with B4C and TiB2 particles were investigated. It was 

observed that, compared to the pure Al2024 reference material, the abrasive wear losses of the composites 

reinforced with B4C and TiB2 were higher, and the wear losses further increased with higher reinforcement 

content. Additionally, images of the worn surfaces captured using a digital microscope after the abrasive wear 

tests are presented in Figure 9. 

A general examination of the images presented in Figure 9 reveals distinct wear lines formed on the surfaces 

of the materials. The regions that appear white or lighter in color in these images represent the grooved areas 

created during the abrasive wear tests. As shown in Figure 8, the most extensive wear regions are observed in 

the composites with 10% TiC reinforcement. This observation supports the findings related to wear loss values, 

indicating a strong correlation between the wear loss data and the worn surface images. Overall, the images 

illustrate the impact of TiC reinforcement on the wear characteristics of the composite materials, highlighting 

the increased wear loss associated with certain TiC concentrations. 
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Figure 9. Surface Images of Experimental Samples After Abrasive Wear. 

4. CONCLUSION 

In this study, titanium carbide (TiC) powders were added as reinforcement materials in varying proportions to 

a pure aluminum matrix using the powder metallurgy method. The powders were homogenously mixed in a 

tumbling mixer, pressed, and then characterized after sintering. Upon examining the microstructures, it was 

observed that the TiC ceramic particles contributed to partial porosity within the composite structures. 

Additionally, it was determined that the homogeneity of the structure improved progressively with the 

increasing TiC content. XRD analyses confirmed the presence of peaks corresponding to the aluminum (Al) 

and TiC phases. Notably, no impurities or intermetallic compounds were detected in any of the aluminum or 

TiC-reinforced samples. However, it was seen that with the increase in TiC content, the porosity within the 

structure led to a decrease in both the hardness of the aluminum composite materials and their resistance to 

abrasive wear. Conversely, the compressive strength values increased across all composite samples in 

proportion to the amount of TiC added. In conclusion, the physical properties of the TiC added to aluminum 

using the powder metallurgy technique, as well as the amount of reinforcement, were found to have a 

significant impact on the experimental values obtained. These findings demonstrate the potential of TiC-

reinforced aluminum composites in applications where high compressive strength is a key requirement. 

However, the decrease in hardness and wear resistance with increasing TiC content suggests that further 

optimization of the processing parameters, such as sintering conditions or powder mixing techniques, is needed 

to minimize porosity and achieve a better balance of mechanical properties. 
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Today, with the contribution of the new generation of communication technologies, many smart devices 

are produced. Almost every electronic device, including smart phones, smart watches, wireless 

headphones, tablets, emits some form of radiation. While most of this electromagnetic radiation is 

harmless, some of it can have potential health effects, depending on the frequency of use over long 

periods of time and in close usage. Specific Absorption Rate is a measure of how much human body 

tissue absorbs energy when the body is exposed to radiation. This measurement helps determine whether 

a device is safe for regular use. The SAR value may vary depending on the antenna and schematic design 

of the smartphone. To support high band requirements for 5G smartphones, more RF antennas required 

to be added in PCB design. When designing smartphones, designers also need to design proximity-grip 

sensors that accurately meet the industry's Specific Absorption Rate (SAR) requirements. In this study, 

the effects of proximity and grip sensors used in smartphones on LTE and 5G NR SAR values are 

investigated. During these measurements, a combination of Grip and Proximity Sensors were alternately 

turned on and off. Although the proximity sensor and grip sensor are not mainly used to optimize SAR 

values, it is foreseen that they may have indirect effects on SAR. In this context, SAR measurements 

were made in 3D environment for different frequencies. As a result of this study, it was observed that 

the grip-proximity sensors used in smartphones significantly reduce the SAR value and transfer less 

energy to the users in close range use. The effect of using the proximity sensor on the SAR rate was 

measured to be approximately 8%, while the effect of using the Grip Sensor was observed to be 

approximately 10%. 
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1. INTRODUCTION 

The wireless industry is driven not only by customer demand for services, but also by the technology available. 

In this respect, the wireless industry is one of the most rapidly changing industries in the world. New products 

and services are introduced as quickly as they are designed and developed. Changes in technology standards 

also force rapid change. The technology itself is divided and defined by different generations: 

The first-generation cell phones used analog technology with frequency modulation. This was rapidly 

abandoned as it was determined that carriers could not provide enough services to meet the demand. As a 

result, the first generation was quickly replaced with a second-generation (2G) digital cell phone technology. 
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Multiple 2G standards were developed worldwide. These include GSM and the original CDMA. Although 2G 

technology is still in use today around the world, it is slowly fading away. This allows operators to repurpose 

their spectrum for greater subscriber capacity and higher data rates. Cell phones originally were designed 

primarily as voice telephones, but it was quickly discovered that it was possible to use them for data purposes. 

For 2G phones, data rates were slow, thereby limiting the functions to simple applications such as texting and 

e-mail. 

Third-generation (3G) cell phones continued to use standard digital voice techniques but also developed high-

speed data capability. New modulation and access methods were created and standards were ratified. Third-

generation phones rapidly became popular, and over a period of several years’ carriers adopted the new 

technology and built out their networks.  

The fourth generation (4G) has brought about the creation of a single standard or family of standards that all 

carriers could adopt. This 4G technology is known as Long Term Evolution (LTE), and it is slowly being 

adopted in one form or another by all U.S. and worldwide carriers. The 4G systems and phones have led to 

much higher data rates and amazing new cell phone capabilities, particularly that of being able to receive and 

generate video. Technology advances have given us not only the high-speed data capability necessary for video 

but also large, color touch screens, making the cell phone a more popular consumer product than ever. 

The main purpose of 5G is to make the cellular and data services available over a wider range and to provide 

even higher data speeds. 5G uses higher frequencies and wider bandwidths to achieve even higher data rates. 

(Rappaport et al, 2013). With semiconductor technology still viable at ever smaller IC feature sizes, operation 

well into the hundreds of GHz is possible. 5G frequency bands are categorized into two groups based on the 

frequency spectrum. Sub 6GHz range of the radio frequency spectrum is known as frequency range 1 (FR1). 

Any LTE/5G frequency band under the 6GHz range is categorized under the FR1 group. Frequency bands in 

the millimeter wave (above 24GHz) spectrum are categorized under FR2. Due to the higher bandwidth of 

millimeter waves, these bands can achieve gigabits per second speed on a 5G network (Morgado et al., 2018). 

Although the radiation associated with 5G technology is non-ionizing (radio frequency (RF) waves, has a 

longer wavelength, frequency, and energy), with the increasing development of systems based on mmWave 

technologies, it has become important to assess any adverse health effects caused by electromagnetic fields 

(Wu et al., 2015; Morelli et al., 2021). To protect the human body from exposure to mmW radiation, many 

countries set safety guidelines standards, such as those set by the International Commission on Non-Ionizing 

Radiation Protection (ICNIRP) and the Institute of Electrical and Electronics Engineers (IEEE) and the Federal 

Communications Commission (FCC). 

Most of the studies about the exposure assessment of the human body to RF radiation in complicated exposure 

conditions used numerical approaches such as numerical analysis based on the finite-difference time-domain 

method (Jeladze et al., 2019; Siervo et al., 2018). A large number of dosimetry studies above 6 GHz have been 
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conducted, with the main purpose to establish the correlation between different dosimetric parameters such as 

the specific absorption rate (SAR), absorbed power density, and the skin surface temperature elevation (Diao 

et al., 2020; Li et al., 2019; Nakae et al., 2020; Neufeld et al., 2018, Morelli et al., 2021). 

Guraliuc et al. (2017) presented a detailed numerical dosimetry study with a 60GHz antenna module for two 

representative human body exposure scenarios in 5G small cells by using a numeric model of a human adult 

head and a human hand holding a smartphone. For the numerical analysis, the finite integration technique was 

implemented together with a finite element method which was used for a better characterization of the antenna. 

The SAR absorbed power and the equivalent incident power density were used as dosimetric parameters. It 

was found that maximum absorption occurs at users' ears during telephone conversation and fingertips during 

browsing on the internet. 

Hamed and Maqsood (2018) evaluated SAR 1g and point SAR (without mass averaging) at frequencies of 28, 

40, and 60 GHz to investigate the SAR distributions due to radiating source antennas in single and layered 

human tissues using the FDTD method. It was concluded from the results that at the radiated power of 20 and 

24 dBm, the SAR levels without mass averaging in the tissues at 28 GHz were lower than those at 40 GHz and 

60 GHz. 

In recent work, Tian et al. (2023) set up mobile phone model with 5G/4G patch antenna, real human head and 

DBS model using COMSOL Multiphysics. They calculated the specific absorption rate (SAR) of different 

layers of head tissues with the mobile phone at different distances from the human head, as well as the 

temperature change rule of the head and the DBS irradiated by the antenna for 30 min. The simulation results 

showed that at the frequency of 3.5 GHz, the EMF radiation from the mobile phone to the head was usually 

greater than that at 2.4 GHz.  

For smartphone manufacturers, SAR is important to consider when designing antennas. There are a number of 

factors that have an impact on the SAR value, such as the size, location, radiation power, and type of antenna 

being used. In addition to these, some of the hardware features used in smart phones allow the phone to 

consume less power while in use, which indirectly reduces the rate at which EM waves interact with the human 

body.  

In this study, the 3D SAR test environment is used to simulate the functions of the proximity and grip sensors 

on mobile phones and their effects on SAR levels. Comparing the data obtained at the end of the study, it is 

observed that the use of external sensor structures has significant effects on the SAR value. The proximity 

sensor helps to reduce the amount of electromagnetic energy that is generated by thermal energy by turning 

off the screen of the smartphone when you bring the phone closer to your ear to make a call. This means the 

phone heats up less and transmits less EM energy to the human body. On the other hand, the Grip Sensor 

detects whether the user is holding the smartphone and limits the (Tx power) signal power sent from the 
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smartphone to the base station using the antenna sensing structures used in its design and working with a lower 

Tx signal power supports the generation of less EM wave energy on the user body and reduces SAR values. 

2. MATERIAL AND METHOD 

All mobile devices that use advanced antenna structures are sources of electromagnetic radiation to a greater 

or lesser extent. The source of this radiation is the antenna structures used in the mobile device. To understand 

the results of this study, it is important to explain the principles of antennas, electric and magnetic fields, and 

electromagnetic energy.  

2.1. Antenna Structure and Electromagnetic Field 

An RF signal generated by a transmitter is sent into free space and eventually picked up by a receiver in 

wireless communication systems. Since a radio signal consists of both electric and magnetic fields, it is called 

an electromagnetic wave. Whenever voltage is applied to the antenna, an electric field is created and, at the 

same time, a magnetic field is created by the flow of current in the antenna. These electric and magnetic fields 

are radiated out from the antenna and propagate through space at the speed of light. 

In Figure 1, the half-wave dipole antenna is connected to the transmitter by the transmission line that was used 

to form the antenna. In most practical applications, the antenna is remote from the transmitter and receiver. A 

transmission line is used to transfer energy between the antenna and the transmitter or receiver. 

 

Figure 1. The electric and magnetic fields around the transmission line 

The electric and magnetic fields produced by the antenna are at right angles to each other and both are 

perpendicular to the direction of wave propagation. Figure 2 shows the variation in the strength of the electric 

and magnetic fields as it moves out from the antenna. 

2.2. Electromagnetic Radiation and EM Spectrum 

Electromagnetic waves are oscillating signals whose electric and magnetic field amplitudes change at a certain 

rate. The strength of the field goes up and down, and the polarity of the field reverses a certain number of times 
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per second. The electromagnetic waves are in sinusoidal signal form. The frequency of these waves is 

measured in cycles per second (cps) or hertz (Hz). The electromagnetic spectrum is the range of 

electromagnetic signals which includes all frequencies. The full electromagnetic spectrum including frequency 

and wavelength is shown in Figure 2. 

 

Figure 2. The electromagnetic spectrum 

Ultra-High Frequency (UHF) is introduced from 300MHz to 3GHz and used for mobile telephony and services, 

as well as for military purposes. Electromagnetic signals with frequencies higher than 30 GHz are called 

millimeter waves. This range is increasingly used for satellite communications and mobile communications, 

although the equipment used to generate and receive signals in this range is extremely complex and expensive. 

EHF frequencies are also used for FR2 in 5G NR technology. 

A photon has an energy (E) proportional to its frequency (f). This is given by Equation (1): 

 𝐸 = ℎ𝑓 =
ℎ𝑐

𝜆
, ℎ = 6.62607015 × 10−34 𝐽. 𝑠, 𝑐 ≅ 3 × 108 𝑚. 𝑠−1 

(1) 

where the h is the Planck constant, λ is the wavelength, and c is the speed of light. This is also known as the 

Planck-Einstein equation. The energy of the photon will be proportional to the frequency of the 

electromagnetic waves, in other words, the high-frequency photon has more energy. The use of high-frequency 

communication technologies such as 4G (LTE) and 5G NR in smart phones leads to an excessive emission of 

electromagnetic energy during their use. 

2.3. SAR Methodology and Global Regulations 

The Specific Absorption Rate (SAR) is an exposure standard for wireless devices used to assess the hazards 

posed by radio frequency (RF) waves. It is a measure of the energy absorbed by human tissue when exposed 

to a radiofrequency (RF) electromagnetic field per unit mass (Hamed & Maqsood, 2018; Sabbah et al., 2011). 
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The SAR is proportional to the square of the value of the electric field strength induced in the body when the 

human body is exposed to a radio frequency field.  

SAR values are calculated by averaging either the whole body or a small sample (1g or 10g of tissue). The 

higher the SAR, the more radiation is absorbed in the tissues and the greater the effect on the human body 

(Koukiou, 2024; Rosenqvist et al., 2021). The SAR is a measure of the energy absorbed by a mass placed in a 

volume with the same mass density (p) as the tissue and units of SAR are expressed in watts per kilogram 

(W/kg) (Hamed & Maqsood, 2018). 

 𝑆𝐴𝑅𝑖 =
𝑃𝑖

𝜌𝑖
= 𝜎

|𝐸|2

𝜌𝑖
 W/kg (2) 

When the antenna is close to the human model at low power levels, relatively high field strengths would be 

estimated in the vicinity of the antenna, as shown in Figure 3. When the antenna is very close to the human 

tissue, the field distribution on the human tissue is usually measured in the vicinity of the antenna (Hamed & 

Maqsood, 2018). 

 

Figure 3. An overview of SAR measurement setup 

There are two ways to calculate SAR: one is called Point SAR and the other called Mass or Volume Averaging 

SAR. The point SAR is not averaged and defines the maximum SAR of all meshes, and the point SAR for 

each mesh is calculated by dividing the absorbed power in each mesh by the mesh weight. In the case of 

averaged SAR values, a cube with a defined mass, e.g. 1 g or 10 g, is used for each point, and the power loss 

density is integrated over this cube. This is done by dividing the integrated power loss by the mass of the cube 

(Aly & Piket-May, 2014). The restriction limits of the SAR for the general public are given in Table 1. 

Table 1. SAR exposure standards and limits 

Standard SAR Limit (W/kg) Averaging mass for SAR 

ICNIRP (Global) 2.0 (f < 10 GHz) 10 g of tissues 

FCC/ANSI 1.6 (f < 6 GHz) 1 g of tissues 
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2.4. Smartphone Sensing System Overview 

To enhance functionality, user experience, and device performance, today's smartphones are equipped with a 

variety of sensors. The following technical information is provided for the proximity and grip sensors that are 

the focus of this study. 

2.4.1. Proximity Sensor Overview 

A proximity sensor in a smartphone is a type of sensor that detects the presence of objects or the distance 

between the phone and nearby objects, typically at very close ranges (~2 centimeters). It is often used to detect 

when the user brings the phone close to their face or ear, such as during a phone call. The proximity sensor 

helps to enhance the functionality of the smartphone by automatically adjusting the behavior of the device in 

response to a physical presence or movement.  

Proximity sensors are generally based on the working principles of infrared (IR) or capacitive sensing. The 

most common type of proximity sensor used in smartphones uses infrared light to detect the presence of objects 

in the vicinity. An infrared transmitter emits infrared and an infrared detector receives the reflected light upon 

encountering an object. That allows the phone to register the closeness of the object. The sensor remains 

inactive when no object is detected.  

Capacitive proximity sensing works on the basis of electrical capacitance. Proximity sensing works by 

detecting the change in capacitance caused by the proximity of a conductive subject. Even without direct 

contact, this allows the phone to sense the proximity of the object. 

The proximity sensor is usually located below the screen as indicated in Figure 4. It is not visible to the user 

when looking at the screen. The proximity sensor helps conserve battery life by turning off the display when 

the phone is close to an object (such as your face). When you bring the phone closer to your ear, it has an 

indirect effect on the SAR values by reducing the heating problems on user’s face that can occur due to the 

thermal energy. 

 

Figure 4. Enable Proximity Sensor by moving phone to the ear 
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2.4.2. Grip Sensor Overview 

A grip sensor in a smartphone is a sensor that detects how the user holds or grips the device. It can measure 

pressure, position, or force exerted by the user's fingers on the device. It is typically located around the edges 

or frame of the device. Grip sensors are not as common as other smartphone sensors. However, they are 

becoming increasingly important in certain advanced smartphones.  

A grip sensor's operating principle is based on detecting pressure or position changes from the user's hand. 

Pressure sensors measure the pressure that is applied to certain parts of the phone, often on the edges or the 

back of the phone. They can detect how firmly the user is holding the device and can trigger certain functions 

based on the amount of force that is being applied.  

On the other hand, the use of the grip sensor in smart phones allows the recognition of the phone when it is in 

the hand of the user. During data and voice communication, the Tx power emitted by the device is limited and 

less Tx power will be emitted by smartphones. This has a positive effect on the SAR values. It also helps us to 

meet the specifications set by the regulations (Figure 5). 

 

Figure 5. Flow diagram of controlling antenna performance by using a grip sensor 

2.5. DUT (Device Under Test) Specifications 

Antenna placement is a critical aspect of any device under test (DUT) because it has a significant impact on 

the performance of the antenna system. Antenna placement has an impact on how well the antenna can transmit 

or receive signals. Optimal antenna placement will ensure that the antenna is in a position where it can maintain 

an effective level of signal strength and signal quality. Poor antenna placement can result in reduced coverage, 

reduced reception (Rx) or signal interference.  

The frequency response of the device can also be affected by antenna placement. In some cases, the 

performance at certain frequencies can be optimized by adjusting the placement. Antenna placement is critical 
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to ensuring that the device under test meets the required standards for regulatory testing (e.g. SAR testing, 

FCC compliance). Antenna placement must follow specific guidelines in order to simulate the real-world use 

scenarios that occur during certification testing. In this study, SAR (Specific Absorption Rate) was measured 

for 2G, 3G, 4G and 5G technologies by using a reference 5G model. Figure 6 shows the antenna placements 

of the tested model. 

 

Figure 6. Rear (Back side) view of DUT, illustrate antenna placements 

The above antenna structures are used for the following basic bands and technologies. The SAR measurements 

were also carried out based on the antenna patterns that were specified in Figure 6 and Table 2. 

Table 2. Supported band list for DUT 

Antenna Tx Rx PRx DRx Supported Band List 

MAIN1 O O N/A N/A 
GSM 850/900, WCDMA B5/8,  

LTE B5/8/12/17/20/26/28, NR n5/8/20/26/28/71 

MAIN2 O O N/A O 
GSM 1800/1900, WCDMA B1/2/4 

LTE B1/2/3/7/25/38/40/41, NR n1/3/7/38/40/41/66/77/78 

SUB1 N/A N/A N/A O 

GSM 850/900, WCDMA B5/8 

LTE B5/8/12/17/20/26/28/38/40/41,  

NR n5/7/8/20/28/38/40/41 

SUB2 O O O O 

GSM 1800/1900, WCDMA B1/2/4, GPS, Wi-Fi1_5G 

LTE B1/2/3/4/7/25/38/40/41 

NR n1/3/7/38/40/41/66/77/78 

SUB3 N/A N/A O N/A LTE B1/3/4/66, NR n1/3/7/38/40/41/66, Wi-Fi1_2.4G 

SUB4 N/A N/A N/A O NR n77/78 

SUB5 O O N/A N/A Wi-Fi2_2.4G / 5G 

SUB6 N/A N/A N/A O LTE B1/3/4/66, NR n1/3/66 

SUB7 N/A N/A O N/A NR n77/78 
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3. RESULTS AND DISCUSSION 

In Türkiye, the Information and Communication Technologies Authority (ICTA), known as BTK (Bilgi 

Teknolojileri ve İletişim Kurumu), regulates the Specific Absorption Rate (SAR) standard for mobile phones 

and wireless devices. Türkiye's SAR limits are consistent with international standards, primarily based on 

International Commission on Non-Ionizing Radiation Protection (ICNIRP) guidelines, which are widely 

accepted worldwide, including the European Union. Türkiye is not a member of the EU. However, Türkiye 

aligned its regulations with the EU standards, which are similar to the ICNIRP standards. Compliance with 

these SAR limits for telecommunications equipment in Türkiye is monitored and regulated by the BTK. 

Manufacturers are required to ensure that their products are in compliance with the SAR limits before they can 

be sold in Türkiye.  

In this study, SAR measurements were performed by simulating the following combinations with introduced 

bads listed in Table 2. The combinations that are used for the grip sensor and the proximity sensor are the 

following. We used MT8821C Radio Communication Analyzer and E5515C 8960 Series 10 Wireless 

Communications Test Set in our measurements.  

a. Grip Sensor ON, Proximity Sensor ON 

b. Grip Sensor OFF, Proximity Sensor ON 

c. Grip Sensor ON, Proximity Sensor OFF 

d.  Grip Sensor OFF, Proximity Sensor OFF 

GSM900 SAR measurement results in W/kg included in Table 3. GSM900 operates in the frequency range of 

890 MHz to 915 MHz (uplink) and 935 MHz to 960 MHz (downlink). According to the measured values, 

having the Grip Sensor OFF has a negative effect on SAR, if Grip sensor in OFF state, SAR increasing around 

0,02 W/kg. The SAR values measured for both the grip sensor and the proximity sensor in the "ON" state are 

the minimum values as expected. 

Table 3. GSM900 & DCS1800 SAR measurement results 

Mode 
Antenna 

Sensor Mode 
Measurement Improvement 

GSM900 DCS1800 GSM900 DCS1800 GSM900 DCS1800 

Voice MAIN1 MAIN2 

Grip On - Proximity ON 0,353 0,303 

6% 4% 
Grip OFF - Proximity ON 0,378 0,328 

Grip On - Proximity OFF 0,367 0,316 

Grip OFF - Proximity OFF 0,416 0,346 

DCS1800 operates in the frequency range of 1710 MHz to 1785 MHz (uplink) and 1805 MHz to 1880 MHz 

(downlink). Lower frequencies (such as GSM 900MHz) tend to go deeper into the human body, particularly 

near the skin. Signals at higher frequencies (such as DCS1800) tend to be absorbed more strongly at the surface 
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of the skin, resulting in a shallower penetration depth. Handsets operating at 1800 MHz typically operate at 

lower power, which results in lower SAR levels.  

UMTS Band 1, also known as WCDMA Band 1, operates in the frequency range of 1920 MHz to 1980 MHz 

for the uplink and 2110 MHz to 2170 MHz for the downlink. This band is typically used for 3G (Universal 

Mobile Telecommunications System) communication. UMTS devices have higher transmitting power 

compared to 2G, as they are designed to provide higher data rates and support more advanced services. 

However, UMTS operates at higher frequencies than GSM (especially in Band 1, which is around 2 GHz). 

This means that the energy tends to be absorbed closer to the skin rather than deeper into the tissue. Due to 

these reasons, it measured very closer to DCS1800 SAR values, as shown in Table 4. 

UMTS Band 8 (WCDMA Band 8) operates in the frequency range of 880 MHz to 915 MHz for uplink and 

925 MHz to 960 MHz for downlink. UMTS Band 8 (B8) operates at a lower frequency (about 900MHz), 

typically causing more penetration. The lower frequency allows the signal to travel further and pass through 

tissue more effectively than higher frequency. Table 4 shows the UMTS Band 8 SAR measurement results. 

UMTS Band 8 has deeper tissue penetration, leading to more energy absorption by the body. 

Table 4. UMTS B1 & UMTS B8 SAR Measurement results 

Mode 
Antenna 

Sensor Mode 
Measurement Improvement 

UMTS B1 UMTS B8 UMTS B1 UMTS B8 UMTS B1 UMTS B8 

Voice MAIN2 MAIN2 

Grip On - Proximity ON 0,296 0,388 

3% 8% 
Grip OFF - Proximity ON 0,318 0,436 

Grip On - Proximity OFF 0,307 0,417 

Grip OFF - Proximity OFF 0,329 0,463 

LTE B1 operates in the frequency range of 1920 MHz to 1980 MHz for uplink and 2110 MHz to 2170 MHz 

for downlink. LTE B1 operates at a higher frequency. This means that it tends to have slightly worse 

propagation (range and indoor coverage) due to higher path loss. However, it compensates with better data 

throughput and more efficient frequency reuse. According to measurement result, LTE B1 has higher SAR 

value compared to 2G and UMTS network (Table 5). 

Table 5. LTE B1 SAR Measurement results 

Band Mode Antenna Sensor Mode Measurement DIFF Improvement 

LTE 

B1 
Voice MAIN2 

Grip ON - Proximity ON 0,517 

0,112 11% 
Grip OFF - Proximity ON 0,598 

Grip ON - Proximity OFF 0,563 

Grip OFF - Proximity OFF 0,629 
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In order to overcome propagation losses, mobile devices typically use higher output power at lower frequency 

bands. Higher frequencies generally result in a higher power density in the tissues of the human body. LTE B3 

operates in the 1.7 GHz to 1.8 GHz range, which is lower than LTE B1. While the mobile phone is operating 

in the LTE B3 mode, it emits slightly less power, which results in a lower SAR value as shown in Table 6. 

Table 6. LTE B3 SAR Measurement results 

Band Mode Antenna Sensor Mode Measurement DIFF Improvement 

LTE 

B3 
Voice MAIN2 

Grip ON - Proximity ON 0,545 

0,066 7% 
Grip OFF - Proximity ON 0,588 

Grip ON - Proximity OFF 0,577 

Grip OFF - Proximity OFF 0,611 

LTE B8 operates in the 900MHz band, commonly deployed in 4G-LTE in Europe, parts of Asia and Africa. 

Both LTE B8 (900 MHz) and LTE B5 (850 MHz) operate at relatively low frequencies, and devices using 

these bands typically transmit at similar power levels. Table 7 shows SAR measurement results for LTE B8. 

Table 7. LTE B8 SAR Measurement results 

Band Mode Antenna Sensor Mode Measurement DIFF Improvement 

LTE 

B8 
Voice MAIN1 

Grip ON - Proximity ON 0,461 

0,075 8% 
Grip OFF - Proximity ON 0,521 

Grip ON - Proximity OFF 0,492 

Grip OFF - Proximity OFF 0,536 

LTE B40 is used for time division duplex (TDD) LTE deployments and operates in the 2.3 GHz to 2.4 GHz 

frequency range. LTE B40 is a higher band, 2,3GHz-2,4GHz, than lower band frequencies, such as Band 5 or 

Band 8. This means that the radio waves in LTE B40 are more superficially absorbed by the skin and outer 

layers of the body than they are more deeply penetrating (Table 8). 

Table 8. LTE B40 SAR Measurement results 

Band Mode Antenna Sensor Mode Measurement DIFF Improvement 

LTE 

B40 
Voice MAIN2 

Grip ON - Proximity ON 0,688 

0,073 7% 
Grip OFF - Proximity ON 0,733 

Grip ON - Proximity OFF 0,705 

Grip OFF - Proximity OFF 0,761 

NR n78 is a part of the mid-band spectrum (also referred to as Sub-6 GHz) and is commonly used for 5G 

services in many regions worldwide. n78 band operates between 3.3 GHz and 3.8 GHz, tend to lead to higher 

surface absorption of radio waves compared to lower-frequency bands like LTE Band 40. Higher frequencies 
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are absorbed more by the skin and outer layers of the body, while lower frequencies penetrate deeper into the 

body tissue. Since 5G NR typically operates at higher frequencies, n78 bands generally results in higher surface 

absorption of radio waves. Devices operating in this band often have to transmit at higher power to cover urban 

areas and provide high-speed internet, leading to potentially higher SAR values (Table 9). 

Table 9. NR n78 SAR Measurement results 

Band Mode Antenna Sensor Mode Measurement DIFF Improvement 

NR 

n78 
Voice SUB2 

Grip ON - Proximity ON 0,844 

0,09 9% 
Grip OFF - Proximity ON 0,901 

Grip ON - Proximity OFF 0,867 

Grip OFF - Proximity OFF 0,934 

4. CONCLUSION 

Specific absorption rate (SAR) measurements play a critical role in the assessment of potential risks to human 

health from electromagnetic radiation, particularly from high-frequency devices such as cell phones, wireless 

communication systems, and other emerging technologies. At high frequencies, including the millimeter wave 

and 5G bands, the interaction between RF radiation and biological tissue is different from that at lower 

frequencies, raising concerns about potential health effects such as thermal heating, tissue damage, and long-

term exposure risks. 

While the current evidence from scientific studies suggests that exposure levels within established safety limits 

do not pose a significant risk to human health, there are still uncertainties about the cumulative effects of long-

term exposure, particularly in vulnerable populations such as children and pregnant women. The increasing 

prevalence and use of higher-frequency devices requires continued research to better understand the biological 

effects of RF radiation. Therefore, all design parameters must be carefully considered before the introduction 

of a new mobile phone to the market. Some sensors used in mobile phones ensure that devices operating at 

high frequencies emit less radiation, resulting in lower SAR levels for users.  

In this study, the effects of the use of the grip sensor and the proximity sensor on the SAR values are realized 

in 4 different scenarios for different communication technologies. Both grip sensors and proximity sensors 

contribute indirectly to reducing SAR in mobile phones. However, their effect is primarily through optimized 

power management. Specifically, proximity sensing can actively reduce transmission power when the phone 

is near the head of the user, directly reducing SAR. Grip sensors, while helpful in managing the behavior of 

the phone, have a less direct impact on SAR, but they can contribute to power adjustment based on the way 

the device is being held. As shown in Figure 7, we achieved best case with both sensors are in ON state, 

provides from 5% to 11% improvement on SAR values with different frequencies. It is important to use these 

sensors in future smartphones as a standard hardware component.  
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Figure 7. Overall SAR measurement results, for 2G, UMTS, LTE and 5G NR 
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High sidelobe levels can result in unwanted interference or "noise" from signals arriving from directions 

other than the desired main lobe. These signals can degrade the overall performance of a system by 

reducing the signal-to-noise ratio, making it more difficult to distinguish the intended signal from 

background noise. In systems like radar or satellite communication, sidelobes can cause interference to 

other users or systems operating in adjacent frequency bands or directions. Suppressing the sidelobes 

helps minimize this cross-talk and interference. When the sidelobes are suppressed, more of the 

transmitted power is concentrated in the main lobe, improving the efficiency of power usage. This is 

important in communication systems where conserving power is essential, such as in satellites or mobile 

devices. In environments where signals may bounce off objects (such as in urban areas for wireless 

communication or radar), sidelobes can pick up signals reflected from various surfaces. By suppressing 

sidelobes, the system becomes less susceptible to multipath interference, which can degrade signal 

quality and accuracy. To sum up, sidelobe suppression is crucial for ensuring the efficiency, accuracy, 

and reliability of many systems, particularly in radar and communications. It minimizes interference, 

reduces false detections, improves directional sensitivity, and ensures that resources (e.g., power and 

bandwidth) are used effectively. In this paper, 8-element linear dipole antenna array designed to suppress 

sidelobe signals, which causes interference on the communication system. One of the key parameter is 

the distance between the each antenna. In this simulation, we defined the distance between each antenna 

as 0.6*lambda, for 3GHz operating frequency. Another optimization parameter is the magnitude of each 

antenna element, aimed to optimize magnitudes of each antenna element's sidelobe levels by using 

Genetic Algorithm (GA), where theta angle between 40-60 degrees. The antenna array design done in 

CST Studio environment, but amplitude tuning with GA performed using MATLAB. We compared our 

design results for each simulation, observed the change of directivity for antenna array by using GA. As 

a result, the sidelobe level between the desired theta 40 and 60 degrees suppressed from -17dB to -

28.2dB but it observed that the directivity of the main antenna radiation pattern decreased from 13dBi 

to 10dBi. 

Cite 
 

Aydın, E. (2025). Design of 8-Elements Linear Dipole Antenna Array to Suppress Sidelobe Signals by Using Genetic Optimization. 

GU J Sci, Part A, 12(1), 307-318. doi:10.54287/gujsa.1559050 
 

Author ID (ORCID Number) Article Process  
 

0009-0007-7703-7054 
 

Emirhan AYDIN 
 

Submission Date 

Revision Date 

Accepted Date 

Published Date 
 

 

01.10.2024 

25.11.2024 

30.12.2024 

26.03.2025 
 

1. INTRODUCTION 

The radiation of antennas produces some undesirable effects, such as side lobe level (SLL). In most antenna 

array applications, especially the first SLL is an undesirable effect because it causes too much electromagnetic 

interference (Liang et al., 2017). Due to emerging high frequency techniques, SLL suppression is a very 

important issue for antenna arrays operating in the FR1 and FR2 region. The main parameters of a selected 

antenna model (radiation pattern, impedance, half power beamwidth, main bandwidth, directivity, radiation 
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efficiency etc.) are calculated by methods known in the literature (Panduro et al., 2006). The main objective 

of antenna array analysis is to determine the number of antenna array elements and the spacing between 

antenna elements that can produce the expected radiation pattern for the center operating frequency with the 

best approximation and maximum directivity (Katoch et al., 2021). 

In general, antenna pattern studies are classified into the three main groups. The first group is the studies that 

generate radiation diagrams with zeros in predetermined directions. An example of the first group is the 

Schelkunoff method. The second group includes the design of an antenna that can approximate the desired 

radiation pattern over the entire visible region. Woodward and Fourier transform by Taylor (1955), are the 

techniques used for this purpose.  

The third group includes techniques that produce radiation patterns with narrow main beam and low side 

auricle levels. Binomial method by Taylor (1955), Dolph-Chebyshev by Taylor (1955) are examples of this 

third group. 

In the literature, the tuning of main beamwidth and sidelobe levels has been frequently emphasized for pattern 

shaping in array antennas. For example, Dolph calculated the excitation coefficients of the equally spaced 

array elements that give the minimum main beamwidth for a given maximum sidelobe level, showed that 

radiation diagrams with equal sidelobe levels obtained with these coefficients can also be obtained with 

Chebyshev polynomial, developed a new formulation for the design of Chebyshev arrays that expresses the 

array factor in terms of cosine and hyperbolic-cosine functions without using Chebyshev polynomials directly 

(Satılmış, 2022). 

The genetic algorithm, used as an improvement method in the study of sequence analysis, is one of the so-

called heuristic algorithms, algorithms that include rules based on experience and training. The concept of 

genetic algorithm is inspired by the science of genetics. There are several studies in the literature where genetic 

algorithms have been used for antenna pattern synthesis, most of these studies have used linear arrays. For 

example, organized the placement of linear array elements using a genetic algorithm. In subsequent studies, 

calculated the antenna amplitude excitation coefficients for linear antennas for pattern shaping using a genetic 

algorithm (Lambora et al., 2019; Aydin & Erdem Aykac, 2023; Zhang & Li, 2023). More traditional 

optimization methods such as particle swarm optimization and ant colony algorithm generally used to suppress 

the side lobe levels of antenna arrays, with the developing artificial intelligence applications, sidelobe 

suppression techniques with increased accuracy are also used (Yang et al., 2021; Xiang et al., 2024). 

In this study, Genetic Algorithm (GA) is selected to optimize the amplitude parameters of linearly spaced 

antenna arrays, while keeping the distance between antennas constant. In this antenna array design, since all 

antennas are positioned at equal distances, genetic optimization is only applied on the radiation amplitudes of 

the antennas (Singh et al., 2022; Nie et al., 2024; Xiang et al., 2024). In this way, it is aimed to calculate the 
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optimum radiation amplitudes for each antenna. For the antenna radiation amplitude calculation, the optimum 

value of the radiation amplitude is calculated with a coding in MATLAB, as a matrix form.  

In this case, the antenna radiation amplitudes are optimized using the genetic optimization algorithm. With the 

new antenna radiation amplitude values obtained, the antenna array designed on CST Studio is updated and 

the radiation directivity of the new radiation amplitude and the suppression at the side lobe level are evaluated. 

The array of 8 dipole antennas positioned in the x-axis with a distance of 0.6*lambda between them is designed 

using the CST Studio Suite program. For the 3 GHz center frequency, the lambda value was calculated as 96 

mm with an optimization margin of 4.5% and the 0.6*lambda distance was defined as 57.60 mm (Aydin & 

Erdem Aykac, 2023). 

2. MATERIAL AND METHOD 

The genetic algorithm was developed by J. H. Holland, showed that complex structures can be coded using 

simple data sequences. The genetic algorithm (GA) is an optimization algorithm inspired by natural selection; 

it is a method for solving optimization problems based on a natural selection process. Genetic algorithms act 

as a biological metaphor and use some of the methods observed in natural evolution (Dhiman & Kaur, 2019; 

Ma et al., 2019). GA aims to yield solutions for the consecutive generations (Lambora et al., 2019). Genetic 

algorithms are widely used to generate high-quality solutions to optimization and search problems based on 

biologically inspired operators. Once the genetic representation and fitness function defined, a GA proceeds 

to initialize a population of solutions and then evolve it through repeated application of mutation, crossover, 

inversion and selection operators. GA changes the process of searching for the optimum solution adaptively, 

check the probabilities and reaches the optimal solution.  

The main advantage of genetic algorithms is that they do not require any knowledge of the general nature of 

the problem they are trying to optimize. They can easily find an ideal general solution in a complex 

multidimensional search space. Genetic algorithms are particularly effective in finding the approximate 

maximum or minimum value in a high-dimensional, multi-model function set.  

The fitness function defined on the genetic representation and measures the quality of the represented solution. 

GA can be applied to the genetic algorithm to solve problems which are not well suited with standard 

optimization algorithms, including problems where the objective function is discontinuous, non-differentiable, 

stochastic or highly nonlinear. It uses a group search technology and the evolutionary population represents a 

set of problem solutions such as increasing data rate, reducing power consumption, optimize interference effect 

of communication channel and improving spectrum efficiency (Liang et al., 2020; Durmus & Kurban, 2022). 

The flow diagram of a simple genetic algorithm is given in Figure 1. In the algorithm, an initial population is 

first created, then genetic processors are used to generate the solutions in the next generation through 

reproduction, crossover and mutation. The fitness assessment process is applied to each individual in order to 
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perform the selection process applied during the reproduction event. The cycle of development and evaluation 

of successive generations continues until the best solution is found. A simple genetic algorithm consists of five 

basic steps. Each of these significantly affects the performance of the algorithm (Liu et al., 2014; Durmus & 

Kurban, 2022). 

These steps are:  

a. Representation of solutions 

b. How to create an initial ensemble 

c. Fitness or quality assessment criteria 

d. Genetic processors 

e. Control parameters 

 

Figure 1. A simple flowchart of a genetic algorithm 
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The genetic algorithm differs from the classical, derivative-based optimization algorithm in two main ways, 

as summarized in Table 1. 

Table 1. Comparison between the Classical Algorithm and Genetic Algorithm 

Classical Algorithm Genetic Algorithm 

It generates a single point in each iteration. The 

sequence of points converges to the optimum 

solution. 

In each iteration, a point forms the population; 

the best point in the population is an optimal 

solution. 

It selects the next point in the sequence with a 

deterministic calculation. 

It selects the next population through 

computation using random number generators. 

The basic control variables of a simple genetic algorithm are density size, crossover and mutation rate. The 

density of a genetic algorithm affects its performance in two ways. Reducing the density will lead to under-

sampling, making divergence difficult to achieve and the search will drift towards a sub-optimal point. 

Conversely, if the number of densities is too large, a one-generation evolution will require a very long time. 

This is especially undesirable when solving real-time problems. According to the simulation results, the 

population size is set to 512 in this study to achieve the best directionality on radiation pattern.  

Mutation is an important as it allows new regions to enter the search space. The mutation rate should be well 

controlled to design an efficient genetic algorithm. For example, a high mutation rate will introduce 

randomness into the search, which will divergence processes too quickly. Conversely, a very low mutation 

rate will reduce the divergence too much, causing the search to find a non-ideal point as a solution. Therefore, 

the mutation rate is set to 0.01 in this study. The crossover rate is a parameter used to determine the frequency 

of the crossover processor applied to the structures (individuals of the density). A low crossover rate will cause 

too few new structures to enter the generation, making the algorithm inefficient and the search will become 

bogged down at a certain point. A high crossover rate will cause the search space to be explored very quickly, 

thus reducing the performance of the algorithm. In this study, the crossover rate is used as 0.5 to get optimum 

achievement.  

3. ANTENNA ARRAY STRUCTURES AND APPLICATIONS 

Antenna arrays are antenna systems formed by combining different or similar antennas in different ways. The 

first practical use of arrays was realized in 1937 in the light of previous work in this field. Studies in the 

literature show that antenna arrays can produce radiation patterns with desired characteristics by adjusting the 

amplitude and phase of the feed applied to the antennas. If all antennas in the array are fed in the same phase, 

the main beam of the radiation diagram is perpendicular to the array plane. In other cases, the main beam can 

be oriented in different directions such as θ1, θ2, θ3. Since the phases can be changed electronically, the main 

beam can be formed in any desired direction within the field of view defined by the radiation pattern of the 

antennas in the array (Amaireh et al., 2019). 
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In general, the radiation diagram of a single element has large apertures and each element provides a low gain. 

In most applications it is necessary to design antennas with very high gain for long distance communication. 

The high gain is proportional to the physical structure of the antenna. Increasing the size of the individual 

elements can provide higher gain. Another way to increase the gain of the antenna without increasing the size 

of the individual elements is to match the radiating elements with the appropriate electrical and geometrical 

structure. This new antenna consisting of multiple elements is called an array. In most applications, the 

elements of the array are chosen identically. In order to obtain high gain radiation diagrams, it is necessary to 

add the element areas in the desired directions and cancel each other in the remaining directions, but this is 

difficult to achieve in practice. The factors affecting the total radiation pattern of the antenna in an array of 

identical elements are as follows (Taylor, 1955):  

a. Geometric structure of the entire array (linear, circular, etc.)  

b. Distance between antenna elements 

c. Excitation amplitudes of elements  

d. Excitation phases of elements  

e. Radiation diagrams of elements 

N elements in the array can be placed with N-1 different range values, as shown in Figure 2. 

 

Figure 2. Linear λ/2 dipole antenna array structure 

In this antenna array design, since all antennas are positioned at equal distances, genetic optimization is applied 

on the radiation amplitudes of the antennas, aimed to calculate the optimum radiation amplitudes for each 

antenna, by using 8-element antenna array shown in Figure 3. 

 

Figure 3. Linear antenna array structure 
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4. RESULTS AND DISCUSSION 

The radiation pattern of dipole antenna arrays can be plotted on a 2D graph with axes ϴ (theta) and φ (phi) or 

on a 3D graph in cartesian coordinate system. The cartesian and polar representations of the far-field radiation 

obtained at a central operating frequency of 3GHz shared in Figure 4. 

 
(a) 

 
(b) 

Figure 4. a) Polar representation of the far-field radiation, b) Cartesian representations of the far-field 

radiation 

In the Matlab environment, genetic calculations have been performed to calculate updated amplitude values 

for the new pattern, and an attempt has been made to simulate them. Since the number of elements is 8, the N 

value has been updated to 8. Correspondingly, in order to meet the dimensions, the A amplitude matrix has 

also been updated and defined as a matrix with 8 elements, all having an amplitude of 1. 

N=8;  

A= [1 1 1 1 1 1 1 1]; 

D= [0.576 1.152 1.728 2.304 2.88 3.456 4.032 4.608]; 

The radiation pattern of an 8-element planar dipole antenna array shared in Figure 5. As can be understood 

from this graph, for the value of theta between 40 and 60 degrees, the side lobe level we want to suppress is 

approximately around -17 dB. 
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Figure 5. The radiation pattern of an 8-element planar dipole antenna array in MATLAB 

It has been determined that the best side lobe value that can be obtained using genetic algorithm optimization 

for the existing side lobe between 40 and 60 is -28.2 dB. The results of the genetic algorithm run shown in 

Figure 6. 

 

Figure 6. Results of the genetic algorithm in MATLAB 

The values belonging to the new generated matrix [B] obtained with the genetic algorithm are shared. 

B=[1.11 -0.92 5.83 9.49 11.13 4.13 1.78 -0.14]; 

The far-field radiation of the optimized amplitude values obtained at the working frequency is shown in 

Cartesian and polar representation in Figure 7. 
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(a) 

 
(b) 

Figure 7. a) Polar representation of the far-field radiation, b) Cartesian representations of the far-field 

radiation 

5. CONCLUSION 

In this study, GA algorithm is used to suppress side lobe signals for 8-element linear dipole antenna arrays. 

The 8-element linear dipole antenna array is designed using CTS Studio and GA optimization is implemented 

in Matlab. As can be seen from the cartesian representation in Figure 4, multiple dominant sidelobe signal 

levels are observed in the system with a center operating frequency of 3GHz.  

The Matlab representation for the case where the phi angle is varied between 40 and 60 degrees is shown in 

Figure 5. With the Genetic Optimization algorithm applied to the model, the new amplitude matrix [B] was 

obtained. The iterations of this GA learning are shown in Figure 6, best value detected around -28dB.  

The conclusions regarding the overlapping of the initial state and the optimized radiation patterns are shown 

in Figure 7. According to the results obtained, the side lobe level has been suppressed with the new amplitude 

values, but the main lobe directivity has weakened by approximately 3 dB, and the beam width (BW) has 

increased. 

Initial Condition BW: 24 degrees   

Optimized Amplitude Value BW: 64 degrees 
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As a result, the desired theta has been suppressed from -17 dB levels to -28.2 dB levels in the side lobe level 

occurring between 40-60 degrees. However, it has been observed that the directivity value of the main radiation 

pattern has decreased from 13 dBi to 10 dBi as shown in Figure 8. 

 
(a) 

 
(b) 

Figure 8. a) Directivity comparison of initial and optimized design, b) Optimized beamwidth measure 

Literature researches shows that the use of the Genetic Optimization algorithm with linear array antennas gives 

more efficient results compared to the use of planar and circular antenna arrays. When the radiation diagram 

obtained by re-arranging the distance between antennas with Genetic Optimization is examined, it is observed 

that it has the versatility that can be achieved with more complex systems both in terms of the number of 

iterations and the average crossover rates. In applications where beam directivity is not a primary parameter, 

suppressing side lobe signals by using genetic optimization provides a useful solution. 
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A systematic approach for controlling different 2D porous media (PM) characteristics is presented. 

Through the manipulation of the topology of the PM grain size, shape and distribution, different PM 

characteristics can be controlled/tailored as required. The presented approach is tested using a test 2D 

porous media to achieve a specific target porosity value and offers the possibility of tuning other 

fluid/solid dependent characteristics like the pressure gradient and maximum velocity. The 

demonstrated approach can be further extended to include other target characteristics through the 

inclusion of more topological parameters. It can also be extended to any generic PM structure. This 

approach opens many possibilities for the use of model 2D porous media in different applications and 

as a surrogate model for naturally occurring PM. 
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1. INTRODUCTION 

Porous media are encountered in many natural and industrial situations. Examples include oil reservoirs, heat 

exchangers, energy recovery systems, waste management, soil mechanics, composites for different machine 

components etc (Liu et al., 2017; Kumar & Muniamuthu, 2024). Due to this, different approaches have been 

proposed and used to study different phenomena in porous media. The most basic of these approaches is the 

fully experimental one. In which a sample of the physical system under consideration is brought to the lab 

where it gets tested under controlled experimental conditions then different conclusions can be drawn from 

the measured variables (Anguy et al., 1996; Mosser et al., 2017; Kharrat et al., 2022). On the other side of 

the spectrum lays the fully computational methods which can be divided into models that replicate the exact 

PM geometry (through a CT scan or a similar approach) and lumped models that only use the main PM 

properties like porosity without considering the exact geometry of the grains and their distribution (Miah et 

al., 2018; Di Palma et al., 2019; Yan et al., 2022). 

Several studies have argued that computational models that do not consider the exact PM geometry may fail 

in predicting some features which are sensitive to the grain geometry such as the displacement interface 

geometry in the case of two-phase flow (Akhlaghi Amiri & Hamouda, 2014; Yong et al., 2014; Lu et al., 
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2018). The price paid to reflect the effect of the PM exact geometry is a detailed representation of the actual 

system through a CT scan or a similar approach (Di Palma et al., 2019). This approach, despite being more 

accurate, has two downsides. First, it is expensive since it is not fully computational as it needs a 

measurement part to get the full PM grain/bore geometry. Second, the obtained results cannot be generalized, 

or a sensitivity analysis cannot be done since the obtained results are specific to the tested PM sample. 

A hybrid approach between these two extremes is the use of a model porous media that replicate some of the 

real PM under consideration without the need for a detailed description of the actual grain/bore geometry 

(Akhlaghi Amiri & Hamouda, 2014; Meinicke et al., 2020). Many studies adopted this approach while 

replicating the important parameters of the PM like porosity, grain size and shape (Rokhforouz & Akhlaghi 

Amiri, 2019). Based on this approach, a recent emphasis has been placed on 2D porous media which, in 

addition to being used as model for real porous media, are gaining popularity in many applications due to its 

unique properties and simplicity (Akhlaghi Amiri & Hamouda, 2014; Yan et al., 2022; Sun et al., 2023). 

Synthetic porous media is another terminology widely used in scientific literature to reflect the use of 

different chemical and physical processes to produce porous media with desired target properties like 

specific surface area (Pfeiffer et al., 2016; Abdelrahman, 2018; Di Palma et al., 2019). Many studies have 

used model 2D and synthetic porous media to investigate its use for a specific application (Akhlaghi Amiri & 

Hamouda, 2014; Abdelrahman, 2018; Jahanshahi Javaran et al., 2010; Muniamuthu et al., 2016; Sun et al., 

2023; Kumar & Muniamuthu, 2024) like waste management (Abdelrahman, 2018; Kumar & Muniamuthu, 

2024), noise and vibration reduction (Kumar et al., 2016; Letaieff et al., 2017; Yuan et al., 2020; Sunil 

Kumar et al., 2024), control of thermal stresses in machine components (Kumar et al., 2023) and hydrogen 

storage (Pfeiffer et al., 2016). However, there is still no general approach/methodology that is generic enough 

to allow the determination of the 2D PM geometric parameters to fulfill a specific set of design targets. 

The aim of this study is to show the possibility of designing/tailoring the 2D PM geometric parameters to 

achieve target properties (whether these properties are specified by the intended use of the 2D PM or they are 

used to replicate a physical PM) like a specific porosity value or other solid/fluid specific characteristics like 

the maximum velocity and the pressure gradient. The used approach relies on manipulating different 

topological parameters of the 2D porous media to achieve the required design targets. This approach can be 

made more sophisticated by controlling more topological parameters in order to achieve more PM 

characteristics. The approach is demonstrated through the study of the flow in a sample 2D porous media and 

how different target goals can be achieved through the change of the PM grain size, shape and size 

distribution. 

2. PARAMETERS OF A 2D POROUS MEDIA 

A model 2D porous media is normally used for one of two goals. To replicate a physical porous media which 

allows an easier way of analyzing its characteristics or to be used in a specific application. In both cases, a 
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set of properties/characteristics needs to be replicated/achieved in the designed 2D PM. Some of these 

properties can be geometry related like porosity while others can be related to the used fluid/solid interaction 

like the required pressure gradient to pump the fluid through the PM with a certain flow rate/velocity or the 

maximum velocity in the bores between the PM grains. 

Assume a simplified 2D PM model as shown in Figure 1. The model porosity depends on the number of 

grains and their size. In this case, for a target porosity value, many options can be tuned to achieve the 

required porosity, which include some or all of the following topological parameters: 

1- Grain shape (e.g. circular, square, ... etc) 

2- Grain size and distribution (e.g. equal size, two or more sizes with specific size ratio, distribution ... etc) 

2- Grain relative arrangement to each other (e.g. inline, staggered, random ... etc). 

 

Figure 1. Sample 2D porous media geometry 

Since the target porosity value can be achieved using any of these combinations, this adds more degrees of 

freedom to achieve other target design goals as well. If these goals are geometry-dependent (e.g. min. or 

max. throat diameter), the tuning of these topological parameters is enough. For other PM hydrodynamic 

characteristics that are solid/fluid dependent like the pressure gradient or the maximum velocity, a detailed 

numerical solution is needed to map the topological parameters space to the hydrodynamic parameters space. 

Once this mapping is done, the specific geometric configuration can be easily determined. 

3. DESIGN OF A MODEL 2D POROUS MEDIA 

Now let us consider a test 2D porous media for a certain application. The first parameter that needs to be 

replicated is the porosity. A generic representation for one of the many options that can be used to achieve 

this goal is the one depicted in Figure 1. In this model we only consider a staggered arrangement of grains 
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(other arrangements can be considered as well). Another parameter that can be used is the grain shape. In the 

current study, we consider two shapes only cylinder and square. In addition to this we also add another 

geometric parameter that allows the use of different sizes of the grains in consecutive rows. Based on this we 

can have many combinations as shown in Table 1 

where: 

D1: is the characteristic length of grains in row 1 (Diameter for a cylinder or side length for a square). 

D2: is the characteristic length of grains in row 2 (Diameter for a cylinder or side length for a square). 

CC: denotes a configuration where both rows 1 and 2 contain cylindrical grains. 

CS: denotes a configuration where row 1 has cylindrical grains while row 2 has square ones. 

Lx: is the model 2D PM length parallel to the flow. 

Ly: is the model 2D PM length in the normal to the flow direction. 

Table 1.Tuning of 2D porous media geometric parameters 

[D1
2/(LxLy)]x1000 D2/D1 Porosity % (CC) Porosity % (CS) 

1.2 1.0 15 17 

0.9 1.7 14 17 

0.8 2.1 14 17 

1.3 1.0 17 19 

1.0 1.5 17 20 

0.8 2.4 17 22 

1.9 1.0 32 37 

1.6 1.3 32 37 

1.4 1.6 31 37 

2.0 1.0 37 42 

1.9 1.2 37 42 

1.7 1.3 37 43 

It is clear from Table 1 that a specific porosity value (like 17% or 37%) can be obtained with many 

combinations of the three main geometric parameters. Namely, the size of the grain with respect to the 

characteristic PM size, the ratio of the grain size between the two rows 1 and 2 and the shape of the grain. If 

the main objective is to design a PM with a target porosity then we have six options for each of these two 

porosity values. 
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Now, since we have six options, we can choose one of them according to other design targets. We can move 

to hydrodynamic design targets but before doing so we need to model the flow field of all the cases presented 

in the table above. 

4. THE NUMERICAL MODEL 

Due to the symmetry of the considered PM geometry, we only need to consider the part of the domain in the 

dashed box shown in Figure 1. The left boundary is set as velocity inlet while the right boundary is an outlet. 

The top and bottom boundaries are symmetry BCs and the solid grains are dealt with using the no slip BC. 

Due to its computational efficiency especially for parallel processing, the Lattice Boltzmann Method (LBM) 

is used for the simulation of the flow field in the considered 2D PM for the cases considered above (He & 

Luo, 1997; Jahanshahi Javaran et al., 2010; Yan et al., 2022). The details of the used LBM model are given 

in Appendix A. 

For all the test cases, the flow is assumed to be a steady-state laminar flow of a Newtonian fluid. The inlet 

velocity 𝑢𝑖𝑛 is fixed for all cases to give a flow Reynolds number of 10 based on 𝐿𝑦. 

 𝑅𝑒 =  
𝜌 𝑢𝑖𝑛 𝐿𝑦

𝜇
 (1) 

where: 𝜌 is the fluid density and 𝜇 is the dynamic viscosity. 

The normalized pressure gradient is calculated as follows: 

 
𝑑𝑝

𝑑𝑥
=

∆𝑝

𝐿𝑥

𝐿𝑦

𝑝0

 (2) 

where: 𝑝0 is the initial pressure in the domain. 

∆𝑝 is the pressure drop along the porous media length 𝐿𝑥. 

The normalized maximum velocity is the maximum velocity in the domain normalized by the inlet velocity. 

 𝑉𝑚𝑎𝑥 =
𝑢𝑚𝑎𝑥

𝑢𝑖𝑛

 (3) 

where: 𝑢𝑚𝑎𝑥 is the maximum velocity magnitude in the simulation domain. 

For all cases, the simulation was run until a steady-state solution is reached. For the used Reynolds number, 

no oscillatory solution was observed for any of the tested cases.  
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5. RESULTS AND DISCUSSION 

This section shows and discusses the results obtained following the proposed approach and simulation 

discussed in the previous section. The reported velocity fields are normalized by the inlet velocity 𝑢𝑖𝑛 and 

the density fields are normalized by the initial density 𝜌𝑜. 

Figure 2 shows the normalized velocity field for some of the test cases. The magnitude of the maximum 

velocity and its location seem to depend on both the grain shape configuration and the grain size ratio.  

Figure 3 shows the density contours for the same cases. On average, the variation of the density on the cross 

stream-wise direction is limited to the neighbor of the grains and in some cases (case a) is almost constant 

across the PM cross section. It is also clear that the CS configuration in general results in higher pressure 

gradient due to the larger difference in the density between the front and rear stagnation points of the square 

grains compared to the smother variation in case of the cylindrical grains. For cases where the shape, size 

and configuration of the PM grains are more random/generic, the velocity and density fields will be less 

uniform. 

The previous two figures show that the change of the topological parameters of the 2D PM, for the same 

porosity value, has a profound effect on the resulting flow field (i.e. velocity and density fields). As will be 

shown, this will subsequently affect the 2D PM hydrodynamic characteristics which allows more freedom in 

selecting the appropriate set of geometric parameters that fulfills other hydrodynamic design targets. 

Table 2 shows the calculated normalized pressure gradient and the normalized maximum velocity in all 

tested 2D PM configurations presented in Table 1. The highlighted cells show the normalized pressure 

gradient and normalized maximum velocity for PM configurations with the same porosity value. 

The normalized pressure gradient and normalized maximum velocity for the configurations with a porosity 

value of 17% show almost no sensitivity to the grain shape configuration (CC vs. CS) with weak dependence 

on the grain size ratio (D1/D2). For other PM grain configurations/shapes, these parameters can be more 

sensitive to different size parameters. 

On the other side, cases with a porosity value of 37% show strong dependence of both the normalized 

pressure gradient and normalized maximum velocity on the grain configuration and grain size ratio. Based 

on this a specific configuration can be chosen or tailored to meet a specific pressure gradient and maximum 

velocity for the given porosity value. 
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a) CC D2/D1 = 1.3 

 
b) CS D2/D1 = 1 

 
c) CC D2/D1 = 2.4 

 
d) CS D2/D1 = 1.6 

Figure 2. The normalized velocity field for some of the test cases 
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a) CC D2/D1 = 1.3 

 
b) CS D2/D1 = 1 

 
c) CC D2/D1 = 2.4 

 
d) CS D2/D1 = 1.6 

Figure 3. The normalized density field for some of the test cases 
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This sample set of test cases shows that by controlling only three topological parameters (grain shape, size 

ratio and grain configuration) three target parameters (porosity, pressure gradient and maximum velocity) 

can be fulfilled in the designed model 2D PM. Inclusion of other topological parameters like the type and 

parameters of the grains size distribution and a more generic grains arrangement will allow the control of 

more target design parameters like the max. and min. throat area in addition to other hydrodynamic 

parameters. 

Table 2. Hydrodynamic parameters of the tested cases 

Porosity % (CC) Porosity % (CS) dp/dx (CC) dp/dx (CS) Vmax (CC) Vmax (CS) 

15 17 0.47 0.58 2.04 2.08 

14 17 0.44 0.58 2.03 2.24 

14 17 0.41 0.56 2.11 2.34 

17 19 0.51 0.66 2.06 2.18 

17 20 0.50 0.70 2.05 2.28 

17 22 0.48 0.70 2.35 2.55 

32 37 1.23 2.03 2.65 3.62 

32 37 1.21 2.17 2.63 3.75 

31 37 1.10 2.06 2.67 3.62 

37 42 1.57 2.78 2.95 4.42 

37 42 1.57 2.97 2.93 4.59 

37 43 1.59 3.15 2.91 4.79 

6. CONCLUSION 

In this work, a simple and systematic approach is proposed for the design of model 2D porous media. The 

approach relies on achieving the required design targets (whether geometric or hydrodynamic) through the 

manipulation of the PM topological parameters. The proposed approach is tested by a set of sample test cases 

to show how the topological parameters can be used in tuning the required 2D PM in order to achieve a 

predefined set of design targets. Geometric design targets can be fulfilled by just tuning the topological 

parameters of the PM while the hydrodynamic targets need the extra step of numerically modeling the flow 

field in the model PM to properly select the best configuration. The presented approach can be used to meet 

more design targets by including more topological parameters in the design of the model 2D PM. In addition 

to this, the proposed approach can be extended to more generic PM structures. 
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APPENDIX A: 

The LBM solves the discrete Boltzmann equation on a lattice like the 2DQ9 which is used in the current 

work (Krüger et al., 2017). 

 𝑔𝑖(𝑥𝑖 + 𝑐Δ𝑡, 𝑡 + Δ𝑡) − 𝑔(𝑥𝑖, 𝑡) = Ω(𝑔) (1A) 

where: 𝑔𝑖 is a probability distribution function in lattice direction 𝑖, 𝑐 is the lattice speed 𝑐 = Δ𝑥
Δ𝑡⁄  and 

Ω(𝑔) is a collision operator. The lattice velocities 𝑐𝑖 for the used D2Q9 lattice (Figure 1A) configurations 

are: 

 𝑐𝑖 = {

(0,0)                                𝑖 = 0
(±1,0)𝑐, (0, ±1)𝑐           𝑖 = 1: 4
(±1,±1)𝑐                        𝑖 = 5: 8

 (2A) 

 

Figure 1A. the D2Q9 lattice velocity set 

The single relaxation time (SRT) LBM uses the BGK collision operator but in the current work, the multiple 

relaxation time MRT LBM (Krüger et al., 2017) is utilized due to it improved stability especially for 

complex geometries. For this model, the collision operator is expressed as: 

 Ω(𝑔) = −𝑁−1. 𝑆. [𝑛 − 𝑛𝑒𝑞] (3A) 

Where 𝑁 is a matrix to transform 𝑔 from the velocity space to the moment space 𝑛 = 𝑁. 𝑔. The equilibrium 

distribution function 𝑔𝑒𝑞 is also transformed to 𝑛𝑒𝑞 = 𝑁. 𝑔𝑒𝑞.  

 𝑁 =

[
 
 
 
 
 
 
 
 

1 1 1 1 1 1 1 1 1
−4 −1 −1 −1 −1 2 2 2 2
4 −2 −2 −2 −2 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 −2 0 2 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 1
0 0 −2 0 2 1 1 −1 −1
0 1 −1 1 −1 0 0 0 0
0 0 0 0 0 1 −1 1 −1]

 
 
 
 
 
 
 
 

 (4A) 

𝑆 is a diagonal matrix with diagonal elements representing the relaxation rate for each moment. 

https://doi.org/10.54287/gujsa.1611750


329 
Boraey, M. A.  

GU J Sci, Part A 12(1) 319-331 (2025) 10.54287/gujsa.1611750  
 

 

 𝑆 = 𝑑𝑖𝑎𝑔(0, 𝑠1, 𝑠2, 0, 𝑠4, 0, 𝑠6, 𝑠𝜈 , 𝑠𝜈) (5A) 

The speed of sound for the D2Q9 is given by: 

 𝑐𝑠 =
𝑐

√3
 (6A) 

𝑠𝜈 is related to the fluid kinematic viscosity as follows: 

 𝜈 = 𝑐𝑠
2 (

1

𝑠𝜈
−

1

2
)  (7A) 

The equilibrium probability distribution function 𝑔𝑒𝑞 is: 

 𝑔𝑖
𝑒𝑞

= 𝑤𝑖 

𝑝

𝑐𝑠
2 [1 +

𝑐𝑖 . 𝑣

𝑐𝑠
2 +

(𝑐𝑖. 𝑣)2

2𝑐𝑠
4 −

𝑣. 𝑣

2𝑐𝑠
2] (8A) 

Pressure 𝑝 and velocity 𝑣 are calculated from the moments of 𝑔 : 

 𝑝(𝑥, 𝑡) = 𝑐𝑠
2 ∑𝑔𝑖(𝑥, 𝑡)

𝑖

 (9A) 

 𝑣𝑗(𝑥, 𝑡) =
𝑐𝑠

2

𝑝(𝑥, 𝑡)
∑𝑐𝑖𝑗𝑔𝑖(𝑥, 𝑡)

𝑖

 (10A) 
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Decision tree models are versatile and interpretable machine learning algorithms widely used for both 

classification and regression tasks in transportation planning. This research focuses on analysing the 

suitability of decision tree algorithms in predicting trip purposes in Makurdi, Nigeria. The methodology 

involves formalizing household demographic and trip information datasets obtained through an 

extensive survey process. Modelling and prediction were conducted using Python programming 

language, and evaluation metrics such as R-squared and Mean Absolute Error (MAE) were used to assess 

the model’s performance. The results indicate that the model performed well, achieving accuracies of 

84% and 68% and low MAE values of 0.188 and 0.314 on training and validation data, respectively. 

These findings suggest the model's reliability for future predictions. The study concludes that the 

decision tree-based model provides actionable insights for urban planners, transportation engineers, and 

policymakers to make informed decisions for improving transportation planning and management in 

Makurdi, Nigeria. 

Cite 
 

Akintayo, F. O., & Nwafor, E. O. (2025). Application of Decision Tree Algorithms for Predicting Trip Purposes in Makurdi, Nigeria. 

GU J Sci, Part A, 12(1), 332-346. doi:10.54287/gujsa.1588040 
 

Author ID (ORCID Number) Article Process  
 

0000-0002-5177-4941 

0000-0001-6494-9811 

 

Emmanuel Okechukwu NWAFOR 

Folake Olubunmi AKINTAYO 

 

Submission Date 

Revision Date 

Accepted Date 

Published Date 
 

 

19.11.2024 

29.01.2025 

13.02.2025 

26.03.2025 
 

1. INTRODUCTION 

Urbanization has led to rapid changes in travel behaviour and transportation needs across cities, especially in 

developing regions (Lyons et al., 2018; Pradhan et al., 2021). Makurdi, Nigeria, is experiencing significant 

urban expansion, creating challenges for effective transportation planning. Understanding trip purposes, why 

people travel is critical for optimizing transportation infrastructure and services (Cruz & Sarmento, 2020; Khan 

et al., 2022). Insights into trip purposes provide a foundation for developing policies that alleviate congestion, 

improve access, and enhance overall mobility (Gallo & Marinelli, 2020). However, in developing cities like 

Makurdi, limited access to detailed data complicates traditional approaches to transportation planning, 

necessitating innovative, data-driven methods. According to Klaus and Wegener (2004), when the 

demography, socioeconomic status and the spatial configuration of land-use changes, the pattern of travel 

demand changes, both in the amount and spatial distribution of the demand. For developing travel 

demand/prediction models, extensive data on current travel patterns is required. Forecasting future travel 

demand is an important part of the long-term transport planning process for determining strategies for meeting 
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future needs. Land-use policies, pricing programs, and the expansion of transportation supply-highway and 

transit service are examples of such strategies. However, what works in one city may not work in another, 

necessitating the development of localized travel behavior models or the calibration of current ones to suit 

cities for efficient and sustainable infrastructure development (Bauriedl & Strüver, 2020; Lovelace, 2021; 

Cheng et al., 2022; Koumetio Tekouabou et al, 2023; Alghamdi, 2024) 

Studies in Nigerian cities, including those focusing on urban centres such as Ilorin, Ibadan, Makurdi, Lagos, 

Abuja, and Port Harcourt, have often used traditional methods for understanding travel behaviour. These 

typically involve household surveys, traffic counts, and modal split studies (Akintayo & Adibeli, 2022; Adeke 

et al., 2018). While these studies provide valuable insights, they often face limitations in terms of data 

availability and accuracy. As in the case of Makurdi, the availability of structured transportation data in many 

Nigerian cities is limited, which makes it challenging to implement traditional methods effectively. Similar to 

the approach in this study, some research has relied on surveys to gather trip characteristics and demographic 

data (Biala et al., 2024). However, a key difference is that many studies in Nigeria still rely heavily on simple 

statistical methods, which may not fully capture the complexity of travel demand, especially in rapidly 

urbanizing areas like Makurdi. The application of machine learning methods, particularly decision trees, as in 

this study, is relatively novel for Nigerian cities. These methods, as demonstrated in the current study, can 

provide more accurate predictions and insights, which is especially important in regions where data is scarce 

and transportation planning needs to be more adaptive to rapid changes in urban dynamics. A few recent studies 

in Nigerian cities have begun to explore machine learning and AI for transportation modelling and optimization 

(Biala et al., 2024; Olugbade et al., 2022; Otuoze et al., 2021).  

Machine learning algorithms, particularly decision tree models, have demonstrated significant potential in 

analysing and predicting travel behaviours (Kashifi et al., 2022). Decision trees are widely recognized for their 

versatility and interpretability, making them ideal for analysing complex datasets in transportation (Nair, 2023; 

Koushik et al., 2020). Unlike other machine learning algorithms that act as "black boxes," decision trees 

provide clear insights into the relationships between variables, such as household demographics and trip 

purposes (Barri et al., 2022). Studies have shown that decision tree algorithms can efficiently model urban 

travel demand, offering insights critical for urban planning. For instance. An et al. (2022) applied decision tree 

models to predict peak travel times in dense urban settings, achieving significant accuracy and interpretability 

in their results. Similarly, Lee et al. (2022) used decision tree regression techniques to analyse small-city travel 

patterns, highlighting the model’s ability to function effectively in data-scarce environments. To create an 

intelligent transportation system that can handle traffic congestion and road safety to prevent accidents, 

artificial intelligence (AI) and machine learning (ML) can be used (Choudhary et al, 2021). According to 

Bharadiya (2023), machine learning and artificial intelligence (AI) are important in many facets of smart cities, 

especially when it comes to intelligent transportation systems. Intelligent traffic control, dynamic routing, 

congestion management, and modeling and simulation are just a few of the applications for these technologies. 
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Díaz et al. (2018) address the issue of air pollution caused by road traffic in large cities by using an Intelligent 

Transportation System model based on Complex Event Processing technology and Colored Petri Nets (CPNs). 

Pulugurta et al. (2013) employed AI techniques for travel demand forecasting. The procedure focused on the 

mode choice step of the major 4-stages of transport modelling – trip generation, trip distribution, mode choice 

and traffic assignment. The fuzzy logic technique of AI was used to overcome challenges associated with the 

traditional regression models as its harness human knowledge as linguistic variables in the form of IF-THEN 

rules. Also, based on the Victorian Integrated Survey of Travel and Activity, several machine learning 

algorithms were used to model mode choice decisions in the greater Melbourne area (Richards & Zill, 2019). 

According to the results of the revealed preference household travel survey, certain machine learning models 

perform better than the traditional discrete choice model. Sun et al. (2021) contributes to the advancement of 

travel behavior analysis by showcasing how machine learning algorithms effectively identify trip purposes 

using mobile signaling data, sampling surveys, and point of interest (POI) data. Further, Zhang and Zhao 

(2022) discuss how ML models outperform traditional statistical methods in transportation analysis due to 

their ability to capture complex interdependencies among demographic, socioeconomic, and spatial variables. 

This underscores the need for adopting advanced ML models in developing cities like Makurdi, where 

traditional data collection and analysis methods face resource and accuracy constraints. Makurdi presents a 

unique case for applying decision tree models due to its distinctive urban challenges, including a rapidly 

growing population and limited transportation infrastructure. The city's reliance on informal transport systems, 

combined with a lack of structured transportation data, makes predictive modelling essential for effective 

planning. By leveraging machine learning, this research seeks to fill critical gaps in understanding urban 

mobility in Makurdi, contributing to both academic discourse and practical urban planning. 

2. MATERIAL AND METHOD 

2.1. Description of Study Area 

Makurdi, Nigeria is the capital city of Benue state situated on latitudes 7037’60’’N to 7050’20’’N and 

longitudes 8019’30’’E to 8040’20’’E at 93meters above the sea level. The town is primarily drained by the 

Benue River, which divides it into Makurdi North and South and is connected by two bridges. Residents of 

Makurdi metropolis, Nigeria work primarily in civil service, business, and agrarian peasantry. The human 

population of Makurdi metropolis, Nigeria is estimated at 500,797 persons (NPC, 2006); with highest 

concentration of people in the high level, Wadata and Wurukum districts (Abah, 2012). Location of the study 

area is as shown in Figure 1. 

2.2. Source of Data 

Data for the study were sourced through a household questionnaire interview survey carried out in the study 

area between January 2021 and December 2022. the study area was divided into nine traffic analysis zones 

(TAZ) based on the geopolitical council wards of the city, which include the following; Bar, Walumayo, Fiide, 

Modern Market, Wadata/Ankpa, Central South, Clerk/Market, North Bank, North Bank 2.  Revealed 
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preference questionnaires was administered to households within Makurdi metropolis to capture information 

on travel demand based on demographic characteristics of households. The survey considered various data 

collection methods ranging from the use of web-page (Google form or Survey Monkey and WhatsApp), E-

mail and personal interview at home. The Systematic Random Sampling Technique was used in carrying out 

the travel survey. In using this method, every 3rd household along a street of a study location was selected for 

the survey. The questionnaire consists of questions which are designed to achieve the socioeconomic and 

current travel information of respondents. The essential attributes and data type required for the study is as 

Gender, age, economic status, number of household members, Number of cars available for use by household 

members, the number and type of driving licenses owned by household members and other household 

attributes which are the dependent variables while the target variables are the trip purposes such as home-based 

work (HBW), home-based education (HBE), home-based shopping (HBS), home-based leisure (HBL), non 

home-based (NHB) and home-based  other trip (HBO). 

 

Figure 1. Location of Study Area 

2.3. Machine Learning (ML) Trip Purpose Predictive Modelling 

2.3.1. Decision Tree Model using Python Programming 

To analyse the collected data, a Decision Tree Algorithm was employed as the core machine learning (ML) 

model. The decision tree was chosen due to its ability to handle both categorical and continuous data, which 

is essential for this study, given the diversity of trip purposes and household characteristics. The model was 

developed using the Python programming language within the Google Collaboratory environment, which 

provides a flexible and accessible platform for running and visualising machine learning models. Python’s 

versatility, combined with the power of libraries such as Scikit-learn and Pandas, enabled robust data 

processing and model training. This model predicted six different trip purposes simultaneously, leveraging 

https://doi.org/10.54287/gujsa.1588040


336 
Akintayo, F. O., & Nwafor, E. O.  

GU J Sci, Part A 12(1) 332-346 (2025) 10.54287/gujsa.1588040  
 

 

household demographic and trip data obtained from the extensive survey. By using a decision tree, the model 

is able to clearly illustrate the decision-making process for each type of trip purpose, making it easier to 

interpret the results. 

2.3.2. Model Training and Validation 

More specifically, a Multioutput decision tree model or regressor was used. Multi Output Regressor is used 

when there are multiple target variables to predict simultaneously. It extends the concept of simple Decision 

Tree regression to handle multiple target variables. Each target variable is predicted independently but 

simultaneously by the model. In this case, we are predicting values for each of 6 trip purposes simultaneously. 

The dataset used for modelling contains the input parameters for the modelling and prediction processes. The 

dataset was divided into training and testing sets – 80% for model training and 20% for model testing. The 

division was achieved using ‘train_test_split’ function in a Python Library called Sklearn. Other Python 

Libraries/functions used in the course of the modelling include Pandas, Seaborn, Numpy, Google.colab, and 

Matplotlib.  

2.3.3. Models Evaluation and Visualisations 

The performance of the Decision Tree model was evaluated using three key evaluation metrics: Mean Squared 

Error (MSE), Mean Absolute Error (MAE), and R-squared (R²). These metrics provided insights into the 

model’s accuracy, precision, and explanatory power. In addition to these quantitative measures, visualisations 

were utilised to gain a deeper understanding of the model’s performance. Tools such as feature importance 

plots were particularly helpful in evaluating how well the model performed for each trip purpose and in 

highlighting the significance of different input features. 

3. RESULTS AND DISCUSSION 

3.1. Summary of Dataset for Modelling 

From the survey carried out about 1802 households were interviewed and 25 households trip characteristics 

were collected from each household. 19 of the variables (trip characteristics) were dependent variables while 

6 of the variables were the target variables. The travel diary yielded a total of 23102 trips from the households 

survey. Table 1 shows the data obtained from the household interview survey. The mean and standard deviation 

of these data are as shown. 

The results showed that the average household size is 3.65, mean employment per household is 2.01, mean 

number of students per household is 1.43, mean number of male and female per household is 2.03 and 1.62, 

respectively, among other insights that can be seen from the statistics of the data. 
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Table 1. Descriptive statistics of dataset obtained from questionnaire survey 

Variables mean SD Min. Max. Sum 

Number of household members 3.65 1.28 1 12 6581 

Number of Employed household members  2.01 0.8 0 6 3628 

Number of vehicles in household  0.22 0.42 0 4 1191 

number of household members less than 5 years  0.13 0.38 0 2 229 

number of household members > 5 but < 20 years  0.94 0.98 0 5 1692 

number of household members > 21 but < 66 years  2.56 0.97 0 8 4607 

number of household members > 66 years  0.03 0.19 0 2 56 

Number of males in household  2.02 0.92 0 7 3634 

number of females in household 1.62 0.81 0 5 2927 

Number of students in household  1.43 1.1 0 6 2562 

Number of driver’s license holders in household  0.22 0.42 0 4 1186 

Total number of household daily trips generated  12.9 4.15 0 32 23102 

Number of daily Non-Home-based trips by household (NHB) 0.82 1.08 0 4 1478 

Number of Work/Business Trips (HBW) 4.19 1.74 0 12 7494 

Number of Shopping Trips (HBS) 3.11 1.68 0 8 5564 

Number of School Trips (HBE) 2.77 2.17 0 10 4956 

Number of Recreation/social/religious trips (HBL) 0.98 1.3 0 8 1784 

Number of Private Car Trips  3.49 1.12 0 9 6296 

Number of Keke Trips  0.82 0.34 0 2 1466 

Number of Motorcycle Trips 5.56 1.78 0 14 10028 

Number of Bus Trips  2.46 0.79 0 6 4423 

Number of Walking Trips  0.49 0.19 0 1 890 

Number of daily Home-based-other trips by household (HBO) 1.04 1.11 0 4 1856 

Source: Survey Data 
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3.2. Pearson’s Correction Analysis 

Correlation analysis was done for each pair of variables in the dataset using Python correlation function. Due 

to the large dimension of the correlation matrix table, a heat map (Figure 2) was used to represent the 

correlation analysis results for better visualisation. The analysis showed that the correlation coefficients of the 

overall dataset lie between -0.3 and 1.0. The bar at the right-hand side of the heat map explains the colour code 

used to represent the correlation coefficients of each pair of variables. 

 

Figure 2: Heat map of correlation analysis 

3.3. Decision Tree Model 

After the data had been pre-processed and split into dependent and independent variables, and split into 80% 

training and 20% testing datasets, the decision tree model was initiated and built (or trained) on the training 

data. The optimal decision tree architecture was gotten by evaluating various decision trees based on 

‘Max_Depth’ parameter using R-squared and MAE as accuracy and error metrics, respectively. It was 

observed that due to the unique characteristics of the data being considered in this study, the accuracy of 

prediction of the decision tree models increased while the error decreased with increasing value of 

‘Max_depth’ parameter until a Max_depth of 16 (and upward) when the accuracy and error values remained 

constant or can be said to have converged. This shows that at this point, the number depth is enough to make 

the most accurate prediction decisions. Hence, a ‘max_depth’ value of 16 was used in building the decision 
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tree model for this study. Figure 3 shows the structure of the first two (depths of 2) of the decision tree model 

built in this study. 

 

Figure 3. Decision tree model structure (from the root node to the second level) 

From Figure 3, the mean square error (MSE) on each node represents the minimum value of mean square error 

that gives the best split on that node while the sample represent the number of training samples that reach that 

node. The value in each node represents the predictions for all the target variables.  

3.4. Model Performance Evaluation and Visualisations 

The performance of the trained Decision tree model was then evaluated using R-squared, MAE and MSE. The 

trained model was also evaluated (validated) by using it to predict previously unseen data (the 20% test data), 

and the performance measured using the same metrics as shown in Table 2. 
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Table 2. Performance of the Decision Tree model for Training and Validation 

Performance Metrics Training Validation 

R-squared value 0.841978 0.681508 

Mean Absolute Error (MAE) 0.187717 0.313950 

Mean Squared Error (MSE) 0.301527 0.615197 
 

These accuracy results show that the Decision Tree model for trip purposes prediction performed satisfactorily 

well giving an accuracy of 84% and 68%, and MAE values of 0.188 and 0.314, on training and validation data, 

respectively. This means that the model can be relied upon for future estimations involving trip purpose 

decisions of households. The application of machine learning, particularly decision tree models, as a method 

for predicting travel behaviour is consistent with the work of Kashifi et al. (2022) and An et al. (2022), who 

both demonstrated the success of machine learning algorithms in urban travel demand modelling. However, 

what differentiates this study is its context in Makurdi, where data availability is limited. Studies like Lee et 

al. (2022) also used decision trees in data-scarce environments, showing that decision trees can function 

effectively with limited data. The results of this study (84% accuracy and 68% MAE) are similar to those 

achieved in these other studies, demonstrating the robustness of decision tree models in predicting trip purpose. 

Studies like Sun et al. (2021) have shown that machine learning models, particularly decision trees, can 

perform well in urban mobility analysis, but the exact depth or configuration needed to optimize performance 

can vary across datasets. In Makurdi, the fact that this depth resulted in a significant drop in MAE suggests 

that this model was well-suited for the data's specific characteristics. 

 

3.5. Plotting the actual and predicted values for Trip Purposes 

In order to further examine the performance of the trained model, the first 20 rows of both the actual dataset 

and predicted dataset were plotted on a chart as shown in Figure 4. 

Examining the plots suggest that the model predicted trip purpose values similar to actual values of trip 

purposes in the original data. This further confirms the reliability of the Decision Tree model for application 

in predicting trip purposes. 

3.6. Features Importance or Sensitivity Analysis Plot 

Feature importance indicates how much each feature contributes to the model's predictions. The higher the 

importance, the more influential the feature. This doesn't give a traditional mathematical equation, but it 

provides a sense of which features are more influential in the predictions. The importance scores show how 

often a feature is used for decision-making in the tree. Feature Importance analysis was carried out using 

Python programming. The code snippet generates a horizontal bar plot using Seaborn to visualize the feature 

importance’s. The features are sorted based on their importance, and the corresponding importance values are 
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represented by the lengths of the bars. Figure 5 shows the plot of feature importance analysis for the Decision 

Tree model for the combined 6 targets (trip purposes). The plot provides a clear visualization of the relative 

importance of each feature in the Decision Tree model. 

  

  

  

Figure 4. Actual vs Predicted values for HBW, HBE HBS, HBL, HBO and NHB (first 20 Data Point) 
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Figure 5. Feature Importance Analysis for the Decision Tree Model for the Combined 6 Target Trip 

Purposes 

4. CONCLUSION 

This study examined the application of decision tree algorithms for predicting trip purposes in Makurdi, 

Nigeria. In recent years, machine learning techniques, especially decision trees, have gained prominence in 

transportation planning due to their ability to manage complex datasets and deliver interpretable results. 

Decision trees are particularly effective for modelling trip purposes as they can capture non-linear relationships 

between various input factors, making them ideal for understanding the diverse influences on travel behaviour 

in Makurdi. The main objective of this research was to evaluate the performance of the decision tree algorithm 

in accurately predicting trip purposes based on demographic and travel data. The application of this algorithm 

offers significant potential for enhancing transportation planning and management in Makurdi, contributing to 

more efficient and sustainable urban mobility systems. The model's success in predicting trip purposes 

provides valuable insights that can guide the development of improved transportation systems in the city. 

The study found that the decision tree algorithm performed exceptionally well in predicting trip purposes, with 

accuracy rates of 84% and 68% on the training and validation datasets, respectively, alongside low Mean 

Absolute Error (MAE) values of 0.188 and 0.314. These results confirm the algorithm’s robustness and 

reliability in making future predictions regarding household travel decisions. Visualizing the predictions of the 

model versus the actual dataset shows a close similarity between the prediction curve and actual data curve, 

further corroborating the model’s reliability. The feature importance analysis of the Decision Tree model for 

predicting trip purposes reveals that attributes such as "STUDENT," "INCOME," and "EMPLOYED" play 

crucial roles, contributing approximately 30.60%, 26.59%, and 24.17% respectively. Conversely, factors like 
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"Household_SIZE," "MOTORCYCLE_owned," "UNEMPLOYED," and "CAR_owned" have lower 

predictive significance, ranging from 3.17% to 5.73%. Overall, demographic and socioeconomic factors, 

notably student status, income, and employment, greatly influence trip purpose predictions. Decision tree 

algorithm offers several advantages for trip purpose prediction. It is easy to interpret, allowing transportation 

planners to understand the factors that influence trip purposes. By embracing digital innovation, cities can 

create more efficient, sustainable, and resilient transportation systems that meet the needs of a rapidly 

urbanizing world. 
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