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EDITOR'S NOTE 

We are pleased to present the 14th issue of the Bitlis Eren Üniversitesi Fen Bilimler 
Dergisi (Bitlis Eren University Journal of Science), a peer-reviewed academic journal 
published four times a year. This issue features original and high-quality research articles 
from various fields of science and engineering. The interdisciplinary nature of the 
contributions reflects our commitment to promoting diverse perspectives and facilitating 
academic dialogue across scientific domains. We hope these works inspire new research 
ideas and provide valuable insights for our readers. 

Our journal adheres strictly to scientific ethics and publication standards, 
supporting content that bridges multiple disciplines. All submitted manuscripts undergo 
a rigorous and impartial peer-review process to ensure scientific merit and relevance. As 
an open-access journal, we aim to make every article widely accessible to national and 
international scholars, fostering a more inclusive academic community. Our primary goal 
is to enhance the exchange of knowledge between fields and contribute meaningfully to 
the global body of scientific literature. 

As an emerging academic platform, the Bitlis Eren Üniversitesi Fen Bilimler Dergisi 
(Bitlis Eren University Journal of Science) continues to grow with each issue. We sincerely 
thank our contributing authors, the reviewers for their meticulous evaluations, and our 
readers for their ongoing interest and encouragement. We look forward to sharing more 
innovative and impactful work with you in the upcoming issues. 

 

Editor-in-Chief 
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 ABSTRACT  

 

This paper presents an energy harvesting architecture that accommodates two microbial 

energy sources and delivers power supply synchronously to two loads. The proposed 

architecture enables the maximum power extraction from the first energy source, whereas the 

second source is disabled. However, once the first energy source is impaired (i.e., not working), 

the second energy source becomes the primary energy source in the architecture, and the first 

energy source is decoupled from the system. The measurement result of the proposed 

architecture, implemented with the off-the-shelf components and tested with two emulated 

MFCs, demonstrates a peak efficiency of 56.51%, which is the highest end-to-end efficiency 

among prior work. The proposed architecture can operate from a minimum input voltage of 0.3 

V and simultaneously regulate two outputs to constant voltages of nearly 3.7 V and 5 V. 

 

 
Keywords: Burst mode, Energy combiner, Energy harvesting, Energy scavenging, 

Microbial fuel cell, Multiple input, Multiple loads, Underwater electronic 
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1 INTRODUCTION 

Microbial fuel cells (MFCs) are considered an emerging alternative energy source for 

underwater electronic devices (e.g., hydrophones) [1], [2]. MFCs have a significant potential to 

deploy in deep oceans, seas, lakes, and rivers in the harsh aquatic environment [2]-[5]. MFCs 

generate energy from biodegradable substrates through the metabolic activities of 

microorganisms in marine sediment [6]. Typically, MFCs contain two electrodes: an anode 
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buried in sediment and a cathode floating in water. Microbial activity in the marine sediment 

causes a potential difference between electrodes. Thus, MFCs generate electrical energy.  

MFCs are generally not sufficient to directly drive electronic devices (e.g., sensors) 

since the voltage and power generated by MFCs are inherently at low levels [1]-[18]. Thus, an 

energy harvesting system that boosts the low voltage is needed along with a temporary storage 

element (e.g., supercapacitor) for accumulating the harvested energy over time to intermittently 

transfer to the load (i.e., burst mode operation). This type of load can be classified as a heavy 

load, which requires more power than the generated power by the energy source. 

However, the energy available from a single microbial fuel cell might not be secured to 

power the load due to the issue of bioturbation by diverse aquatic organisms [3], [7], [11], [18]-

[20]. In other words, the anode of the MFC can be impaired by either burrowing organism [7] 

or incomplete installation [5], [17], thereby allowing dissolved oxygen in water to contact the 

anode that becomes the cathode. Thus, the potential difference across the electrodes is 

eliminated, and the MFC becomes short-circuited without producing any useful voltage and 

power at the output. In order to increase the reliability of the microbial energy source, it is 

possible to construct the energy harvesting system with multiple MFCs [14], [17], [18], [20]. 

Prior work in multi-input energy harvesting systems for MFCs has involved combining 

the outputs of the individual power converters for each MFC to a common output capacitor and 

transferring its power to the load [13], [14], [17], [20]. However, these works have a large area 

overhead, resulting in complexity and large power losses. As a result, they have low overall 

efficiencies (e.g., ≤ 32.8%). To further improve the complexity and efficiency, adding the output 

voltages of the MFCs through switches to supply a single inductor power converter is proposed 

in prior work [18]. However, the work utilizes all MFCs at the same time; thus, all MFCs are 

not isolated from each other. Also, the MFC with the highest output voltage constrains the 

contributions from other MFCs. Thus, all MFCs do not exploit their best efficiencies, thereby 

degrading the overall efficiency. Also, these works do not consider the regulation of multiple 

output loads. Thus, there is a need for a more efficient architecture for multi-input energy 

harvesting systems with multi-output regulation. 

This paper presents an energy harvesting architecture. The architecture handles energy 

from two emulated MFCs and provides efficient regulation of two output loads. One MFC is 

allowed merely to support the loads by the architecture, but the other MFC stays at the idle 

mode (i.e., not utilized). This leads to full isolation among MFCs. As a result, the overall 
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efficiency degradation is reduced or eliminated in the system. Once the first MFC is impaired, 

the architecture allows the second MFC to supply the loads. Thus, the energy path to the loads 

is maintained with the spare MFC, i.e., MFC 2. The architecture can start the operation from 

the minimum input voltage of 0.3 V and regulate two outputs to voltage levels of roughly 3.7 

V and 5 V. The architecture implemented with discrete components, accomplishes a peak 

efficiency of 56.51%. As compared to prior multiple MFC works, the architecture achieves the 

highest end-to-end efficiency, supports multiple loads with regulated voltages, and secures full 

isolation between sources. 

2 THE PROPOSED ARCHITECTURE 

Figure 1 shows the top-level architecture of the proposed architecture, which consists 

of four power switches, a low voltage step-up converter (e.g., Vin ≥ 0.3 V), a high voltage boost 

converter (e.g., Vdc ≤ 3.7 V), and a temporary storage element (e.g., CSTOR=235 mF). The 

architecture does not require any precharge voltage to start the system operation; thus, the 

voltage in all capacitors is initially equal to zero. 

 
Figure 1. Block diagram of the proposed architecture. 

  

Figure 2. The input detecting circuit (IDC).  

Two MFCs are enabled to provide voltage to their outputs (Vin1-Vin2), but input power 

switches (ME1-ME2) block these voltages to supply the Vin node. In order to allow the available 

power from the MFCs to transfer to the step-up converter, an input detecting circuit (IDC) is 

needed, as shown in Figure 2. The MFCs provide a power supply to charge pumps to charge 
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capacitors at the VCP1 and VCP2 nodes from 0 V. Once the VCP1 node reaches 0.4 V, the MPX 

PMOS transistor turns off, which was on. Thus, the charge pump 2 is decoupled from the output 

of the MFC 2, Vin2, and the capacitor at the VCP2 node stops charging. As a result, the voltage 

at the Vin2 node becomes the open-circuit voltage of the MFC 2. However, the MFC 1 keeps 

supplying the charge pump 1 to charge. Once the voltage at the VCP1 node reaches 2 V, the 

charge pump internally connects the VCP1 node to the Vg1 node, which is the gate of the ME1 

NMOS transistor. Consequently, the ME1 transistor turns on, and the energy available from the 

MFC 1 is transferred to the Vin node, which is isolated from the MFC 2. With the IDC, the 

energy sources are fully isolated from each other.  

However, once the MFC 1 is impaired, the output Vin1 drops to zero or an insufficient 

voltage level. Thus, the charge pump 1 stops to charge the capacitor at the VCP1, and the 

capacitor voltage is not delivered internally to the Vg1 node. As a result, the ME1 transistor shuts 

off, and the energy transfer from the MFC 1 to the step-up converter is cut-off. Meantime, due 

to the small value of the capacitor at the VCP1 node, the energy at the capacitor is consumed 

internally; consequently, it drops to nearly zero. This causes the MPX transistor to switch on, 

and the MFC 2 starts to supply the charge pump 2. Once the capacitor at the VCP2 node charges 

to 2 V, the energy at the capacitor releases to the gate of the ME2 transistor. As a result, the 

transistor turns on, and the MFC 2 starts to provide a power supply to the converter. This is 

precisely what the IDC detects: the MFC 2 as the energy source once the MFC 1 is not 

functional to supply the converter.  

The step-up converter receives power supply from the IDC output Vin to up-convert to 

higher voltage levels to charge a supercapacitor at the VSTOR node. When the VSTOR reaches 1.8 

V, the converter internally enables the maximum power point tracking (MPPT), which drives 

the maximum power available from the MFC. The VOC pin of the converter is placed at the 

output of the voltage divider of the Vin node in order to achieve the MPPT. After this voltage 

level (e.g., 1.8 V), the supercapacitor keeps charging at a faster rate. Once the VSTOR arrives at 

nearly 3.7 V, which is the maximum voltage level for the supercapacitor to charge in this study, 

the accumulated energy should be released to two output loads. Thus, there is a need for a circuit 

between the loads and the supercapacitor to manage the charge transfer.  

Figure 3 shows the circuit used for controlling the outputs. Before the accumulated 

energy at the supercapacitor is transferred to the loads, the Nx transistor shuts on. This is 

because resistors of 1 and 6.7 MΩ placed between the VSTOR and VGL nodes behave as a linear 

element to supply current to the gates of the SL1, SL2, and Nx transistors. Thus, the diode between 
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the Vx1 and the Vx2 nodes is bypassed. The voltage at the VSTOR node goes across four diodes 

to charge the capacitor of 4.7 µF at the Vcntrl node. A comparator circuit is an interface between 

the Vcntrl and OUT nodes. The comparator circuit compares internally a divided version of the 

Vcntrl node with the internally generated reference voltage (Vref).  

   

Figure 3. Output control circuit (OCC).  

Once the VSTOR node is charged to nearly 3.7 V which drops over diodes to charge the 

capacitor at the Vcntrl node to 2 V, the comparator energizes the gate of the PMOS transistor. As 

a result, the PMOS switches on, which was cut-off, and the Vcntrl node is at the same potential 

as the OUT node. The OUT voltage goes across the diode to supply the gate of the N1 transistor 

(VgN1). In consequence, the N1 turns on, and the VGL node drops to zero. Thus, the SL1, SL2, 

and Nx transistors turn on, on, and off, respectively. The stored energy is transferred to Load 1 

and the Vdc node, and the diode between the Vx1 and Vx2 nodes becomes conducting. The load 

1 receives a power supply with a voltage level of approximately 3.7 V. 

Due to shutting off the Nx transistor, the voltage at the Vcntrl node undergoes a decrease 

with the amount equal to the voltage drop across the corresponding diode, and the Vcntrl voltage 

drops from 2 V to 1.5 V. Both load 1 and load 2 receive power supply from the supercapacitor. 

Thus, the supercapacitor starts discharging, and the capacitor at the Vcntrl node discharges as 

well. Once the Vcntrl voltage reduces to 1.44 V, the comparator circuit internally shuts off the 

internal PMOS. This step leads to the isolation between the Vcntrl and OUT nodes. As a result, 

the OUT voltage drops to zero, and the N1 transistor switches off, and the VGL voltage shifts 

from 0V to nearly VSTOR voltage. This causes the SL1, SL2, and Nx transistors turns off, off and 

on, respectively. Therefore, the supercapacitor is disconnected from the loads and starts 

charging back to 3.7 V again. The same operation process will occur over time for the loads 

operating in burst mode. This is precisely what the control circuit carries out.  
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Once the supercapacitor transfers the energy to loads, the load 1 is at the voltage level 

of 3.7 V while load 2 is at 5 V. For load 1, there is no need for another stage to boost the voltage 

since the VOUT1 node is at the same potential as the VSTOR node. However, load 2 requires a 

second converter placed between the SL2 transistor and the VOUT2 node to step up the voltage 

from 3.7 V to 5 V. The output voltage levels of the proposed architecture can be adjusted by 

adding/subtracting more diodes to the output control circuit or rearranging the boost converter. 

Table 1 tabulates off-the-shelf components used in the architecture. 

Table 1. List of discrete components used to construct the architecture. 

 

3 MEASUREMENT RESULTS  

The proposed architecture is implemented using off-the-shelf components. The 

experimental setup of the architecture is shown in Figure 4. The architecture harvests energy 

from two MFCs while regulating two different output voltage levels, which are nearly 3.7 V 

and 5 V. MFC can be electrically modelled as a voltage source in series with a resistance [12]. 

Voltage sources with series resistors are used to model the MFC 1 and MFC 2 for testing. The 

MFC 1 is emulated as a voltage source of 0.8 V in series with a resistor of 0.1 kΩ, and the MFC 

2 is modeled as a 0.7 V input voltage in series with a 0.2 kΩ internal resistor.  

Figure 5 shows the operation of the architecture from the initial time to several cycles. 

Two functional MFCs provide power supply to the architecture; however, the architecture 

receives energy from MFC 1, but MFC 2 is not allowed to support the architecture, and it 

becomes an open-circuit. The supercapacitor voltage (VSTOR) begins to rise from 0 V. Once the 
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VSTOR exceeds 1.8 V, the step-up converter triggers the MPPT accomplished by regulating the 

converter input as half of the open-circuit voltage of MFC 1. After that, it is obviously seen that 

the supercapacitor has charged at a faster rate than before. Once the VSTOR voltage gets to 3.7 

V, both the SL1 and SL2 turn on, and both loads, thus, start receiving power supply. Once the 

MFC 1 is impaired (Vin1  ≈ 0), the backup source (i.e., the MFC 2) should deliver energy to the 

architecture to maintain the load operations. It can be seen from Figure 4 that the MFC 2 does 

not start immediately providing power to the architecture. This is because the voltage of the 

capacitor at the VCP1 in the IDC does not drop instantly to below the threshold voltage of the 

MPX PMOS transistor. Once the VCP1 drops to the below the transistor threshold voltage, the 

transistor switches on and, consequently, the MFC 2 is allowed to supply the circuit. Thus, the 

voltage of the MFC 2 Vin2 shifts from the open-circuit voltage to nearly half of the open-circuit 

voltage of the MFC 2, which is equal to the voltage at the Vin. 

Figure 6 shows voltage waveforms at the Vin1, Vin2, VCP1, and VCP2 nodes in Figure 2. 

Once the impairment occurs at MFC 1, the input voltage Vin1 begins reducing to zero due to 

shutting off the ME1 transistor. Also, the charge pump 1 does not charge up, and the capacitor 

voltage VCP1 starts todrop. Once the capacitor voltage reaches roughly 0.35 V, the MPX transistor 

turns on and the MFC 2 starts the operation of the charge pump 2 to charge the capacitor at the 

VCP2 node. As the VCP2 reaches 2 V, the ME2 transistor turns on, and MFC 2 is connected to the 

step-up converter. These results demonstrate that the energy path to the architecture is secured 

with the backup source (i.e., the MFC 2).  

 

Figure 4. Experimental setup of the proposed architecture. 
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Figure 5. The operation from the initial time without impaired MFCs and once MFC 1 is 

impaired. 

 

Figure 6. Voltage waveforms at the Vin1, Vin2 , VCP1, VCP2 nodes for the IDC once MFC 1 is 

impaired. 

In order to verify the operation of the boost converter, voltage waveforms at the Vdc, 

Vcntrl, VGL, and VOUT2 are monitored, as illustrated in Figure 7. Before the Vcntrl voltage arrives 

at 2 V, the voltages of the input (Vdc) and output of the boost converter are equal to zero. This 

is because output power switches (SL1-SL2) are kept being in off status by the resistors located 
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between the VSTOR and VGL nodes. The resistors act as a short-circuit to energize the common 

gate of the transistors VGL that is almost at the same potential as the VSTOR node. Once the Vcntrl 

voltage charges to 2 V, the common gate voltage VGL drops to zero. Therefore, the SL2 transistor 

turns on, and consequently, the boost converter is bridged to the supercapacitor. Voltages of the 

input (Vdc) and output of the boost converter (VOUT2) are 3.7 V and 5 V, respectively. Because 

of the heavy load, the supercapacitor at the VSTOR and the capacitor at the Vcntrl start discharging. 

Once the Vcntrl voltage drops to 1.44 V, the SL2 shuts off, and thus, the supercapacitor is 

disconnected from the boost converter. The Vdc and VOUT2 voltages drop to zero while the VGL 

voltage increases from 0 V to the VSTOR voltage. The Vcntrl voltage starts rising up again, and 

the same process will be repeated over time.  

  

Figure 7. Voltage waveforms at the Vcntrl, Vdc , VGL, VOUT2 nodes under a heavy load at the 

load 2. 

Figure 8 indicates measured voltage waveforms for the proposed architecture operating 

in burst mode with various output power levels. The measured waveforms demonstrate that the 

architecture regulates two outputs at voltage levels of nearly 3.7 and 5 V.  

Finally, the end-to-end efficiency of the proposed architecture that accommodates two 

loads operating in burst mode was measured. The efficiency is expressed as  

𝜂𝑒𝑛𝑑 =
∑ 𝑃𝑙𝑜𝑎𝑑

𝑃𝑚𝑎𝑥
×

𝑡𝑜𝑛

(𝑡𝑜𝑛 + 𝑡𝑜𝑓𝑓)
=

𝑃𝑜𝑢𝑡1 +  𝑃𝑜𝑢𝑡2

𝑃𝑚𝑎𝑥
×

𝑡𝑜𝑛

(𝑡𝑜𝑛 + 𝑡𝑜𝑓𝑓)
  (1) 
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where tON is the time duration for both active loads. tON times for both loads are the same. 

(tON+tOFF) is the time between two power cycles received by the loads. Pmax is the maximum 

power available from the functional MFC. Efficiency measurements indicated a peak efficiency 

of 56.51% with two outputs at VOUT1= 3.7 V and VOUT1= 5 V. 

Table 2 shows the performance summary and comparison to prior work. The 

architecture is the first to regulate multiple outputs with multiple MFCs. Also, the architecture 

accomplishes the highest efficiency among prior art multi-input MFCs. 

 

Figure 8. Measured voltage waveforms under varying heavy loads. 

Table 2. Performance comparison of the proposed architecture to prior work for multiple 

MFCs. 
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4 CONCLUSION  

This article presented an energy harvesting architecture for multiple MFCs, 

implemented using off-the-shelf components. The architecture receives the energy from two 

MFCs while regulating two independent different power rails. The architecture decoupled one 

of the MFCs from the output load contribution by putting in the position of the backup in order 

to employ it once the other active MFC is impaired. The architecture used a second boost 

converter to regulate the second output to a higher voltage level (e.g., 5 V) than the first output 

(e.g., 3.7 V). The architecture achieves the peak efficiency of 56.51% due to the full isolation 

between MFCs, the optimum maximum power extraction from the energy source, and one 

converter at the load side.  Measurement exhibited that the architecture achieves the highest 

peak efficiency with multiple outputs as compared to prior work. 
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 ABSTRACT  

 

This study focuses on phase change material-based passive thermal protection of electronic 

components that release heat for a period of time. Firstly, an investigation was carried out in 

terms of PCM thickness for thermal protection and it was determined that an 11 mm thickness 

was the appropriate PCM thickness. It was determined that the thermal conductivities in the 

solid phase could be improved by 35.9%, 119.2%, and 178.6%, respectively, if 1%, 3%, and 5% 

GNP were doped into the PCM. In the case of 1%, 3%, and 5% GNP doping, it was determined 

that the melting temperatures of PCM did not change, whereas the latent heat of melting 

decreased slightly depending on the GNP fraction. The deterioration in the latent melting heat 

for 5% GNP/RT-44 composite was measured as 5.4%. Then, the thermal protection performance 

of PCM, Fin/PCM, Nanoparticle/PCM, and Nanoparticle/Fin/PCM composites on an electronic 

component that releases heat for a period of time was compared in terms of maximum surface 

temperature and maximum surface temperature difference. The results indicated that the 

Nanoparticle/PCM thermal protection exhibited a performance improvement effect 

predominantly during sensible heat storage, whereas the Fin/PCM thermal protection 

demonstrated an improvement in performance during both sensible heat and latent heat storage. 

While all thermal protection methods were successful at 3 W heating power, only PCM thermal 

protection equipped with six fins (6F/PCM) was successful at 6W heating power. At 6 W heating 

power, maximum temperature and maximum temperature difference performances were 

improved by 15.3% and 45.2%, respectively, with 6F/PCM thermal protection compared to 

PCM thermal protection only. An increase in the GNP mass fraction above 3% has been 

demonstrated to have a detrimental effect on thermal protection. With 3% GNP/6F/PCM hybrid 

thermal protection, it was determined that the maximum temperature and maximum temperature 

difference performances have the potential to be improved by 22.3% and 53.4% compared to 

PCM thermal protection. 

 

 Keywords: PCM, Thermal protection, Fin, Nanoparticles, Hybrid thermal protection  
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ABBREVIATIONS 

PCM  : Phase Change Material CNTs : Carbon Nano Tubes 

GNP  : Graphene Nano Platelets BN : Boron Nitride 

PW  : Paraffin Wax EG : Expanded Graphite 

LA  : Lauric Acit FLG : Few Layer Graphene 

MWCNTs : Multi-Walled Carbon Tubes PEG : Polyethylene Glycol 

S-MWCNTs : Short MWCNTs DSC : Differential Scanning Calorimetry 

L-MWCNTs : Long MWCNTs DC : Direct Current 

CNFs  : Carbon Nano Fiber SiC : Silicone Carbide 

1 INTRODUCTION 

Phase change materials (PCMs) have the potential to store thermal energy due to their 

high latent heat. The heat absorbed from a source is stored thermally as the PCM transitions to 

a higher energy state during the phase change process. Conversely, the PCM releases the stored 

thermal energy as it returns to a lower energy state during the reverse phase change. With this 

feature, PCMs have a wide range of applications such as energy storage in solar panels [1] and 

building walls [2], thermal protection of electronic devices [3], performance improvement of 

coolers [4], waste heat recovery [5] and blood and organ transplantation [6]. 

The thermal energy released by transient electronic devices during operation leads to an 

undesired temperature increase within the device. This temperature rise can cause the device to 

malfunction or operate inefficiently. Therefore, it is essential to thermally protect transient 

operating devices by effectively dissipating the thermal energy they generate for instance, 

during the transient operation of battery cells, it is crucial to maintain the maximum temperature 

below 50 °C and the maximum temperature difference below 5 °C. Failure to do so may result 

in issues such as explosion risks, capacity loss, short charge/discharge cycles, and accelerated 

aging of the battery cells. Passive thermal protection of transient electronic devices based on 

the use of PCM is seen as an innovative method because it is economical and does not involve 

moving mechanical systems such as pumps and fans. The effectiveness of this type of thermal 

protection depends on the rapid transfer of the heat released in electronic devices to the PCM. 

In other words, the PCM used must have a rapid thermal response. This outcome necessitates a 

high thermal conductivity for PCM. Conversely, the thermal conductivity of PCMs that are 

suitable for practical applications is relatively low. This is the most important obstacle to the 

use of PCMs in the thermal protection of electronic devices. To enable the use of PCMs for 

passive thermal protection, enhancing their heat transfer capabilities is essential. Efforts to 
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improve the thermal conductivity of PCMs can be grouped into three main categories. The first 

involves creating PCM/nanoparticle composites by incorporating nanoparticles with high 

thermal conductivity into the PCM. The second method uses thermal bridges, such as metal fins 

or pins, embedded in the PCM to enhance heat dissipation. The third approach entails forming 

shape-stable composites by impregnating PCM into the pores of highly porous materials. A 

comparative analysis of these thermal protection methods is presented in Table 1. 

Table 1. Comparative literature studies. 

Ref. Composite Proportion 

Melting 

Temp. of 

PCM 

(oC) 

Latent Heat 

(J/g) 

PCM – 

PCM/Additive 

Thermal 

Cond. (W/mK)         

or 

Enhancement 

(%)           

PCM – 

PCM/Additive 

Load 
Tmax 

(oC) 

∆Tmax 

(oC) 

Chinnasamy 

et al. [7] 

LA – LA/CuO, 

LA/Fe3O4,  LA/SiC, 
LA/Al2O3 

95%/5% 22.1  

217 – 193.4, 

185.3, 191.1, 
185.3  

0.4 – 52.2%, 

9.8%,   
17.9%, 29.1%  

- - - 

Temel et al. 

[8] 

A82 – A82/ZnO, 

A82/TiO2, A82/Al2O3, 
A82/MgO, 

A82/MWCNTs, 

A82/GNP 

95%/5% 70.8 
159 – 229, 147, 
148, 139, 149, 

150  

0.31– 2.6%, 

3.6%, 6.5%, 

8.4%, 26.7%, 
155% 

- - - 

Fan et al. [9] 

PW –  PW/S-
MWCNTs, PW/L-

MWCNTs, PW/CNFs, 

PW/GNPs 

95%/5% 58.8 
207 – 178, 177, 

185, 187  

0.263 – 23%, 

17%, 16%, 
166%  

- - - 

Goli et al. 

[10] 

PW – PW/Hybride 

Graphene 
80%/20% - - 

0.25 – 45 

(W/mK) 
5A 43 13 

Grosu et al. 

[11] 
PW –  PW/Cu-Mg-Zn 50%/50% 46.7 72.2 – 

0.5 –  2.11 

(W/mK) 
2C 32.5 7.8 

Zang et al. 

[12] 
PW – PW/CNTs/BN 69%/1%/30% 52.5 150  –  60.7 

0.24 – 0.69 

(W/mK) 
2C 52.8 - 

Zou et al. [13] 

PW – 

PW/Graph./MWCNTs/
EG 

 46.1 224.8– 178.5 
0.38  – 5.1 

(W/mK) 
3C 44.6 0.8 

Jiang et al. 

[14] 
PW – PW/EG 70%/30% 42.9 275– 193 

0.2 – 13.9 

(W/mK) 
5C 44 - 

Chen et al. 
[15] 

PW –
PW/EG/FLG/GNP 

88%/9%/1%/
2% 

54.5 210–179.5 
0.28-0.74 
(W/mK) 

2C 48.9 2.1 

Ma et al. [16] 
Docasane –

Docasane/Cu/EG 

83.3%/2%/ 

14.7% 
43.9 205 

1.18– 1.98 

(W/mK) 
2C 45.6 0.8 

Xu et al. [17] PW – PW/GNP/EG 
76% 

/5%/19% 
53.1 207 – 159.1 – 15W 60 - 

Chen et al. 

[18] 
PW –  PW/SiC/EG 

80%/10%/ 

10% 
45.5 155 – 122 

0.28 – 4.09 

(W/mK) 
2C 39.3 7.8 

Zhang et al. 

[19] 
PW –  PW/EG/Kaolin 

80%/10% 

/10% 
41.6 210.9– 165.2 

0.40 – 7.5 

(W/mK)  
2C 40 3.5 

Wang et al. 

[20] 
PW – PW/Al foam - - - - 1C 26.1 

- 

 

Hussain et al. 

[21] 

PW –  PW/Nickel 

foam 
- - - 

0.2 – 1.16 

(W/mK) 
1.5C 41 0.8 

Rao et al. [22] PW –  PW/Cu foam - 37 180 
0.2 –  

(W/mK) 
5C 42 4.1 

Dey et al. 

[23] 
PEG –  PEG/Al Fin 2 Fin  - - - 4C 34 0.8 

Heyhat et al. 

[24] 

n-Eicosane  –             

n-Eicosane/Cu Fin 
5 Fin 36.5 - 

0.42 –  

(W/mK) 

9.2

W 
73 5 

Moaveni et 

al. [25] 
RT-44  –  RT-44/Al Fin 4 Fin 41 270 

0.2 –  

(W/mK) 
4C 61 - 

Wang et al. 

[26] 
PW –  PW/Al Fin 8 Fin 41 255 

0.15 –   

(W/mK) 
8W 52 - 
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In the literature, it has been shown that the low thermal conductivity of PCMs can be 

improved by doping metal/metal oxide nanoparticles at certain percentages. Chinnasamy et al. 

[7] reported enhancements in the thermal conductivity of PCM doped with 5% by mass of 

Al₂O₃, CuO, Fe₃O₄, and SiC nanoparticles as 29.1%, 52.2%, 9.8%, and 17.9%, respectively. In 

contrast, improvements in the thermal conductivity of PCMs doped with carbon-based 

nanoparticles have been reported to reach several-fold increases [8]. However, it is also known 

that the shape of the carbon-based nanoparticles plays a critical role in determining the 

effectiveness of the thermal conductivity improvement. Fan et al. [9] found that plate-shaped 

nanoparticles offer better improvements compared to tube- or thread-shaped nanoparticles.  

Similarly, Temel et al. [8] demonstrated that doping with 5% multi-walled carbon nanotubes 

resulted in a 26.7% increase in PCM thermal conductivity, while graphene nanoparticle doping 

at the same concentration achieved a remarkable 155% improvement. 

In the literature, studies on the use of PCM/Nanoparticle composites for thermal 

protection purposes are generally focused on the thermal protection of batteries. When Table 1 

is examined, the protection performances have been improved with thermally improved 

composites by doping different types of nanoparticles into paraffin type PCM. It is seen that the 

studies carried out in recent years are generally orientated towards the doping of more than one 

nanoparticle into paraffin as a hybrid. Zang et al. [12] doped carbon nanotubes (CNTs) and 

boron nitride (BN) within paraffin, Zou et al. [13] doped graphene (GNP), multi-walled carbon 

nanotubes (MWCNTs) and expanded graphite (EG) within paraffin, Chen et al. [18] doped EG 

and silicon carbide (SiC) in paraffin and investigated the thermal protection performances of 

the composite obtained by doping in terms of maximum temperature and maximum temperature 

difference. Similarly, Chen et al. [15] doped expanded graphite (EG), graphene nanoparticles 

(GNP) and few-layer graphene (FLG) hybrid nanoparticles into paraffin. They measured the 

maximum temperature and maximum temperature difference of the battery cell as 48.9 oC and 

2.1 oC at 2C discharge rate. The most significant drawbacks of this approach are the high cost 

of nanoparticles and the adverse impact of enhanced liquid PCM viscosity following 

nanoparticle doping on heat transfer. 

Another method discussed in the literature for the thermal protection of electronic 

components is the use of composites made by encapsulating PCM in the pores of porous 

structures with high thermal conductivity. Metal foams such as aluminium, nickel and copper 

are commonly used as base materials for this purpose. The thermal protection performance of 

these materials, which combine high thermal conductivity with heat storage capacity, is 
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summarised in Table 1. Wang et al. [20] reported that the maximum temperature for aluminum 

foam/paraffin composite was 26.1 oC at 1C discharge rate. Similarly, Hussain et al. [21] reported 

that nickel foam/paraffin composite can maintain the maximum temperature at 41 oC and the 

maximum temperature difference at 0.8 oC at a discharge rate of 1.5C. Rao et al. [22] determined 

the maximum temperature and temperature difference of copper foam/paraffin composite as 42 

oC and 4.1 oC, respectively, at a higher discharge rate of 5C. Based on the discharge rates, it is 

clear that aluminium and copper foams provide better thermal protection than nickel foam due 

to their superior thermal conductivity. While this method provides effective thermal protection, 

its utility is limited by the relatively small amount of PCM that can be encapsulated within the 

pores, which significantly reduces the duration of its effectiveness. 

In another approach, metal inserts with high thermal conductivity, such as fins and pins, 

have been proposed to increase the heat transfer rate from the heat source to the inner regions 

of the phase change material (PCM). Nevertheless, the simplicity of implementation and the 

relatively low cost of this approach represent significant advantages. These studies were 

generally carried out to compare the number of fins, fin thickness, fin angle, fin length and 

heating direction. Hosseinizadeh et al. [27] determined that increasing the number of fins and 

fin length increases the thermal energy storage performance. In a study conducted by Acır et al. 

[28], the effects of the number of fins and fin thickness on PCM melting performance in a top-

heated thermal energy storage unit were investigated. The results demonstrated that an increase 

in fin number has a positive effect on melting performance, whereas an increase in fin thickness 

has a negative effect. Tian et al. [29] conducted a numerical study to investigate the effects of 

materials such as aluminum, copper, and steel used as fins in an energy storage unit on melting. 

They determined that aluminum is the most suitable material in terms of Nusselt number, 

melting time, total stored energy, stored energy per mass, and cost per stored energy. Huang et 

al. [30] reported that increasing the number of fins in an energy storage unit makes the 

temperature distribution more homogeneous. When the studies on Fin/PCM thermal protection 

are examined in Table 1, it is seen that the effects of heat loads and number of fins are focused. 

Moaveni et al. [25] reported that the protection system with 4 aluminum fins equipped in RT-

44 can keep the maximum temperature around 61 oC at 4C discharge rate. Heyhat et al. [24] 

reported that 5 copper finned shielding systems equipped in n-Eicosane can maintain the 

maximum temperature and maximum temperature difference at 73 oC and 5 oC, respectively, 

under 9.2 W heat load. Wang et al. [26] showed that the paraffin protection system with 8 

aluminum fins can reduce the maximum temperature up to 52 oC under 8 W heat load. However, 
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it can be said that the use of fins causes an increase in weight and prevents natural convection 

currents according to the placement position. 

A review of the above studies reveals that various techniques have been employed to 

enhance the thermal performance of PCMs. It is evident that these techniques provide 

performance improvements depending on the specific application. However, each technique 

has been studied under varying conditions, including nanoparticle type and concentration, fin 

material and quantity, and heating load. This lack of standardization has resulted in a gap in 

systematic comparisons of thermal protection performance. In addition, since it is not 

economical to use more than one nanoparticle as hybrid thermal protection in 

Nanoparticle/PCM thermal protection systems, there is a need to develop a lower cost hybrid 

thermal protection method. However, it can be said that there are not enough studies on the 

systematic comparison of these methods. Therefore, this study mainly involves comparing 

different thermal improvement methods of PCM-based thermal protection of a transient 

operating and heat-releasing electronic device scenario. In order to achieve this scenario, a 

vertical cylindrical resistance is encased in a PCM material, which serves as a thermal 

protection medium. As such, the experimental setup represents a battery cell that releases heat. 

The thermal response of the Resistance/PCM system with respect to time was measured in 

response to the heat released from the resistance. The objective of this study is to compare the 

thermal protection capabilities of PCM materials that have undergone fins and/or nanoparticle 

adding. For this purpose, the thermal responses of PCM with 3, 4 and 6 fins and PCM doped 

with 1%, 3% and 5% Graphene Nanoparticles (GNP) were analyzed. The study also 

investigated the performance and usability of a more economical Nanoparticle/Fin/PCM hybrid 

thermal protection. 

2 MATERIAL AND METHOD 

RT-44 organic phase change material (PCM) commercially available from Rubitherm 

(Germany) was used as thermal energy storage material. The transient electronic device was 

represented by a cylindrical resistance with a diameter of 0.018 m and a height of 0.065 m. 

Consequently, a representative battery cell is constructed, which is capable of releasing heat 

temporarily. To provide PCM-based thermal protection, the mentioned resistance was mounted 

on the axis of a larger diameter and 0.1 m high acrylic tube by screwing it from the bottom side 

(Figure 1). Thermocouples labeled T1, T2, and T3, were brought into contact with the surface to 

measure the temperature at three different points along the resistor. Liquid PCM was poured 
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into the acrylic tube surrounding the resistance and left to solidify at room temperature to form 

the resistance-PCM system. 

 

Figure 1. Resistance-PCM system. 

Ping et al. [31] reported that the optimum fin thickness for thermal protection of li-ion 

battery cells in terms of maximum temperature and difference is 1 mm.  Therefore, in this study, 

1 mm thick aluminum fins were used to improve the thermal protection performance of PCM. 

The aluminum fins at the height of the resistance were tightly in contact with one end of the 

resistance, while the other end extended radially to the wall of the acrylic tube. As shown in 

Figure 2, different fin arrangements were realized as 3, 4 and 6 fins so that the angles between 

the fins were 120o (3 Fins - 3F), 90o (4 Fins - 4F) and 60o (6 Fins - 6F) respectively. Considering 

the studies in the literature, it is seen that variable fin numbers are used from 2 fins protection 

[23] to 8 fins protection [26]. Essentially, it is evident that increasing the number of fins will be 

effective in reducing the maximum temperature on the battery surface and achieving a more 

uniform temperature distribution. In their numerical study, Turkakar et al. [32] demonstrated 

that a 12-fin system at a 3C discharge rate maintained the average temperature on the battery 

surface 15 °C lower compared to the case without any thermal protection. However, the increase 

in the number of fins is restricted to situations where weight increase and reduction of the PCM 

amount are not desired. For example, for battery packs such as in this study, the increase in the 

number of fins should be limited due to the increase in weight.  For this reason, 3, 4 and 6 fins 

were selected as the number of fins in this study. The resistance/Fin/PCM thermal protection 

system was formed by pouring the molten PCM into the acrylic tube and allowing it to solidify 

at room temperature. 

T
1
 

T
2
 

T
3
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Figure 2. Fin arrangements with 3, 4 and 6 fins. 

The other method used for thermal improvement in the study is the improvement of 

PCM low thermal conductivity with nanoparticle additives. For this purpose, plate-type GNP 

with high thermal conductivity and low density was used as an additive. GNP/PCM composites 

were synthesized by doping GNP at 1%, 3%, and 5% by mass into liquid PCM melted on a 

heater. The rationale for limiting the nanoparticle mass fraction to a maximum of 5% is based 

on the observation that an additional increase in PCM viscosity in the liquid state hurts heat 

transfer. The GNP nanoparticles in the PCM were mixed using a 750 W probe type ultrasonic 

mixer (Sonics & Materials INC, USA) for a period of 30 minutes. A mixing time of 30 minutes 

is sufficient to achieve a homogeneous dispersion of the nanoparticles in the PCM [33]. The 

resulting homogenous liquid GNP/PCM composites were poured into the region between the 

resistance and the tube and allowed to solidify at room temperature, thus forming a 

nanoparticle/PCM thermal protection system. 

In this study, the thermal characterization of PCMs doped with GNP at 0% (only PCM), 

1%, 3%, and 5% by mass was also obtained. For this purpose, the thermal conductivities of 

both PCM and GNP/PCM composites were measured using a KD2 Pro device (Decagon 

Devices Inc, USA) operating on the principle of transient linear heat source. Thermal 

conductivity measurements were carried out at different temperatures in an air conditioning 

cabinet (Jeiotech, South Korea) using samples prepared in accordance with the sensor inlet of 

the device. The accuracy of the KD2 Pro is ±0.02 W/mK for the range of 0.1-0.2 Wm/K and at 

least five measurements were taken for each sample and the average values were recorded with 

a standard deviation of 0.5%. Thermal properties such as melting temperature, latent heat of 
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melting was measured using a differential scanning calorimeter (DSC-60 Shimadzu 

Corporation, Japan). Mass-sensitive DSC samples were determined with an electronic weighing 

scale with an accuracy of 0.01 and samples were formed by confining them in a special 

container. In accordance with the expected melting temperature of the PCM used, the scan 

temperature range was set to 20 oC - 60 oC and the rate of climb was set to 2 oC/min. The 

accuracy of the DSC device was 0.1 oC and at least three measurements were performed for 

each sample and the average values were recorded with a standard deviation of 1%. 

Thermal protection performance comparisons of differently enhanced PCMs were 

performed using the experimental setup shown in Figure 3. This setup consists of a DC power 

supply, data acquisition device, computer, air conditioning cabinet, and resistance-PCM system. 

The resistance-PCM systems with different thermal improvements were placed in an air 

conditioning cabinet and thermal response measurements were carried out under the same 

ambient conditions (20 oC). The resistance was operated at 3 W and 6 W heating powers by 

using a DC power supply and adjusting the current to generate the heat-releasing source. 

Hemery et al. [34] reported that the heating powers of 0.14 W, 0.30 W, 1.30 W and 2.75 W for 

the resistance used as representative battery cell correspond to 0.5C, 1C, 2C and 3C discharge 

rates, respectively, for a real battery cell. In this case, it is clear that the selected heating powers 

will correspond to medium and extreme discharge rates. 

 

Figure 3. Experimental setup used for thermal performance tests. 
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The temperature data at the measurement points shown in Figure 1 were measured 

instantaneously using J-type thermocouples. The temperature values were collected using a data 

logger device that measured the temperature every 30 seconds and recorded the data on a 

computer. The behavior of the temperatures obtained for each thermal protection method was 

compared with respect to time. Performance evaluations were conducted with consideration of 

specific criteria, including maximum temperature and maximum temperature difference. In the 

case of electronic components, the maximum temperature below 50 °C and the maximum 

temperature difference along the component below 5 °C were desired conditions. 

3 RESULTS AND DISCUSSION 

Temperature dependent thermal conductivity measurements for both the solid and liquid 

phases are shown in Figure 4. The thermal conductivity of the organic phase change material 

RT-44 was measured to be 0.387 W/mK at 10 °C. In the solid state, the thermal conductivity 

was measured to be 0.364 W/mK at 20 °C and 0.356 W/mK at 30 °C. This slight decrease in 

thermal conductivity can be attributed to the increase in molecular disorder with increasing 

temperature. At 40 °C the thermal conductivity could not be measured due to the inability of 

RT-44 to maintain a stable form. Upon transitioning to the liquid phase, disruptions in molecular 

order, such as the breakdown of lattice structures, result in a sharp decrease in thermal 

conductivity. The thermal conductivity values in the liquid state were recorded as 0.153 W/mK, 

0.151 W/mK, and 0.148 W/mK at 50 °C, 60 °C, and 70 °C, respectively. This indicates a 59% 

reduction in thermal conductivity during the phase transition from solid to liquid for RT-44. A 

similar result was obtained in another study [35] for RT-64 with a reduction of around 41%. 

The phenomenon of thermal conductivity is dependent upon the process of phonon 

scattering, which is in turn influenced by the lattice size and the vibrational frequency of the 

crystals in question. The low vibrational frequency of PCM results in a reduction in thermal 

conductivity, whereas the high vibrational frequency of GNP gives rise to an increase in thermal 

conductivity. Phonon scattering occurs along the GNP plane, rather than perpendicular to it 

[36]. It can thus be posited that the formation of network structures comprising the combination 

of GNP planes in PCM with low thermal conductivity will result in an enhancement of thermal 

conductivity. The formation of these network structures is directly proportional to the ratio of 

GNP doped into the PCM. For instance, the thermal conductivity of PCMs doped with 1%, 3%, 

and 5% GNP in the solid phase at 20 °C exhibited 35.9%, 119.2%, and 178.6% improvements, 

respectively. Similarly, enhancements of 18.5%, 55.6%, and 89.5% were observed in the 
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thermal conductivities of PCMs doped with 1%, 3%, and 5% GNP for the liquid phase at 50 

°C, respectively. It can be reasonably assumed that similar improvements would be observed at 

other temperatures for both the solid and liquid phases. It was noted that the results were 

consistent with those reported in the literature. Kim et al. [37] achieved a 207% improvement 

in the solid state thermal conductivity of a 7% xGNP/PCM composite. 

 

Figure 4. Thermal conductivity coefficients of RT-44 and GNP/RT-44 composites. 

The DSC properties of RT-44 and GNP/RT-44 (1%, 3% and 5%) composites such as 

onset melting temperature (Tom), endset melting temperature (Tem), and melting latent heat (Hm) 

were determined by analyzing the endotherm curves given in Figure 5. The separation and 

junction points of these curves from the baseline give the onset melting temperature (Tom) and 

endset melting (Tem) temperatures, respectively. The area between the endotherm curve and the 

baseline is a measure of the melting latent heat of melt (Hm).  

 

Figure 5. The endotherm curves of the RT-44 and GNP/RT-44 composites. 
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From the analysis of the endothermic curve for RT-44, the onset melting temperature 

(Tₒₘ) and endset melting temperature (Tₑₘ) were determined to be 40.36 °C and 44.73 °C, 

respectively, while the latent heat (Hm) was measured as 239.2 J/g. When 1%, 3% and 5% GNP 

is added to RT-44, Tom and Tem temperatures and Hm values are given quantitatively in Table 2. 

It is seen that GNP addition does not affect the melting onset and melting endset temperatures. 

On the other hand, it was determined that the latent heat of melting decreased depending on the 

amount of GNP addition. For example, the latent heat of melt for 5% GNP/RT-44 composite 

was measured as 226.3 J/g, which is a deterioration of 5.4% compared to RT-44. Essentially, 

this is an expected result due to the mixture of a material with high energy storage capability 

and a material with low energy storage capability. Similar results regarding the decreasing of 

the latent heat of melting with the addition of nanoparticles to the PCM have been reported in 

the literature. For example, Chen et al. [36], reported that when 5% GNP was added to paraffin 

with a latent heat of 144 J/g, the reduction in the latent heat of melting was approximately 16%. 

In this case, the partly lower latent heat of the paraffin employed may have resulted in a more 

pronounced reduction. However, the loss in latent heat is negligible in the face of the 

considerable improvement in thermal conductivity achieved with GNP doping. 

Table 2. DSC properties of RT-44 and GNP/RT-44 composites. 

Composite Tom (oC) Tem(oC) Hm (J/g) 

RT-44 40.26 44.73 239.2 

1% GNP/RT-44 40.18 44.76 237.7 

3% GNP/RT-44 40.11 44.81 235.4 

5% GNP/RT-44 40.34 44.63 226.3 

In the next phase of the study, performance tests were carried out to evaluate the effect 

of the PCM thickness of the PCM surrounding the resistance on the thermal protection. Acrylic 

tubes of three different diameters were used to create PCM thicknesses of 6 mm, 9 mm and 11 

mm around the resistance. 

 
Figure 6. Variation of average surface temperature at different PCM thicknesses. 
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Figure 6 illustrates the variation in the mean surface temperature of the resistance over 

time for PCM thicknesses of 6, 9 and 11 mm. The reduction in temperature rise resulting from 

an increase in PCM thickness provides evidence that the thermal protection performance will 

be enhanced with greater PCM thickness. Below 40.26 oC, the temperature rise during sensible 

heat storage of PCM is almost independent of PCM thickness.  Above 44.73 oC, it is determined 

that PCM thickness affects thermal protection as the PCM becomes liquid. The reason for this 

is that the conduction-dominant heat transfer mechanism (heat transfer is mostly by conduction) 

is effective in solid PCM and the convection-dominant (heat transfer is mostly by convection) 

heat transfer mechanism is effective in liquid PCM. It is seen that increasing the PCM thickness 

in a liquid state, where the convection-dominant heat transfer mechanism is effective, 

significantly reduces the temperature rise. In case of using 11 mm PCM thickness, the 

temperature remains almost constant from 1500th second. In other words, increasing the PCM 

thickness cannot have an extra effect. For this reason, it was deemed appropriate to use 11 mm 

as the optimum PCM thickness in the study. In their numerical study, Dincer et al. [38] 

concluded that the optimum PCM thickness around the li-ion cell is 9 mm in terms of maximum 

surface temperature. 

 

Figure 7. Variation of Maximum Temperature and Maximum Temperature Difference with 

time for RT-44. 

The thermal protection performance of 3 W and 6 W heat-emitting resistances with 11 

mm thick RT-44 is evaluated in Figure 7, based on the criteria of maximum surface temperature 

and maximum surface temperature difference. The upper region of the resistance is the 

maximum and the lower region is the minimum temperature region. With the onset of phase 

change, a decrease in density occurs in the liquid state as the temperature rises. This situation 

allows the low density hot liquid to move upwards. In other words, buoyancy movements start 

with the exposure of the liquid to temperature increase. As a result of the continuous upward 
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movement of heat by buoyancy movements, a significant temperature difference occurs 

between the upper and lower region of the resistance. Due to the low thermal conductivity of 

RT-44 organic PCM, a rapid temperature increase occurs initially on the surface of the resistor 

due to the inability to transfer the heat released in the resistor to the inner region of the PCM. 

In other words, the principal mechanism of heat transfer in the resistance/RT-44 system is 

conduction. 

At 3 W heating power, the maximum temperature was observed to reach 44.7 °C at the 

end of 3600 seconds. It can thus be stated that the phase change is still in its initial stage, as the 

melting endset temperature of RT-44 has not yet been reached. In such a case, it can be stated 

that the energy released from the heat source is fully stored by the PCM as sensible (heat storage 

based on temperature change) heat. The deceleration in temperature increases at 3 W heating 

power is attributable to the resistance/PCM system achieving thermal equilibrium with its 

surrounding environment. In terms of limiting the maximum temperature, it is a sufficient 

condition that the temperature value remains below 50 oC. The maximum surface temperature 

difference exhibited a similar behavior, with a maximum temperature difference of 5.8 oC at the 

end of 3600 seconds. Considering that the maximum surface temperature difference below 5 

oC on the thermally protected component is the expected performance criterion, it can be said 

that RT-44 thermal protection alone is not sufficient.  

The conduction-dominant heat transfer mechanism, initially effective at 6 W heating 

power, facilitates a faster temperature rise due to the low PCM thermal conductivity and high 

heating rate. In addition, the liquid layer formed around the heating source with the onset of 

phase change has two effects that support the temperature increase in the maximum temperature 

region. The first of these is the decrease in the conduction rate due to the lower thermal 

conductivity of the liquid RT-44 (approximately 0.150 W/mK). In other words, due to the low 

thermal conductivity in the liquid state, the slowing of the heat transfer in the radial direction 

to the PCM depths of conduction causes the temperature increase on the resistance surface. The 

second is the transfer of heat to the upper region of the resistance due to the effect of upward 

buoyancy currents that start with the increase in the liquid layer thickness sufficiently. As a 

result of the mentioned effects, the temperature increase in the upper region leads to the 

expansion of the liquid RT-44. The gradual weakening of heat conduction and the strengthening 

of buoyancy currents ensure that the dominant heat transfer mechanism returns to convection. 

The fact that the temperature remains almost constant in the maximum temperature region, 

especially from 1500 seconds onwards, is an indication of this. Similar findings have been 
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reported in the literature. Wang et al. [39] reported that when the PCM melting front intersects 

the upper region of the enclosure wall, the heating power on the resistor is balanced and the 

temperature remains constant as a result of the acceleration of convective heat transfer between 

the resistor and the enclosure wall. At 6 W heating power, the maximum surface temperature 

was measured as 58.8 oC at the end of 3600 seconds. Until the convection dominant heat transfer 

is effective, the maximum surface temperature difference increases continuously. So much so 

that the maximum surface temperature difference reaches up to 11 oC at 1618 seconds. From 

this moment on, the temperature difference slows down significantly because the maximum 

temperature zone in the upper region of the resistor remains approximately constant and the 

minimum temperature zone in the lower region of the resistance continues to increase. At the 

end of 3600 seconds, the maximum temperature difference was measured as 8.4 oC and it was 

determined that the power increase in the RT-44 thermal protection negatively affected the 

maximum surface temperature difference. It was determined that RT-44 thermal protection at 6 

W heating power could not provide sufficient protection due to exceeding the maximum 

temperature and maximum temperature difference limit values (50 oC and 5 oC). 

 

Figure 8. Variation of Maximum Temperature and Maximum Temperature Difference with 

time for Fins/RT-44 arrangements. 
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The thermal protection performances of the resistance/PCM system equipped with 3, 4, 

and 6 fins at 3 W and 6 W heating powers are evaluated in Figure 8 by considering the maximum 

surface temperature and maximum surface temperature difference criteria. At 3W heating 

power, it is observed that the time variation of the maximum temperature increase on the 

resistance slows down due to the increasing number of fins. In this case, it is clear that the heat 

released on the resistance is removed from the surface and transferred to the RT-44 by 

interacting with it in the radial direction along the fins. The aluminum fins with high thermal 

conductivity form thermal bridges for very fast heat transfer. Due to being below the RT-44 

phase change temperature for 3600 seconds at 3 W heating power, the heat emitted from the 

resistance fin component is sensibly stored in the RT-44. At the end of 3600 seconds, the 

maximum temperature on the resistance in RT-44 thermal protection was 44.7 oC, while the 

maximum temperatures for the 3, 4 and 6 fins resistance system were measured as 39.0 oC, 37.7 

oC and 36.8 oC, respectively. In this case, in terms of maximum surface temperature, RT-44 

thermal protection with 3, 4 and 6 fins provide 12.8%, 15.7% and 17.7% performance 

improvements respectively. In terms of maximum surface temperature difference, it is an 

optimal design criterion that the temperature difference on the thermally protected component 

is below 5 oC. It can be stated that the RT-44 thermal protections with 3, 4, and 6 fins have been 

effective in maintaining a maximum temperature difference below 5 °C. Additionally, the 

maximum surface temperature differences were found to be 2.4 oC, 1.2 oC and 1.9 oC for the 3, 

4 and 6-fins/RT-44, respectively. Given that the maximum surface temperature difference for 

the RT-44 thermal protection system is 5.8 oC, the performance improvements of the 3, 4 and 6 

fins/RT-44 system in comparison to the RT-44 thermal protection system are determined to be 

58.6%, 79.3% and 67.2%, respectively. 

At 6 W heating power, the deceleration in the maximum temperature increase depending 

on the number of fins is more pronounced. While the maximum temperature was 58.8 oC at the 

end of 3600 seconds in RT-44 thermal protection, the maximum temperatures in RT-44 thermal 

protection with 3, 4, and 6 fins were measured as 53.8 oC, 52.3 oC and 49.8 oC respectively. In 

other words, compared to RT-44, RT-44 thermal protection with 3, 4, and 6 fins provides 8.5%, 

11.1%, and 15.3% performance improvement respectively. It was noted that the results obtained 

were compatible with those found in the literature. Wang et al.[39] found that the protection 

system with 4 copper fins at 6 W heating power reduced the maximum temperature by 

approximately 6 oC. On the other hand, in this study, the maximum temperature limitation was 

measured as 6.5 oC using aluminum fins under the same conditions. In terms of maximum 
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temperature difference, it is seen that the temperature difference has a continuously increasing 

trend. While the maximum surface temperature difference at the end of 3600 seconds in RT-44 

thermal protection is 8.4 oC, the maximum surface temperature differences in RT-44 protection 

systems with 3, 4, and 6 fins are measured as 5.7 oC, 3.7 oC and 4.6 oC, respectively. In this 

case, it is determined that 3, 4, and 6 fins/RT-44 protections provide 32.1%, 56.0%, and 45.2% 

performance improvement, respectively, compared to RT-44 thermal protection. 

 

Figure 9. Variation of Maximum Temperature and Maximum Temperature Difference with 

time for GNP/RT-44 composites. 

The thermal protection performances of RT-44 composites doped with 1%, 3%, and 5% 

GNP at 3 W and 6 W heating powers were evaluated in Figure 9 by considering the maximum 

surface temperature and maximum surface temperature difference criteria. At 3 W heating 

power, the rate of sensible heat storage of by RT-44 below the phase change temperature 

increases. For RT-44 composites doped with 1%, 3% and 5% GNP, the maximum surface 

temperatures at the end of 3600 seconds were measured as 43 oC, 40.7 oC and 38.3 oC, 

respectively. In other words, it was determined that the thermal protection performances of 1%, 

3% and 5% GNP doped RT-44 composites were improved by 3.8%, 8.9% and 14.3% compared 

to RT-44 thermal protection in terms of limiting the maximum surface temperature. It is seen 
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that GNP nanoparticle doping in RT-44 has a decreasing effect on the maximum surface 

temperature difference. While the maximum surface temperature difference at the end of 3600 

seconds for RT-44 thermal protection was 5.8 oC, the maximum surface temperature differences 

in RT-44 composites doped with 1%, 3% and 5% GNP nanoparticles were measured as 5.0 oC, 

4.9 oC and 4.4 oC, respectively. It was determined that the maximum surface temperature 

difference performances compared to RT-44 were improved by 13.8%, 15.5% and 24.1% in 1% 

GNP/RT-44, 3% GNP/RT-44 and 5% GNP/RT-44 composites respectively. 

It can be said that the results obtained are compatible with the results for GNP/PCM 

thermal protection in the literature. Temel et al.[40] reported that the maximum temperature of 

7% GNP/RT-44 composite was limited to 47 oC as a result of 3600 seconds at 3.90 W heating 

power in a simulative battery pack. In this study, the maximum temperature was obtained as 

38.3 oC with 5% GNP/RT-44 at 3 W heating power for the same period, while in the other study 

the maximum temperature was measured as 47 oC with 7% GNP/RT-44. This difference can be 

explained as follows; i) Higher heating power (3.90 W), ii) Contribution of neighboring cells 

to heating in battery pack, iii) 7% GNP/RT-44 composite suppresses natural convection 

movements more than 5% GNP/RT-44. 

At 6 W heating power, the maximum temperature exhibits a lower temperature increase 

compared to RT-44 due to the thermal conductivity improvement effect provided by 1%, 3%, 

and 5% GNP doping by mass during conduction dominant heat transfer. For example, at the 

end of 1800 seconds, the maximum temperature on the resistance in RT-44 thermal protection 

was 57.68 oC, while the maximum temperatures for RT-44 composites doped with 1%, 3%, and 

5% GNP were measured as 54.67 oC, 51.0 oC and 48.45 oC, respectively. In this case, at the end 

of 1800 seconds, it can be said that the thermal protection performances of 1% GNP/RT-44, 3% 

GNP/RT-44, and 5% GNP/RT-44 composites are 5.2%, 11.6%, and 16.0% better than RT-44, 

respectively. However, it is seen that the mentioned thermal protection improvement is lost with 

the transition to convection-dominated heat transfer. In fact, while the temperature increase 

remains constant from approximately 2000 seconds in RT-44, it remains constant after 2585 

seconds in 1% GNP/RT-44. On the other hand, in RT-44 composites doped with 3% and 5% 

GNP, it is seen that there is no constant temperature change, on the contrary, the temperature 

continues to increase.   The reason for this is that the viscosity increases as the GNP ratio doped 

into RT-44 increases. The inhibition of buoyancy-driven movements due to increased viscosity 

slows down the transfer of heat released on the resistance in the liquid phase where the 

convection dominant heat transfer mechanism is effective. In fact, during convection-
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dominated heat transfer, heat transfer slows down because the positive effect of GNP addition 

above 3% on thermal conductivity is smaller than the negative effect due to the suppression of 

convection movements. In terms of maximum temperature protection, 3% GNP/RT-44 and 5% 

GNP/RT-44 composites perform worse than 1% GNP/RT-44 from 3292 and 3270 seconds 

respectively. At the end of 3600 seconds, the maximum temperature on the resistance in RT-44 

thermal protection was 58.74 oC, while the maximum temperatures for RT-44 composites doped 

with 1%, 3%, and 5% GNP were measured as 59.13 oC, 59.88 oC and 61.27 oC, respectively. In 

this case, it can be said that the thermal protection performances of 1% GNP/RT-44, 3% 

GNP/RT-44 and 5% GNP/RT-44 composites deteriorated by 0.7%, 1.9% and 4.3% compared 

to RT-44 thermal protection. While the maximum surface temperature difference in RT-44 

thermal protection at 6 W heating power was 8.4 oC, the maximum surface temperature 

differences for 1% GNP/RT-44, 3% GNP/RT-44 and 5% GNP/RT-44 composites were 

measured as 6.2 oC, 9.9 oC and 10.4 oC, respectively. In this case, in terms of maximum surface 

temperature difference, 1% GNP/RT-44 thermal protection shows 26.9% performance 

improvement compared to RT-44 thermal protection. On the contrary, 3% GNP/RT-44 and 5% 

GNP/RT-44 thermal protection show 17.9% and 23.8% worse performance respectively. 

If convection-dominated heat transfer mechanism is dominant in RT-44 thermal 

protection, it is an advantage that the maximum temperature remains constant for a certain 

period of time. On the other hand, the increase in the temperature difference between the upper 

and lower region due to buoyancy currents is seen as a disadvantage. The addition of GNP in 

RT-44 has two effects on the thermal protection performance of the buoyancy currents due to 

the increase in viscosity. The fact that the amount of GNP doped into RT-44 causes an increase 

in viscosity in the liquid phase leads to the inhibition of natural convection movements. For this 

reason, the maximum surface temperature increases continuously when 3% and more GNP is 

added by mass. This means unfavorable performance in terms of maximum surface 

temperature. On the other hand, the addition of GNP also has the effect of reducing the 

maximum temperature difference. In addition to the drawback of increased viscosity, other 

drawbacks include nanoparticle production is still limited to laboratory scale, the high cost of 

nanoparticles, and their negative impact on living organisms. For these reasons, keeping the 

amount of GNP used small is a limiting criterion. Under these limitations, 1% GNP/6F/RT-44 

and 3% GNP/6F/RT-44 thermal protection methods were also investigated as a hybrid thermal 

protection system based on the use of less GNP. However, it has been observed that there were 

no studies in the literature on the combined use of different protection systems. For this purpose, 
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maximum surface temperature and maximum surface temperature difference performance 

measurements of 1% GNP/6F/RT-44 and 3% GNP/6F/RT-44 hybrid thermal protection systems 

were performed and the results are given in Figure 10. 

 

Figure 10. Variation of Maximum Temperature and Maximum Temperature Difference 

with respect to time for 1%GNP/6F/RT-44%, 3% GNP/6F/RT-44. 

At the end of 3600 seconds at 3 W heating power, the maximum surface temperatures 

were 44.7 oC, 36.8 oC, 43.0 oC, and 40.7 oC for RT-44, 6F/RT-44, 1% GNP/RT-44 and 3% 

GNP/RT-44 thermal protections, respectively, while the maximum surface temperatures were 

36 oC and 34.6 oC for 1% GNP/6F/RT-44 and 3% GNP/6F/RT-44 thermal protections, 

respectively. In this case, it was determined that the maximum surface temperature 

performances of 1% GNP/6F/RT-44 and 3% GNP/6F/RT-44 thermal protection could be 

improved by 19.5% and 22.6%, respectively, compared to RT-44 thermal protection. At the end 

of 3600 seconds at 3 W heating power, the maximum surface temperature differences were 5.8 

oC, 1.9 oC, 5.0 oC and 4.9 oC for RT-44, 6F/RT-44, 1% GNP/RT-44 and 3% GNP/RT-44 thermal 

protections respectively, while the maximum surface temperature differences were 1.6 oC and 

1.3 oC for 1% GNP/6F/RT-44 and 3% GNP/6F/RT-44 thermal protectors respectively. In other 
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words, compared to RT-44 thermal protection, 1% GNP/6F/RT-44 and 3% GNP/6F/RT-44 

hybrid thermal protectors provide 72.4% and 77.6% performance improvement in terms of 

maximum surface temperature difference, respectively. 

At the end of 3600 seconds at 6 W heating power, the maximum surface temperatures 

for 1% GNP/6F/RT-44 and 3% GNP/6F/RT-44 thermal protectors were measured as 48.6 oC 

and 45.7 oC, respectively. In this case, it was determined that 1% GNP/6F/RT-44 and 3% 

GNP/6F/RT-44 thermal protectors provided 17.3% and 22.3% improvement respectively 

compared to RT-44 thermal protection in terms of maximum surface temperature. At the end of 

3600 seconds at 6 W heating power, the maximum surface temperature differences for 1% 

GNP/6F/RT-44 and 3% GNP/6F/RT-44 thermal protectors were measured as 3.4 oC and 2.7 oC, 

respectively. In other words, it was determined that 1% GNP/6F/RT-44 and 3% GNP/6F/RT-44 

thermal protectors provided 41.4% and 53.4% improvement, respectively, compared to RT-44 

thermal protection in terms of maximum surface temperature difference. 

Table 3. Performance improvements over RT-44 thermal protection. 

Composite 

Max. Temp. 

Enhancement 

(%) 

Max. Temp. 

Enhancement  

(%) 

Max. Temp.Diff. 

Enhancement 

(%) 

Max. Temp. 

Diff. 

Enhancement 

(%) 

 3W 6W 3W 6W 

RT-44 - - - - 

3F/RT-44 12.8 8.5 58.6 32.1 

4F/RT-44 15.7 11.1 79.3 56.0 

6F/RT-44 17.7 15.3 67.2 45.2 

1% GNP/RT-44 3.8 -0.7 13.8 26.9 

3% GNP/RT-44 8.9 -1.9 15.5 -17.9 

5% GNP/RT-44 14.3 -4.3 24.1 -23.8 

1% GNP/6F/RT-44 19.5 17.3 72.4 41.4 

3% GNP/6F/RT-44 22.6 22.3 77.6 53.4 

 

Table 3 summarizes the performance changes of all thermal protection methods with 

respect to RT-44 thermal protection. It has been determined that fin-added protections perform 

better than nanoparticle-added protections in terms of both maximum temperature and 

maximum temperature difference constraints. Nanoparticle-added protections are advantageous 

from the initial moment when heat conduction is dominant until the dominance of convection-

dominated heat transfer, which is passed by the onset of buoyancy currents in the liquid phase. 

In the dominance of convection-dominant heat transfer, nanoparticle-protected thermal 

methods lose their advantages. With hybrid thermal protection systems, performance 
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improvements can be increased by 10%. It has been observed that the main contribution in 

hybrid thermal protection is provided by the fins and the fin/nanoparticle attachment does not 

create any synergistic effect. As a hybrid thermal protection system, it is determined that it is 

appropriate to limit the GNP mass fraction to a maximum of 3%. However, for longer protection 

times (>3600s), the GNP mass fraction should be kept low. 

4 CONCLUSION AND SUGGESTIONS 

Phase change material-based thermal protection of a heat-releasing system is compared 

in terms of PCM, fin/PCM, GNP/PCM, and fin/GNP/PCM composites and the results are given 

below. 

✓ From the comparison of 6, 9, 11 mm PCM thicknesses in terms of maximum 

temperature criterion, it was concluded that 11 mm PCM thickness is the appropriate 

thickness. 

✓ The thermal conductivities of GNP composites doped with 1%, 3% and 5% GNP were 

improved by 35.9%, 119.2% and 178.6%, respectively, in the solid phase. In the same 

case, the improvements obtained for the liquid phase were 18.5%, 55.6% and 89.5%, 

respectively. 

✓ While the amount of GNP doped into RT-44 does not cause a significant change in 

melting temperatures, it causes a decrease in latent heat in proportion to the amount of 

GNP doped. For 5% GNP/RT-44 composite, this reduction is 5.4%. 

✓ In RT-44 thermal protection, the maximum temperature and maximum temperature 

difference are 44.7 oC and 5.8 oC respectively in case of 3 W heat dissipation, while 

they are 58.8 oC and 8.4 oC respectively in the case of 6 W heat dissipation. In this 

case, considering that the maximum temperature and maximum temperature difference 

limit values are 50 oC and 5 oC, RT-44 thermal protection alone is not sufficient. 

✓ Fin/RT-44, GNP/RT-44, and Fin/GNP/RT-44 composites provide sufficient thermal 

protection in terms of keeping the maximum temperature below 50 oC and the 

maximum temperature difference below 5 oC for 3600 seconds at 3 W heating power. 

✓ At the end of 3600 seconds at 6 W heating power, 3F/RT-44, 4F/RT-44, and 6F/RT-44 

thermal protectors have 8.5%, 11.1%, and 15.3% improvement performance over RT-

44 thermal protection in terms of maximum temperature restriction, respectively. 
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Similarly, 3F/RT-44, 4F/RT-44, and 6F/RT-44 thermal protectors have 32.1%, 56.0%, 

and 45.2% performance improvement over RT-44 thermal protection in terms of 

maximum temperature difference restriction, respectively. 

✓ 6F/RT-44 thermal protection provides successful thermal protection by keeping the 

maximum temperature at 49.8 oC and the maximum temperature difference at 4.6 oC 

after 3600 seconds at 6 W heating power. 

✓ The addition of 1%, 3%, and 5% GNP to RT-44 creates an advantage during sensible 

heat storage and a disadvantage during latent heat storage in terms of thermal 

protection. 

✓ At the end of 3600 seconds at 6 W heating power, 1% GNP/RT-44, 3% GNP/RT-44 

and 5% GNP/RT-44 thermal protectors show 0.7%, 1.9% and 4.3% worse performance 

than RT-44 thermal protection in terms of limiting the maximum temperature, 

respectively. In terms of limiting the maximum temperature difference compared to 

RT-444 thermal protection, 1% GNP/RT-44 has 26.9% performance improvement, 3% 

GNP/RT-44 and 5% GNP/RT-44 have 17.9% and 23.8% performance deterioration 

respectively. 

✓ There is no synergistic effect in the Fin/GNP/RT-44 hybrid thermal protection and the 

main contribution to the thermal protection performance is provided by the fins.  

✓ Fin/GNP/RT-44 hybrid thermal protections have usability when the GNP mass fraction 

is kept below 3%. At the end of 3600 seconds at 6 W heating power, 1% GNP/6F/RT-

44, 3% GNP/6F/RT-44 thermal protections provide 17.3% and 22.3% performance 

improvement over RT-44 thermal protection in terms of limiting the maximum 

temperature, respectively. Similarly, 1% GNP/6F/RT-44 and, 3% GNP/6F/RT-44 

thermal protections provide 41.4% and 53.4% performance improvement over RT-44 

thermal protection in terms of limiting the maximum temperature difference. 

The most important disadvantage of further increasing the number of fins is known as 

weight increase. However, the increase in the number of fins also causes a decrease in the 

amount of PCM.  When the weight increase is ignored, the evaluation of the positive effects of 

increasing the number of fins (decrease in the amount of PCM) in terms of thermal protection 

performance criteria can be carried out as a subject of future study. 
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The increase in demand for energy due to various reasons, such as population growth, quality 

of life, and industrial and technological developments, has increased the need for new alternative 

energy sources. In addition, fossil fuels, which are the most used sources to meet energy needs, 

have reserve problems and polluting effects on the environment. The import of natural gas, 

which is another important source, has a negative impact on national economies. These 

situations have led us to turn to clean alternative sources for energy needs. In this context, 

biomass energy represents a renewable energy source with untapped potential for further 

development. Biomass energy is generated by burning various organic wastes such as human 

waste, agricultural waste, or animal waste. Türkiye is a country rich in agriculture and animal 

husbandry. Therefore, in this study, provinces with rich potential in terms of animal husbandry 

in Türkiye have been investigated. The biomass energy that can be obtained from animal wastes 

in these provinces is calculated annually. If a facility is established in these provinces to obtain 

this energy, economic indicators have been calculated. Finally, the positive contributions of 

biogas energy to the environment have been determined with numerical indicators. 
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1 INTRODUCTION 

Ensuring the reliability and sustainability of energy, making it affordable, decarbonizing 

the energy system, and achieving net zero emissions are the main goals of today's global energy 

system. For the future of the energy sector, the BP 2023 energy outlook and IEA 2023 World 

Energy Outlook reports emphasize the following points [1], [2]: 

❖ In addition to population growth, industrial and technological developments, the 

global warming problem, various wars, and inflation problems experienced in large 

countries in recent years have emphasized the importance of a successful and 

permanent energy transition. It has been stated that even a possible minor interruption 

will lead to significant economic and social consequences for the nations’ economies.  

❖ It has also been stated that although the shares of coal, oil, and natural gas, which 

have a large share in meeting energy, demand in global energy supply, have 

decreased, this decrease is still not sufficient, and more work needs to be carried out. 

❖ In addition, it has been stated that greenhouse gas emissions are still increasing even 

though countries committed to reduce greenhouse gas emissions in the Paris 

agreement in 2015. It is stated that the later steps are taken towards this, the bigger 

problems will arise.   

Türkiye has the fastest-growing energy demand among OECD countries. It is also the 

second country in the world after China in terms of electricity and natural gas demand. 

Therefore, the above-mentioned objectives are very important in Türkiye's energy policy 

strategy, and the main items are diversifying energy resources, ensuring energy security, 

increasing the share of new and renewable energy in electricity generation, and considering 

environmental impacts [3]. 

Türkiye's electricity energy consumption was 326.3 TWh in 2023. According to the 

results of Türkiye's National Energy Plan, electricity consumption is expected to reach 380.2 

TWh in 2025, 455.3 TWh in 2030, and 510.5 TWh in 2035. In 2023, 36.3% of our electricity 

generation was from coal, 21.4% from natural gas, 19.6% from hydroelectric power, 10.4% 

from wind, 5.7% from solar, 3.4% from geothermal, and 3.2% from other sources [4]. 

In Türkiye, significant investments have been made in the last decade to increase 

renewable energy sources such as hydro, wind, and solar energy, and the share of these sources 

in the installed capacity has increased. However, although it is potentially rich in biomass, 
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another important renewable energy source, it has not been able to fully utilize this resource. 

Figure 1 shows the installed capacity of biomass energy in Türkiye by years [5]. 

 

Figure 1. Biomass installed capacity in Türkiye by years. 

Biomass studies have gained popularity, especially in recent years, since biomass energy 

is not used at the desired performance both globally and in Türkiye, is renewable, its cost is 

much lower than other systems, and resources are abundant. Some of the studies on this subject 

in the literature are as follows: 

Iglinski et al. investigated the biogas potential that could be obtained from the biological 

fraction of cattle manure, pig manure, poultry, corn, and municipal waste for Poland and 

emphasized that biogas energy would provide continuous and uninterrupted energy, unlike wind 

and solar energy [6]. Abdeshahian et al. mentioned the development of livestock farming in 

Malaysia and calculated that a biogas potential of 4589.49 million m3 year-1 could be produced 

from animal wastes annually and that this potential could generate 8.27×109 kWh year-1 of 

electricity [7]. Özer investigated the biogas potential of the region by using the resources of 

agriculture and animal husbandry in the Ardahan region and calculated that the energy obtained 

from biogas sources is 323 GWh per year [8]. Avcıoğlu et al. investigated the energy potential 

of agricultural biomass residues for Türkiye by using studies on the properties of agricultural 

biomass residues in many countries. They calculated the energy potential of agricultural 

biomass residues as 298,955 TJ for field crops and 65,491 TJ for horticultural crops [9]. Ramos-

Squarez et al. researched the amount of fertilizer that could be produced from animals on farms 

in the Canary Islands and its biogas equivalent. It has been stated that this potential is equivalent 

to 0.68%-8.56% of the region's renewable energy production in 2016 [10]. Başcetincelik et al. 

discussed the evaluation of the use of agricultural wastes in Türkiye for electricity generation 
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and thermal energy, market difficulties, incentive elements, and strategic developments as a 

whole [11]. Karaca determined the potential of plant wastes in Türkiye in terms of quantity, 

mapping, and calculated their total calorific values. He also stated that with the use of these 

wastes, the amount of CO2 would decrease by 30 Mt per year [12]. Karaca investigated the 

biogas potential that can be obtained from animal manure in Türkiye in his study and showed 

that the potential obtained from these wastes could meet 1.1% of Türkiye's annual energy 

consumption [13]. Jekayinfa et al. investigated biogas resources for Nigeria and calculated the 

biogas energy potential of different sources such as forest residues, agricultural residues, human 

and animal waste [14]. Ardebili investigated the potential for bioenergy from animal and 

agricultural waste in Iran and found that 62,808 GWh of energy could be produced annually, 

which corresponds to 27% of the country's electricity consumption. It was also stated that this 

value would reduce greenhouse gas emissions by 4.1 Mt of CO2 per year [15]. Yaqob et al. 

mentioned the problems such as long power outages in Pakistan and examined a solution to this 

problem by using abundant wastes such as animal manure, poultry waste, sugarcane bagasse, 

and kitchen waste and converting them into biomass energy. As a result of their calculations, 

they stated that 59,536 GWh of electricity could be generated from these wastes per year, and 

this value could meet half of the country's electricity consumption [16]. Seyitoğlu and Avcıoğlu 

investigated the biogas potential of Çorum province by using the data on the number of cattle, 

ovine, and poultry in 2021. As a result of the calculations, they stated that it can generate 100.32 

GWh of electricity, and this production will reduce 2608.06 tons of CO2 emissions [17]. Mana 

et al. calculated the amount of animal manure that could be produced from animals on farms in 

the Canary Islands and stated that this manure was equivalent to 6.8 MWe equivalent installed 

power biogas potential [18]. Alnhoud et al. noted that the increase in livestock and chicken 

manure is a threat to public health in the AL-Mafraq region in northern Jordan and investigated 

the use of these manures as biogas energy. They concluded that 10.1x106GJ of energy could be 

obtained annually from these manures, which could meet 5% of the population's electricity 

consumption [19]. Nehra and Jain investigated the biomass energy potential from animal 

manure for the Haryana region in India. They calculated that 106.11 GJ of heating value and 

9.84 TWh of electrical power could be produced annually from this potential. They also stated 

that this value would reduce 2.56 Mt CO2 emissions [20]. Akter et al. investigated the biomass 

potential of 25 different agricultural crops in Bangladesh and found that they have a biogas 

production capacity of 9,868 million m3. They stated that this potential can meet 88% of the 

total electricity consumption of the country [21]. 
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In this study, considering that Türkiye has a developed potential in the field of animal 

husbandry and does not fully use this potential, seven provinces that are rich in terms of the 

number of cattle, sheep, and poultry in 2023 have been determined. Depending on the number 

of animals in these provinces, manure amounts, methane values, and biogas energy potentials 

have been calculated for each province. The installed power values corresponding to these 

potentials and the values that meet the energy consumption of those provinces have been found. 

If there are relevant investments in the regions, these investments have been evaluated 

economically and the environmentally positive effects of these investments have been proven 

with numerical data. 

2 BIOGAS AND BIOMASS ENERGY 

Biogas is obtained from the biochemical fermentation and microbiological activity of 

various organic wastes under anaerobic conditions. The energy obtained from biogas is called 

biomass energy. Biomass sources are diverse as shown in Figure 2 [22]. The formation stages 

of biogas using resources and their explanations are given in Figure 3 [23]-[24]. 

 

Figure 2. Biomass resources. 
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Figure 3. Formation stages of biogas. 

The content of biogas, which is a colorless, odorless, lighter than air and gas mixture 

with high thermal value that burns with a bright blue flame, is given in Table 1. The composition 

of the gas varies according to factors, such as ambient temperature, water content, acidity, and 

type of residues [25]. 

Table 1. Composition content of biogas. 

Components Volume content (%) 

Methane (CH4) 40-70 

Carbon dioxide (CO2) 30-60 

Hydrogen (H2) 5-10 

Nitrogen (N2) 1-2 

Water vapor (H2O) 0.3 

Hydrogen Sulphide (H2S) Small quantities 

 

Although it depends on the components in terms of calorific value, one cubic meter of 

biogas has 5500-6000 kcal energy. When biogas is compared to other fuels; 1 m3 of biogas is 

equivalent to 0.60 m3 of natural gas, 0.70 liters of gasoline, 0.65 liters of diesel fuel, and 0.80 

kg of coke [25]. From an electrical point of view, biogas is equal to 4.70 kWh of electrical 

energy [25], making this gas produced by burning various biomasses an important renewable 

energy source today. 
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3 MATERIAL AND METHOD 

In this section, the data set and mathematical formulas regarding the production of 

biogas from animal waste and its energy, economic and environmental evaluation are presented. 

3.1 Material 

Türkiye has a favorable potential for animal husbandry due to its natural resources and 

ecological conditions, and the animal husbandry sector has an important place in the national 

economy. Therefore, the approach in this study is to prevent the harm of these wastes to the 

environment and to support meeting the increasing energy demand by converting these wastes 

into energy. 

Accordingly, 7 provinces rich in large animals, small animals, and poultry have been 

identified in Türkiye for 2023. Another important feature of these provinces is that they are 

among the most populous provinces of the country and have high electricity consumption.  

These provinces are Konya, Erzurum, Ankara, İzmir, Diyarbakır, Balıkesir and Aydın. The 

number of large animals, small animals and poultry animals including chickens, turkeys and 

goose in these provinces in 2023 is given in Table 2 [26]. 

Table 2. The number of animals of provinces for 2023. 

Province 
Large 

Animals 

Small 

Animals 

Chicken 

(Laying 

hens) 

Chicken 

(Broiler) 
Goose Turkey 

Poultry  

Animals 

Konya 928,335 3,059,048 10,702,230 209,200 18,976 32,093 10,962,449 

Erzurum 696,321 877,869 141,859 0 14,669 8,184 164,712 

Ankara 610,514 1,879,345 9,011,815 610,514 18,249 16,756 9,657,334 

İzmir 816,337 813,211 5,230,818 12,241,010 3,748 210,972 17,686,578 

Diyarbakır 580,335 2,070,682 533,880 270,400 20,542 87,658 912,480 

Balıkesir 532,646 1,327,116 5,674,117 29,174,723 1,027 40,239 34,890,106 

Aydın 491,087 363,364 858,308 2,397,250 3,312 5,403 3,264,273 

 

3.2 Method 

The following steps and relevant mathematical equations are used to calculate the 

biomass energy to be obtained from animal waste. 
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3.2.1 Determination of Biomass Energy Potential and Generation 

Depending on the number of animals, the annual amount of wet manure that can be 

produced from large-small animals and laying hens chicken, broiler chicken, goose, and turkey 

can be found by using the Equations between 1 and 4, respectively [7]-[8], [27],[28].  

𝑇𝐴𝑊𝑀 (1) =
∑ 𝑞 ∗ 365𝑁

𝑖=1

1000
 (1) 

𝑇𝐴𝑊𝑀 (1) =
∑ 𝑞 ∗ 42𝑁

𝑖=1

1000
 (2) 

𝑇𝐴𝑊𝑀 (1) =
∑ 𝑞 ∗ 98𝑁

𝑖=1

1000
 (3) 

𝑇𝐴𝑊𝑀 (1) =
∑ 𝑞 ∗ 110𝑁

𝑖=1

1000
 (4) 

where N, TAWM and q represent the number of animals, total amount of annual wet manure (t 

year-1) the average amount of manure per animal, respectively. Considering the animals' stay in 

the shelter, the amount of utilizable wet manure can be calculated from the total amount of 

fertilizer with the help of the Equation 5 [27]. 

𝑇𝐴𝑈𝑊𝑀 = 𝑇𝐴𝑊𝑀 ∗ 𝑏𝑓 (5) 

where TAUWM is the total amount of utilizable wet manure per year (t year-1) and bf represents 

the benefit rate as a percentage.  The proportion of solids in the utilizable wet manure (Tsm) 

obtained is found by using Equation 6, and the proportion of volatile solids in the solids (Tvsm) 

is found by using Equation 7 [27]. 

𝑇𝑠𝑚 = 𝑇𝐴𝑈𝑊𝑀 ∗ ƞ𝑠𝑚 (6) 

𝑇𝑣𝑠𝑚 = 𝑇𝑠𝑚 ∗ ƞ𝑣𝑠𝑚 (7) 

where ƞ𝑠𝑚 and ƞ𝑣𝑠𝑚 are percentage for the proportion of solids in wet manure and the 

proportion of volatile solids in solid manure, respectively. The methane production of manure 

from (TCH4) is calculated by multiplying the volatile solids content by the percentage of methane 

production (µ). The equation for this is shown in Equation 8 [7]-[8],[27].  

𝑇𝐶𝐻4
= 𝑇𝑣𝑠𝑚 ∗ 𝜇 (8) 

 



Y. A. Yıldız, M. Güçyetmez / BEU Fen Bilimleri Dergisi, 14 (1), pp. 39-55, 2025 

 

 

47 

The energy potential that can be generated from methane gas (Ep) is calculated by 

multiplying the amount of methane and the energy equivalent of methane [7], [27]. 

𝐸𝑝 = 𝑇𝐶𝐻4
∗ 𝑒𝐶𝐻4 (9) 

where eCH4 is the energy equivalent of 1 m3 methane (kWh). The energy equivalent of methane 

is taken as 10 kWh. The electrical energy equivalent to be produced from methane is found with 

the help of Equation 10 [7]-[27]. 

𝐸𝑔 = 𝑇𝐶𝐻4
∗ 𝑒𝐶𝐻4  ƞ𝑐 (10) 

where ƞc is the electricity conversion coefficient. ƞc value varies between 25% and 40% 

depending on the power generation plant. For this study, this value is taken as 35% [7]-[27]. 

The coefficients between Equations 5-8 have been determined as a result of literature reviews 

and market research, and the values used in the study are given in Table 3 [7]-[27]. 

Table 3. Coefficients related to equations. 

Animal Type 
q 

(kg) 

bf 

(%) 

ƞ𝒔𝒎 

(%) 

ƞ𝒗𝒔𝒎 

(%) 

µ 

(%) 

Large animals 29 90 15 83 25 

Small animals 2.1 13 23 75 30 

Chicken 0.16 70 19 75 35 

Turkey 0.38 68 19.36 76 35 

Goose 0.33 68 17.27 61.28 35 

 

3.2.2 Performing Economic Analysis 

The inputs that make up the costs of the biomass facility consist of items such as 

installation costs, operating costs, general maintenance and intermediate maintenance costs, 

commissioning costs of generators, personnel costs; and Equation 11 is used to calculate the 

total cost [29]. 

𝐶𝑇 = 𝐶𝑖 + 𝐶𝑂 + 𝐶𝑀 + 𝐶𝐿 + 𝐶𝐺𝑅 (11) 

where CT, CO, CM, CL, CGR is the installation, operation, maintenance, labour, and generation 

reinstallation cost, respectively. The payback period defines how many years it will take to 

recover the initial investment amount. This value is calculated as follows [29]: 

𝑛 =
𝐶𝑎𝑝𝑖𝑡𝑎𝑙 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 

𝑛𝑒𝑡𝑐𝑎𝑠ℎ−𝑖
=

𝐶𝑖 + 𝐶𝑂

𝑟𝑒𝑣𝑒𝑒𝑠 − 𝑐𝑜𝑡ℎ
 (12) 
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where n is the payback period (year), netcash-i is the annual net cash inflow. revees is the income 

obtained from the sale of electrical energy in that year, and coth is the sum of expenses such as 

maintenance and personnel expenses that may occur in that year. 

3.2.3 Performing Emission Analysis 

The biggest advantages that biomass energy can provide to the environment are 

collecting waste released into the environment through recycling, preventing sediment 

formation in the environment, and reducing greenhouse gas emissions, which are the biggest 

danger in terms of global warming. The amount of total greenhouse gas reduction with biomass 

energy generation is found with the help of Equation 13 [30]. 

𝑇𝐺𝐻𝐺−𝑅 = 𝐸𝑔 ∗ ƞ𝐺𝐻𝐺  (13) 

where TGHG-R is the total amount of greenhouse gas reduction (GHG), ȠGHG is the greenhouse 

gas conversion coefficient. Another important perspective of GHG mitigation is the carbon 

market. The carbon market stands for carbon trading, where a carbon quota is equal to 1 ton of 

carbon dioxide. In basic practice, countries are given a specific carbon emission quota, which 

is expected to be shared equally among producers. If any producer exceeds its quota, it can buy 

it from another producer that already has a quota. In this way, a carbon trading market has 

emerged. Carbon markets are divided into two. These are called mandatory markets and 

voluntary markets. In voluntary markets, a ton of carbon is worth between 4.5-5.5 Euros/dollar, 

while in mandatory markets this value goes up to 80 Euros. In Türkiye, voluntary "Voluntary 

Carbon Markets" practices aiming to reduce carbon emissions have been ongoing since 2005. 

Accordingly, the market value of reducing 1 ton CO2 (Mv) is found with the help of Equation 

14.  

𝑀𝑉 =  𝑇𝐺𝐻𝐺−𝑅 ∗ 𝑝𝐶𝑂2 (14) 

where pco2 is the price of one ton of carbon. Also, the equivalencies of the GHG 

reduction achieved through energy from biomass in terms of gasoline, forest land, and 

recovered waste have been evaluated in the emission analysis. Reduction of 1 ton of CO2 is 

approximately equivalent to 429.6 L of unconsumed gasoline (Nuncongasoline), 227.6 acres of 

carbon absorbing land (Nforestland) and 344.9 tons of recovered waste (Nrecoveredwaste). Using these 

values, the relevant equations are given below [31]. 
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𝑁𝑢𝑛𝑐𝑜𝑛𝑔𝑎𝑠𝑜𝑙𝑖𝑛𝑒 = 𝑇𝐺𝐻𝐺−𝑅 ∗ 429.6 (15) 

𝑁𝑓𝑜𝑟𝑒𝑠𝑡𝑙𝑎𝑛𝑑 = 𝑇𝐺𝐻𝐺−𝑅 ∗ 227.6 (16) 

𝑁𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑𝑤𝑎𝑠𝑡𝑒 = 𝑇𝐺𝐻𝐺−𝑅 ∗ 344.9 (17) 

4 RESULTS AND DISCUSSION  

The annual methane production amount, total energy potential, and annual energy 

production amounts that can be produced in these provinces have been calculated by using the 

number of animals in the provinces with developed animal husbandry in Türkiye (Table 1) and 

various mathematical equations and coefficients in section 3.2.1. The values found are 

summarized in Table 4. 

The annual electricity production that can be obtained as a result of the use of animal 

manure in the regions is shown in Figure 4. Accordingly, the highest electricity production is 

realized in Konya province with 1,095.36 GWh, while the lowest electricity consumption is 

realized in Aydın province with 524.43 GWh. 

Table 4. Total CH4, energy potential and electricity generation values of provinces. 

Province Animal Type 
TCH4 

(km3 year-1) 

Ep 

(Gwh year-1) 

Eg 

(Gwh year-1) 

Konya 

Large Animals 275,262.7 2,752.7 963.4 

Small animals 15,774.4 45.26 55.2 

Poultry 21,932.188 3.13 76.76 

Erzurum 

Large Animals 206,467.8 2,064.7 722.6 

Small animals 4,526.8 45.26 15.8 

Poultry 313.163 3.13 1.096 

Ankara 

Large Animals 181,024.9 1,810.2 633.6 

Small animals 9,691.1 96.91 33.9 

Poultry 18,556.7 185.57 64.95 

İzmir 

Large Animals 242,053.9 2,420.5 847.2 

Small animals 4,193.4 41.93 14.7 

Poultry 13,848.8 138.488 48.471 

Diyarbakır 

Large Animals 172,224.7 1,722.2 602.8 

Small animals 10,677.7 106.77 37.4 

Poultry 1,297.0 12.97 4.54 

Balıkesir 

Large Animals 157,936.1 1,579.4 552.8 

Small animals 6,843.4 68.43 23.9 

Poultry 18,473.37 184.73 64.66 

Aydın 

Large Animals 145,613.3 1,456.1 509.7 

Small animals 1,873.7 18.73 6.6 

Poultry 2,323.0 23.23 8.13 
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Figure 4. Electricity generation from biogas in provinces. 

 

The graphical representation of the electricity generation values obtained according to 

animal species in the provinces is given in Figure 5. In addition to the fact that the majority of 

biomass energy production in the provinces is generally obtained from large animal wastes, 

poultry has a significant impact on biogas energy for Balıkesir province. 

After calculating the amount of biogas energy production with animal manure, the total 

energy consumption of the regions and especially the electricity consumption of the households 

in the regions have been investigated. According to the 2023 report of the Energy Market 

Regulatory Authority [32], the total electricity consumption and residential electricity 

consumption values of these provinces in that year are given in Table 5. In addition, the 

percentages of the energy obtained from biogas covering these consumptions have also been 

calculated. 

As seen in Table 5, biogas is an especially important energy source. Even in Erzurum 

alone, all of the household consumption can be met by biomass energy. Therefore, it would not 

be wrong to say that biomass energy will be one of the most important renewable energy sources 

for the provinces in the coming years if the potential of biogas is utilized.  
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Figure 5. Electricity generation values from biogas by animal type in provinces. 

Table 5. Percentages of production meeting consumption. 

Province 

Total electricity 

consumption 

(GWh) 

Residential 

electricity 

consumption 

(GWh) 

Covering total 

electricity 

consumption 

(%) 

Covering residential 

electricity 

consumption 

(%) 

Konya 8,031.271 1,598.422 13.63 68.52 

Erzurum 964.453 395.556 76.67 100 

Ankara 14,879.935 4,835.479 4.92 15.14 

İzmir 16,422.049 4,627.856 5.54 19.67 

Diyarbakır 3,137.268 1,070.959 20.55 60.20 

Balıkesir 3,950.758 1,155.818 16.23 55.49 

Aydın 3,098.515 1,167.488 16.93 44.92 

 

After comparing energy generation values and consumption values, necessary 

calculations have been made to evaluate the investments economically in the case of investing 

in a biogas facility in these regions. Based on the fact that a year consists of 8,760 hours in these 

facilities, the installed power values that can be installed in the regions have been calculated by 

assuming that the facilities operate for approximately 8000 hours. Accordingly, an installed 

power potential of 137 MW in Konya, 92 MW in Erzurum, 91 MW in Ankara, 113 MW in 

Izmir, 81 MW in Diyarbakır, 80 MW in Balıkesir, and 67 MW in Aydın has been found. 

Cost items of biogas facilities change from day to day. However, as a result of literature 

research and market research, it is generally accepted that the average cost of electrical output 

power per kW is 3,600 Euros [33]. The Euro-TL exchange rate has been taken as 35 TL, and 

capital investment has been calculated according to the installed capacities of the regions. 

Likewise, as of July 1, 2024, the electrical energy sales price of biomass in Türkiye is 2.9047 

TL and the evening support is 0.4836 TL [34]. Considering the evening support, the annual 
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electricity returns of the investments have been calculated by taking the average electrical 

energy sales price as 3.00 TL. Since installed power values have been determined according to 

the amount of raw materials, the payback period for investments to be established for all 

provinces has been found to be five years. In case of any equity, this value will decrease further. 

If investments have a lifespan of approximately 25 years, the profitability rates to be achieved 

after five years are quite high. Therefore, it is recommended to make these investments in these 

provinces. The relevant results are listed in Table 6. 

In analysing the contribution of energy from biomass to the environment, the amount of 

greenhouse gas reduction with the energy obtained from biomass in the provinces and its market 

value in the carbon markets have been calculated. As of January 1, 2024, the greenhouse gas 

conversion coefficient of the final electrical energy for Türkiye is determined as 0.689 t_C02-

eq. per MWh [35].  In the calculation of the market value, 1 Euro has been accepted as 35 TL. 

In addition, the equivalents of unconsumed gasoline, forest land, and recycled waste of the 

annual greenhouse gas reduction for the provinces have been also calculated. The calculated 

values are listed in Table 7. As can be seen from the values in Table 7, while generating income 

with biomass energy, the environment is protected in many ways. 

Table 6. The results of economic analysis. 

Province 

Installed power 

capacity 

(MW) 

Capital 

investment 

(million TL) 

Income electricity 

sales 

(million TL/year) 

Payback period 

(year) 

Konya 137 17,262 3,286.08 ~5 

Erzurum 92 11,592 2,218.5 ~5 

Ankara 91 11,466 2,197.4 ~5 

İzmir 113 14,238 2,731.11 ~5 

Diyarbakır 81 10,206 1,934.21 ~5 

Balıkesir 80 10,080 1,924.08 ~5 

Aydın 65 8,190 1,573.29 ~5 

 

Table 7. The results of emission analysis. 

Province 
Eg 

(GWhyear-1) 

TGHG-R  

(ktonyear-1) 

Mv 

(millionTL 

year-1) 

Nuncomgasoline 

(kL/year) 

Nforestland 

 

(km2/year) 

Nrecoveredwaste 

(Mtonyear-1) 

Konya 1,095.36 754.70 118.86 324.22 171,769 260.3 

Erzurum 739.496 509.51 80.25 218.89 115,964 175.73 

Ankara 732.45 504.66 79.48 216.80 114,861 174.1 

İzmir 910.371 627.25 98.79 269.47 142,762 216.3 

Diyarbakır 644.739 444.23 69.96 190.84 101,107 153.2 

Balıkesir 641.36 441.90 69.59 189.84 100,576 152.4 

Aydın 524.43 361.33 56.91 155.23 82,238 124.6 
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5 CONCLUSION 

In this paper, seven provinces in Türkiye where animal husbandry is developed have 

been identified, and biomass energy in these regions has been investigated. The numbers of 

large animals, small animals, and poultry in these provinces as of 2023 have been researched. 

Depending on the number of animals, the amount of fertilizer, methane amount, and biomass 

energy have been calculated annually. It has been observed that a minimum of 524.43 GWh and 

a maximum of 1095.36 GWh of electrical energy can be obtained in 7 provinces. In addition, 

the electricity generated has a coverage rate varying between 15.14% and 100% of household 

electricity consumption in the provinces. It has been numerically shown that if biomass energy-

based facilities are built in the provinces, these facilities will pay back in five years without any 

equity capital, and since the investment period is 25 years, they will bring a substantial profit 

after five years. Finally, the positive effects of biomass energy on the environment have been 

investigated. It has been calculated that biomass energy will reduce greenhouse gas by a 

maximum of 754.7 ktons and a minimum of 361.33 ktons per year for the provinces, and this 

will provide extra profit to the investor due to carbon credits. It has also been emphasized that 

evaluating biomass energy is environmentally important by calculating the values of 

unconsumed gasoline, unused land, and recycled waste depending on greenhouse gas reduction 

values. 
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 ABSTRACT  

 

The characteristic distinguishing features of a person define that person. With these 

characteristics, a person can be distinguished from other persons. Forensic sciences have to 

identify individuals in some cases. In identification, dental images are frequently used today, 

especially in age and gender determination procedures. In this study, a data base was created in 

which panoramic dental x-ray images could be used to identify people. By removing the borders 

from panoramic dental X-ray images, a total of 1313 dental images and 162 distinct tooth groups 

were generated. These images have undergone pre-processing to achieve improved results. 

Preprocessed images are saved in a folder. The preprocessed images are corrected with a novel 

and originally developed rotation algorithm. The application was developed in C # programming 

language. 

 

 
Keywords: Dataset create, Computer programming, Panoramic graph, Image processing,  

X-ray images. 
 

 

1 INTRODUCTION 

Age estimation from teeth plays an important role in various fields. In forensic medicine, 

age estimation from teeth is an important tool, especially in identifying unidentified corpses. 

This method helps in cases such as determining the cause of death and finding missing persons. 

In anthropology, in the study of prehistoric human populations, age estimation from teeth 

provides information about the life span, health status and social structures of individuals [1]. 
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In paleontology, examination of teeth is of critical importance in fossil findings, especially in 

determining the ages of early human species. In immigration and asylum, in some countries, 

age estimation from teeth can be used to determine the ages of immigrants and refugees without 

identity documents. This is especially important in terms of protecting children and correctly 

conducting legal processes. In orthodontics and dentistry, the developmental stages of teeth are 

used to monitor the growth and development processes of children. This helps in making 

appropriate orthodontic treatment plans. Age estimation from teeth is generally based on the 

growth, development and wear patterns of teeth [2]. The accuracy of identification methods can 

vary based on an individual's genetic and environmental factors. In forensic medicine, 

identification, which involves recognizing the characteristics of living or deceased individuals, 

is a critical concern. Identification may be necessary for various reasons, such as natural 

disasters, legal or forensic cases, with age determination being a vital component of this process 

[3-4]. Teeth are the structure that will be affected at the latest by external factors and physical 

factors. Teeth are also frequently found on the person after physical wear. Today, atlases are 

used in dental practice and forensic sciences for the prediction of age, showing the development 

and riding stages of the teeth. It is a method used in identification studies during mass disasters, 

particularly when there are numerous casualties [5]. The studies carried out to date in the 

forensic events show that the identification of the forensic sciences will remain a growing and 

popular field of occupation. Race, age, gender, physical properties are the identity parameters 

that the forensic sciences give priority [6]. They conducted various segmentation and 

identification procedures on dental X-ray images [7-9]. These analyses are an effective tool in 

identifying individuals and making correct decisions in social or legal situations. By using 

different methods of dental x-ray images [10-11], by measuring different areas of the tooth [12], 

by making measurements in young and pediatric teeth [13-17], age estimations for were made 

depending on the human skeletal size [18-19]. Avuçlu and Başçiftçi used artificial intelligence 

techniques to determine age and gender by preprocessing dental images [20-23]. 

In this study, the dental images acquired from panoramic dental x-rays were manually 

prepared. These images were first applied to image pre-processing. With these image processing 

techniques, a database was created to perform age and gender estimation from dental images. 

These images can be used not only to predict age and gender, but also to be used in other 

subjects such as classification, recognition and diagnosis in artificial intelligence techniques. 
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2 MATERIAL AND METHOD 

In this study, the database consists of images obtained from the X-ray device shown in 

Figure 1. 

  

Figure 1. Panoramic X-ray device. 

Extracted tooth images are stored in the source folder. There are a number of procedures 

to create a database from dental images. The flow diagram showing the sequence of this 

operation is shown in Figure 2.  

 

Figure 2. Flow diagram. 
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As shown in Figure 3., the teeth images are first applied to the methods. Thus, it is 

ensured that the images are of a certain standard quality. With otsu image thresholding method, 

tooth images are converted to binary form. The overall structure of the program is as shown in 

Figure 3. 

 

Figure 3. General Methodology. 

Gray scale is a term used in image processing to describe a format that represents a color 

image as only black, white, and shades of gray in between. Such images are a single-channel 

format, where each pixel has only the light intensity. 

Foreground enhance is a technique that aims to increase the visibility and distinctness 

of foreground objects or regions in an image. This process is used specifically to strengthen the 

differences between the background and the foreground in an image and to make foreground 

objects clearer. 

Median filtering is a technique specifically designed to reduce noise. It is often preferred 

because it removes noise while preserving the edges. 

Otsu Thresholding is an automatic binary image acquisition method used in image 

processing. This method is used to separate pixel values in an image into two classes (e.g., 

objects and background). Otsu Thresholding provides an effective solution, especially in cases 

where it is difficult to choose a specific threshold value. 
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2.1 Creating Dataset 

Each of these recorded images was examined one by one and sturdy teeth were selected. 

When enumerating the teeth, the Universal Numbering System was used. Accordingly, the 

numbering of the teeth is as shown in Figure 4. 

 

Figure 4. Dental Numbering System. 

2.2 Zoom and Free Drawing Processes 

The image zoom technique is used to accurately remove the boundaries of the tooth 

image. Zooming is the process of software incrementing an image at pixel dimensions. With 

the C # programming language, zooming, dimensioning and limiting operations on the tooth 

images can be performed. Digital zoom is used as in Figure 5. 

 

Figure 5. Zooming. 

The user selects the tooth area. As shown in Figure 6, the click zones are marked with 

yellow circles. These sections can be adjusted later if needed.  The chosen teeth are separated 

from the boundary regions. 
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Figure 6. (a) Freehand drawing (b) Zooming (c) Editing and saving. 

Figure 7 shows the parts of the tooth (a) and the teeth created by removing the 

boundaries in the database (b). 

 

 Figure 7. (a) Tooth sections (b) Drawing result. 

The database creation process is recorded with the age, gender, number, and number of 

each tooth (AGE_GENDER_TOOTHNUMBER_COUNT.jpeg). As a result, for example, the 

3nd tooth of 19 number for the males of 11 year old is saved as follows: 11_M_19_3. The tooth 

name of someone whose gender is female is kept as F instead of M. An example of this is shown 

in Figure 8, and a portion of this dataset appears. 
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Figure 8. Database view. 

Figure 9 shows the number of teeth in the 4-21 age group. In addition, age, gender 

information of these teeth are also seen. 

 

Figure 9. Age of 4-21 Dataset. 
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Figure 10 shows the number of teeth in the 21-63 age group. 

 

Figure 10. Age of 21-63 Dataset. 

2.3 Developed Method for Rotation 

Teeth are automatically corrected for more accurate and standard results. The tooth 

rotation algorithm was developed as new and original. 

 

Figure 11. Tooth rotating. 

In Figure 11, the tooth is rotated 180 degrees and the rotation is stopped when the total 

value on the Y axis during rotation is the smallest because the tooth is then in the most upright 
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position. In Figure 12, Algorithm-1 checks whether the tooth is in the correct position 

(perpendicular). 

 

Figure 12. Fix Position. 

In Figure 13, Algorithm-2 is a sub-method of Algorithm-1 and controls the rotation 

process of the tooth. 

 

Figure 13. Calculate Position Value. 
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As a result of this process the database is prepared and can be used for the desired study. 

Figure 14 shows a section from the database of 7-7.5 years old rotated tooth image. 

 

Figure 14. A section from the database. 

3 DISCUSSION 

Dental images of the same age and gender group of 37,5_F_18_1 and 37,5_F_18_2 may 

differ as shown in Figure 15. This could be in any group of teeth. If the database is prepared in 

this way, then some test methods may have a higher error rate. Such images should not be added 

to the database. 

 

Figure 15. The same age but different looking teeth. 

In real life, the size of people according to age can differ from theoretically. 

Morphological characteristics of the teeth in some dental groups etc. the information may be 

the same. In practice, such data may be encountered. 

The group (A) shown in Figure 16 is generally in the small age group. Since the pulp is 

not completely closed at this age, it should be included in the tooth. Incorrect boundary removal 

(B) causes incorrect calculations. The result should be like (C) after the correct border 

extraction. 
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Figure 16. Preventing incorrect drawings. 

In dentistry a mirror of a tooth has the same characteristics as itself. The teeth in the 

database in our study have the same properties as the mirror because they are rotated. Thus, the 

number of images in the dental database can be considered as 2630 images. The example mirror 

teeth shown in Figure 17 are shown. 

 

Figure 17. Mirror teeth. 

If the image of the teeth in the database has an upright appearance, the application gives 

more accurate results. Even on images taken from the same x-ray machine, the density may be 

different. For this reason, this effect was tried to be eliminated by using pre-process methods in 

this study. This study presents an example of how to create a dataset. The preprocesses 

suggested in this study are only suggestions. Different preprocesses can be applied and datasets 

of different sizes can be created. 

4 CONCLUSION AND SUGGESTIONS 

In this study, a database was created by using x-ray images, using image processing 

methods, to perform age determination process and to be used in different fields. First, 
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panoramic x-ray images were obtained. In these images, 1313 (2626 teeth with a mirror) 

boundary image was removed and added to the database. The images were first preprocessed 

so that each image was kept to a certain standard of appearance. After preprocesses, images 

were corrected in the plane with a novel and originally developed rotation algorithm. The 

created database can be used to process fields such as classification, recognition, image 

processing. In future studies, these images can be subjected to some pre-processing and age and 

gender estimates can be made by conducting experimental studies with deep learning models. 
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 ABSTRACT  

 

Removal of Oxytetracycline (OTC), which is in the antibiotic group with toxicological 

effects for aquatic ecosystems, is very important due to its negative effects on flora and fauna. 

Adsorption process, which is one of the most effective methods for removing pharmaceutical 

pollutants, is an economical and environmentally friendly method. For this reason, in this study, 

biosorbent obtained from pine tree (Pinus nigra Arn.) waste cone powder (Pn-wcp), which is a 

low-cost and easily available waste material, was used. The results obtained from the batch 

adsorption experiments were tested with 4 different kinetic and isotherm models and various 

error functions were used to determine the most appropriate model. In order to optimize the 

variables in the adsorption system, contact time and initial OTC concentration factors were 

investigated. In addition, fourier transform infrared spectroscopy (FTIR), scanning electron 

microscope (SEM) and energy dispersive X-ray (EDX) images of raw and OTC-loaded Pn-wcp 

were examined. In this study, the most appropriate kinetic model was determined as Pseudo 

second order (PSO) with 0.999 R2 value and Freundlich isotherm model with 0.998 R2 value. In 

addition, the maximum adsorption capacity (qmax) was calculated as 67.51 mgOTC/gPn-wcp. 

The results show that Pn-wcp is a sustainable environmentally friendly biosorbent for OTC 

removal. 
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1 INTRODUCTION 

Antibiotics are used to control bacterial infections in humans and agriculture [1]. With 

the development of aquaculture and animal husbandry in the world, the use of oxytetracycline 

(OTC), a type of antibiotic, has increased excessively [2]. Only a small amount of tetracyclines 

used in treatment can be metabolized or absorbed by humans and animal [3]. Residues of these 

antibiotics reach the recipient environment and accumulate there, and this accumulation can 

lead to the emergence of resistant strains with antibiotic resistance [4], [5]. For this reason, 

antibiotics pose a potential threat to human health through biomagnification and drinking water 

use [6]. Antibiotics with toxicological properties for flora and fauna are frequently detected in 

surface waters because conventional wastewater treatment processes cannot adequately remove 

many of them [7]. Studies have detected OTC as the most abundant antibiotic in two large rivers 

in the Pearl River System in China, with concentrations of up to 2030 ng/L in water and 2100 

ng/g in sediment [8]. The presence of antibiotics that have the potential to reach the recipient 

environment creates problems due to their possible potential effects on the ecosystem. For these 

reasons, their elimination is of great importance The development and use of useful water 

treatment technologies are essential for the removal of these drugs, which have ecotoxicological 

properties and cause antibiotic resistance in aquatic ecosystems [9] Different removal methods 

are used for OTC removal from aquatic environments. Various treatment processes such as 

aerobic systems [10], ozonation [11], electrochemical processes [12], UV degradation [13], 

adsorption [14], [15] have been frequently applied for OTC removal. Among the alternative 

methods for OTC removal, the adsorption process is used intensively due to its effectiveness, 

cheapness, environmental friendliness, and less toxicity [16]. Recently, researchers have been 

interested in producing low-cost and effective new biosorbents, especially from by-products or 

waste products obtained from industrial or agricultural processes [17]. 

In this study, waste pine cones were used to investigate OTC biosorption from aqueous 

solutions in a batch system. Also 4 different kinetic and isotherm models were tested and 

various error functions were used to determine the best-fit model. Additionally, pH, contact 

time and initial OTC concentration factors were investigated to optimize the variables in the 

adsorption system. Furthermore, FTIR and SEM-EDX images of raw and OTC-loaded pine 

cone biosorbent were investigated. The results indicate that the biosorbent obtained from waste 

pine cones is an environmentally sustainable material for OTC removal from aqueous solutions. 
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2 MATERIAL AND METHOD 

2.1 Chemicals 

In experimental studies, Pan Trivalent injection solution (Zoetis, Türkiye) was used as 

OTC source. 1 mL of the solution is equivalent to 30 mg Oxytetracycline hydrochloride. 0.1 M 

NaOH and 0.1 M H2SO4 were used to adjust the pH during the adsorption process.  

2.2 Preparation of Pn-wcp 

The pine cones used in the study were obtained from the area given in the location details 

(37.910665-40.275318) of Dicle University Campus (Diyarbakır/Türkiye). Pine cones that had 

fallen under the trees were collected seasonally. The pine cones were first washed with tap water 

3 times to remove impurities (mostly leaves and sand), then passed through pure water and 

dried in sunlight. The dried pine cones were first broken with a pestle and then ground in a 

laboratory mill. After the process, they were passed through 75-micron sieves and stored for 

use in experiments. 

2.3 Adsorption studies 

Adsorption studies were carried out at 25±2 0C and 200 rpm in an orbital shaker 

(Heidolp, Unimax1010, Germany). Batch adsorption experiments were carried out in the pH 

range of 3-10 and especially concentrated at pH 5.0 ±0.5, where OTC has a maximum water 

solubility [18]. In the wavelength scan, the abs value of the OTC solution with a concentration 

of 6.6 mg/L and a pH value of 5 was measured as 0.226. The full wavelength scan is presented 

in Figure 1. OTC stock solution with a concentration of 1000 mg/L was prepared and necessary 

dilutions were made from the obtained solution to create a calibration curve on a UV-Vis 

spectrophotometer (Hach DR6000, Germany).  

When creating the calibration curve of OTC, necessary dilutions were made from the 

stock solution. 50 mg/L intermediate stock mixture was obtained, and 2/3 ratios were prepared 

from 9 different solutions until the ratios reached 2.055 mg/L and the calibration curve was 

obtained in the spectrophotometer. The equation is y = 0.0291x + 0.0087 (R2:0.999). The 

absorbance of the OTC solution was carried out with a UV-Vis spectrophotometer at a 

maximum wavelength of 354 nm to determine the concentration [19]. In a study where OTC 

removal was performed with activated carbon, it was reported that OTC measurement with UV-

Vis peaked in the pH range of 3.68-8.57 and at wavelengths of 354-366 nm [20].  
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Figure 1. Wavelength scanning results of 6.6 mg/L OTC solution. 

MS-Excel program was used in the model calculations of the study and graphics were 

created with Origin Pro 8.5. Additionally, equations 1 and 2 were used to evaluate the results 

obtained in each experiment.  

𝑅(%) =
𝐶0 − 𝐶𝑒

𝐶0
× 100 (1) 

𝑞𝑒 =
(𝐶0 − 𝐶𝑒) × 𝑉

𝑚
 (2) 

Here, R represents the % removal efficiency, C0 (mg/L) is the initial OTC concentration, 

Ce (mg/L) is the equilibrium concentration of OTC, qe is the equilibrium adsorption capacity, V 

(L) is the volume of OTC solution, and m (g) is the amount of Pn-wcp. 

2.4 Impact of environmental factors 

The effect of time and initial concentration on the adsorption of OTC molecules onto 

Pn-wcp was tried to be determined. In order to determine the effect of time, 50 mL of OTC 

solution with an initial concentration of 75 mg/L was taken and 50 mg Pn-wcp was added to it. 

In the experiment carried out at room temperature and pH 5.0 ±0.5, samples were taken at 

certain time intervals and OTC concentrations were measured. On the other hand, in order to 

determine the effect of initial OTC concentration on adsorption, OTC solutions were added to 

7 different tubes with volumes of 10 mL under the same conditions, with initial concentrations 

ranging from 10.13 to 116.76 mg/L.  

2.5 Kinetic and isotherm studies 

For kinetic studies, a 50 mL solution with a concentration of 50 mg/L was prepared from 

the stock OTC solution. 50 mg of Pn-wcp was added to the solution and samples were taken 
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with a 0.45-micron syringe filter at certain times in the orbital shaker and the concentration was 

found at the specified wavelengths in the UV-Vis spectrophotometer.  

For isotherm studies, experiments were carried out by adding 10 mg of Pn-wcp to each 

of 7 different falcon tubes with a volume of 10 mL, with initial OTC concentrations ranging 

from 10.13 to 116.76 mg/L. Pseudo first order (PFO), PSO, Intra-particle diffusion and Elovich 

models were used for kinetic models and interpreted with Freundlich, Langmuir, Temkin and 

Dubinin-Radushkevich models for isotherm models. The equations used are presented in Table 

1.  

Table 1. Kinetic and isotherm models used in OTC adsorption on Pn-wcp. 

 Model Equation References 

K
in

et
ic

 m
o
d

el
s PFO 𝑞𝑡 = 𝑞𝑒(1 − e−k1t) [21] 

PSO 𝑞𝑡 =
𝑞𝑒

2𝑘2𝑡

1 + 𝑞𝑒k2𝑡
 [21] 

Intra-particle diffusion 𝑞𝑡 = 𝐾𝑖𝑑𝑡1/2 + 𝐶 [22] 

Elovich 𝑞𝑡 = 𝛽ln (𝛼𝛽𝑡) [22] 

Is
o
th

er
m

 m
o
d

el
s Freundlich 𝑞𝑒 = 𝐾𝐹𝐶𝑒

1/𝑛 [23] 

Langmuir 𝑞𝑒 =
𝑞𝑚𝑎𝑥𝐾𝐿𝐶𝑒

1 + 𝐾𝐿𝐶𝑒
 𝑅𝐿 =

1

1 + 𝑎𝐿𝐶e
 [23] 

Temkin 𝑞𝑒 = 𝐵𝑙𝑛(𝐴𝑇𝐶𝑒) 𝐵 =
𝑅𝑇

𝑏𝑇
 [24] 

Dubinin-Radushkevich 𝑞𝑒 = 𝑞𝑠𝑒−𝑘𝐷𝜀2
 [24] 

 

The terms qt and qe specified in the table indicate the amount of OTC removed per unit 

Pn-wcp (mg/g) at a time t and under equilibrium, respectively. The term k1 (min-1) indicates the 

PFO, the term k2 (g/mg.min) indicates the PSO and Kid indicates the Intra-particle diffusion 

model constant. α (mg/g.min) indicates the Elovich initial adsorption rate and the term β (g/mg) 

indicates the desorption constant. In the section where isotherm models are explained, qe (mg/g) 

indicates the amount of OTC adsorbed at equilibrium, Ce (mg/L) indicates the OTC 

concentration at equilibrium and qmax (mg/g) indicates the maximum adsorption capacity. Kf 

(mg/g) (L/mg) is the Freundlich constant 1/n, n is the dimensionless constant and indicates the 

adsorption density. The terms KL (L/mg) and aL are the Langmuir constant. RL represents the 

dispersion constant. In addition, B in the Temkin model represents the model constant, bT 
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(J/mol) represents the heat of adsorption, T (K) represents the temperature, and R (8.314 

J/molK) represents the universal gas constant. In the Dubinin-Radushkevich isotherm model, ε 

represents the Polanyi potential, and kD represents the model constant. 

2.6 Error functions 

The use of error functions is extremely important in the evaluation of the adsorption 

process. Different error functions are usually used to minimize the error distribution between 

the adsorption experimental data and the isotherm correlations. In order to minimize the error 

distribution, it is achieved by finding the minimum value of certain error functions or by 

maximizing them, depending on the definition of the error function used. For this reason, it is 

very important to choose an error function in order to evaluate the most suitable isotherm that 

best explains the experimental equilibrium data [25]. The error functions and equations used in 

the study are presented in Table 2. 

Table 2. The error functions and equations used in the study. 

Function Definition Equation References 

Error Sum of Squares (SSE) 𝑆𝑆𝐸 = ∑(𝑞𝑒,𝑐𝑎𝑙 − 𝑞𝑒,𝑒𝑥𝑝)2 

[26], [27] 
Sum of Absolute Errors (SAE) 𝑆𝐴𝐸 = ∑ |𝑞𝑒,𝑒𝑥𝑝 − 𝑞𝑒,𝑐𝑎𝑙|

𝑛

𝑖=1
 

Average relative errors (ARE) 𝑅𝐴𝐸 =
1

𝑛
∑ |

𝑞𝑒,𝑐𝑎𝑙 − 𝑞𝑒,𝑒𝑥𝑝

𝑞𝑒,𝑒𝑥𝑝
|

𝑛

𝑖=1

 

Hybrid fractional error function 

(HYBRID) 
HYBRID =

1

𝑁 − 𝑃
∑ |

𝑞𝑒,𝑒𝑥𝑝 − 𝑞𝑒,𝑐𝑎𝑙

𝑞𝑒,𝑒𝑥𝑝
| [27] 

Marquardt's percent standard deviation 

(MPSD) 𝑀𝑃𝑆𝐷 = √∑|(𝑞𝑒,𝑒𝑥𝑝 − 𝑞𝑒,𝑐𝑎𝑙)/𝑞𝑒,𝑒𝑥𝑝|
2

𝑁 − 𝑃
 [26] 

Non-linear Chi-Square test (X2) 𝑋2 = ∑
(𝑞𝑒,𝑒𝑥𝑝 − 𝑞𝑒,𝑐𝑎𝑙)2

𝑞𝑒,𝑐𝑎𝑙
 [26], [27] 

 

In order to evaluate the adsorption results, different error function models were used to 

examine the kinetic models. Five error analysis methods were used to determine the kinetic 

model parameters in the study. These are Sum of Absolute Error (SAE), Marquart's percent 

standard deviation (MPSD), sum of squared errors (SSE), hybrid fractional error function 

(HYBRID), mean relative error (ARE) and Nonlinear Chi-Square (X2) error functions.  
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3 RESULTS AND DISCUSSION 

3.1 Characterization results 

3.1.1 FTIR results 

FTIR spectra of raw Pn-wcp before the reaction and OTC-loaded Pn-wcp after the 

reaction are presented in Figure 2. Functional groups are seen between both cases. 

 

Figure 2. FTIR diagram of Pn-wcp before and after reaction. 

In the spectrum of the raw adsorbent, characteristic absorption bands are observed at 

wavelengths of 523 cm⁻¹, 789 cm⁻¹, 1014 cm⁻¹, 1258 cm⁻¹, 1608 cm⁻¹, 2032 cm⁻¹, 2338 cm⁻¹, 

2846 cm⁻¹ and 3190 cm⁻¹. These bands indicate the presence of functional groups (such as 

hydroxyl, carbonyl, and carboxyl groups) on the surface of the adsorbent. Especially the bands 

around 1608 cm⁻¹ indicate the C-O and C=C stretching, and therefore the presence of lignin, 

cellulose, and other organic components [28].   

Aliphatic C–H stretching vibration is found as a very weak peak at 2846 cm-1, while the 

asymmetric vibration of CH2 group belonging to aliphatic cellulose vibration is seen at 3190 

cm⁻¹ [29], [30]. The bands between 523 and 1014 cm⁻¹ represent –C–N– and –C–C– stretching, 

respectively [31]. After OTC adsorption, the obvious changes in the spectrum indicate that there 

is a chemical interaction on the surface of the adsorbent. Especially, the obvious changes in the 

regions of 1258 cm⁻¹, 1608 cm⁻¹ and 2846 cm⁻¹ may indicate that OTC interacts with the 

adsorbent surface and is probably held by hydrogen bonds or Van der Waals forces. 
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3.1.2 SEM and EDX results 

The SEM imaging technique is an important tool for characterizing active sorptive 

surface areas and basic physical properties of biosorbent surfaces. It helps in morphological 

characterization by providing information about particle shape and size distribution. The 

surface morphology of Pn-wcp was imaged before and after adsorption and is presented in 

Figure 3. When Figure 3-a is examined, it is seen that Pn-wcp exhibits a rough, irregular, 

heterogeneous structure. This structure creates the necessary areas for the biosorption of OTC. 

In the image obtained after adsorption (Figure 3-b), the pores are partially filled, and the 

roughness is reduced.  

The possible reason for this situation is that OTC molecules are adsorbed on the surface 

and pores. When the EDX graphs given in Figure 3 are examined, the changes after adsorption 

and the differences in element ratios support the successful adsorption of OTC molecules [32]. 

It can be said that especially oxygen groups play an active role in the process and are connected 

to the surface with the carbon-based structure of OTC. 

 

Figure 3. (a) SEM and EDX images of Pn-wcp before (b) and after reaction. 
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3.2 Adsorption Results 

3.2.1 Effect of contact time on removal efficiency 

The results obtained from the studies conducted to determine the effect of time on the 

adsorption of OTC molecules onto Pn-wcp particles are presented in Figure 4. 

 

Figure 4. Effect of time on the adsorption of OTC molecules onto Pn-wcp particles. 

 

According to Figure 4, the removal efficiency in the 1st minute was 3.8%, while it 

reached 10.5% in the 5th minute and 21.6% in the 45th minute, and the efficiency increase 

decreased in the following minutes. When the qt values were examined, it was determined as 

2.85 mg/g in the 1st minute, 7.90 mg/g in the 5th minute and 16.22 mg/g in the 45th minute. 

Similarly, the increase rate slows down considerably in the following minutes. Accordingly, the 

removal efficiency increases with the increase in the contact time of OTC particles and OTC 

molecules on Pn-wcp. The results showed that there was a rapid adsorption in the first minutes, 

then it gradually increased with increasing contact time until equilibrium was reached. When 

Figure 4 is examined, the gradual increase that started rapidly slowed down for a certain period 

and then reached equilibrium. The probable reason for this is that the sorption areas become 

close to saturation [33].  
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3.2.2 Effect of initial concentration on removal efficiency 

The results obtained from the experiments conducted to determine the effect of initial 

OTC concentration on the adsorption of OTC molecules onto Pn-wcp particles are presented in 

Figure 5. 

 

Figure 5. Effect of initial OTC concentration on the adsorption of OTC molecules onto Pn-

wcp particles. 

When Figure 5 is examined, when the initial OTC concentration is 10.13 mg/L, the 

removal efficiency is calculated as 19.55%, when the OTC concentration reaches 35.90 mg/L, 

the efficiency reaches 21.56%, and when the initial OTC concentration is 116.76 mg/L, the 

efficiency is calculated as 26.17%. When the removal efficiencies per unit adsorbent are 

examined, the initial OTC concentrations are calculated as 1.98, 7.74 and 30.56 mg/g at 10.16, 

35.90 and 116.76 mg/L, respectively. Accordingly, the increase in the OTC change in the 

medium causes an increase in the adsorption capacity in the removal efficiency. When the 

literature is examined, it was reported that the removal efficiency increased with the increase 

in OTC concentration in the adsorption study of OTC hydrochloride on magnetic zeolite/Fe3O4 

particles[34]. 
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3.2.3 Adsorption kinetics 

Adsorption kinetic models are very important for evaluating the performance of the 

adsorbent and investigating the adsorption mass transfer mechanisms [35]. In this study, the 

results obtained from 4 different kinetic models were compared with each other and presented 

in Table 3. In addition, the graphs obtained from the linearized forms of each model equation 

are also presented in Figure 6. The numerical values obtained in the laboratory environment 

during the adsorption of OTC molecules by Pn-wcp particles were tested with PFO, PSO, 

Elovich and Intra-particle diffusion models, respectively. In addition to these, the change graph 

comparing the numerical values obtained from the applied kinetic models with the amount of 

pollutant removed by the unit adsorbent (qt) obtained in the experimental studies is given in 

Figure 7. 

Table 3. Summary of the calculated kinetic models for the adsorption of OTC onto Pn-wcp. 

Kinetic models PFO PSO Elovich 
Intra-Particle 

Diffusion  

Parameters k1 = 0.052 k2 = 0.011 β = 0.317 ki = 1.321 

    qe = 17.834 α = 9.377 a = 5.295 

R2 0.987 0.999 0.958 0.784 

SSE 50.704 0.875 9.432 55.758 

SAE 16.810 1.665 8.719 21.222 

ARE 33.70 2.47 12.38 39.94 

HYBRID 47.184 1.614 4.942 26.204 

MPSD 0.993 0.960 0.970 0.987 

X2 6.746 0.102 0.797 8.394 

 

When Table 3 is examined, the R2 values of the PFO, Elovich and Intra-particle diffusion 

models were calculated as 0.987-0.958 and 0.784, respectively, while the R2 value of the PSO 

model was calculated as 0.999. The evaluation of error functions in the selection of the most 

appropriate model is very important in terms of the accuracy of the result. The lower the error 

value obtained in the model, the better the performance of the estimated model [36]. When the 

SSE value, which is the sum of the squares of the difference between the amounts of pollutants 

removed per unit adsorbent (qe,cal) obtained from the examined kinetic models and the results 

obtained from the adsorption process (qe,exp), is examined, it is seen that the PSO kinetic model 

has the smallest value (0.875). Again, in the SAE value, which is the sum of the absolute value 

of the difference between the batch adsorption experimental results and the model results, the 

PSO kinetic model is the lowest with the value of (1.665). 
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Figure 6. Regression curves, a) PFO, b) PSO, c) Elovich, d) Intra-Particle Diffusion. 

 

 

Figure 7. Graph of qt values versus time. 
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When the ARE value obtained from the absolute value of the difference between the 

model and adsorption experiments divided by the experimental results is examined, it is 

understood that the PSO kinetic model is the lowest with the value of (2.47). In the HYBRID 

value obtained as a result of the qe,cal division of the SSE values, the lowest value is again in the 

PSO model with the value of (1.614) and in the MPSD value, which is the error calculation 

made regarding the geometric error distribution, (0.960).  

When different literature studies were examined, it was stated that the PSO kinetic 

model was the model that best explained the process with the value of R2: 0.999 in the study on 

OTC adsorption using pine cone biochar modified with MnO2 [32]. Similarly, in the study on 

the removal of tetracycline from water with activator agents using activated carbon obtained 

from pine cones, it was reported that the PSO model was the model that best explained the 

adsorption process with the value of R2: 0.994 [38]. In a different study, it was stated that the 

removal of tetracycline with pine cone biochar prepared by hydrothermal pretreatment with 

KOH solution was aimed, and the adsorption process was similarly suitable for the PSO model 

[39]. When the obtained R2 values and error functions were evaluated together, it was seen that 

the PSO kinetic model was the most suitable model to explain the process among these 4 

models. 

3.2.4 Adsorption isotherms 

The application of adsorption isotherms is very important to explain the interaction 

between the adsorbate and the adsorbent of any system. The parameters obtained from the 

modeling of isotherm results provide important information for the appropriate analysis and 

design of the adsorption system [40]. In this study, Freundlich, Langmuir, Temkin and Dubinin-

Radushkevich isotherm models were used to interpret the data obtained from the experiments 

conducted for the adsorption of OTC molecules onto Pn-wcp particles. The results obtained 

from the models are presented in Table 4. In addition, the graphs obtained from the linear forms 

of each model are presented in Figure 8 (a), (b) (c) and (d). In addition, the comparison graph 

of qt values against Ce values, in which the isotherm models used are compared, is given in 

Figure 9. 
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Table 4. Summary of isotherm models calculated for the adsorption of OTC molecules onto 

Pn-wcp. 

Isotherms Freundlich Langmuir Temkin Dubinin-Radushkevich 

Parameters kF = 0.176 kL = 0.004 BT = 0.216 kD = 29.041 

  1/n = 1.153 RL = 0.8 kT = 0.102 qs = 14.354 

    qmax = 67.512   E = 0.131 

R2 0.998 0.917 0.831 0.682 

SSE 0.752 266.363 88.122 332.334 

SAE 1.605 27.367 21.668 31.770 

ARE 3.3 31.1 75.1 58.3 

HYBRID 0.07 31.07 23.34 14.74 

MPSD 0.930 0.988 0.986 0.981 

X2 0.056 10.681 13.846 16.446 

 

When Table 4 is examined, the R2 values of the Langmuir, Temkin and Dubinin-

Radushkevich models were calculated as (0.917), (0.831) and (0.682), respectively, while the 

R2 value of the Freundlich model was found to be 0.998. In the evaluation made with error 

functions, when the SSE, SAE, ARE, HYBRID, MPSD and X2 values were examined, they were 

calculated as (0.752), (1.605), (3.3), (0.07), (0.930) and (0.056), respectively. When similar 

literature studies were examined, the isotherm model in the study on the adsorption of quinolone 

antibiotics in water with activated carbon was defined as the Freundlich isotherm [41]. In the 

study carried out by Alnajrani and Alsager for the removal of antibiotics from aqueous 

environments, they reported that the Freundlich model with the highest R2 values represented 

the process in the best way [42]. As a result, when both R2 values and error functions are 

evaluated together in our study, it is seen that the adsorption of OTC molecules on Pn-wcp 

particles conforms to the Freundlich isotherm model. 
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Figure 8. Regression curves (a) Freundlich, b) Langmuir, c) Temkin, d) Dubinin – 

Radushkevich. 

 

 

Figure 9. Graph of change of qt values against Ce values. 
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3.2.5 Comparison of the study and the results obtained with the literature. 

When the studies in the literature (Table 5) are examined, the maximum adsorption 

capacity was determined as 90.9 mg/g in a study where OTC was removed from an aqueous 

solution with activated sludge. The maximum adsorption capacity was determined as 598 mg/g 

in a study where OTC was removed with activated carbon obtained from mesoporous lignin.  

Table 5. Comparison of the obtained values with the literature. 

Type of 

pollutant 
Adsorbent origin 

qm 

(mg/g) 
Reference 

OTC Activated sludge 90.9 [43] 

OTC Lignin-based carbon with mesoporous 598 [44] 

OTC Lanthanum modified magnetic humic acid 23.43 [45] 

OTC Hydroxyapatite 291.32 [33] 

OTC Pn-wcps 67.51 This study 

 

The maximum adsorption capacity was determined as 23.43 mg/g in a similar study 

where OTC was removed with lanthanum modified magnetic humic acid. In another adsorption 

study where OTC was removed from an aqueous solution with hydroxyapatite, the maximum 

adsorption capacity was reported as 291.32 mg/g. In our study, the maximum adsorption 

capacity was found as 67.51 mg/g. 

4 CONCLUSION AND SUGGESTIONS 

In this research study, low-cost biosorbent obtained from waste pine cones was used for 

OTC removal from aqueous solutions in laboratory scale. 4 different kinetic and isotherm 

models were investigated in bulk adsorption studies. In addition, FTIR and SEM-EDX images 

were examined to investigate the morphological properties of raw and loaded Pn-wcps to 

support the adsorption mechanism. In the evaluation of the obtained results together with error 

tests, the most suitable kinetic and isotherm models were found to be PSO (R2: 0.999) and 

Freundlich (R2: 0.998), respectively. On the other hand, qmax was calculated as 67.51 

mgOTC/gPn-wcp. When the optimization studies carried out around pH 5.0 ±0.5 were 

evaluated, it was found that the gradual increase that started rapidly slowed down for a while 

and then reached equilibrium. In addition, the increase in OTC concentration in the medium 

caused an increase in removal efficiency and adsorption capacity. This study may be an example 

of different combination studies that can be applied in the removal of broad-spectrum OTC, 

which is used very intensively in the world, from aquatic environments in order to reduce the 

possible harmful effects on the environment after its use. 
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 ABSTRACT  

 

In this paper, we characterize the normal surfaces of regular curves in de Sitter 3-space, 

which is a pseudosphere in 4-dimensional Minkowski space. The results obtained in terms of 

curvatures, which are the basic parameters of curves in differential geometry, have always been 

meaningful. Here we examine with the help of the given normal surface curvatures associated 

with a regular curve. First of all, we obtain the geometric components of the surface, such as 

fundamental forms and curvatures, in terms of the curvatures of the curve. Then, we examine 

the special conditions of this surface, such as minimalness and flatness. Finally, we obtain some 

new characterizations, theorems, and results with the help of the obtained equations. 

 

 
Keywords: Normal surface, Weingarten surface, Minimal surface, Flat surface, de Sitter 

space  

 

1 INTRODUCTION 

The study of the geometry of surfaces associated with a curve by differential operations 

is a very convenient field of study for mathematics and some applied sciences. The surface 

associated with the curve results from the curvilinear or linear motion of a curve. In this study, 

the relationship between the Frenet elements and curvatures of the curve and mean, principal, 

and Gaussian curvatures of surface is established. As a result, surface characterizations obtained 

in terms of the curvatures of the curve yield meaningful results [1-11]. 
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Some examples of surfaces associated with curves can be given as 𝑇 (tangent), 𝑁 

(normal), and 𝐵 (binormal) surfaces: Surfaces formed by the parallel movement of the curve to 

vector fields 𝑇, 𝑁, and 𝐵 are named with these vector fields. The characteristics of these 

surfaces in different spaces have been widely studied. For some, see [5-7]. The normal surfaces 

that we will refer to in this study are formed by the transport of a curve in the vector field N 

direction. Let 𝛶 be the regular curve with unit speed parameter (𝑠) and 𝑁 be the (unit) normal 

vector field of 𝛶. In this case, the normal surface associated with the 𝛶 is expressed by 

𝛹(𝑠, 𝑣) = 𝛶 + 𝑣𝑁, 

where v is the motion parameter [5]. 

Hyperbolic geometry in Minkowski space-time corresponds to the geometry of 

spherical space in Euclidean geometry. The place in differential geometry and mathematics of 

Euclidean and Minkowski spaces is undeniable [2], [4], [6-12], [14-17]. In addition, these 

spaces provide important geometrical explanations in other applied sciences, especially in 

physics. For centuries, spherical space served as the geometric foundation for Newtonian 

mechanics, but it fell short in explaining Einstein's theory of special relativity. At this point, 

Minkowski space-time and hyperbolic geometry come into play. Hyperbolic space geometry 

offers the geometric framework necessary for the explanation of special relativity. In our study, 

we characterize the surfaces in the de Sitter space 

𝑆1
3 = {𝑋 ∈ 𝑅1

4;  𝑋 ∘ 𝑋 = 1}, 

from the hyperbolic space forms in 4D Minkowski space 𝑅1
4. Here, "∘" denotes the Lorentzian 

inner product [2]. 

In this article, we examine the normal surfaces of unit speed regular curves in 𝑆1
3. After 

giving the necessary definitions, theorems, and formulas, we obtain the geometric components 

of the surface, such as fundamental forms, mean curvature, principal curvatures, and Gaussian 

curvature. With the help of these components, which we obtained in terms of the curvatures of 

the curve, we examine the characteristic conditions of the surface, such as being minimal, flat, 

and Weingarten surfaces. We obtain some theorems and corollaries from the equations we have 

obtained from here.  
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2 SURFACES AND TIMELIKE CURVES IN DE SITTER 3-SPACE 

In this part, we introduce 4D Minkowski space and its pseudo-sphere, the de Sitter space 

𝑆1
3. In addition, we give the basic theorems, definitions, and equations for the surface 

characterizations that we will examine in this space. 

Lorentzian inner product "∘" defined in 4D Minkowski space 𝑅1
4 is given by 

𝑋 ∘ 𝑌 = −𝑥₁𝑦₁ + 𝑥₂𝑦₂ + 𝑥₃𝑦₃ + 𝑥₄𝑦₄, 

for any 𝑋, 𝑌 ∈  𝑅1
4. Vector product for any 𝑋, 𝑌, 𝑍 ∈  𝑅1

4 is defined by 

𝑋 × 𝑌 × 𝑍 = |

    −𝑒1 𝑒₂ 𝑒3 𝑒4

𝑥1 𝑥2 𝑥3 𝑥4

𝑦1 𝑦2 𝑦3 𝑦4

𝑧1 𝑧2 𝑧3 𝑧4

| , 

where {𝑒₁, 𝑒₂, 𝑒₃, 𝑒₄} is the canonical basis. The de-Sitter space 𝑆1
3, which is a pseudo-sphere in 

𝑅1
4, is defined by [2] 

𝑆1
3 = {𝑋 ∈ 𝑅1

4;  𝑋 ∘ 𝑋 = 1}. 

Let 𝛶 be a unit speed reguler curve in 𝑆1
3. If 𝛶 is a timelike curve, then the Serret-Frenet 

frame formulas and curvatures for the curve are given by [2] 

𝛻𝑇𝑇 = 𝜂₁𝑁 + 𝛶 

𝛻𝑇𝑁 = 𝜂₁𝑇 + 𝜂₂𝐵 

𝛻𝑇𝐵 = −𝜂₂𝑁 

and 

𝜂₁ = ‖𝛻𝑇𝑇 − 𝛶‖, 

𝜂₂ = −
𝑑𝑒𝑡(𝛶, 𝛻𝑇𝛶, 𝛻𝑇

2𝛶, 𝛻𝑇
3𝛶)

𝜂₁2
. 

And also, let's remember the basic components for the characterization of surfaces. For 

any surface 𝛹(𝑠, 𝑣) field of normal vectors and the first and second fundamental forms are 

respectively defined by the equations 

𝑛 =
𝛹{𝑠} × 𝛹{𝑣}

‖𝛹{𝑠} × 𝛹{𝑣}‖
 

where 𝛹{𝑣} =
𝜕𝛹

𝜕𝑣
, 𝛹{𝑠} =

𝜕𝛹

𝜕𝑠
 , v parameterizes movement of curve 𝛶, and 
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𝐼 =  𝐴𝑑𝑠² + 2𝐵𝑑𝑠𝑑𝑣 + 𝐶𝑑𝑣², 

𝐼𝐼 =  𝑎𝑑𝑠2 + 2𝑏𝑑𝑠𝑑𝑣 + 𝑐𝑑𝑣2, 

where 

𝐴  =  𝛹{𝑠} ∘ 𝛹{𝑠}, 𝐵 = 𝛹{𝑠} ∘ 𝛹{𝑣}, 𝐶 = 𝛹{𝑣} ∘ 𝛹{𝑣},

𝑎  =  𝛹{𝑠𝑠} ∘ 𝑛,     𝑏 = 𝛹{𝑠𝑣} ∘ 𝑛,     𝑐 = 𝛹{𝑣𝑣} ∘ 𝑛.
  (1) 

Also, Gaussian, mean, and principal curvatures 𝐾, 𝐻, and κ₁, κ₂ are defined as [3-7]: 

𝐾 =
𝑎𝑐 − 𝑏

2

𝐴𝐶 − 𝐵2
, 𝐻 =

𝐴𝑐 − 2𝐵𝑏 + 𝐶𝑎

2 (𝐴𝐶 − 𝐵2
)

, (2) 

and 

𝜅1 = 𝐻 + √𝐻2 − 𝐾,    𝜅2 = 𝐻 − √𝐻2 − 𝐾. (3) 

After giving these basic equations, we remind the following theorems to examine the 

cases where the normal surface is a minimal, flat, or Weingarten surface: 

Definition 1. If the mean and Gaussian curvatures of a surface Ψ satisfy the equation 

(
𝜕𝐾

𝜕𝑣
) (

𝜕𝐻

𝜕𝑠
) − (

𝜕𝐻

𝜕𝑣
) (

𝜕𝐾

𝜕𝑠
) = 0, 

the surface Ψ is called Weingarten surface [11]. 

Theorem 2. A surface Ψ is a minimal surface if and only if its mean curvature is zero 

for all points of the surface [1]. 

Theorem 3. A surface Ψ is developable (flat) if and only if its Gaussian curvature is 

zero for all points of the surface [1]. 

3 TIMELIKE NORMAL SURFACES IN 𝑺𝟏
𝟑  

In this section, we characterize normal surfaces formed by timelike curves in 𝑆1
3 with 

the help of reminders from previous sections. 

Theorem 4. Let Ψ be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3. 

Then, the first and second fundamental forms of surface Ψ are 

 𝐼 = ((𝑣𝜂₁)² + 2𝑣𝜂₁ + 𝑣²𝜂₂² + 1)𝑑𝑠² + 𝑑𝑣², 
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𝐼𝐼 = (
−𝜂1

′𝜂2𝑣2 − 𝜂2
′𝑣 − 𝜂1𝜂2

′𝑣2

√(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1

) 𝑑𝑠2 + (
−4𝜂2𝜂1𝑣 − 2𝜂2

√(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1

) 𝑑𝑠𝑑𝑣. 

Proof. The normal surface of 𝛶 is given as 

𝛹(𝑠, 𝑣) = 𝛶 + 𝑣𝑁. 

Then, by partial derivatives of Ψ, we get 

𝛹{𝑠}  =  (𝑣𝜂1 + 1)𝑇 + 𝜂2𝑣𝐵, 

𝛹{𝑠𝑠}  =  (𝑣𝜂₁ + 1)𝛶 + 𝜂₁′𝑣𝑇 + (𝜂₁ + 𝑣(𝜂₁² − 𝜂₂²))𝑁 + 𝑣𝜂₂′𝐵, 

𝛹{𝑣}  =  𝑁,    𝛹{𝑣𝑣} = 0,    𝛹{𝑠𝑣} = 𝜂₁𝑇 + 𝜂₂𝐵, 

where 𝜂₁′ =
𝜕𝜂₁

𝜕𝑠
  and 𝜂₂′ =

𝜕𝜂₂

𝜕𝑠
. From these equalities, field of unit normal vectors of Ψ is got 

as 

𝑛 =
𝛹{𝑠} × 𝛹{𝑣}

‖𝛹{𝑠} × 𝛹{𝑣}‖
=

−𝜂2𝑣𝑇 − (1 − 𝑣𝜂1)𝐵

√(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1

 

Also, from equalities (1), we obtain 

𝐴 = (𝑣𝜂1 + 1)2 + 𝑣2𝜂22,      𝐵 =  𝐶 = 𝑐 = 0,

𝑎 =
−𝜂1

′𝜂2𝑣2 − 𝜂2
′𝑣 − 𝜂1𝜂2

′𝑣2

√(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1

,     𝑏 =
−2𝜂2𝜂1𝑣 − 𝜂2

√(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1

  
(4) 

Therefore, I and II for 𝛹 surface are calculated as 

 𝐼 = ((𝑣𝜂₁)² + 2𝑣𝜂₁ + 𝑣²𝜂₂² + 1)𝑑𝑠² + 𝑑𝑣², 

𝐼𝐼 = (
−𝜂1

′𝜂2𝑣2 − 𝜂2
′𝑣 − 𝜂1𝜂2

′𝑣2

√(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1

) 𝑑𝑠2 + (
−4𝜂2𝜂1𝑣 − 2𝜂2

√(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1

) 𝑑𝑠𝑑𝑣. 

Corollary 5. Let 𝛹 be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3. 

Then, the mean H and Gaussian curvatures K of the surface Ψ are given by the following 

equations: 

𝐻 =
−𝜂1

′𝜂2𝑣2 − 𝜂2
′𝑣 − 𝜂1𝜂2

′𝑣2

2[(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1]

3
2

, (5) 

𝐾 =
−(2𝜂2𝜂1𝑣 + 𝜂2)2

[(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1]3

. (6) 
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Proof. From equations (2) and (4), it's obtained 

𝐻 =
𝐴𝑐 − 2𝐵𝑏 + 𝐶𝑎

2(𝐴𝐶 − 𝐵2)
=

−𝜂1
′𝜂2𝑣2 − 𝜂2

′𝑣 − 𝜂1𝜂2
′𝑣2

2[(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1]3/2

, 

𝐾 =
𝑎𝑐 − 𝑏2

𝐴𝐶 − 𝐵2
=

−(2𝜂2𝜂1𝑣 + 𝜂2)2

[(𝑣𝜂1)2 + 2𝑣𝜂1 + 𝑣2𝜂2
2 + 1]3

. 

Theorem 6. Let 𝛹 be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3. 

Then, the surface Ψ is minimal if and only if   

𝜂1
′𝜂2𝑣2 = −𝜂2

′𝑣 − 𝜂1𝜂2
′𝑣2. 

Proof. Let 𝛹 be minimal surface. Then, from Theorem 2, 𝐻 =0. Hence, it's obtained 

−𝜂1
′𝜂2𝑣2 − 𝜂2

′𝑣 − 𝜂1𝜂2
′𝑣2 = 0. Conversely, let be 𝜂1

′𝜂2𝑣2 = −𝜂2
′𝑣 − 𝜂1𝜂2

′𝑣2. Then, 𝐻 =

0. Therefore, Ψ is a minimal surface. 

Theorem 7. Let 𝛹 be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3. 

Then, the surface Ψ is flat if and only if 

𝜂₂ = 0  (𝜂₁ ≠ ((−1)/𝑣)) 

or 

𝜂₁ = ((−1)/(2𝑣)). 

Proof. From Theorem 3 and Eq. (6), the proof is clear. 

As a result of Theorem 6 and Theorem 7: 

Corollary 8. Let 𝛹 be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3. 

Then, the following results are obtained: 

The surface Ψ is both minimal and flat if and only if the torsion of 𝛶 is zero for all points 

of the curve: 𝜂₂ = 0 (𝜂₁ ≠ ((−1)/𝑣)), 

Let curvature 𝜂₁ of 𝛶 be a constant. Then, the surface Ψ is a minimal surface if and only 

if the torsion 𝜂₂ is constant or 𝜂₁ = −1/𝑣 (𝜂₂ ≠ 0). 

Corollary 9. Let 𝛹 be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3.  

In this case, principal curvatures for the surface Ψ are obtained as 

𝜅₁ = [√(𝜂₁′𝜂₂𝑣2 + 𝜂₂′𝑣 + 𝜂₂′𝜂₁𝑣²)² + 4(2𝜂₂𝜂₁𝑣 + 𝜂₂)² − 𝜂₂′𝑣

           −𝜂₁′𝜂₂𝑣² − 𝜂₂′𝜂₁𝑣²]/2[(𝑣𝜂₁)² + 2𝑣𝜂₁ + 𝑣²𝜂₂² + 1]3/2,
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𝜅2 = [−√(𝜂₁′𝜂₂𝑣2 + 𝜂₂′𝑣 + 𝜂₂′𝜂₁𝑣²)² + 4(2𝜂₂𝜂₁𝑣 + 𝜂₂)² − 𝜂₂′𝑣

           −𝜂₁′𝜂₂𝑣² − 𝜂₂′𝜂₁𝑣²]/2[(𝑣𝜂₁)² + 2𝑣𝜂₁ + 𝑣²𝜂₂² + 1]3/2.

 

Proof. From Eq. (3) and Corollary 5, the proof is clear. 

As a result of Corollary 9: 

Corollary 10. Let 𝛹 be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3. 

If the curve 𝛶 has constant curvatures, principal curvatures for the surface Ψ are expressed by 

𝜅₁ =
2𝜂₂𝜂₁𝑣 + 𝜂₂

[(𝑣𝜂₁)² + 2𝑣𝜂₁ + 𝑣²𝜂₂² + 1]3/2
 

and 

𝜅2 =
−2𝜂2𝜂1𝑣 − 𝜂₂

[(𝑣𝜂₁)² + 2𝑣𝜂₁ + 𝑣²𝜂₂² + 1]3/2
. 

Theorem 11. Let 𝛹 be normal surface of timelike curve 𝛶 with unit speed in 𝑆1
3. If the 

equation 

[2(−2vη₂η₁′ − η₂′η₁v − η₂′ − η₁vη₂′)((vη₁)² + 2vη₁ + 1

+v²η₂²) − (6vη₂² + 6η₁²v + 6η₁)(−(η₁v² + v)η₂′

−η₂v²η₁′)][(6η₂vη₁ + 3η₂)(2(η₁v² + v)η₁′ + 2v²η₂η₂′)

−2((vη₁)² + 2vη₁ + v²η₂² + 1)(2vη₂η₁′ − 2η₂′vη₁ − η₂′)]

= [η₂(η₁ + v(4η₁³v + 5η₁² + 4η₁η₂²v + 3η₂²))][4(v²η₂²

+(vη₁ + 1)²)(v²η₂η₁′′ + 2v²η₁′η₂′ + η₂′′v²η₁ + η₂′′v)

+6v(η₁′ + vη₁η₁′ + vη₂η₂′)(vη₂η₁′ + η₂′vη₁ + η₂′)]

 

is satisfied, then surface Ψ is called Weingarten surface. 

Proof. From Definition 1, if surface Ψ satisfy the equation 

(
𝜕𝐾

𝜕𝑣
) (

𝜕𝐻

𝜕𝑠
) − (

𝜕𝐻

𝜕𝑣
) (

𝜕𝐾

𝜕𝑠
) = 0, 

surface Ψ is a Weingarten surface. Partial derivatives of mean and Gaussian curvatures of 

surface Ψ are obtained as 

(
𝜕𝐻

𝜕𝑣
) = (

−3(2𝜂₁(𝜂₁𝑣 + 1) + 2𝑣𝜂₂²)(−𝜂₂𝑣²𝜂₁′ − 𝑣(𝜂₁𝑣 + 1)𝜂₂′)

4((𝜂₁𝑣 + 1)² + 𝑣²𝜂₂²)5/2
)

             + (
−2𝑣𝜂₂𝜂₁′ − 𝜂₁𝑣𝜂₂′ − (𝜂₁𝑣 + 1)𝜂₂′

2((𝜂₁𝑣 + 1)² + 𝑣²𝜂₂²)3/2
) ,
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(
𝜕𝐻

𝜕𝑠
) = (

−3(2𝑣²𝜂₂𝜂₂′ + 2𝑣𝜂₁′(𝑣𝜂₁ + 1))(−𝑣²𝜂₂𝜂₁′ − 𝑣𝜂₂′(𝑣𝜂₁ + 1)

4((𝜂₁𝑣 + 1)² + 𝑣²𝜂₂²)5/2
)

               + (
−𝑣²𝜂₂𝜂₁′′ − 𝑣²𝜂₁′𝜂₂′ − 𝑣²𝜂₁′𝜂₂′ − 𝑣𝜂₂′′(𝑣𝜂₁ + 1

2((𝜂₁𝑣 + 1)² + 𝑣²𝜂₂²)3/2
) ,

 

and 

(
𝜕𝐾

𝜕𝑣
) = (

2𝜂₂²(2𝜂₁𝑣 + 1)(4𝜂₁³𝑣² + 5𝜂₁²𝑣 + 4𝜂₁𝜂₂²𝑣² + 𝜂₁ + 3𝜂₂²𝑣)

(𝜂₁²𝑣² + 2𝜂₁𝑣 + 𝜂₂²𝑣² + 1)⁴
), 

(
𝜕𝐾

𝜕𝑠
) = (

3𝜂₂²(2𝑣𝜂₁ + 1)²(2𝑣(𝑣𝜂₁ + 1)𝜂₁′ + 2𝑣²𝜂₂𝜂₂′)

(𝜂₁²𝑣² + 2𝜂₁𝑣 + 𝜂₂²𝑣² + 1)⁴
)

             + (
2𝜂₂(2𝑣𝜂₁ + 1)(2𝑣𝜂₂𝜂₁′ − (2𝑣𝜂₁ + 1)𝜂₂′)

((𝑣𝜂₁ + 1)² + 𝑣²𝜂₂²)³
) ,

 

Hence, it's obtained 

[2(−2vη₂η₁′ − η₂′η₁v − η₂′ − η₁vη₂′)((vη₁)² + 2vη₁ + 1

+v²η₂²) − (6vη₂² + 6η₁²v + 6η₁)(−(η₁v² + v)η₂′

−η₂v²η₁′)][(6η₂vη₁ + 3η₂)(2(η₁v² + v)η₁′ + 2v²η₂η₂′)

−2((vη₁)² + 2vη₁ + v²η₂² + 1)(2vη₂η₁′ − 2η₂′vη₁ − η₂′)]

= [η₂(η₁ + v(4η₁³v + 5η₁² + 4η₁η₂²v + 3η₂²))][4(v²η₂²

+(vη₁ + 1)²)(v²η₂η₁′′ + 2v²η₁′η₂′ + η₂′′v²η₁ + η₂′′v)

+6v(η₁′ + vη₁η₁′ + vη₂η₂′)(vη₂η₁′ + η₂′vη₁ + η₂′)]

 

as a result of Theorem 6 and Theorem 11: 

Corollary 12. Let 𝛹 be the normal surface of a timelike curve 𝛶 with unit speed in 𝑆1
3. 

If the curve 𝛶 has constant curvatures, then the surface Ψ is both minimal and Weingarten 

surface. 

Proof. Let be the curve 𝛶 has constant curvatures. From Eq. (5), 𝐻 = 0. Hence, 𝛹 is 

minimal surface and also, from Theorem 11, 𝛹 is Weingarten surface. 

Example 

Consider the unit speed curve 

𝛶(𝑠) = (𝑠𝑖𝑛ℎ(𝑠), 𝑐𝑜𝑠ℎ(𝑠), 0,0). 

Since 

𝛶(𝑠) ∘ 𝛶(𝑠) = −𝑠𝑖𝑛ℎ2(𝑠) + 𝑐𝑜𝑠ℎ2(𝑠) + 0 + 0 = 1 

equality is satisfied, the curve is in 𝑆1
3. Let’s calculate the curvature and the torsion of curve 𝛶. 

The first, second, and third derivatives of the curve are obtained as  
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𝛶′(s) = (𝑐𝑜𝑠ℎ(𝑠), 𝑠𝑖𝑛ℎ(𝑠), 0,0) , 

𝛶′′(𝑠) = (𝑠𝑖𝑛ℎ(𝑠), 𝑐𝑜𝑠ℎ(𝑠),0,0) 

and 

𝛶′′′(𝑠) = (𝑐𝑜𝑠ℎ(𝑠), 𝑠𝑖𝑛ℎ(𝑠), 0,0). 

Also, unit vector fields T and N are obtained as 

𝛶′(s) = 𝑇 = (𝑐𝑜𝑠ℎ(𝑠), 𝑠𝑖𝑛ℎ(𝑠),0,0) 

and 

𝑁 =
𝛶′′(𝑠)

‖𝛶′′(𝑠)‖
= (𝑠𝑖𝑛ℎ(𝑠), 𝑐𝑜𝑠ℎ(𝑠),0,0) 

Hence, the curvature is calculated as 

𝜂1 = 𝛻𝑇𝑁 ∘ 𝑇 = √−𝑠𝑖𝑛ℎ2(𝑠) + 𝑐𝑜𝑠ℎ2(𝑠) = 1 . 

Since the first, second, and third derivatives of the curve are linear, the determinant is 

zero. Then the torsion of the curve is obtained as 

𝜂2 = −
𝑑𝑒𝑡(𝛶, 𝛶′, 𝛶′′, 𝛶′′′)

𝜂1
2

= 0 . 

Therefore, 𝜂1 and 𝜂2 curvatures are constant. Let the normal surface of the curve be 

𝛹(𝑠, 𝑣) = 𝛶 + 𝑣𝑁 

= ((1 + 𝑣)𝑠𝑖𝑛ℎ(𝑠), (1 + 𝑣)𝑐𝑜𝑠ℎ(𝑠), 0,0). 

Then, it’s obtained 

𝛹{𝑠}  =  ((1 + 𝑣)𝑐𝑜𝑠ℎ(𝑠), (1 + 𝑣)𝑠𝑖𝑛ℎ(𝑠), 0,0) , 

𝛹{𝑠𝑠}  = ((1 + 𝑣)𝑠𝑖𝑛ℎ(𝑠), (1 + 𝑣)𝑐𝑜𝑠ℎ(𝑠), 0,0) , 

𝛹{𝑣}  = (sinh(𝑠) , cosh(𝑠) , 0,0),   

𝛹{𝑣𝑣} = 0,   𝛹{𝑠𝑣} = (𝑐𝑜𝑠ℎ(𝑠), 𝑠𝑖𝑛ℎ(𝑠),0,0) 

𝑛=0 (Because 𝛹{𝑠} and 𝛹{𝑣} are linear.) 

Then, 𝑎 = 𝑏 = 𝑐 = 0. Hence 𝐻 = 0. Therefore, from Definition 1 and Theorem 2, the 

surface 𝛹 is both minimal and Weingarten surface. Corollary 12 is verified. 
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4 CONCLUSION  

Curvatures of a curve are the most basic characterization parameters. The results 

obtained in terms of these parameters have always been favorable. In this study, we have 

revealed the relationship between the normal surfaces of timelike curves and some special 

surfaces in Sitter space in 3D. Here we studied minimal, flat, and Weingarten surfaces. 

Minimizing a surface means minimizing the surface area. Minimal surfaces allow the solution 

of minimum field problems in physics. Similarly, flat surfaces offer convenient solutions in 

plane geometry and Weingarten surfaces in terms of establishing the surface curvature 

relationship. By obtaining the relationship of these surfaces with the normal surface in terms of 

the curvature and torsion of the curve, we have produced very plain and convenient results. For 

some main results, see Theorem 6, Theorem 7, Corollary 8, and Corollary 12. In addition, we 

think that our study will make a meaningful contribution to the literature, given that the subject 

of curves and surfaces is rarely studied in hyperbolic spaces, especially in 3-dimensional de 

Sitter space. 
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 ABSTRACT  

 

In the globalizing world, the reduction in travel time has facilitated the spread of infectious 

diseases, particularly those transmitted through contact and respiratory secretions. Measles, a 

highly contagious disease easily transmitted via respiratory droplets, continues to be a 

significant public health threat. Despite being largely preventable through vaccination, the 

measles virus remains endemic in regions with low vaccination rates, impacting public health 

in countries receiving migrants from these areas. Accurate computer-aided forecasting of 

measles outbreaks can assist policymakers in making informed decisions to prevent the spread 

of the disease. This study compares the performance of different time series models, including 

classical statistical methods, machine learning, and deep learning techniques, in forecasting the 

number of measles cases. For performance evaluation, a comparative analysis was conducted 

on datasets from Benin, Cameroon, and Nigeria. The forecasting performance of the models—

ARIMA, HW, LSTM, Greykite, Prophet, and XGBoost—was assessed using RMSE, MAPE, 

MAE, and MSLE evaluation metrics. The models were trained on the first 147 months of data 

from each dataset, with their forecasting performance evaluated over the subsequent 12 months. 

The study results reveal that the XGBoost model achieved the lowest MSLE in predicting 

measles cases for Benin (0.08) and Nigeria (0.69), while the LSTM model performed best for 

Cameroon with an MSLE of 0.67. Using the developed computer-aided system, the next six 

months of measles cases were forecasted for these countries. To our best knowledge, this study 

is one of the first to benchmark different time series models, using diverse datasets in forecasting 

measles cases. The findings suggest that artificial intelligence-based prediction systems can play 

a crucial role in preventing the spread of infectious diseases like measles and in developing 

effective health policies. 
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1 INTRODUCTION 

Measles is a highly contagious viral infection. Despite the availability of a safe and effective 

vaccine, it remains a leading cause of childhood morbidity and mortality worldwide [1]. The virus 

spreads easily when an infected person breathes, coughs, or sneezes. Measles typically affects 

children but can impact individuals of all ages, particularly those with weakened immune systems. 

Symptoms include high fever, cough, runny nose, and a widespread rash. Measles-related deaths 

are predominantly seen in low-income countries, regions experiencing crises, areas with unmet 

basic needs, and where vaccination rates are insufficient. Even in countries claiming to have 

eliminated measles [2] or with low case numbers, imported cases from endemic regions continue 

to pose a significant infection risk. 

Since there is no specific antiviral treatment for measles, widespread vaccination is the most 

effective preventive measure. The first dose of the measles-containing vaccine (MCV1) provides 

approximately 93% protection, while the second dose (MCV2) offers around 97% protection [3]. 

Achieving herd immunity requires at least 95% of the population to be vaccinated, with the 

remaining 5% protected indirectly through the prevention of disease spread among vaccinated 

individuals [4]. In 2022, approximately 83% of children worldwide received MCV1 and 74% 

received MCV2 before their first birthday [5]. In the African region, only 69% of children received 

a single dose, and 45% received two doses of the measles vaccine. These rates are below the World 

Health Organization (WHO) recommendations, suggesting that the disease will continue to persist 

in these regions and potentially affect countries with otherwise low measles incidence [6]. 

Computer-aided time series methods are employed to analyze temporal changes in datasets 

and predict future values. Recently, these methods have gained popularity, particularly for 

forecasting outbreaks like COVID-19 and Monkeypox. These tools have proven invaluable for 

predicting the course of outbreaks, analyzing disease spread and impact, and providing critical 

information for determining healthcare system capacities and planning intervention strategies. 

Similar technologies can be applied to predict the spread of infectious diseases like measles, 

facilitating the development of effective health policies and interventions. 

In recent years, there has been an observed increase in measles cases, exacerbated by rising 

vaccine hesitancy [7]. This resurgence not only negatively impacts national economies but also 

increases mortality rates. To minimize these issues, computer-aided forecasting systems are crucial. 
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Accurate prediction of measles cases using these technologies is essential for disease prevention 

and control, as well as for maintaining public health and economic stability. 

The accuracy and reliability of computer-aided forecasting systems depend on the careful 

selection of the model used. Therefore, this study tested six models with different methodologies: 

classical statistical models like Autoregressive Integrated Moving Average (ARIMA) and Holt-

Winters (HW); deep learning models like Long Short-Term Memory (LSTM); and machine 

learning models such as Greykite, Prophet, and Extreme Gradient Boosting (XGBoost). The 

performance of these models was evaluated using metrics including Mean Absolute Percentage 

Error (MAPE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Squared 

Logarithmic Error (MSLE). To generalize model performance, all models were tested across three 

different countries (Benin, Cameroon, and Nigeria). After identifying the most successful models, 

forecasts were made for measles case numbers over the next six months in these countries. The 

contributions of this paper are as follows: 

• To compare the performance of classical statistic, machine learning, and deep learning time 

series models for computer-aided prediction of measles case numbers.  

• To benchmark the performance of the models, Benin, Cameroon, and Nigeria measles 

datasets used. 

• To identify the most successful model(s) in forecasting measles case numbers. 

• To predict the next six months of measles case numbers for Benin, Cameroon, and Nigeria 

using the computer-based forecasting system developed with the most successful models. 

2 RELATED STUDIES 

Various models have been used in the literature for predicting measles case numbers and 

vaccination rates. Some of these studies are presented in Table 1. In the reviewed studies, some 

used a single model, while others compared the performance of multiple models. In studies with 

multiple models, the most successful model is indicated in bold. Additionally, different metrics 

were used to evaluate the models, and both the metrics used, and the results of the most successful 

metric are presented in the table. Examination of the studies presented in Table 1 reveals that only 

a limited number of time series models have been tested for their effectiveness. 



P. Cihan, Ö. Güler / BEU Fen Bilimleri Dergisi, 14 (1), pp. 99-128, 2025 

 

 

102 

Table 1. Various studies on measles epidemic. 

Method(s) Predict Study area Data Range Metrics Best Result Forecast Ref. 

ANFIS Monthly measles case 
Twenty-eight 

EU members   

01-2011 

03-2018 

RMSE 

MAPE 

MAE 

MSE 

NRMSE 

MAPE= 

136.486 
✓ [8] 

ANFIS 

GA Based RFNN 
Monthly measles case Ethiopia 

01-2011 

12-2017 

RMSE 

MAPE 

MAE 

NMSE 

MAPE= 

200.25 
✘ [9] 

ARIMA  

Improved ARlMA 

Monthly measles case 

Monthly birth 

Annual immigration 

Baltimore  

New York 

USA 

1939-1972 

1946-1959 

1820-1962 

RMSE 

MSE 

MAE 

MAE= 

0.26 

0.02 

0.06 

✘ [10] 

SARIMA Monthly measles case India 
01-1980 

07-2017 

RMSE 

MAE 

R2 

MAE= 

1329.29 
✓ [11] 

ARIMA combined 

Poisson regression 
Monthly measles case 

Kano 

(Nigeria) 
1997-2012 

RMSE 

MAPE 

R2 

MAPE= 

162.66 
✘ [12] 

ARIMA 

Quarterly data of 

measles case 

Quarterly data of 

Measles Immunization 

Obudu 

(Nigeria) 
2000-2020 

MAPE 

MAD 

MSD 

MAPE= 

301.88 

206 
✓ [13] 

ARIMA  Monthly measles case Bangladesh 
01-2000 

08-2009  
- - ✓ [14] 

ARIMA 

SLR 
Monthly measles case 

UK  

Spain 

Italy 

France 

Germany 

All 

10-2013 

08-2018 

MSE% 

MSE 

R 

MSE%= 

26.88 

14.43 

11.80 

21.88 

17.86 

12.19 

✘ [15] 

ARIMA Annual measles case Philippines 2015-2019 - - ✓ [16] 

ARIMA Annual measles case Iran 1974-2021 - - ✓ [17] 

ARIMA  

GM  

GRNN 

Monthly measles 

incidence rate 

Shenyang 

(China) 

01-2011 

12-2017 

SSE 

RMSE 

MAPE 

MAE 

 

MAPE= 

0.440 
✘ [18] 

ARIMA  
Annoual Measles 

morbidity rate 
Bulgaria 1921-2017 - - ✘ [19] 

ARIMA  
Monthly measles 

vaccination coverage 

Cabanatuan 

(Philippines) 

01-2014 

12-2018 

RMSE 

Normalized 

BIC 

RMSE= 

73.86 
✓ [20] 

ANN  
Annual measles 

vaccination rate 
Nigeria 

1984-2019 

 

MSE 

MAE 

MAE= 

0.641 
✓ [21] 

ARIMA Monthly measles case 

Ashanti 

Region 

(Ghana) 

01-2001 

05-2012 

MAE 

MSE 

MAE= 

28.11 
✘ [22] 
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3 DATA SOURCE AND METHODOLOGY 

The aim of this study is to develop a computer-aided system for accurate and reliable 

forecasting of measles case numbers. To generalize and evaluate the prediction performance of the 

system, the models were tested through benchmarking on datasets from different countries. In the 

study, monthly measles case numbers from Benin, Cameroon, and Nigeria between January 2011 

and March 2024 were used, with data obtained from the World Health Organization (WHO) 

website [23]. The datasets for each country contain 159 months of data, with the first 147 months 

(92.5%) from January 2011 to March 2023 used for training the models, and the last 12 months 

(7.5%) from April 2023 to March 2024 used for testing the models' prediction performance. The 

computer-aided system developed with the most successful models was used to forecast measles 

case numbers for the next 6 months (April-September 2024) in these countries. 

Figure 1 presents the measles case numbers and vaccination rates in Benin, Cameroon, and 

Nigeria. An examination of Figure 1 reveals that these countries exhibit low vaccination rates and 

high case numbers. 

 
Figure 1. Number of measles cases and vaccination percentage from 2011 to 2023. 
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3.1 Used Time Series Forecasting Models 

The performance of the forecasting models ARIMA and HW from classical statistics, 

LSTM from deep learning, and Greykite, Prophet, and XGBoost from machine learning has been 

compared. Brief descriptions of these models are provided below. 

The ARIMA model is a classical statistical approach widely used in fields such as health 

[24-27], environment [28], and energy [29]. It assumes that the predicted value of a variable is 

generated from a linear equation of previous observations and random errors. The model is denoted 

as ARIMA (p,d,q), where (p) represents the autoregressive order, (d) is the number of differencing 

required to make the series stationary, and (q) denotes the moving average order. 

Stationarity means the series is free from seasonal fluctuations; if the series is not stationary, 

it must be transformed before developing the forecasting model. A stationary series becomes an 

ARMA (p,q) model. For series with seasonal variations, the Seasonal AutoRegressive Integrated 

Moving Average (SARIMA) model is used, represented as SARIMA (p,d,q)(P,D,Q)s, where s is 

the seasonal period and P, D, and Q are seasonal autoregressive, seasonal differencing, and seasonal 

moving average terms. 

During model parameterization, Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF) are utilized. ACF measures the relationship between current 

values and previous ones, while PACF represents the correlation coefficient between the variable 

and its time lag. Model selection involves calculating the Akaike Information Criterion (AIC) and 

Bayesian Information Criterion (BIC), with the smallest values typically indicating the best model 

for forecasting. 

The Holt-Winters (HW) model is a classical statistical method that extends simple 

exponential smoothing by incorporating seasonality and trend components into the forecasting 

process. There are two methods based on seasonality: additive and multiplicative. The 

multiplicative method derives seasonality by multiplying it with the trend, while the additive 

method incorporates seasonality by adding it to the trend [30]. 

The Long Short-Term Memory (LSTM) model is a type of Recurrent Neural Network 

(RNN) designed for processing sequential data with temporal dependencies. RNNs often face the 

issue of vanishing gradients as training progresses backward over time, making it difficult for the 
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network to learn long-term dependencies. LSTM addresses this problem using memory cells and 

gating mechanisms, which help the network retain or forget information over time. The core 

concepts of LSTM are cell state and gating structure, where cell states can carry information and 

mitigate short-term memory effects. Each LSTM unit includes three types of gates to control the 

state of the cells, as shown in Figure 2 [31]. 

 

Figure 2. LSTM Architecture. 

Here, the forget gate determines whether to keep or discard the information in the memory 

cell from the previous time step. It takes the previous hidden state and the current input as inputs, 

producing a forget gate vector that is element-wise multiplied with the current memory cell state. 

The resulting product is combined with the candidate values obtained from the input gate and 

candidate calculation to update the memory cell state ct. 

The input gate regulates the flow of new information into the memory cell. It determines 

which parts of the current input, and the previous hidden state are relevant and should be stored in 

the cell state. The input gate takes two inputs: the previous hidden state (ℎ𝑡−1) and the current input 

(𝑥𝑡). These inputs are combined and passed through a linear transformation to compute the input 

gate vector. 

Candidate Value (�̃�𝑡) contributes to updating the memory cell state in LSTM networks by 

generating new information from the current input and the previous hidden state. 

Cell State (𝑐𝑡) stores information over long time periods, allowing the LSTM to retain 

important information from previous time steps. 
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The output gate determines the new hidden state based on the updated memory cell, the 

previous hidden state, and the current input data. It decides which information from the updated 

memory cell should be output as the current hidden state (ℎ𝑡). The output gate takes two inputs: 

the previous hidden state (ℎ𝑡−1) and the current input (𝑥𝑡) and uses these inputs to make this 

decision. 

Output (ℎ𝑡) can be used for prediction tasks or passed to subsequent layers in the neural 

network. 

The Greykite model, a machine learning approach, offers a fast, accurate, and intuitive 

algorithm, making it suitable for large-scale interactive and automated forecasting. Greykite 

includes a simple modeling interface that facilitates data exploration and model tuning. This 

interface provides intuitive forecasts through its flagship algorithm, known as Silverkite [32]. 

The Prophet model, a machine learning method, relies on an additive approach that 

combines non-linear trends with annual, monthly, weekly, and daily seasonalities to forecast time 

series data. A well-constructed model not only aids in future predictions but also enables anomaly 

detection and missing value imputation [33]. Seasonal effects are modeled using Fourier series, 

allowing for accurate capture of periodic patterns across various time scales. 

The Extreme Gradient Boosting (XGBoost) model is a scalable machine learning system 

for tree-based boosting methods. XGBoost is known as an optimized and distributed gradient 

boosting library. This algorithm efficiently analyzes the importance of all input features. The goal 

of XGBoost is to enhance performance by continuously creating new tree models and minimizing 

the objective function to improve existing models. By employing gradient reduction techniques, 

each new model corrects the errors of the previous one, leading to better results [34]. 

3.2 Validation Index 

In this study, MAPE, RMSE, MAE, and MSLE metrics were used to assess the accuracy of 

models in predicting measles case numbers [8, 34-36]. These metrics allow for a comprehensive 

analysis of model accuracy by evaluating prediction performance from various perspectives. All 

these metrics are related to error, with lower values indicating higher prediction performance of the 

model [24]. 
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The MAPE metric measures the average magnitude of errors as a percentage and is 

calculated as shown in Equation 1. 

𝑀𝐴𝑃𝐸 =
100%

𝑛
∑ |

(𝑎𝑐𝑡𝑢𝑎𝑙𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡)

𝑎𝑐𝑡𝑢𝑎𝑙𝑡
|

𝑛

𝑡=1
 (1) 

The MAE is a regression metric that represents the average of the absolute differences 

between predicted values and actual values and is calculated as shown in Equation 2. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑎𝑐𝑡𝑢𝑎𝑙𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡|

𝑛

𝑡=1
 (2) 

The RMSE is a metric that provides the difference between the predicted values and the 

observed actual values and is calculated as shown in Equation 3. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑎𝑐𝑡𝑢𝑎𝑙𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡)2

𝑛

𝑡=1
 (3) 

The MSLE measures the average squared difference between the natural logarithms of 

predicted and actual values. This metric provides more accurate results in cases where actual values 

are close to zero compared to MSE and is calculated as shown in Equation 4. 

𝑀𝑆𝐿𝐸 =
1

𝑛
∑ (𝑙𝑜𝑔(𝑎𝑐𝑡𝑢𝑎𝑙𝑡) − 𝑙𝑜𝑔(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡))2

𝑛

1
  (4) 

Here, n epresents the number of observations, 𝑎𝑐𝑡𝑢𝑎𝑙𝑡 and 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡 represent the actual 

and predicted values at time t, respectively. 𝑎𝑐𝑡𝑢𝑎𝑙𝑡 −  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡 represents the error at time t. 

4 EXPERIMENTAL EVALUATION AND RESULT ANALYSIS 

Measles is a vaccine-preventable disease, but it can still have a significant impact, 

especially in developing countries. Factors such as limited vaccine access, natural disasters, wars, 

migration, and malnutrition can alter the disease's progression, leaving governments struggling. 

Computer-aided predictions of future measles case numbers can help authorities implement 

preventive measures. Therefore, comparing the performance of different models to determine the 

most accurate one for forecasting with minimal error is crucial. 
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To this end, the study compares the performance of ARIMA, HW, LSTM, Greykite, 

Prophet, and XGBoost models in predicting measles case numbers. To generalize the model 

performances, three different datasets from Benin, Cameroon, and Nigeria were used in the study. 

This approach allowed for a comprehensive evaluation of the models' effectiveness under different 

data conditions and the identification of the most successful prediction methods. Figure 3 shows 

the monthly measles case numbers for the countries used in the study and the time range of the 

training/testing datasets for the models. 

 

Figure 3. Graphs of monthly measles cases from January 2011 to March 2024. 

As shown in Figure 3, the measles case numbers in Benin, Cameroon, and Nigeria vary 

between January 2011 and March 2024. Each country has a dataset of 159 months of data, with the 

first 147 months used for training the models and the last 12 months for testing their prediction 

performance. Benin reached its highest number of cases in 2014 (251 cases) and 2019 (266 cases). 
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In Cameroon, a significant increase was observed in 2023 (1,634 cases). Nigeria reported the 

highest number of measles cases in 2013 (17,797 cases). 

The measles case numbers for the three countries have been archived in Excel format. The 

datasets were split into two parts: training and testing datasets. After completing the training phases 

of the models, predictions were made, and prediction errors for the test dataset were measured. A 

forecasting system was developed with the models having the lowest test errors, and the measles 

case numbers for the next six months were predicted for the three countries. All models used in the 

study were developed with Python 3.10.12, utilizing pandas, numpy, seaborn, and matplotlib 

libraries. The process followed in developing the computer-aided measles case prediction and 

forecasting system is presented in the flowchart in Figure 4. 

 

Figure 4. Flowchart for Measles Case Forecasting. 

4.1 ARIMA Model Performance in Measles Case Prediction  

For the ARIMA model, the time series must be stationary. Stationarity analysis is typically 

performed using the Augmented Dickey–Fuller (ADF) test. In the ADF test, the null hypothesis 

suggests that the series is non-stationary, while the alternative hypothesis suggests that the series 

is stationary. A 95% confidence level is used for reliable predictions, meaning the p-value should 

be less than 0.05. Additionally, the test statistic must be smaller than the critical value (5%). The 

ADF test results for the three countries are presented in Table 2. 
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Table 2. Augmented Dickey-Fuller test results by country. 

Country p-value Test statistic Critical value (5%) Lags  Stationarity 

Benin 0.03 -3.08 -2.58 12 Stationarity 

Cameroon 0.00 -5.25 -2.88 1 Stationarity 

Nigeria 0.00 -5.51 -2.88 4 Stationarity 

 

The ADF test results indicate that the time series for the three countries are stationary, as 

the p-values are less than 0.05 and the test statistics are smaller than the corresponding critical 

values. To determine seasonality and model parameters, ACF and PACF plots were examined. 

Figure 5 shows the ACF and PACF plots for Benin, Cameroon, and Nigeria. 

 

 

Figure 5. ACF and PACF plots of the original series 
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Figure 5 shows the ACF and PACF graphs, where the x-axis represents the lag number, 

indicating previous periods of the series. PACF helps determine the AR (p) parameter, while ACF 

helps determine the MA (q) parameter. Since the ADF test indicates that the series is stationary, the 

d parameter is zero. When ACF and PACF graphs are insufficient, the auto_arima function 

automatically determines the parameters by selecting the model with the lowest AIC/BIC values. 

Figure 5(a) shows a gradual decline in the ACF graph up to the 4th lag and significant changes in 

the PACF graph for the first 4 lags, leading to ARIMA (4, 0, 2) as the best model for Benin. Figure 

5(b) indicates that for Cameroon, ARIMA (2, 0, 0) is the recommended model based on ACF and 

PACF graphs. Figure 5(c) shows regular increases and decreases in 12-month periods in the ACF 

graph, indicating seasonality. Using the auto_arima function, ARIMA (2,0,0)(2,0,1)12 was found 

to be the best model. Different ARIMA parameters were tested for measles prediction, and the 

results are presented in Tables 3, 4, and 5. 

Table 3. Comparison of ARIMA models tested for Benin. 

Model RMSE MAPE MAE MSLE AIC BIC 

ARIMA (0,0,2) 19.44 63.90 15.21 0.32 1437 1449 

ARIMA (1,0,0) 23.03 92.00 19.18 0.49 1426 1434 

ARIMA (1,0,4) 19.16 64.70 14.36 0.33 1428 1449 

ARIMA (1,0,5) 19.45 68.12 14.93 0.35 1430 1454 

ARIMA (2,0,1) 23.30 93.21 19.43 0.50 1429 1444 

ARIMA (2,0,3) 18.58 59.33 13.56 0.30 1428 1449 

ARIMA (3,0,1) 18.50 57.66 13.23 0.29 1426 1444 

ARIMA (3,0,4) 15.63 44.27 11.01 0.18 1428 1455 

ARIMA (4,0,0) 18.46 57.42 13.21 0.29 1426 1444 

ARIMA (4,0,2) 18.53 58.84 13.35 0.30 1427 1451 

ARIMA (5,0,4) 21.06 78.69 16.48 0.42 1427 1460 

ARIMA (5,0,5) 16.34 55.77 13.38 0.22 1424 1460 

 

Table 4. Comparison of ARIMA models tested for Cameroon. 

Model RMSE MAPE MAE MSLE AIC BIC 

ARIMA (0,0,4) 113.33 367.43 99.70 2.04 1815 1833 

ARIMA (1,0,0) 1266.01 4745.68 1222.59 11.53 1808 1817 

ARIMA (1,0,4) 911.70 2918.16 863.19 8.98 1803 1824 

ARIMA (1,0,5) 912.64 2809.30 844.90 8.74 1817 1832 

ARIMA (2,0,0) 879.11 2983.65 846.41 9.10 1798 1810 
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Table 4 (continued). Comparison of ARIMA models tested for Cameroon. 

Model RMSE MAPE MAE MSLE AIC BIC 

ARIMA (2,0,1) 792.72 2435.41 737.93 8.06 1800 1815 

ARIMA (3,0,3) 761.29 2274.21 695.73 7.68 1805 1829 

ARIMA (3,0,4) 802.46 2523.28 741.60 8.11 1798 1825 

ARIMA (4,0,0) 810.71 2286.23 723.35 7.63 1801 1818 

ARIMA (4,0,3) 716.90 1971.96 633.80 6.95 1805 1832 

ARIMA (5,0,2) 1094.91 3619.55 1045.90 10.13 1797 1824 

ARIMA (5,0,4) 736.81 1617.82 588.15 5.58 1800 1833 

 

Table 5. Comparison of SARIMA models tested for Nigeria. 

Model RMSE MAPE MAE MSLE AIC BIC 

ARIMA(0,0,0)(3,0,3)12 491.79 742.00 376.91 1.80 2841 2865 

ARIMA(0,0,0)(5,0,4)12 487.38 705.59 443.20 2.12 2666 2699 

ARIMA(0,0,1)(4,0,1)12 517.53 790.04 454.15 2.15 2561 2585 

ARIMA(0,0,1)(5,0,3)12 410.08 195.51 362.57 1.08 2545 2578 

ARIMA(0,0,5)(3,0,3)12 518.33 782.82 430.77 2.21 2480 2519 

ARIMA(1,0,0)(4,0,5)12 519.44 805.15 451.65 2.29 2525 2561 

ARIMA(1,0,1)(3,0,5)12 585.44 926.99 526.95 2.52 2501 2537 

ARIMA(2,0,0)(2,0,1)12 1442.74 2907.46 882.48 3.58 2476 2497 

ARIMA(2,0,0)(3,0,3)12 636.26 784.55 606.33 2.49 2477 2507 

ARIMA(2,0,0)(5,0,3)12 508.54 878.30 417.61 2.23 2485 2521 

ARIMA(3,0,0)(3,0,4)12 526.96 906.35 447.37 2.28 2486 2521 

ARIMA(3,0,0)(5,0,3)12 778.53 1543.21 536.44 2.77 2487 2526 

 

Based on the test results of different ARIMA models, the most successful models were 

determined as follows: ARIMA(3,0,4) with an MSLE of 0.18 for the Benin dataset, ARIMA(0,0,4) 

with an MSLE of 2.04 for the Cameroon dataset, and ARIMA(0,0,1)(5,0,3)12 with an MSLE of 

1.08 for the Nigeria dataset. 

The Ljung-Box test is used to statistically assess whether a time series shows 

autocorrelation at various lags. The p-value is compared to the critical value of the chi-squared 

distribution; if it is below the 0.05 significance level, the null hypothesis is rejected, indicating 

significant autocorrelation in the residuals and possible inadequacy of the model. If the p-value is 

above 0.05, the null hypothesis is accepted, suggesting the model is adequate. The choice of 12 

lags considers the seasonality in the dataset and the length of the time series. The Ljung-Box test 

results for these models are presented in Table 6. 
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Table 6. Results of the Ljung-Box test for ARIMA models. 

lags P value 

 ARIMA (3,0,4) ARIMA (0,0,4) ARIMA (0,0,1)(5,0,3)12 ARIMA (0,0,5)(3,0,3)12 

1 0.80 0.64 0 0.38 

2 0.93 0.52 0 0.61 

3 0.97 0.37 0 0.52 

4 0.99 0.39 0 0.67 

5 1.00 0.52 0 0.74 

6 0.97 0.40 0 0.81 

7 0.96 0.52 0 0.88 

8 0.98 0.54 0 0.92 

9 0.94 0.63 0 0.88 

10 0.71 0.64 0 0.91 

11 0.18 0.52 0 0.95 

12 0.05 0.26 0 0.97 

 

Although the most accurate model was ARIMA(0,0,1)(5,0,3)12, its p-value of 0 indicates 

statistically significant autocorrelations, making the model unsuitable for use. Ljung-Box tests 

were also conducted on other models to select the most accurate ones. According to the Ljung-Box 

test results for different ARIMA models: ARIMA(3,0,4) with an MSLE of 0.18 was found to be 

the best for the Benin dataset, ARIMA(0,0,4) with an MSLE of 2.04 for the Cameroon dataset, and 

ARIMA(0,0,5)(3,0,3)12 with an MSLE of 2.21 for the Nigeria dataset. The fit of these models was 

analyzed using Standardized Residuals, Histogram plus Estimated Density, Quantile-Quantile (Q-

Q) plots, and Correlograms, with the results presented in Figure 6. 

The Q-Q plot shows that the points mostly follow the red line in the center of the distribution 

but exhibit significant deviations in the tails. The histogram indicates that residuals are generally 

centered around zero but not perfectly symmetrical. For Benin, the histogram displays a 

distribution that is asymmetric around zero, whereas for Cameroon and Nigeria, residuals appear 

to be centered around zero. The normal distribution curve (N(0,1)) does not perfectly align with 

the histogram and Kernel Density Estimate (KDE), confirming the deviation from normality seen 

in the Q-Q plot. The Standardized Residual Plot shows that residuals are generally centered around 

zero and highlights times when the model failed to capture variability well. Sudden increases in 

2014, 2018, and 2019 for Benin, 2015, 2020, and 2023 for Cameroon, and 2013 and 2016 for 

Nigeria indicate times when the model struggled to capture variability. The Correlogram (residual 
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ACF plot) shows that lags are within confidence limits, indicating that the models have effectively 

captured existing dependencies in the time series data. 

 

Figure 6. Standardized Residual Plot, Quantile-Quantile plot, Histogram plus estimated 

density, Correlogram. 

4.2 Holt-Winters Model Performance in Measles Case Prediction 

The Holt-Winters model is particularly useful for time series data that exhibit trends and 

seasonality. The parameters used in the development of this model for measles case prediction are 

presented in Table 7. 
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Table 7. The parameters and values of the Holt-Winters model. 

Parameters Benin Cameroon Nigeria 

Trend 

Seasonal  

seasonal_periods 

initialization_met

hod 

use_boxcox 

damped 

smoothing_level 

smoothing_trend 

smoothing_season

al 

None 

None 

0 

Heuristi

c  

False 

False 

0.1 

None 

None 

None 

None 

0 

Heuristic  

True 

False 

0.1 

None 

None 

Additive 

Multiplica

tive 

12 

Heuristic 

False 

False 

1 

0.1 

0.1 

 

The developed model has been used to forecast measles case numbers for three different 

countries, with test performance results presented in Table 8. 

Table 8. Test results of the Holt-Winters model by country. 

Country RMSE MAPE MAE MSLE AIC BIC 

Benin 22.42 92.38 20.32 0.47 1102 1108 

Cameroon 386.45 730.15 298.26 3.92 1594 1555 

Nigeria 704.88 92.99 488.64 1.60 2061 2109 

4.3 LSTM Model Performance in Measles Case Prediction 

To enhance the learning and prediction performance of the LSTM model, the 

MinMaxScaler function has been used. The model has been built using the Sequential function 

from the Keras library. The parameters and values used in developing the LSTM model for measles 

case forecasting are presented in Table 9. 

Table 9. The parameters and values of the LSTM model. 

Parameters Benin Cameroon Nigeria 

LSTM Layers/#neurons 

Dense Layers/#neurons 

Dropout 

Optimizer 

Activation Function 

Learning rate 

Validation split 

Epoch 

Batch size 

2/128,64 

2/25,1 

{0,0.2,0.4,0.6,0.8} 

Adam 

Relu 

0.001 

0.2 

Min=10, Max=300 

Min=1, Max=64 

2/128,64 

2/25,1 

{0,0.2,0.4,0.8} 

Adam 

Relu 

0.001 

0.2 

Min=10, Max=200 

Min=1, Max=64 

1/128 

2/25,1 

{0,0.2,0.4,0.8} 

Adam 

Relu 

0.001 

0.2 

Min=35, Max=450 

Min=1, Max=128 
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The prediction performance of different LSTM models for measles case numbers across 

countries is presented in Tables 10-12. 

Table 10. Comparison of LSTM models tested for Benin. 

Model Batch Size Epoch Dropout Rate RMSE MAPE MAE MSLE 

LSTM1 1 10 0 17.45 28.94 9.51 0.18 

LSTM2 1 10 0.2 17.00 27.25 9.23 0.14 

LSTM3 8 10 0.8 27.20 117.40 23.80 0.65 

LSTM4 8 30 0.6 19.39 36.64 13.42 0.17 

LSTM5 16 50 0.4 35.34 101.57 28.87 0.51 

LSTM6 16 150 0.2 18.69 50.52 13.74 0.25 

LSTM7 32 50 0.6 57.04 274.31 53.83 1.61 

LSTM8 32 200 0 45.27 86.48 31.46 0.70 

LSTM9 64 10 0.8 23.24 81.50 18.44 0.47 

LSTM10 64 300 0 28.24 71.05 20.31 0.76 

 

Table 11. Comparison of LSTM models tested for Cameroon. 

Model Batch Size Epoch Dropout Rate RMSE MAPE MAE MSLE 

LSTM1 1 15 0 93.28 157.17 61.60 0.80 

LSTM2 1 20 0.8 196.51 393.39 151.63 1.94 

LSTM3 8 10 0 272.90 321.19 185.65 2.19 

LSTM4 8 50 0.4 43.65 103.58 36.68 0.67 

LSTM5 8 50 0.8 152.31 242.48 103.32 1.39 

LSTM6 16 15 0 283.49 351.91 194.52 2.43 

LSTM7 32 50 0.4 190.94 225.16 129.67 1.40 

LSTM8 32 200 0.2 277.11 378.88 192.03 2.25 

LSTM9 64 50 0.2 272.42 257.98 172.23 1.71 

LSTM10 64 200 0 220.71 163.28 151.07 1.04 

 

Table 12. Comparison of LSTM models tested for Nigeria. 

Model Batch Size Epoch Dropout Rate RMSE MAPE MAE MSLE 

LSTM1 1 35 0 659.12 358.58 513.28 1.68 

LSTM2 1 40 0.8 673.86 564.08 520.88 1.97 

LSTM3 8 50 0.2 769.62 872.98 539.51 2.22 

LSTM4 8 100 0 696.96 328.80 558.17 1.65 

LSTM5 16 100 0.8 731.30 620.49 527.43 2.05 

LSTM6 16 150 0 714.73 569.83 496.66 1.94 

LSTM7 32 300 0.4 789.66 1110.48 611.50 2.41 

LSTM8 64 250 0.2 875.54 1212.50 638.06 2.47 

LSTM9 128 400 0.2 809.62 198.46 469.20 1.19 

LSTM10 128 450 0.2 789.17 157.36 462.33 1.06 
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4.4 Greykite Model Performance in Measles Case Prediction  

The Greykite model is user-friendly and can be integrated with various predictors. The 

parameters and values used for developing the Greykite model for measles case number prediction 

are presented in Table 13. 

Table 13. The parameters and values of the Greykite model. 

Parameters Benin Cameroon Nigeria 

seasonality 

yearly_seasonality  

growth: growth_term 

events: 

holidays_to_model_separately 

changepoints_dict: method 

regularization_strength 

potential_changepoint_n 

no_changepoint_proportion_fro

m_end 

uncertainty: uncertainty_dict 

fit_algorithm_dict : 

fit_algorithm 

time_col 

value_col 

freq 

forecast_horizon 

coverage 

None 

- 

Linear 

None 

Auto 

0.5 

5 

0.1 

Auto 

quantile_regressi

on 

ts 

y 

MS 

12 

0.95 

None 

- 

None 

None 

Auto 

0.5 

1 

0.1 

Auto 

quantile_regressi

on 

ts 

y 

MS 

12 

0.95 

- 

12 

Quadrati

c 

None 

Auto 

0.5 

11 

0.1 

Auto 

elastic_n

et 

ts 

y 

MS 

12 

0.95 

 

The Greykite model’s measles case number prediction results for three different countries 

are presented in Table 14. 

 

Table 14. Test results of the Greykite model by country. 

Country RMSE MAPE MAE MSLE 

Benin 23.22 38.60 14.62 0.36 

Cameroon 422.43 177.01 226.15 2.36 

Nigeria 858.00 1715.08 642.37 3.01 
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4.5 Prophet Model Performance in Measles Case Prediction 

Prophet is known for its robust capability to model trends and seasonal components and for 

making reliable predictions even with missing data. The parameters and values used in the 

development of the Prophet model for measles case number prediction are presented in Table 15. 

Table 15. The parameters and values of the Prophet model. 

Parameters Benin Cameroon Nigeria 

seasonality_mo

de 

yearly_seasonali

ty 

growth 

changepoints 

n_changepoints 

changepoint_ran

ge 

periods 

freq 

Multiplicati

ve 

False 

linear 

None 

5 

0.8 

12 

MS 

Multiplicati

ve 

False 

flat 

None 

5 

0 

12 

MS 

Multiplicati

ve 

True 

linear 

None 

0 

0 

12 

MS 

 

The test results for measles case numbers across three different countries are presented in 

Table 16. 

Table 16. Test results of the Prophet model by country. 

Country RMSE MAPE MAE MSLE 

Benin 23.69 40.89 15.26 0.37 

Cameroon 404.36 374.67 244.87 2.84 

Nigeria 826.52 1699.92 546.58 2.68 

 

4.6 XGBoost Model Performance in Measles Case Prediction 

XGBoost is commonly used for regression and classification problems and is also favored 

for time series forecasting. However, due to its lack of parameter adjustments for seasonality and 

trend, it is less frequently used compared to other time series models. The parameters and values 

used in developing the XGBoost model for measles case number forecasting are presented in Table 

17.  
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Tablo 17. The parameters and values of the XGBoost model. 

Parameters Benin Cameroon Nigeria 

n_estimators 

max_depth 

eta 

subsample 

colsample_bytree 

early_stopping_rou

nds 

17 

7 

Min=0.1, 

Max=1.6 

Min=0.2, 

Max=1.8 

Min=0, Max=1 

20 

17 

7 

Min=0.1, 

Max=1.9 

Min=0.1, 

Max=0.9 

Min=0, Max=1 

20 

17 

7 

Min=0.3, 

Max=2.7 

Min=0.3, 

Max=0.6 

Min=0, Max=1 

20 

 

The test results for measles case numbers across three different datasets, according to 

various XGBoost model parameters, are presented in Tables 18-20. 

Table 18. Comparison of XGBoost models tested for Benin. 

Model eta subsample Colsample_bytree RMSE MAPE MAE MSLE 

XG1 0.1 0.2 0.5,0.6,0.7 14.58 50.45 12.86 0.2 

XG2 0.1 0.2 0.8,0.9 11.62 39.21 9.73 0.14 

XG3 0.1 0.3 0.8,0.9 11.40 41.26 10.10 0.14 

XG4 0.3 0.3 0.8,0.9 8.21 27.48 6.50 0.08 

XG5 0.3 0.4 0.8,0.9 16.53 72.33 14.70 0.32 

XG6 0.3 0.8 0,0.1,0.2,0.3,0.4 21.05 91.95 17.84 0.44 

XG7 1.1 0.4 0.8,0.9 9.00 28.06 6.70 0.09 

XG8 1.2 0.5 0.5,0.6,0.7 16.78 39.52 11.79 0.15 

XG9 1.3 0.7 0,0.1,0.2,0.3,0.4 12.83 35.25 10.79 0.16 

XG10 1.6 0.4 1 10.46 39.39 9.23 0.15 

 

Table 19. Comparison of XGBoost models tested for Cameroon. 

Model eta subsample Colsample_bytree RMSE MAPE MAE MSLE 

XG1 0.1 0.1 0,0.1,0.2,0.3,0.4 388.96 573.39 275.18 3.42 

XG2 0.1 0.9 0.5,0.6,0.7 384.15 651.55 286.30 3.63 

XG3 0.2 0.1 0.1,0.2,0.3,0.4 383.81 701.75 297.27 3.80 

XG4 0.3 0.5 0.5,0.6,0.7,0.8,0.9,1 393.13 472.65 259.60 3.07 

XG5 0.6 0.3 0.5,0.6,0.7 385.17 570.63 274.34 3.32 

XG6 1.1 0.2 0.8,0.9 400.27 1122.73 357.23 5.06 

XG7 1.2 0.6 0.8,0.9,1 355.15 441.37 231.00 2.33 

XG8 1.7 0.9 1 965.07 3796.44 891.68 10.08 

XG9 1.8 0.6 0.8,0.9,1 341.94 477.23 226.52 2.15 

XG10 1.9 0.6 0.8,0.9,1 340.59 483.20 225.78 2.12 
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Table 20. Comparison of XGBoost models tested for Nigeria. 

Model eta subsample Colsample_bytree RMSE MAPE MAE MSLE 

XG1 0.3 0.4 1 715.20 1287.53 569.61 2.80 

XG2 0.8 0.4 1 576.57 715.81 392.06 1.89 

XG3 1.2 0.6 0,0.1,0.2,0.3,0.4 1119.47 2111.79 728.44 2.98 

XG4 1.2 0.4 0.8,0.9,1 594.26 177.51 421.99 1.03 

XG5 1.3 0.4 1 581.80 321.52 399.57 1.47 

XG6 1.4 0.4 1 457.39 84.44 289.22 0.69 

XG7 1.7 0.3 0,0.1,0.2,0.3,0.4 946.56 129.62 661.15 3.63 

XG8 1.7 0.4 1 592.97 952.18 396.08 1.96 

XG9 1.9 0.3 1 920.32 236.40 747.72 3.05 

XG10 2.7 0.3 0,0.1,0.2,0.3,0.4 3364.87 3732.18 3292.91 7.26 

 

4.7 Comparison of the Most Successful Prediction Models by Country and 

Forecasting with the Best Models  

Figure 7 shows the comparison of the most successful results from the test sets of the six 

time series models for the three countries. 

Figure 7 shows that the most successful model for predicting measles case numbers in Benin 

and Nigeria is XGBoost, while for Cameroon, the best results were achieved with the LSTM model. 

Using these models, a system was developed to forecast the next 6 months of measles cases for the 

three countries. The actual, predicted, and forecasted results for Benin, Cameroon, and Nigeria are 

presented in Figures 8, 9, and 10, respectively. 
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Figure 7. Comparison of models tested for each country. 

 

 
Figure 8.  XGBoost Model Results for the Benin Dataset: Actual (Test), Predicted, and 

Forecast. 
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Figure 9. LSTM Model Results for the Cameroon Dataset: Actual (Test), Predicted, and 

Forecast. 

 

Figure 10. XGBoost Model Results for the Nigeria Dataset: Actual (Test), Predicted, and 

Forecast. 

5 DISCUSSION 

In recent years, the increase in measles cases can be attributed to factors such as the rise in 

social contact following the end of the COVID-19 pandemic, the growing prevalence of vaccine 

hesitancy, inadequate nutrition, population growth, and insufficient mass vaccination programs. 

Computer-aided forecasting of measles case numbers can facilitate early interventions, which can 

have positive effects on public health, national economies, and health systems. Additionally, 

computer-aided prediction systems, due to their low cost and the ability to provide useful and 

accurate results, allow for more effective planning of health policies and intervention strategies. 
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This study aims to develop an effective and reliable system for computer-aided prediction 

and forecasting of measles case numbers. To this end, the forecasting performance of different 

methodologies, including ARIMA, HW, LSTM, Greykite, Prophet, and XGBoost time series 

models, has been evaluated using benchmarking methods. This approach has allowed for the 

comparison of the prediction performance of various models, identifying the most effective and 

reliable forecasting methods, and ensuring more accurate and effective prediction of measles case 

numbers. To our best knowledge, this study is one of the first to benchmark different time series 

models, using diverse datasets in forecasting measles cases.  

Previous studies on measles case prediction have used a limited number of models, and the 

performance comparisons of these models have been inadequate. Often, classical statistical models 

like ARIMA have been used. There has been no comprehensive comparison between classical 

statistical and artificial intelligence models for predicting measles case numbers. This study aims 

to fill this gap and provide a more detailed examination of the prediction performance of different 

methods. In doing so, it will highlight the advantages and limitations of various modeling 

techniques and provide insights into selecting the most suitable prediction methods. 

As shown in Figure 3, one of the datasets used is seasonal, and considering that all data are 

complete, with abnormal increases and decreases in case numbers in both the short and long term 

(e.g., social interactions between countries, insufficient vaccination rates for various reasons, 

extraordinary situations like the COVID-19 pandemic, differences in birth rates and population 

density), different testing environments have been provided to find the most suitable model for 

these conditions. 

In the study, the monthly case numbers in the countries under investigation showed 

occasional sudden increases and decreases, which reduced the accuracy of the models' predictions. 

On an annual basis, a decrease in total case numbers was observed across all countries, particularly 

in 2020 and 2021. Despite no significant increase in vaccination rates in 2019 and 2020, the 

reduction in close contact between people due to the COVID-19 pandemic affected measles case 

numbers. In the last two years, vaccination rates and total case numbers have remained stable in 

Benin, while in Cameroon, the vaccination rate increased, but the case numbers have doubled. In 

Nigeria, the number of cases has roughly halved. Models that could adapt to sudden changes in a 

short time have been XGBoost and LSTM. 
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Since the parameter values used in the XGBoost model vary for each dataset, finding the 

most suitable values for prediction takes time. The adjustment of the number of layers, neurons, 

and other parameters in the LSTM model changes the results for each dataset, making it more 

challenging to select suitable parameters compared to other models. While the training and testing 

process for the model takes an average of 1 minute, this duration does not exceed 20 seconds for 

other models. Considering these conditions, selecting the appropriate model and parameters 

requires a complex and lengthy process. In the ARIMA model, the number of suitable parameters 

can be reduced using ACF and PACF graphs or found quickly using the auto_arima function. 

Parameter adjustments for Prophet, Greykite, and HW models are easier compared to other models. 

According to the study findings, artificial intelligence models XGBoost and LSTM have 

demonstrated superior performance for measles case number prediction compared to ARIMA and 

other frequently used models in the literature. However, determining suitable model parameters is 

a challenging process. This study recommends XGBoost and LSTM from artificial intelligence 

models for predicting measles case numbers. The development of an effective and reliable 

forecasting system will provide more accurate predictions for health authorities and policymakers, 

assisting in the development of early warning systems and intervention strategies. Additionally, 

this system will support more efficient resource management and have positive effects on public 

health. 

6 CONCLUSIONS 

In this article, a computer-aided system has been developed to forecast measles case 

numbers efficiently, cost-effectively, and reliably. To achieve optimal performance of the 

developed system, the prediction accuracy of various methodological models was tested, and these 

models were compared across three different country datasets. The test performance of the ARIMA, 

HW, LSTM, Greykite, Prophet, and XGBoost models was evaluated using RMSE, MAPE, MAE, 

and MSLE metrics. The results indicate that the XGBoost model performed better in the Benin 

(8.21 RMSE, 27.48 MAPE, 6.50 MAE, 0.08 MSLE) and Nigeria (457.39 RMSE, 84.44 MAPE, 

289.22 MAE, 0.69 MSLE) datasets, while the LSTM model performed better in the Cameroon 

(43.65 RMSE, 103.58 MAPE, 36.68 MAE, 0.67 MSLE) dataset. The computer-aided system 

developed with these models forecasts measles case numbers for the next six months. For Benin, 
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no significant change in case numbers is expected in the first three months, followed by a projected 

halving in the subsequent month, with a slight increase and stabilization in the following month. 

In Nigeria, a 43-fold increase in case numbers is expected in the first month, followed by a 

reduction of more than half in the next month, with case numbers remaining stable for the next four 

months before a decrease in the final month. For Cameroon, a fourfold increase in case numbers is 

anticipated in the first month, with no significant changes expected in the subsequent months. 

Overall, this study demonstrates that artificial intelligence models outperform classical models. To 

our best knowledge, this study is one of the first to benchmark different time series models, using 

diverse datasets in forecasting measles cases. Additionally, the benchmarking study conducted to 

compare the performance of various models will guide future research and contribute to the 

development of effective forecasting tools.  
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Data Availability 

The dataset used in this study is obtained from the World Health Organization (WHO). The 

‘Distribution of measles cases by country and by month’ dataset is available in Excel format and 

can be accessed at https://immunizationdata.who.int/global?topic=&location= 

Code Availability 

The code for the models developed in this study is available on GitHub at 

https://github.com/ozcanguler/Computer-Aided-Prediction-and-Forecasting-of-Measles-Case-

Numbers.git. 
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 ABSTRACT  

 

Gas sorption capacity in coals is a well-researched topic, yet the complexity of experimental 

setups often limits detailed reporting. Understanding coal gas adsorption and seam gas content 

is essential for predicting and preventing mine gas outbursts and explosions. Therefore, 

characterizing coal samples based on their adsorption capacities is crucial. This study explores 

the adsorption of nitrogen, carbon dioxide, and methane across different coals and plots 

isotherms to assess the impact of gas type, pressure, and coal quality parameters. Results 

indicate that methane can adsorb even at low pressures in the Dursunbey sample, while higher 

pressures are required for carbon dioxide and nitrogen. The study also finds a strong correlation 

between Langmuir volume and ash percentage on an original basis, with nitrogen showing the 

highest correlation (R² = 0.7), followed by methane (R² = 0.69). Carbon dioxide, however, 

exhibits a weaker correlation (R² = 0.44). 

 

 
Keywords: Adsorption-desorption, Coal, Proximate analysis, Lignite, Ash, Moisture, 

Methane  

 

1 INTRODUCTION 

The gases formed in the coals are first dissolved on the surfaces by adsorption and in 

cases where the gas pressure is high, they dissolve in the water in the structure of the coal and 

are trapped and accumulate in the pores and cracks. It can be said that adsorption is the most 

effective mechanism for gas accumulation in coal. 
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Determining the gas adsorption or gas holding capacity of coal is critical to the safe 

conduct of mining operations. Gas adsorption to coal directly affects the stability of 

underground mines, the release of harmful gases and the environmental impact of coal mining 

operations. By determining the gas adsorption characteristics of coals and understanding the 

importance of this issue, effective safety measures and sustainable mining practices will be 

easier and faster. The gases formed in coals are first adsorbed on the surfaces through 

adsorption. In cases where the gas pressure to which the coal is exposed is high, the gas 

dissolved in the water in the coal structure is trapped in the pores and cracks in the coal structure. 

Gases are found in coal beds as both adsorbed and free gases [1]. Gases can also be compressed 

in pore spaces, condensed as solid or liquid, dissolved in the coal structure or adsorbed on 

surfaces [2]. Coal contains gases, mostly methane, due to biogenic and thermogenic processes 

that occur during coalification [3], and as a result, these gases are stored in coal seams [4]. The 

water solubility of gases decreases with increasing temperature and increases with increasing 

pressure. 

Pores are openings or voids of various shapes and sizes in the matrix of a coal. These 

voids are either closed and isolated from other pores or connected to other pores [5]. Pores are 

categorized into 3 groups according to their size [6] [7] [8].  

-Micro pores (pores smaller than 2 nm in size in coals with carbon content between 85-

91%),  

-Transitional (meso) pores (pores between 2-50 nm in size in coals with carbon content 

between 75-84%),  

-Macropores (pores larger than 50 nm in size in coals with carbon content below 75%). 

Young coals have high moisture content and porosity. As the carbon content in coal 

increases, porosity decreases and reaches its lowest value around 85% carbon. The average 

porosity of lignite is between 27-35%. Coals with high porosity are more easily oxidized and 

emit more volatiles under temperature. The distribution of pores in a coal matrix, adsorbed gas 

molecules and the types of cracks in the coal are given in Figure 1 [5] [7].  
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Figure 1. A cross-section of the clastic system and molecular internal structure of coal [7]. 

Gas adsorption on coal is influenced by the specific properties of the coal. Studies have 

confirmed that coal condition and coal type, as well as moisture content, ash yield, mineral 

content, and coal pore distribution have effects on adsorption. According to Perera et al. [9], 

gas adsorption in coal is determined by various factors, including the properties of the coal 

seam (such as composition, moisture content, temperature, and pressure) as well as the 

characteristics of the adsorbed gas. A detailed review of these studies showed that the degree of 

coal metamorphism [10], pressure [11], temperature [12], pore space, ash, moisture [13] and 

burial depth [14] greatly affect the coal-CH4 adsorption process. Adsorption pressure 

contributes significantly to the gas adsorption process to coal, but the development of the 

adsorption process varies in the same pressure gradient [15]. In terms of CH4 adsorption on coal 

under the influence of temperature, it is generally believed that the adsorption amount gradually 

decreases with the increase in temperature. Zhang et al. [16] confirmed through variable 

temperature adsorption experiments that the adsorption capacity of coal is inversely 

proportional to temperature. Charrière et al. [17] studied the sorption properties of bituminous 

coals for CO2 and CH4 in the temperature range of 283.15-333.15°K and found that increasing 

temperature shortens the time to reach sorption equilibrium [18]. Han vd. [19] investigated the 

adsorption properties of CO2 and CH4 on coal samples with six different particle sizes ranging 

from 0.063 to 3 mm and showed that the adsorption capacity of coal samples for single 

component gases weakens as the particle size increases [18]. 

Previous investigations, such as those by Florentin [20], have highlighted the 

dependency of adsorption-desorption characteristics on particle size, gas type, and temperature. 

In this study, proximate analyses and adsorption-desorption experiments were conducted on 

lignite samples to evaluate their gas retention properties. Langmuir isotherms and parameters 

were determined for CO2, CH4, and N2, and their relationships with coal quality parameters 
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were analyzed to assess implications for methane recovery, coalbed methane extraction, and 

CO2 sequestration. 

2 MATERIAL AND METHOD 

In the experimental studies, coal samples were collected from eight different enterprises 

in Türkiye, namely Saray, Dursunbey, Milas-Ekizköy, Yatağan, Çayırhan, Ilgın, Ermenek, and 

Gürmin-Merzifon, the locations of which are presented in Figure 2. These samples were 

subjected to detailed analysis to assess their properties. In terms of sample preparation, 

collected samples were crushed and screened to have samples under the sieve size of 18 mm, 

i.e. -18 mm. In order to be better clear in this context, samples analyzed in terms of the 

adsorption desorption experiments have %100 undersize fraction of 18 mm. In addition, 

samples have not been objected to any dehumidification process, i.e. they are not oven nor air 

dried. They are the run of mine samples from the mines collected from each location as 

mentioned in Figure 2. 

 

Figure 2. Geolocation map showing the regions of the samples used in the study. 

2.1 Proximate Analyzes 

Proximate analyses of the coal samples were meticulously carried out following the 

guidelines of the relevant standards. These analyses included moisture content determination 

(ASTM D3173), ash content measurement (ASTM D3174), volatile matter determination 

(ASTM D3175), calculation of fixed carbon content, total sulfur content analysis (ASTM 

D3177), and calorific value assessment (ASTM D5865). Each parameter was evaluated with 

precision to ensure accurate characterization of the coal samples' physical and chemical 

properties, providing a comprehensive understanding of their quality and usability. 
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2.2 Adsorption and Desorption Experiments 

Adsorption and desorption experiments were carried out in the schematic experimental 

setup given in Figure 3 (previously described in the study of Bilen [21] and Bilen and Kizgut 

[22]. 

 

Figure 3. Schematized experimental set-up. 

The temperature effect in the adsorption process is quite high, so two temperature 

sensors (Pt100) embedded in the water bath are supplied and connected to the analog converter. 

A visual of the laboratory where the adsorption and desorption experiments were carried out is 

presented in Figure 4. 

 

 

a) b)  

Figure 4. A visual of the laboratory where adsorption & desorption experiments were 

performed, (a) complete experimental set-up, (b) each gas connection and valves. 
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The adsorption-desorption experiments were conducted under controlled laboratory 

conditions, with temperature fluctuations maintained within ±0.5°C. Humidity was also 

monitored and controlled to prevent any unintended variations in coal moisture content. The 

calibration of the pressure sensors and gas flow meters was performed using standard 

calibration gases, ensuring accuracy in gas adsorption measurements. 

The selection of a -18 mm sample size was based on industry-standard procedures for 

adsorption-desorption studies, ensuring uniformity in particle size distribution while preventing 

excessive fragmentation, which could alter surface area and pore structure. The constant 

temperature of 20°C was chosen to maintain consistency with previous studies and to reflect 

typical underground coal mine conditions where adsorption occurs. 

3 RESULTS AND DISCUSSION  

Proximate analysis results of lignite samples are given in Table 1 and Table 2. The 

experimentally obtained CH4, CO2 and N2 gas adsorption & desorption graphs of the studied 

coal samples are given in Figure 5 - Figure 12. 

 

Figure 5. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Çayırhan sample. 

 

Figure 6. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Dursunbey sample. 
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Figure 7. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Ermenek sample. 

 

Figure 8. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Gürmin-Merzifon sample. 

 

Figure 9. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Ilgın sample. 

 

Figure 10. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Milas Ekizköy sample. 
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Figure 11. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Saray sample. 

 

Figure 12. Experimentally obtained a) CO2 b) CH4, c) N2 gas adsorption & desorption 

graphs of Yatağan sample. 

 

Table 1. Proximate analysis results of the Saray, Dursunbey, Milas-Ekizköy and Yatağan 

coded lignite samples. 

Analysis 

Saray  Dursunbey  Milas-Ekizköy  Yatağan  

Original 

Basis  

Dry 

Basis  

Original 

Basis  

Dry 

Basis  

Original 

Basis  

Dry 

Basis  

Original 

Basis  

Dry 

Basis  

Total Moisture 

(%)  
43.52  -  8.76  -  30.92  -  26.32  -  

Ash (%)  8.21  14.53  22.68  24.86  9.03  13.07  11.77  15.97  

Volatile Matter 

(%)  
27.09  47.96  33.02  36.19  34.89  50.51  38.78  52.63  

Fixed Carbon 

(%)  
21.19  37.51  35.54  38.95  25.16  36.42  23.14  31.40  

Total Sulfur 

(%)  
2.26  4.01  5.47  6.00  3.18  4.60  2.58  3.50  

Upper 

Calorific Value 

(kcal/kg)  

2936  5198  4731  5185  3614  5231  3657  4963  

Lower 

Calorific Value 

(kcal/kg)  

2801  4960  4551  4988  3438  4978  3466  4705  
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Table 2. Proximate analysis results of the lignite samples coded Çayırhan, Ilgın, Ermenek 

and Gürmin-Merzifon. 

Analysis  

Çayırhan  Ilgın  Ermenek  Gürmin-Merzifon  

Original 

Basis  

Dry 

Basis  

Original 

Basis  

Dry 

Basis  

Original 

Basis  

Dry 

Basis  

Original 

Basis  

Dry 

Basis  

Total 

Moisture (%)  
26.74  -  38.32  -  16.32  -  2.14  -  

Ash (%)  19.52  26.64  23.91  38.77  22.07  26.37  44.06  45.02  

Volatile 

Matter (%)  
28.29  38.62  30.06  48.73  33.04  39.48  28.29  28.91  

Fixed Carbon 

(%)  
28.38  38.74  7.71  12.50  28.58  34.15  25.51  26.07  

Total Sulfur 

(%)  
3.41  4.66  3.48  5.65  3.86  4.61  2.65  2.71  

Upper 

Calorific 

Value 

(kcal/kg)  

3601  4915  2024  3282  3867  4621  3521  3598  

Lower 

Calorific 

Value 

(kcal/kg)  

3449  4708  1894  3071  3703  3703  3361  3435  

3.1 Langmuir Isotherms and Langmuir Parameters 

In this section, Langmuir isotherms were drawn on a coal sample using Equation 1 and 

Langmuir parameters were found. For this purpose, data obtained from adsorption experiments 

were used. Langmuir curves were not drawn due to the low number of pressure stages (4 

pressure values, 8, 16, 24, 32 bar) for the desorption process. According to this equation, a linear 

line is obtained if P/V is plotted against P. The slope of the line gives 1/Vm and the point where 

it intersects the ordinate gives 1/(bVm). 

𝑃

𝑉
=

𝑃𝐿

𝑉𝐿
+

𝑃

𝑉𝐿
 (1) 

where  

P: Pressure , V: Volume , PL: Langmuir Pressure, VL: Langmuir Volume 

In the context of Langmuir isotherms: 

• Vm: This represents the maximum adsorption capacity of the material, which is the 

theoretical volume of gas that the coal sample can adsorb under ideal conditions when the 

adsorption sites are fully saturated. It is often referred to as the Langmuir volume VL in studies. 
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• bVm: This term combines the Langmuir volume (Vm) with the Langmuir affinity 

constant (b), which describes the strength of the interaction between the gas molecules and the 

adsorption sites on the coal surface. The parameter bbb is inversely proportional to the 

Langmuir pressure (PL) and is a measure of how easily the gas is adsorbed onto the coal. The 

term bVm thus reflects the product of the maximum adsorption capacity and the affinity 

constant, contributing to the adsorption equilibrium behavior. As an example, Langmuir linear 

curve of Çayırhan sample for nitrogen gas is given in Figure 13. 

 

Figure 13. Çayırhan Example Langmuir Linear Curve (Nitrogen). 

According to Figure 13, the slope (1/Vm) was found to be 0.0695 and the point 

intersecting the ordinate (1/bVm) was found to be 0.4537. Accordingly, the 1/b value was found 

as 6.534, while the b value was determined as 0.153. Accordingly, if 1/bVm is considered as 

PL/VL, and 1/Vm is considered as 1/VL, PL and VL are easily found. For the Çayırhan sample, 

the PL value was 6.53 bar and the VL value was 14.4 m3/t. Similarly, Langmuir parameters of 

nitrogen, carbon dioxide and methane gases of studied lignite samples were found and tabulated 

(Table 3). 

Table 3. Langmuir Parameters, PL and VL. 

Samples 
Nitrogen  Carbondioxide  Methane  

PL (bar)  VL (m3/t)  PL (bar)  VL (m3/t)  PL (bar)  VL (m3/t)  

Çayırhan  6.53  14.40  9.21  31.47  8.76  21.48  

Dursunbey  10.32  15.79  16.08  38.89  5.53  19.90  

Ermenek  1.12  12.14  3.81  27.89  3.61  19.56  

Gürmin-Merzifon  3.73  7.72  3.15  17.18  6.83  13.52  

Ilgın  1.23  11.89  5.79  30.59  9.40  22.25  

Milas-Ekizköy  2.86  14.39  4.81  28.96  4.14  20.88  

Saray  4.21  16.02  11.54  38.54  16.42  27.17  

Yatağan  2.80  13.53  4.45  28.53  6.34  20.73  
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When the Langmuir parameters obtained for nitrogen gas were examined, it was 

determined that the VL and PL values of the Dursunbey sample were the highest among all 

samples. This is also true for carbon dioxide gas. However, when Langmuir parameters of 

methane gas are examined, it is seen that the VL value of the Dursunbey sample is not the 

highest among the samples, while the Saray sample has the highest PL value and the Ilgın 

sample has the highest VL value. With a maximum adsorbing amount of approximately 20 m3/t 

(VL for methane gas), the pores of the Dursunbey sample with a volume of approximately 10 

m3 per ton are filled with methane gas at 5.5 bar levels. This value is the lowest among the 

methane gas PL values after Ermenek and Milas Ekizköy samples. These values can be 

explained by the methane gas adsorption susceptibility of the samples (methane gas affinity). 

When the petrographical analysis results are examined, the vitrinite percentages of Dursunbey, 

Ermenek and Milas Ekizköy samples are 78% and above (Dursunbey 85%, Ermenek 78% and 

Milas Ekizköy 86%). Dursunbey, one of the examples, has come to the fore in recent years in 

our country as a place where methane gas-related accidents have occurred. The high methane 

adsorption capacity of this sample and the low PL (pressure equivalent to half the Langmuir 

volume) value, which is one of the Langmuir parameters, and the difference in PL and VL 

values for a single methane gas compared to other gases necessitate a separate evaluation of the 

Dursunbey sample regarding methane gas. The differences in the coal matrix (pore structure) 

of the aforementioned Dursunbey sample are also suitable for the methane gas adsorption 

process. It is thought that the coal matrix and the changes in the coal matrix by adsorption 

(swelling in the coal matrix) are effective in this process. Pillalamarry et al. [23] stated that they 

saw a negative correlation between diffusion coefficients and pressures at pressure values below 

35 bar. This shows that the methane moves freely in the coal matrix with the pressure drop and 

the diffusion coefficient is high at low pressures. For the Dursunbey sample, the low methane 

gas PL value compared to the high nitrogen and carbon dioxide gas PL values shows that the 

diffusion coefficient is higher for this sample at low pressures. It can be said that for Ermenek 

coals with the lowest PL value (for methane gas), the diffusion coefficient of methane gas is 

high at low pressures. In our country, there have been accidents related to methane gas in the 

coals of the Ermenek basin in the past years, resulting in loss of life. 

When the adsorption process and Langmuir parameters were examined carefully, 

different capacities were determined depending on the structural differences of the coals and 

the gas type, and different Langmuir pressure and volume values were determined as 

parameters. However, the point to be noted here is that the maximum amount of methane gas 
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adsorption of lignite samples varies between 13 and 23 m3 per ton. This value was determined 

as the lowest in Gürmin Merzifon sample (13.52 m3/t) and the highest in Ilgın sample (22.25 

m3/t). However, VL values alone are not sufficient for the evaluation of the methane gas 

adsorption of the samples. Samples with both high VL values and low PL values can be 

considered as examples that may cause problems in terms of methane gas. For example, 

Dursunbey Ermenek and Milas Milas– Ekizköy samples stand out in this sense as both their 

Langmuir pressures are low and their Langmuir volumes are around 20 m3/t. Among the 

samples, it was determined that Saray sample had the highest PL and VL values in terms of 

methane gas. Although this indicates that methane gas is adsorbed at high pressures, the high 

Langmuir volume indicates that the Saray sample may be the subject of alternative studies such 

as underground coal gasification and obtaining methane from the coal bed, as well as traditional 

coal mining. When evaluated from this point of view, the replacement of carbon dioxide and 

methane seems possible for the Saray example compared to methane gas (low carbon dioxide 

gas PL value). 

Gürmin Merzifon sample (VL=7.7 m3/t) was determined as having the lowest nitrogen 

gas adsorption (in terms of VL value). The PL value of Gürmin Merzifon sample was 

determined as 3.7 bar. In terms of PL value, the lowest value was determined in the Ermenek 

sample. The PL and VL values for nitrogen gas in this example are 1.12 bar and 12.14 m3/t, 

respectively. When nitrogen gas is considered, the Dursunbey sample has the highest PL value 

(10.32 bar), while the Saray sample has the highest VL (16.02 m3/t). Considering the nitrogen 

adsorption values, the porosity of the samples can be commented on. Since the molecular 

diameter of nitrogen gas is 1.55 A°, when the adsorbed amount (on mole basis) is considered, 

correlations can be made between the porosity and the surface areas of the samples. It is 

understood that the surface areas of the Saray and Dursunbey samples, which have the highest 

Langmuir volume, are larger than the other samples. Likewise, it can be said that the structures 

of Dursunbey and Saray examples, which have more surface areas, are more porous than the 

other examples. Both surface area and porosity of Gürmin Merzifon sample are less than other 

samples. 

The Saray sample exhibits the highest methane Langmuir parameters (PL = 16.42 bar 

and VL = 27.17 m³/t), along with significant nitrogen and carbon dioxide adsorption capacities 

(PL = 4.21 bar and VL = 16.02 m³/t for nitrogen; PL = 11.54 bar and VL = 38.54 m³/t for carbon 

dioxide), correlating with its high total moisture content (43.52%). In contrast, Gürmin-

Merzifon has the lowest moisture content (2.14%), accompanied by the lowest methane 
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adsorption capacity (PL = 6.83 bar and VL = 13.52 m³/t) and relatively low values for nitrogen 

(PL = 3.73 bar and VL = 7.72 m³/t) and carbon dioxide (PL = 3.15 bar and VL = 17.18 m³/t). 

Meanwhile, Dursunbey stands out with the highest carbon dioxide adsorption parameters (PL 

= 16.08 bar and VL = 38.89 m³/t) and also shows notable adsorption for nitrogen (PL = 10.32 

bar and VL = 15.79 m³/t) and methane (PL = 5.53 bar and VL = 19.90 m³/t), despite having the 

lowest moisture content among the samples (8.76%). On the other hand, Ilgın shows strong 

methane adsorption (PL = 9.40 bar and VL = 22.25 m³/t), while its nitrogen and carbon dioxide 

adsorption capacities are moderate (PL = 1.23 bar and VL = 11.89 m³/t for nitrogen; PL = 5.79 

bar and VL = 30.59 m³/t for carbon dioxide). These results highlight the varying adsorption 

behaviors and moisture contents of the lignite samples. 

When the parameters obtained for carbon dioxide gas adsorption were evaluated, the 

highest PL and VL values were determined for the Dursunbey sample (PL=16.1 bar and VL 

=38.9 m3/t). Similarly, the lowest PL and VL values for carbon dioxide gas were determined in 

the Gürmin Merzifon sample (PL=3.2 bar and VL =17.2 m3/t). Information can be obtained for 

applications such as carbon dioxide gas adsorption capacities and carbon dioxide storage. In 

this context, the example of Gurmin Merzifon is the example where carbon dioxide can be 

stored at the lowest pressures. Similarly, Dursunbey has the highest carbon dioxide adsorption 

capacity. The Dursunbey example is considered as an example that has the potential to be 

evaluated in terms of underground coal gasification, obtaining methane from coal beds and 

carbon dioxide storage. 

The findings related to the Dursunbey sample indicate a significant risk associated with 

methane desorption under pressure drops. The high methane adsorption capacity (VL = 19.90 

m³/t) and the relatively low Langmuir pressure (PL = 5.53 bar) suggest that methane is readily 

stored within the coal matrix but can also be rapidly released when pressure decreases. This 

characteristic increases the likelihood of sudden gas emissions, which is a critical hazard in 

underground coal mining. The history of methane-related incidents in the Dursunbey region 

aligns with these findings, emphasizing the necessity for proactive gas drainage and monitoring 

systems to mitigate the risk of outbursts. Additionally, the differences in Langmuir parameters 

among the studied samples highlight the role of coal matrix composition and porosity in 

governing methane desorption behavior, reinforcing the need for site-specific risk assessments 

in mining operations. 
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3.2 Interrelationships Between Langmuir Parameters and Coal Quality 

Parameters 

In this section, the coal quality parameters and the Langmuir parameters obtained will 

be compared and the test results will be correlated. 

In addition, possible relationships between the results of the proximate analysis of coal 

samples and Langmuir parameters were similarly investigated. The relationships between the 

results of the proximate analysis of the coal samples and the Langmuir parameters gave more 

significant (with higher correlation coefficient) results than the relationships between the 

analysis results on the dry basis and these parameters. In all data, coal ash and fixed carbon 

content are given according to the original basis. In this context, the most significant results 

were obtained for each sample and gas between Langmuir volume and ash. These relationships 

between Langmuir volumes and ash are given in Figure 14, Figure 15 and Figure 16. 

 

Figure 14. Relationship between Langmuir parameter VL (Nitrogen) and Ash (%, on 

original basis). 

 

Figure 15. Relationship between Langmuir parameter VL (Carbon Dioxide) and Ash (%, on 

original basis). 
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Figure 16. Relationship between Langmuir parameter VL (Methane) and Ash (%, on 

original basis). 

According to Figure 14-Figure 16, it was observed that Langmuir volumes increased as 

the ash percentages of the samples decreased. In particular, the relationship between the 

Langmuir volume results of nitrogen gas and ash has the highest correlation coefficient (R2=0.7) 

observed in this context. Similarly, a similar correlation (R2=0.69) was observed between 

Langmuir volumes of methane gas and ash. Another of these relationships, the Langmuir 

volume of carbon dioxide gas, did not show a significant relationship as expected, and a 

correlation of 0.44 (R2=0.44) was observed between ash and Langmuir volume (VL). 

Similarly, Langmuir pressure and proximate analysis results were compared, and here 

the relations of nitrogen gas with fixed carbon carbon dioxide and methane gas with total sulfur 

were relatively more significant (higher correlation coefficient) than other analysis results. has 

given. These aforementioned relationships are presented in Figure 17, Figure 18 and Figure 19, 

respectively. 

 

Figure 17. Relationship between Langmuir parameter PL (Nitrogen) and Fixed Carbon (%, 

on original basis). 
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Figure 18. Relationship between Langmuir parameter PL (Carbon Dioxide) and Total 

Sulfur (%, on original basis). 

 

Figure 19. Relationship between Langmuir parameter PL (Methane) and Total Sulfur (%, 

on original basis). 

In this context (Figure 17-Figure 19), the best relationship was observed between 

nitrogen gas Langmuir pressure and fixed carbon. An increase in Langmuir pressure (nitrogen) 

was observed as the fixed carbon values increased in the samples examined. The results 

obtained in this context, Duda et al. [24], a U-shaped relationship with fixed carbon has been 

evaluated by many researchers [25] [26] [27]. Therefore, it has been seen in the relatively results 

that the nonlinear (Figure 17) relationship with the carbon content is consistent with the 

literature and that the Langmuir pressure first decreases and then increases with the increase of 

the carbon content. When the gas adsorption amounts to the coals are evaluated (m3/t), it has 

been observed that carbon dioxide gas has the highest, nitrogen gas the lowest and methane has 

values between them. In addition, the adsorption amounts of methane gas at different 

temperatures were compared in the literature [9] [28], but since the temperature was kept 

constant at 20 °C (293 °K) in this study, a comparison could not be made with the result stated 

in the literature. However, there was no need for experimental evidence in this sense, since it 

would not be difficult to predict that the amount of adsorption will decrease with (increasing) 



M. Bilen, S. Kızgut / BEU Fen Bilimleri Dergisi, 14 (1), pp. 129-148, 2025 

 

 

145 

temperature and that the gases attached to the pores will be released to the environment more 

with temperature. In the literature, ash percentages and carbon dioxide adsorbed volumes were 

compared and it was observed that increasing ash amount decreased the adsorbed amount of 

carbon dioxide gas. A similar relationship (Langmuir volumes and ash percentages) is given in 

Figure 14, Figure 15 and Figure 16. According to these relations given, Langmuir volumes (the 

volume of gas to be adsorbed at maximum pressure) were found to be high when ash was low 

and low when high. The Langmuir volume values of the coal samples with high ash content 

were determined as low, and the result was obtained which is in line with the literature. Again, 

a similar study was conducted on South Wales coals belonging to methane gas adsorption [29] 

[30]. In literature it was shown that high adsorbed volume (methane) when ash is 1.99% and 

low adsorbed volume (methane) when ash is 90.27%. In our samples, the maximum volumes 

of methane gas (VL) to be adsorbed significantly decrease with the increase in the amount of 

ash. This obtained relationship (Figure 16) has a correlation coefficient of 0.68 (R2=0.68) and 

is considered to be significant when compared with the literature. 

The presence or absence of these relationships will be decided more clearly by 

increasing the number of samples. However, differing associations and varying correlation 

coefficients in different gases will make it possible to make inferences about which parameters 

are effective in the gas adsorption desorption process to these coals. 

4 CONCLUSION AND SUGGESTIONS 

This study provides valuable insights into the adsorption and desorption characteristics 

of nitrogen, carbon dioxide, and methane in lignite samples, aligning with findings in the 

existing literature. The results indicate that carbon dioxide exhibits the highest adsorption and 

desorption capacity at all pressure levels, while methane surpasses nitrogen in adsorption 

capacity, except at low pressures. These findings emphasize the importance of understanding 

gas behavior in coal seams, particularly in relation to safety risks and resource utilization. 

From an industrial perspective, the characterization of Langmuir parameters in the 

studied lignite samples offers practical implications for both methane management and carbon 

dioxide sequestration. The potential for methane recovery from coal seams presents an 

opportunity to enhance energy production while simultaneously reducing greenhouse gas 

emissions. At the same time, identifying coal seams with high CO₂ adsorption capacity supports 

sustainable carbon storage initiatives. These insights could inform industry stakeholders, 
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including mining companies and regulatory bodies, in optimizing gas drainage strategies and 

developing more effective safety protocols in underground mining operations. 

To enhance workplace safety, mining companies should integrate site-specific gas 

monitoring systems that account for variations in methane desorption behavior, particularly in 

regions like Dursunbey, where low Langmuir pressure values indicate a higher risk of sudden 

methane release. Proactive gas drainage, ventilation improvements, and continuous monitoring 

should be prioritized to mitigate explosion hazards. Additionally, policymakers should consider 

the potential of lignite-based carbon sequestration projects in climate action plans, leveraging 

coal seams for long-term CO₂ storage. 

For researchers, future studies should focus on refining the predictive modeling of gas 

adsorption and desorption under varying geological conditions. Expanding experimental 

datasets, incorporating petrographic analyses, and conducting field-scale trials will further 

validate the applicability of these findings in real-world mining environments. Moreover, 

interdisciplinary collaborations between mining engineers, geologists, and environmental 

scientists will be crucial in translating laboratory-scale insights into actionable strategies for 

sustainable resource management. 

Ultimately, this study provides a foundation for both improving safety in coal mining 

and advancing cleaner energy initiatives. By integrating these findings into industrial practices 

and policy frameworks, the coal sector can move toward more efficient, sustainable, and safer 

resource extraction and utilization. 
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 ABSTRACT  

 

Agrivoltaic systems, also known as agrivoltaics, represent an innovative approach that 

combines agricultural activities with solar energy production on the same land. This concept 

emerged as a solution to the increasing demand for land for food production and the increasing 

demand for land for energy production. It is also a fact that greenhouse gas emissions will 

decrease with the increase in agrivoltaic systems and therefore with the increase in clean energy 

production. This study measures the agricultural potential of Türkiye by region using 1% of 

Türkiye's farmland, according to TUIK data. In two different PV systems modeled, single-array 

systems and single-axis tracking configurations will be used. It will also enable the traditional 

farming of crops (and potentially increase efficiency). The results of the study determined that 

398 GWh of electricity would be produced in the single array system and 445 GWh in the single-

axis tracking system. As a result of these results, not only can Türkiye meet all of its electrical 

energy needs in 2023, but also 20.7% and 34.8% more in single array and single-axis tracking 

systems, respectively, can be provided by agrivoltaics using only 1% of the existing agricultural 

lands. These results show that agrivoltaics can make a significant contribution to sustainable 

electricity production and provide the ability to reduce/purify greenhouse gas emissions 

associated with the Turkish energy production sector. 

 

 
Keywords: Agrivoltaic, Türkiye, Photovoltaic, Agriculture, Solar energy, Renewable 

energy.  

 

1 INTRODUCTION 

Agrivoltaic, the practice of co-locating agricultural and solar energy systems, 

maximizes land use efficiency and sustainability, offering a dual-use approach where both food 

and energy can be produced simultaneously, leading to mutual benefits for agriculture and the 
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energy industry [1]-[3]. Research has shown that agrivoltaic systems can increase land 

productivity by up to 60-70% [2]. Agrivoltaics combines solar energy production with 

agricultural activities, creating a mutually beneficial relationship in which both food and energy 

production can occur simultaneously [4]. This dual-use approach not only optimizes land but 

also provides additional benefits, such as stabilizing crop production, reducing land occupation, 

and reducing greenhouse gas emissions [5]-[7]. 

Eastern Pyrenean region of France (2.2 MWp), Castelvetro Piacentino region of Italy 

(1.3 MWp) and Monticellid'Ongina region (3.2 MWp), Babberich of the Netherlands (2.7 

MWp), Jodhpur of India in (105 kWp / Ground-mounted), in Austria (22 kWp / bifacial PV), 

in Aasen of Germany (4.1 MWp / bifacial PV) applications such as are available [5]. 

In addition, studies have highlighted the potential of agrivoltaics in various regions, 

including Europe [8], Canada [9], India [10] and the United States [11]. Agrivoltaic systems 

have been found to increase crop yields, increase economic productivity, and support the 

mainstream market for solar energy systems [12].  

The integration of agrivoltaic systems involves installing solar panels on farmland to 

generate electricity while also allowing agricultural activities to be carried out under or around 

the panels [13]. This approach not only helps transition to renewable energy but also helps 

reduce land competition, irrigation requirements, and increase solar panel efficiency [14]. 

Agrivoltaics have the potential to increase land productivity and efficiency by offering a 

strategic way to combine solar energy production with agricultural production [15]. 

The integration of photovoltaics into agricultural frameworks such as greenhouses has 

emerged as a research focus to increase food production and renewable energy production [16]. 

Agrivoltaics not only contribute to meeting global commitments and increasing clean energy 

production but also offer employment opportunities, economic stability, and conservation of 

natural resources [10]. Additionally, the development of agrivoltaic standards, regulations, and 

incentives could accelerate the adoption of this technology over traditional PV systems [17]. 

As a result, agrivoltaics represents a strategic and innovative approach to sustainable 

land use that combines the benefits of agriculture and solar energy production. Leveraging the 

synergy between food and energy production, agrivoltaics has the potential to address the 

challenges of land competition and contribute to a more sustainable future. There are very few 

applications in the world regarding agrivoltaics. There is no application yet in our country. 
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2 MATERIAL AND METHOD 

This study was carried out to determine the agrivoltaic potential in Türkiye by using 1% 

of the existing agricultural lands in Türkiye. It was thought that it should not be used in this 

area to ensure the protection of meadow and pasture lands. Excluding meadow and pasture 

lands from Türkiye's agricultural areas, the remaining agricultural lands are given in Table 1, 

and their distribution by region is shown in Figure 1. Calculations will be made using these 

fields.  

 
Figure 1. Distribution of Türkiye agricultural lands by regions in 2022 (Thousand Ha) 

[19]. 

Table 1. Agricultural areas of Türkiye (Thousand Ha) [18]. 

Years 

Total 

agricultural 

area* 

Cereals and other 

plant products area 
Vegetable 

gardens 

area 

Ornamental 

plants area 

Fruits, 

beverages 

and spice 

plants area 
Cultivated 

area 
Fallow 

2018 23180 15421 3513 784 5.2 3457 

2019 23099 15398 3387 790 5.2 3519 

2020 23145 15628 3173 779 5.4 3559 

2021 23473 16062 3059 755 5 3591 

2022 23865 16510 2960 718 6 3671 

*Meadow and pasture land are excluded in the total agricultural area calculation. 

 

Türkiye has a significant solar energy potential due to its geographical location. 

According to the Türkiye Solar Energy Potential Atlas (GEPA) prepared by the Energy 

Ministry, the average annual total sunshine duration is 2741 hours, and the average annual total 

radiation value is calculated as 1527.46 kWh/m2. The general potential view, monthly average 

global radiation distribution, and sunshine duration values in GEPA are shown in Figure 2. [20], 

[21]. 
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Figure 2. Average solar energy potential per month of Türkiye [21]. 

The distribution of Türkiye’s annual total solar energy potential according to 

geographical regions is shown in Table 2 [21]. The region that receives the most solar energy 

in Türkiye is the Southeastern Anatolia Region, followed by the Mediterranean Region.  

In the study, the appropriate location was determined for each region, taking into 

account the distribution of Solar Energy Potential according to regions given in Table 2. These 

accepted locations are marked on the map in Figure 3. Additionally, details for each region are 

given in Table 3. The PV section of the Agrivoltaic system to be designed uses Meteonorm 8.1 

(2005-2013) climate values of these locations (Table 3). 

Table 2. Distribution of Türkiye's annual total solar energy potential by geographical 

regions. 

Area 
Sunshine Time  

(hour/year) 

Total Solar 

Energy 

(kWh/m2-year) 

The Southeastern Anatolia 2993 1460 

The Mediterranean 2956 1390 

The Eastern Anatolia 2664 1365 

The Central Anatolia 2628 1314 

The Aegean 2738 1304 

The Marmara 2409 1168 

The Black Sea 1971 1120 
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Figure 3. Geographical regions of Türkiye [22]. 

Table 3. Geographical locations of the Agrivoltaic systems to be designed. 

 Geographic Region 

Selected Region Meteonorm 

Solar Energy 

(kWh/m2-year) City / District / Location 
Latitude, longitude, 

altitude 

1 The Southeastern Anatolia Gaziantep / Nizip / Çanakçı 37.12oN, 37.72oE, 729m 1904.2 

2 The Mediterranean Mersin / Anamur / Kılıç 36.24oN, 32.77oE, 769m 1848.9 

3 The Eastern Anatolia Erzincan / Kemah / Kömürköy 39.65oN, 39.02oE, 1075m 1819.1 

4 The Central Anatolia Ankara / Sincan / Temelli 39.75oN, 32.33oE, 792m 1702.9 

5 The Aegean Manisa / Kula 38.56oN, 28.66oE, 860m 1745.3 

6 The Marmara Bursa / Osmangazi / Tuzaklı 40.11oN, 28.99oE, 888m 1563.0 

7 The Black Sea Amasya / Merzifon / Aksungur 40.91oN, 35.51oE, 885m 1496.2 

 

As the area of interest of this study, 1% of agricultural land was calculated for each 

region in Türkiye. For the configuration of PV systems on this land, it was designed to be 

installed on an area of 20m X 500m = 10000 m2/1 Hectare (1 Ha). The production amount of 

the agrivoltaic PV system to be installed on an area of 1 Ha was calculated with the PVsyst 7.4 

program. The PV production of that region was determined by the proportion of the area 

corresponding to 1% of the agricultural area calculated for each region. Then, the annual energy 

production and total agrivoltaic potential for Türkiye was determined. PVsyst 7.4 program and 

Meteonorm 8.1 climate data, which is a sub-module of this program, were used to determine 

solar energy electricity production. 

The majority of solar power plants installed on land are built permanently. At the same 

time, efficiency studies aimed at increasing energy production have also come to the fore in 

recent days. Increasing production efficiency can only be achieved by increasing the radiation 

intensity falling on the panel. As long as sunlight falls on the modules at a right angle, 

production is maximized. This is possible with a system that tracks the sun and ensures that the 
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sun's rays are constantly received vertically. In this study, two different agrivoltaic systems, one 

of which is a single array as a PV system and consists of a single-axis tracking system to 

increase efficiency, were taken into consideration for analysis. 50 arrays were placed for 500m, 

with the distance between arrays being 10m. In the PVsyst analysis, it was determined that a 

10m distance was sufficient for shading tests. Shading loss tests were carried out separately for 

each region, and as a result, the shadowing on the panel for a distance of 10m occurred before 

9.00 am and after 5.00 pm. This is an expected situation that does not have a negative impact 

on the efficiency of the PV system. In addition, the distance between single array PV system 

arrays in System-1 is 10m, which provides easy access to agricultural lands as well as ease of 

use of agricultural machines. A single-axis tracking (horizontal, 0° inclined, East-West axis 

tracking) system was designed as System-2. On the electricity side, single-axis tracking systems 

are used to obtain maximum solar energy per unit area. Having a distance of 10m between the 

arrays also gave suitable shading results for System-2. System-2 also offers an option for 

vertical orientation of the panels so that farmers can work on agricultural lands. 

The array spacing on the piece of land was determined separately for both systems, 

ensuring sufficient distance for the mobility of the agricultural equipment and taking into 

account the distances between the panels shading each other. Once the array spacing was 

determined, the total number of panels in an area was determined using the number of single 

array and single-axis tracking arrays. As a result of all these assumptions and designs, for an 

area of 1 Ha (10000 m2), in System-1, there are 50 arrays of Panasonic brand AE14-H550-

VHC-10B modules with 4x9=36 panels in each array, a total of 1800 pieces. In System-2, there 

are 36 Panasonic brand AE14-H550-VHC-10B modules in each array. Again, a total of 1800 

panels were used in 50 series. As an inverter, 8 units of the SUN2000-100KTL-M1 brand 

inverter from Huawei Technology were used, calculated according to the system’s needs. The 

panel placement on the land is given in Figure 4, and the technical specifications of the panel 

and inverter used in the system are given in Table 4. 
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Figure 4. Panel layout (a) System-1, (b) System-2. 

Table 4. Features of system components. 

PV Modul Technical Specifications 

Modul (Panasonic) AE14-H550-VHC-10B 

Prod. Since 2024 

Modul power 550 Wp 

Modul size (WxL)  1.133 x 2.278 m2 

Open circuit voltage (Voc)  50.3 V 

Max. Power voltage (Vmpp)  42.1 V 

Short-circuit current (Isc)  13.65 A 

Max. power point current (Impp)  13.06 A 

İnverter Technical Specifications 

İnverter (Huawei) SUN2000-100KTL-M1-480 Vac 

Prod. Since 2021 

Max. Efficiency 98.8% 

MPPT Operating Voltage Range 200 V ~ 1000 V 

Max. Input Voltage 1100 V 

Maximum AC Power (Pmax AC) 110 kWac 

Maximum AC current (Imax AC) 134 A 

 

3 RESULTS AND DISCUSSION 

3.1 The Southeastern Anatolia Region 

The Southeastern Anatolia Region is the region with the greatest potential in terms of 

solar energy potential and sunshine duration. In this region, in the Nizip District of Gaziantep 

Province, Çanakcı district, 37.12oN, 37.72oE, 729m, was located closest to the region's sunshine 

a) 

b) 
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potential average. The total agricultural area of the Southeastern Anatolia Region is 2972000 

Ha, and the results of the calculations regarding the electrical energy production to be obtained 

from the agrivoltaic system to be established on an area of 29720 Ha, corresponding to 1% of 

this area, are given in Table 5. 

Table 5. The Southeastern Anatolia Region agrivoltaic potential for 1% of agricultural land. 

 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

Unit area  

(10000 m2 = 1 Ha) 
1.825 2.218 

1% agricultural area  

(29720 Ha) 
54239 65919 

 

3.2 The Mediterranean Region 

Agrivoltaic system for the Mediterranean region was planned Kılıç location, located at 

36.24oN, 32.77oE at an altitude of 769m, within the borders of Anamur District of Mersin 

province.  The values obtained are given in Table 6 by the implementation of PVsyst program 

calculations to 1% of the area's agricultural area size of 2249000 Ha. 

Table 6. The Mediterranean Region agrivoltaic potential for 1% of agricultural land. 

 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

Unit area  

(10000 m2 = 1 Ha) 
1.746 1.917 

1% agricultural area 

(22490 Ha) 
39268 43114 

3.3 The Eastern Anatolia Region 

The Eastern Anatolia Region is mountainous and has a higher elevation than other 

regions. For this region, it is planned to establish an agrivoltaic system at 39.65oN, 39.02oE, 

and 1075m altitude within the borders of the village called Kömürköy in Kemah District of 

Erzincan province. The Eastern Anatolia Region has an agricultural land of 2750000 Ha. In 

most of this land are cultivated cereal products such as barley and wheat, which are resistant to 

cold and arid climate conditions. In addition, legumes, sugar beets, fruits, and vegetables are 

also grown. The annual electrical energy to be provided by an agrivoltaic system that can be 

established on 1 Ha land in the region called Kömürköy has been determined for both a single 
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array and solar tracking system power plant. The energy to be provided from 1% of the 

agricultural lands in the Eastern Anatolia region is given in Table 7 as a result of the 

calculations. 

Table 7. The Eastern Anatolia Region agrivoltaic potential for 1% of agricultural land. 

 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

Unit area  

(10000 m2 = 1 Ha) 
1.821 2.005 

1% agricultural 

area (27500 Ha) 
50077 55137 

 

When Table 2 of the Distribution of Annual Total Solar Energy Potential by Regions is 

examined, the Eastern Anatolia Region ranks 3rd. However, as a result of the calculations, it 

produces more than the Mediterranean Region, which ranks 2nd. This situation is thought to be 

due to the fact that the altitude of the region chosen for agrivoltaic system planned to be 

established in the region is 1075m. As the ambient temperature decreases with increasing 

altitude, panel temperature will also decrease. Thus, panel efficiency will increase. 

3.4 The Central Anatolia Region 

The Central Anatolia Region is the largest region of Türkiye, both in surface area and 

the size of agricultural lands. It has an agricultural area of 7746000 Ha. In these areas, a wide 

variety of agricultural products are grown, primarily wheat and barley. For the agrivoltaic 

system to be established, this region, a location with an altitude of 39.75oN, 32.33oE, 792m 

Temelli, within the borders of the Sincan district of Ankara province, was chosen. The values 

of the electricity production to be obtained from 1% of the agricultural land, based on the 

agrivoltaic system to be established for 1 Ha of land and the production of this system, are given 

in Table 8. 

Table 8. The Central Anatolia Region agrivoltaic potential for 1% of agricultural land. 

 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

Unit area  

(10000 m2 = 1 Ha) 
1.671 1.840 

1% agricultural 

area (77460 Ha) 
129435 142526 
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3.5 The Aegean Region 

A location within the borders of Manisa province was determined for the Aegean region, 

which forms the western coast of Türkiye. The production amounts obtained from the PVsyst 

program of an agrivoltaic system to be built on a 1 Ha area at 38.56oN, 28.66oE, and 860m 

altitude in Kula district of Manisa province are shown in Table 9. 

Table 9. The Aegean Region agrivoltaic potential for 1% of agricultural land. 

 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

Unit area  

(10000 m2 = 1 Ha) 
1.686 1.855 

1% agricultural area 

(28720 Ha) 
48422 53276 

3.6 The Marmara Region 

For the agrivoltaic system planned to be established in the Marmara Region, a location 

at 40.11oN, 28.99oE and 888m altitude in the Tuzaklı village of Osmangazi district of Bursa 

province was chosen. Electricity production estimates to be obtained from the single array 

system and single-axis tracking system for the region are given in Table 10. 

Table 10. The Marmara Region agrivoltaic potential for 1% of agricultural land. 

 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

Unit area  

(10000 m2 = 1 Ha) 
1.496 1.651 

1% agricultural area 

(24230 Ha) 
36248 40004 

3.7 The Black Sea Region 

The Black Sea Region, which has the lowest data on sunshine potential and sunshine 

duration, ranks 3rd in terms of agricultural lands. The region with high rainfall has high 

mountain ranges running parallel to the coastline. The majority of agricultural areas are formed 

on tea and hazelnuts on the slopes of this mountain range. There are various plains in the 

western and central parts and traditional agriculture can be done. For the calculations to be 

made for the Black Sea region, a location of 40.91oN, 35.51oE and 885m altitude was 

determined in Aksungur village of Merzifon district of Amasya province. The results are given 

in Table 11. 
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Table 11. The Black Sea Region agrivoltaic potential for 1% of agricultural land. 

 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

Unit area  

(10000 m2 = 1 Ha) 
1.455 1.607 

1% agricultural area 

(28240 Ha) 
41089 45382 

 

As a result of calculations separately for each region, the amount of electricity 

production to be obtained by applying agrivoltaic systems to 1% of Türkiye's agricultural lands 

is given in Table 12. 

Table 12. Agrivoltaic potential of Türkiye for 1% of agricultural land. 

Area 
Single Array  

(GWh/year) 

Single-Axis Tracking 

(GWh/year) 

The Southeastern Anatolia 54239 65919 

The Mediterranean 39268 43114 

The Eastern Anatolia 50077 55137 

The Central Anatolia 129435 142526 

The Aegean 48422 53276 

The Marmara 36248 40004 

The Black Sea 41089 45382 

Total 398778 445358 

 

The amount of electricity production to be obtained by applying agrivoltaic systems to 

1% of Türkiye's agricultural lands was calculated in single array and single axis tracking 

systems at 398778 GWh and 445358 GWh, respectively. In the data of the Ministry of Energy 

and Natural Resources of the Republic of Türkiye, Türkiye's electrical energy consumption was 

reported as 330300 GWh in 2023. With these results, the electrical energy obtained from 

agrivoltaic systems covers Türkiye's consumption by 120.7% in the single array system and 

134.8% in the single-axis tracking system. Contribution to the country's economy can be made 

by selling excess electrical energy produced from agrivoltaics, which has the potential to meet 

all of Türkiye's electricity needs in the first years. In addition, it is inevitable that the energy 

need will increase with the increasing population. The excess energy produced can be used to 

meet the increasing energy demand in the coming years. Thus, problems arising from energy 

increase and most importantly, foreign dependency in energy will be prevented in the coming 

years. 
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4 CONCLUSION AND SUGGESTIONS 

This study estimated the agrivoltaic potential in Türkiye using agricultural areas 1% 

with single array and single-axis tracking system configurations for PV modules. Only 1% of 

Türkiye's agricultural lands can meet all of the country's total electricity needs. In fact, it has 

the potential to generate excess electricity, with 20.7% in the single array system and 34.8% in 

the single-axis tracking system. Overproduced electricity can be sold or used in other areas 

within the country. The number of electric vehicles in transportation is expected to increase day 

by day. Agrivoltaics can supply production for use in electric vehicle charging to decarbonize 

transportation in Türkiye. Finally, it could help Türkiye eliminate its dependence on fossil fuels. 

Türkiye has many varieties of agricultural products that can be grown in full shade and 

semi-shade environments. Various studies have proven that growing these products under 

agrivoltaic systems contributes to increased product productivity. It has been reported that 

production losses due to panel heating decrease and system efficiency increases in solar power 

plants installed on agricultural lands. Agrivoltaics, which is an agriculture-energy system gains 

can be achieved in both directions. 

It is very difficult to reserve 1% of agricultural lands for agrivoltaics and to implement 

power plants on a single land. This will lead to the establishment of power plants at various 

scales depending on land suitability and to increase the number of power plants. Although it 

may seem like a limitation at first glance, increasing the number of power plants and spreading 

them to different locations will reduce some problems, especially transmission and distribution 

losses. 

When we evaluate agrivoltaics with all these results, agrivoltaic technology reveals a 

significant potential for Türkiye's efforts to produce renewable energy and reduce greenhouse 

gases. 

Our country legally restricts the installation of solar power on agricultural lands that do 

not qualify as marginal agricultural land. It has been determined by various studies that 

agrivoltaic systems do not harm agricultural lands and increase crop yield when appropriate 

designs are made. Additionally, energy production is also carried out. Considering all these 

positive aspects, legal regulations can pave the way for the installation of agrivoltaic systems 

on agricultural lands. A great contribution will be made to Türkiye reaching its green energy 

target. 
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 ABSTRACT  

 

Accurate text-to-SQL conversion remains a challenge, particularly for low-resource 

languages like Turkish. This study explores the effectiveness of large language models (LLMs) 

in translating Turkish natural language queries into SQL, introducing a two-stage fine-tuning 

approach to enhance performance. Three widely used LLMs Llama2, Llama3, and Phi3 are fine-

tuned under two different training strategies, direct SQL fine-tuning and sequential fine-tuning, 

where models are first trained on Turkish instruction data before SQL fine-tuning. A total of six 

model configurations are evaluated using execution accuracy and logical form accuracy. The 

results indicate that Phi3 models outperform both Llama-based models and previously reported 

methods, achieving execution accuracy of up to 99.95% and logical form accuracy of 99.95%, 

exceeding the best scores in the literature by 5–10%. The study highlights the effectiveness of 

instruction-based fine-tuning in improving SQL query generation. It provides a detailed 

comparison of Llama-based and Phi-based models in text-to-SQL tasks, introduces a structured 

fine-tuning methodology designed for low-resource languages, and presents empirical evidence 

demonstrating the positive impact of strategic data augmentation on model performance. These 

findings contribute to the advancement of natural language interfaces for databases, particularly 

in languages with limited NLP resources. The scripts and models used during the training and 

testing phases of the study are publicly available at https://github.com/emirozturk/TT2SQL. 

 

 Keywords: Llama2, Llama3, Nl to Sql, Phi3, Turkish text to sql.  

 

1 INTRODUCTION 

The application of large language models (LLMs) has significantly expanded across 

various fields, including tasks such as classification, detection, and clustering [1], [2], [3]. One 

specific area of interest is translating natural language text into SQL queries, a task known as 
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text-to-SQL [4]. Generally, text-to-SQL algorithms involve converting natural language 

statements into SQL queries to retrieve the desired data from a database [5], [6], [7].  

The main challenges in text-to-SQL tasks include handling the complexity and 

variability of natural language, managing different database schemas, and ensuring the accuracy 

and efficiency of the generated SQL queries. These challenges are further amplified when 

dealing with languages other than English, due to differences in syntax, semantics, and available 

resources. The complexity arises from the need to correctly interpreting the user's intent, which 

can be expressed in diverse ways, and accurately map it to a corresponding SQL query that 

adheres to the structure and constraints of the target database. Variability in natural language 

includes different ways to ask the same question, use of synonyms, and varying sentence 

structures. When this task extends to other languages, additional layers of complexity such as 

idiomatic expressions, grammatical structures, and specific linguistic characteristics further 

challenge the model's capabilities. 

LLMs have revolutionized numerous natural language processing (NLP) tasks due to 

their advanced reasoning and contextual understanding capabilities. Their application in the 

text-to-SQL domain is particularly noteworthy because it involves understanding the semantics 

of natural language queries and converting them into structured SQL queries executable by a 

database. This task requires not only linguistic competence but also an understanding of 

database schemas and the ability to translate complex logical constructs into correct and 

efficient SQL code. 

Before the use of language models, various methods were employed for text-to-SQL 

conversion. [8] proposed DialSQL, a dialogue-based framework leveraging human interaction 

to improve the accuracy of text-to-SQL models. [9] introduced IRNet, a neural approach 

decomposing the text-to-SQL generation process into three phases: schema linking, 

intermediate representation generation, and SQL inference. [10] focused on using graph neural 

networks (GNNs) to represent the database schema structure, enhancing the semantic parser's 

schema understanding. [11] presented execution guidance, a method utilizing SQL semantics 

by executing partially generated queries during decoding to filter out invalid candidates. [12] 

proposed INCSQL, a sequence-to-action parsing approach incrementally filling SQL query 

slots, exploring non-deterministic oracles to account for multiple correct SQL queries. 

Following the success of generative models in reasoning and accurate response 

generation, these models were also applied to the text-to-SQL domain [13]. Generative models, 
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with their advanced language understanding and generation capabilities, have proven 

particularly effective in dealing with the complexities of text-to-SQL tasks. Their ability to 

generate diverse and contextually appropriate responses makes them suitable for handling the 

nuances of natural language queries and converting them into precise SQL statements. 

While most research has been conducted in English, there have been studies in other 

languages as well. [14] conducted a pilot study for Chinese SQL semantic parsing by creating 

the CSpider dataset, translating English questions from the Spider dataset into Chinese, and 

experimenting with word-based and character-based encoders. [15] introduced the first large-

scale text-to-SQL semantic parsing dataset for Vietnamese, extending and evaluating two strong 

semantic parsing baselines, EditSQL and IRNet, on their dataset and exploring various 

configurations to improve performance. [16] introduced TableQA, a large-scale Chinese text-

to-SQL dataset focusing on table-aware SQL generation, proposing two table-aware approaches 

to address entity linking and answerability challenges. [17] developed a framework for cross-

lingual text-to-SQL semantic parsing that translates non-English utterances into SQL queries 

based on an English schema, evaluating their method on Chinese, Vietnamese, Farsi, and Hindi 

using the XSPIDER and XKAGGLE-DBQA datasets. [18] proposed REX, a framework for 

cross-lingual text-to-SQL semantic parsing leveraging English translations to bridge the 

language gap for non-English utterances, demonstrating REX's performance on Chinese and 

Vietnamese datasets. 

The aim of these studies is to perform text-to-SQL conversions in low-resource 

languages with limited data. Researchers have created datasets and adapted existing models to 

these languages, addressing their unique challenges. These efforts contribute to extending 

semantic parsing research to languages other than English, increasing linguistic diversity in this 

field. Besides low-resource languages, there have also been multilingual studies. In [19], text-

to-SQL operations were conducted in English, Portuguese, Spanish, and French. However, none 

of these studies included the Turkish language. 

To conduct these studies and make comparisons, common datasets consisting of text 

and corresponding SQL queries are essential. Many datasets have been provided and their 

contents reviewed for this purpose [20]. For English, the Spider dataset has become the standard 

for benchmarking [21]. Multilingual datasets are crucial for developing and evaluating models 

that can work across different languages. Therefore, the Spider dataset has been translated or 

manually labeled in other languages [14], [22], [23], [24]. Additionally, a multilingual version 

of the Spider dataset has been made available for multilingual studies [25]. Besides Spider, 
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other text-to-SQL datasets in different languages have also been provided [15], [18]. However, 

for Turkish, the lack of a dedicated dataset has been a significant barrier. 

Although text-to-SQL conversion has been explored in various languages, there has 

been a notable absence of such models and datasets for the Turkish language. To address this 

gap, [28] introduced TUR2SQL, the first publicly available cross-domain Turkish text-to-SQL 

dataset. This dataset comprises pairs of natural language statements and their corresponding 

SQL queries, facilitating objective comparison and evaluation of text-to-SQL models for 

Turkish, similar to the Spider dataset for English. The authors also conducted experiments using 

SQLNet [27] and ChatGPT on TUR2SQL, demonstrating the feasibility of text-to-SQL 

conversion in Turkish and providing baseline performance for future research. 

In this study, the goal is to perform unguided text-to-SQL conversion using the 

TUR2SQL dataset and six fine-tuned language models.  

The limited availability of Turkish models and datasets, coupled with the relatively few 

studies conducted in this area, has highlighted a significant gap in current research. Existing 

datasets often fall short in fully capturing the unique structural and semantic nuances of the 

Turkish language, which results in suboptimal outcomes. To further improve these results, this 

study employs training with Turkish-specific datasets before training with sql dataset to 

enhance the reasoning capacity of the models in Turkish. This approach aims to enable a more 

accurate understanding of Turkish linguistic intricacies, ultimately leading to the generation of 

more precise and reliable SQL queries. 

For this process, in the initial phase, these language models are fine-tuned with 

TUR2SQL, and results are obtained. In the subsequent phase, to enable the models to better 

understand Turkish instructions, the models are first trained with a Turkish instruction dataset 

[28] and then fine-tuned with the TUR2SQL dataset. 

The contributions of this study are as follows: 

• Given that Turkish is a low-resource language and there are no specialized models 

trained on Turkish text-to-SQL tasks prior to this study, training multiple models 

capable of generating SQL from Turkish text and making these models publicly 

available introduces a significant novelty. 

• To enhance the model's performance, the LLaMA and Phi models are first trained 

on a Turkish instruction dataset before being fine-tuned on SQL data. Consequently, 

Turkish LLaMA and Phi models for instructions are developed. Although the 
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primary goal of the study is not to develop a Turkish language model, these models 

have also been made publicly available. 

• The study provides a comparative analysis by examining the EX and LF results 

obtained from other low-resource or multilingual studies. Despite differences in 

datasets and languages, this analysis evaluates the acceptability and robustness of 

the model's performance. 

The second section of the study provides detailed information about the dataset, models, 

and training process. The third section presents the experimental results. The analysis includes 

a comparison with previous studies to highlight the advancements made in text-to-SQL 

conversion for Turkish. The final section presents the conclusions and discusses the 

implications of the results. 

2 MATERIAL AND METHOD 

The Tur2SQL dataset includes a metadata file containing tables and their IDs, as well as 

natural language instructions for querying these tables and the corresponding SQL queries. 

Additionally, for guided training, the dataset includes fields within the JSON files indicating 

the indices of keywords such as SELECT and COUNT. An example of a record in the Tur2SQL 

dataset is shown in Figure 1. 

 

Figure 1. An example record in Tur2SQL dataset. 

Upon examining the dataset example, it is noted that the keyword "FROM" is not 

present. Instead, the dataset uses a variable `table\_id` to indicate which table the query is 
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directed at. The `table\_id` values are also provided with names instead of ids in the database 

file used for result calculation. For the training stage, the IDs are first matched with the table 

names in the database. Subsequently, the relevant table name is appended with the "FROM" 

clause before the WHERE clause if present, or at the end of the query otherwise. The processed 

data is then used for training and testing. The steps for preparing the training data are illustrated 

in Figure 2. 

 

Figure 2. Preprocessing steps of training data. 

 

As seen in Figure 2, a JSON file containing records with three key fields is provided to 

the models for training. Among these fields, the system field defines the nature of the response 

that the LLM model will generate. The system instruction acts as a guideline for the model's 

responses, nudging the AI to prioritize user satisfaction, offer assistance, and avoid generating 

harmful or offensive content. The user field contains the desired natural language text for the 
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query and information about the table from which the query is requested. In Figure 2, the 

example sentence means "Retrieve the number of sheep on the farms" and the "Tablo bilgileri" 

field shows the table information. The assistant field contains the response that needs to be 

generated based on the requested query. 

In this study, since unguided training is being conducted, the indices of the keywords 

are not used. Only the natural language request text and the SQL query are utilized. The dataset 

is divided into three different files: train, dev, and test. The train and dev files are used for 

training, while the test file is used for evaluating the results. This approach focuses on 

leveraging the natural language requests to train models without explicit guidance, which can 

help in developing models that generalize better to unseen queries. 

For training the dataset, the following models are used: “meta-llama/Llama-2-7b-chat-

hf” [29], “meta-llama/Meta-Llama-3-8B-Instruct” [30], and “microsoft/Phi-3-mini-4k-

instruct” [31]. As these models do not inherently support the Turkish language, two approaches 

are taken for model training. Initially, the models are trained with the Tur2SQL dataset, and the 

test results are obtained. The resulting models are named Llama2-7b-chat-SQL, Llama3-8b-

instruct-SQL, and Phi3-mini-4k-instruct-SQL. Since the SQL queries' length does not exceed a 

certain number of tokens, the input and output token numbers are reduced in the models to 

improve training and test performance. This token reduction helps to optimize memory usage 

and training time, ensuring efficient handling of the dataset without compromising model 

accuracy. 

In the second phase, to improve the models' understanding of the table name context or 

better interpret the desired instructions, the models are first trained with Turkish instruction 

dataset which can generate Turkish responses to Turkish inputs. Subsequently, in the second 

phase, these models are further fine-tuned with the Tur2SQL dataset to obtain new performance 

results. The resulting models are named as Llama2-7b-chat-Turkish-SQL, Llama3-8b-instruct-

Turkish-SQL, and Phi3-mini-4k-instruct-Turkish-SQL. This two-step approach aims to 

enhance the models' understanding of Turkish syntax and semantics before fine-tuning them 

specifically for text-to-SQL tasks, thereby improving their overall performance and accuracy. 

A general schema of the model training stages is illustrated in Figure 3. 
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Figure 3. Overall model fine-tuning stages. 

For training SuperAdapters library on Github is used. Since the datasets used were 

preprocessed and structurally presented, no additional preprocessing was performed in the 

study, except for converting them into a prompt format suitable for the given languages. During 

the fine-tuning phase, LoRa and PEFT were used, with the learning rate set to 0.00025. Adam 

was used as the optimizer, and different target modules were trained for each model. Training 

is conducted for 50 steps for each dataset. Training is stopped when the loss values of the 

training and test datasets converged and their changes minimized. As a result of the training 

phase, six models are obtained. These models and their train and validation loss values on step 

50 are presented in Table 1 and training and validation loss graphs are given in Figure 4. The 

training process involves iterating over the data multiple times (steps), adjusting the model 

parameters to minimize the difference (loss) between the predicted SQL queries and the actual 

queries in the dataset. The loss values indicate how well the model is learning to perform the 

task, with lower values signifying better performance.  

Table 1. Train and validation losses of fine-tuned models for 50 steps. 

Model Train Loss Validation Loss 

Llama2-7b-chat-SQL 0.0001 0.00008 

Llama2-7b-chat-Turkish-SQL 0.0001 0.00010 

Llama3-8b-instruct-SQL             0.0001 0.00004 

Llama3-8b-instruct-Turkish-SQL 0.0001 0.00005 

Phi3-mini-4k-instruct-SQL 0.0001 0.00009 

Phi3-mini-4k-instruct-Turkish-

SQL 
0.0001 0.00051 
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Figure 4. Training and validation loss graphs. 

As seen in Table 1 and Fig 4, the train and validation loss values progress steadily 

without any signs of overfitting. The validation data, like the training data, also showed a 

reduction in the loss value. 

3 RESULTS AND DISCUSSION 

For performance evaluation of the test data, the ground truth SQL queries, referred to as 

gold SQL, are compared with the SQL queries predicted by the model. These comparisons are 

measured by execution accuracy (EX) and logical form accuracy (LF), as reported in the 

literature [32], [33]. Execution accuracy compares the generated query and the ground truth 
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query in terms of their results, typically by executing both queries on the same database and 

comparing their outputs. Logical form accuracy focuses on exact string matching between 

synthesized and ground truth queries but penalizes correct results without exact string matches 

[34]. In this study, to facilitate comparison with the results obtained in [26], the execution 

accuracy and logical form accuracy results of the models are obtained. The test file of the 

Tur2SQL dataset is used to obtain the results.  

Each model uses specific prompt formats during the training and testing phases. These 

formats contain certain special tags and at the end of training, and the outputs require 

preprocessing. The LLaMA2 models generate outputs between </s> tags and produce tokens 

up to the maximum token limit specified. In contrast, the LLaMA3 models generate the 

<|eot\_id|> tag up to the maximum token limit at the end of production. The Phi models, 

however, produce outputs directly without including any special tags. Consequently, it is 

necessary to process these tags for each model before calculating EX and LF results. The 

outputs generated by the models and their cleaned versions are presented in Table 2. 

Table 2. Models and examples of predictions and cleaned predictions. 

Model Prediction 
Cleaned 

Prediction 

Llama2-7b-chat-

SQL 

SELECT max(numara) FROM sehirler</s></s>2. 

SELECT count(numara) FROM kategori </s> 

SELECT count(num 

SELECT 

max(numara) 

FROM sehirler 

Llama2-7b-chat-

Turkish-SQL 

SELECT max(numara) FROM sehirler   </s></s>2. 

SELECT count(numara) FROM kategori </s> 

SELECT count(num 

SELECT 

max(numara) 

FROM sehirler 

Llama3-8b-instruct-

SQL 

SELECT max(numara) FROM sehirler<|eot_id|> 

<|eot_id|><|eot_id|><|eot_id|><|eot_id|><|eot_id|> 

<|start_header_id|><|eot_id|><|eot_id|><|eot_id|> 

<|eot_id|><|eot_id|><|end_header_id|><|eot_id|> 

SELECT 

max(numara) 

FROM sehirler 

Llama3-8b-instruct-

Turkish-SQL 

SELECT max(numara) FROM sehirler   <|eot_id|> 

<|eot_id|><|eot_id|><|eot_id|><|eot_id|> <|eot_id|> 

<|start_header_id|> <|start_header_id|><|eot_id|> 

<|eot_id|><|eot_id|><|eot_id|><|start_header_id|> 

<|eot_id|> 

SELECT 

max(numara) 

FROM sehirler 

Phi3-mini-4k-

instruct-SQL 
SELECT max(numara) FROM sehirler - 

Phi3-mini-4k-

instruct-Turkish-

SQL 

SELECT max(numara) FROM sehirler - 
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As shown in Table 2, for LLaMA2 models, it is sufficient to take the portion of the 

output before the first </s> tag to obtain the cleaned result. Similarly, for LLaMA3 models, the 

portion of the output before the first <|eot\_id|> tag is taken as the produced result. For Phi 

models, there was no need for a splitter. 

The execution accuracy and logical form accuracy values of the trained models are 

presented in Table 3. 

Table 3. Execution and Logical Form Accuracy results. 

Model 
Dev Test 

EX LF EX LF 

Llama2-7b-chat-SQL 85.95 85.31 85.89 85.29 

Llama2-7b-chat-Turkish-SQL 89.15 85.04 86.03 85.01 

Llama3-8b-instruct-SQL 93.25 93.25 92.96 92.73 

Llama3-8b-instruct-Turkish-SQL 92.40 92.65 93.84 92.83 

Phi3-mini-4k-instruct-SQL 99.72 99.42 99.81 99.81 

Phi3-mini-4k-instruct-Turkish-SQL 99.96 99.95 99.95 99.95 

SQLNet - - 40.19 39.03 

ChatGPT - - 98.38 86.72 

 

Table 3 presents the results of six different models trained in this study, as well as the 

results from SQLNet and ChatGPT previously tested in the TUR2SQL study. The latter two 

results did not involve any fine-tuning procedures. When examining the execution accuracy 

results, it is evident that the Phi models achieved the best performance, while the LLaMA 

models produced results comparable to ChatGPT. Additionally, as demonstrated by the results, 

training with the Turkish dataset improved execution accuracy for every model, since the 

instruction dataset helped the models learn the context of the natural language questions more 

effectively. Considering that the Phi models are smaller versions, it is expected that they would 

perform significantly better on the existing SQL dataset. The LLaMA models, being more 

generalized models, did not converge as effectively on the dataset as the Phi models. In terms 

of logical form accuracy, all models except for the LLaMA2 models achieved better results than 

ChatGPT. The LLaMA2 models, also, produced results very close to ChatGPT with only a 1\% 

difference. It is clear that in resource-constrained scenarios, the Phi models would be more 

suitable for use. Each model trained with the [28] dataset showed an average performance 

improvement of 1\% for the LLaMA models. 
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Despite the results provided by [26] for untrained SQLNet and ChatGPT models, there 

are no other trained models available for comparison. Execution accuracy and exact match 

accuracy values of other methods published in the literature are given in Table 4. 

Table 4. Execution and Logical Form Accuracy results of studies conducted on Spider 

dataset. 

Model 
Dev Test 

LF EX LF EX 

Coarse2Fine 72.9 79.2 71.7 78.4 

IncSQL 76.1 82.5 75.5 81.6 

SQLova 81.6 87.2 80.7 86.2 

X-SQL 83.8 89.5 83.3 88.7 

HydraNet 83.6 89.1 83.8 89.2 

IE-SQL 84.6 88.7 84.6 88.8 

BRIDGE 86.2 91.7 85.7 91.1 

SDSQL 86.0 91.8 85.6 91.4 

SeaD 84.0 90.2 84.7 90.1 

 

Table 4 presents the performance of various models on English datasets from existing 

literature. It is seen that the top-performing models on English datasets to achieve around 80-

90\% execution accuracy and logical form accuracy. For instance, the BRIDGE model, which 

is one of the top performers in the literature, achieves 91.7\% execution accuracy and 86.2\% 

logical form accuracy on the test set. Therefore, the results from our Turkish dataset, where 

models trained achieve 85-99\% execution and logical form accuracy, are particularly 

acceptable. 

Table 5 provides examples of the errors made by the models and the situations that 

classified as errors, which led to decreases in EX or LF values. 

Table 5. Models and examples of false predictions. 

Model Query Cleaned Prediction 

Llama2-7b-chat-SQL 
SELECT tip FROM suruculer   WHERE 

kod = 20202020 

SELECT tip FROM suruculer   

WHERE kod = 20203020 

Llama2-7b-chat-

Turkish-SQL 

SELECT alan FROM sehirler   WHERE 

nufus = 15000000 

SELECT alan FROM sehirler   

WHERE nufus = 1500 

Llama3-8b-instruct-

SQL 

SELECT kalkis_tarihi FROM ucuslar   

WHERE kalkis_tarihi = \ 

SELECT kalkis_tarihi FROM ucuslar   

WHERE kalkis_tarihi = \ 

Llama3-8b-instruct-

Turkish-SQL 

SELECT kalkis_tarihi FROM ucuslar   

WHERE kalkis_tarihi = \ 

SELECT kalkis_tarihi FROM ucuslar   

WHERE kalkis_tarihi = \ 

Phi3-mini-4k-instruct-

SQL 
SELECT max(numara) FROM kopruler 

SELECT max(uzunluk) FROM 

kopruler 

Phi3-mini-4k-instruct-

Turkish-SQL 
SELECT cikis_tarihi FROM sarkilar 

SELECT cikis_tarihi FROM sarkilar   

WHERE cikis_tarihi = şarkı tablosu   

içerisinde bulunan çıkış   tarihlerini 

ekrana\ 
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As shown in Table 5, all models produced a response to the given queries. All of the 

generated responses also produced correct SQL queries. Only the Phi3 model generated natural 

language texts at the end of the SQL query. Upon examination, it was generally found that the 

outputs contained errors due to typographical errors in the numbers or within the text. For 

example, in the first query example, the value 20202020 was generated as 20203020, and 

because it did not produce the correct result, it was classified as incorrect. However, it can be 

observed that the query would work if this typographical error were corrected. It was observed 

that, with a few exceptions, all outputs from the models had errors of this nature. 

Since query construction is a text generation process, it does not involve reasoning, and 

therefore, common errors are mostly related to matching numbers and dates. Additionally, 

errors such as generating redundant data are encountered. To correct these errors in the query 

generation system, solutions should focus on detecting the endpoint of the query and identifying 

inconsistencies in values like dates and numbers within the query, ensuring they are corrected 

based on internal consistency checks. 

4 CONCLUSION AND SUGGESTIONS 

In this study, text-to-SQL task for the Turkish language, considered a low-resource 

language, is performed using open-source models. To accomplish this, three different models 

are trained following two different approaches, and a reliable dataset presented in the literature 

is used for training.  

The results of this study illustrate the significant advancements in text-to-SQL 

performance achieved through the use of large language models (LLMs) in the context of the 

Turkish language. All the models exhibit same or better performance compared to models given 

in the literature, with the Phi3 models achieving the highest execution accuracy and logical 

form accuracy values.  

4.1  Comparative Performance Analysis 

Furthermore, the study reveals that all trained models outperform SQLNet, with models 

except the Phi-3 models closely matching ChatGPT's success. This indicates the substantial 

benefits of LLMs in handling text-to-SQL tasks, even in languages with limited resources. The 

Phi-3 models, although not as complex as the LLaMA models, surpass all methods, suggesting 

their potential utility in resource-constrained environments. The reason of this is the restricted 
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availability of datasets for Turkish, which is classified as a low-resource language. The success 

of the Phi-3 models demonstrates that effective text-to-SQL processing can be achieved with 

low resource usage. Thus, by selecting Phi-3 models, acceptable production success can be 

ensured with minimal resource consumption. 

4.2 Impact of Turkish Instruction Data 

The integration of Turkish instruction data in model training has significantly improved 

SQL query generation accuracy. This improvement is attributed to the enhanced understanding 

of natural language question contexts facilitated by the instruction dataset. On average, the pre-

training with the Turkish instruction dataset resulted in a performance gain across all models. 

This step helped the models better grasp the linguistic nuances and typical query structures in 

Turkish, thereby improving their ability to generate accurate SQL queries from natural language 

inputs. The instruction-tuning phase effectively fine-tuned the models to handle Turkish-

specific syntactic and semantic patterns, which are crucial for accurate text-to-SQL conversion. 

Results highlights the transformative impact of LLMs on text-to-SQL tasks, particularly 

in low-resource languages like Turkish. The findings underscore the value of leveraging large, 

instruction-tuned models to achieve high accuracy in SQL query generation, paving the way for 

more effective and accessible natural language interfaces to databases. Additionally, the study 

demonstrates that even in the absence of extensive resources, strategic use of instruction data 

and careful model training can bridge the performance gap, enabling high-accuracy applications 

in diverse linguistic contexts. 

4.3 Future Work 

In future, further optimization of model architecture and training procedures could 

potentially enhance performance even further. Additionally, the creation or acquisition of a 

larger dataset will provide sufficient data to meet the requirements of models with more 

parameters. By fulfilling the data needs of these models, subsequent training endeavors can lead 

to the development of a significantly more generalized text-to-SQL model for the Turkish 

language. Also, investigating the combination of LLMs with other techniques, such as data 

augmentation and transfer learning, may also yield valuable insights and improvements. 
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 ABSTRACT  

 

The development of autonomous vehicles requires high accuracy and precision in sensor data 

for effective interaction with the environment and execution of functions. Processing this data 

with efficient algorithms positively influences vehicle decision-making. In this study, the 

TurtleBot3 platform, an ideal simulation model for autonomous vehicles, is used to detect and 

track nearby objects in the sub-system Robotic Operating System (ROS) Noetic environment. 

The lidar sensor data from this platform is refined using interpolation and a minimized Kalman 

filter to remove noise and irregularities. This approach provides clearer and more reliable 

measurement data, resulting in more stable and fine-tuned responses in the vehicle's motion 

planning. Compared to the general Kalman filter theory, this method offers faster implementation 

without relying on the exact error tolerance of the sensor to provide acceptable results. 

 

 Keywords: Mobile Robot, Autonomous, Kalman filter, Object tracking.  

 

1 INTRODUCTION 

As technology advances, research into mobile robots and autonomous vehicles is 

becoming increasingly important. Systems capable of performing various functions without 

human intervention, sensing environmental factors, and processing this information to make 

decisions have become quite common [1]. Among the systems developed are mobile robots 

used in logistics, service robotics, cleaning, industrial applications, and healthcare. These 

robots, which vary according to their purpose, are commonly known as Automated Guided 
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Vehicles (AGVs) or Autonomous Mobile Robots (AMRs) [2], [3]. While AGVs perform strip 

tracking by interacting with a magnetic field, AMRs perceive their environment through sensors 

and apply mapping and navigation processes through algorithms and methods [4]. The basic 

task for both AMRs and AGVs is to plan a route to a desired destination while avoiding 

collisions with obstacles in their environment [5]. AMRs typically use lidar sensors for mapping 

and obstacle detection. While the lidar sensors used are typically 2D, 3D lidar sensors are also 

used to obtain more geometric information about the environment [6]. In mobile robot 

applications, lidar is often preferred for simultaneous localization and mapping (SLAM) 

applications [7]. Researchers have been developing navigation and path planning methods 

using SLAM for a long time [8]. Lidar is also used in mobile robot applications to detect both 

dynamic and static obstacles [9], [10]. In environments where mobile robots operate, the objects 

encountered can be either stationary or moving.  

These objects can serve as obstacles or be designated as targets to be followed. Object 

detection and position estimation are critical requirements for safe path and motion planning in 

mobile robot navigation [11]. In indoor environments, SLAM applications based on lidar data 

have developed methods that produce successful results in navigation and path planning. 

However, the inability to fully detect dynamic changes in the environment and its surroundings 

can limit the navigation of mobile robots [12], [13]. Lidar data can not only map the 

environment but also collect data to detect dynamic objects, allowing mobile robots to better 

understand their environment [14]. The development of these methods provides an opportunity 

to avoid additional costly requirements, but it requires processing through algorithms tailored 

to the application using lidar data. In addition, lidar data must be filtered prior to processing 

due to potential measurement errors inherent in electronic devices [15]. 

In this study, a 2D lidar-based dynamic object detection and tracking method has been 

developed that is capable of identifying objects of any class and geometry in a model-

independent manner. Information obtained from lidar sensors in real-world conditions can lead 

to erroneous measurements due to reflections and noise, so the proposed method employs an 

interpolation-based process on the distance data from the lidar sensor to minimize these 

erroneous measurements, introducing a new approach that minimizes the noise of lidar data by 

reducing the reliance on Kalman filters. To implement this method, the Turtlebot3 Waffle pi 

version development platform was used, which is ideal for such problems and research. This 

platform also supports Robotic Operating Systems (ROS), which are used for environmental 

data processing for mobile robots, autonomous navigation, and mapping [16]. We made it 
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compatible with a developed method using ROS, enabling its application on both the real 

TurtleBot3 platform and the Gazebo robot simulator. Our method aims to minimize the Kalman 

filter, thereby reducing the noise in the real data obtained from the TurtleBot3's lidar sensor. We 

have also developed an approach to address this issue in the Gazebo simulator environment. 

We took measurements at different distances and conditions to enable the mobile robot to detect 

and track objects regardless of their geometry. We processed these measurements using the 

defined method to ensure appropriate filtering. The results showed successful results both in 

real conditions and in simulation environments. 

2 RELATED WORKS 

Researchers address tasks such as object recognition and tracking in mobile robot 

applications and develop different solution algorithms. In the object recognition method 

developed in [17], a trained CNN structure was used and implemented in the Gazebo 

environment. This study provided the robot with the ability to interpret the objects it encounters; 

however, the mode of operation was limited by the camera angle and the classes within the 

training set. Similarly, [18] used cameras, but at a more advanced level. Instead of mere object 

recognition, the study focused on real-time object detection by slicing the video data from the 

camera into frames and evaluating them. Algorithms capable of discriminating objects were 

used to feed a Kalman filter model with changes in the object's position across frames. The 

result was a system capable of predicting the next object position. In another study, we observe 

a low-cost model for human tracking. The measurement and detection device used in this model 

is a low-cost laser scanner [19].  

This study focused on the identification and tracking of human footprints using an 

algorithm based on footprint detection in lidar data. According to this algorithm, the midpoint 

between two different footprints was designated as the target point, and the model showed good 

success results. An important feature of the model is its ability to track a single person without 

confusion, even when multiple people are present in the tracking area. In addition, the footprints 

of different people vary on the lidar data, and the distance between footsteps changes when 

walking. Special adjustments can be made for such cases. In [20], a Kalman filter was used to 

deal with irregularities in the readings of electronic measurement devices. Specifically, a fixed 

Kalman gain was used to analyze differences between the signal curves at the input and output 

of the filter, effectively mitigating irregularities in the sensor data. The study reported promising 

results in correcting measurement irregularities using this method. 
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3 APPROACH SYSTEM OVERVIEW  

The scheme of the developed method for the detection of dynamic objects using 2D 

Lidar is shown in Figure 1. In the method, the distance information perceived by the lidar on 

the mobile robot is sometimes inaccurately or incompletely assigned due to noise and 

reflections on the real environment platform; therefore, the sensor data read from the real 

TurtleBot3 and the simulator environment may differ. In order to deal with these differences, 

two approaches have been taken in this study due to problems arising from different sensor 

structures between the physical system and the simulation environment, which involve the 

integration of different algorithms. In this study, the TurtleBot3 Waffle Pi platform 

manufactured by Robotis uses a 360-degree lidar (LDS-2) to measure distances to physical 

obstacles, with software components based on ROS (Robot Operating System) in Linux Ubuntu 

20.04. 

We chose to use ROS1 Noetic for this platform, which is compatible with both ROS1 

and ROS2 versions. Besides the physical environment, the Gazebo software will be used for 

the virtual environment. As mentioned before, the readings of virtual and physical sensors may 

differ, and the sensor resolution may change too. In the physical platform, the linear velocity of 

the robot ranges from 0 to 0.26 m/s and the angular velocity from 0 to 1.82 rad/s, and the lidar 

sensor resolution is defined as 1 degree [16]. For the virtual platform, the properties are the 

same with a lower tolerance and higher confidence about the resolution of the lidar data. Robotis 

provides a ready-made system for TurtleBot3, and this software is primarily designed for the 

basic functions of the robot. Therefore, any additional applications require a ROS package and 

control from an external master. 

 

Figure 1. Method developed to detect dynamic objects using 2D Lidar. 
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In object tracking, the accuracy of the angle and distance information obtained from the 

lidar sensor is critical. During our research on the TurtleBot3 physical platform using the LDS-

2 lidar sensor, we identified instances where distance measurements resulted in erroneous 

"zero" values due to reflections or incorrect readings. To avoid this problem, we compared the 

index numbers of erroneous distance measurements from the lidar sensor with neighboring 

index values and implemented an interpolation to mitigate these erroneous measurements. For 

the proposed method in the simulation environment, unlike the physical system, the distance 

information from the lidar sensor did not have zero values due to reflections, and the angles of 

the detected distances were sequentially synchronized. Therefore, there was no need for 

solutions to eliminate zeros in the simulation environment, allowing direct focus on the object 

detection method using the lidar. 

3.1 Minimized Kalman Filter 

Since Rudolf Kalman introduced the Kalman filter theory, it has been at the forefront of 

advanced research. Designed to overcome uncertainties in predicting the final state of a variable 

during its monitoring and measurement, this model fundamentally involves predicting a new 

value in place of the measured value, using the equations of the Kalman model [21], [22]. There 

exist improved and generalized versions with common equation variables. Equation (1) shows 

the Kalman Gain (KG), calculated based on parameters of the prediction error and the 

measurement error. KG is used in predicting the current value. Equation (2) expresses the 

current predicted value (𝑒𝑠𝑡𝑡), which is obtained by adding the product of the KG coefficient 

and the difference between the measured value and the previous predicted value to the previous 

predicted value. Equation (3) calculates the prediction error (𝐸𝑒𝑠𝑡𝑡
) [20], [21], [23], [24], [25]. 

𝐾𝐺 =
𝐸𝑒𝑠𝑡

𝐸𝑒𝑠𝑡 + 𝐸𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡
 (1) 

𝑒𝑠𝑡𝑡 = 𝑒𝑠𝑡𝑡−1 + 𝐾𝐺 ∗ (𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑒𝑠𝑡𝑡−1)  (2) 

𝐸𝑒𝑠𝑡𝑡
= (1 − 𝐾𝐺) ∗ 𝐸𝑒𝑠𝑡𝑡−1

 (3) 

So basically, the traditional Kalman filter could be defined with these three equations. 

The term 𝑒𝑠𝑡𝑡−1 denotes the previous predicted value, while  𝑒𝑠𝑡𝑡 denotes the current predicted 

value. 𝐸𝑒𝑠𝑡 denotes the current prediction error, while 𝐸𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 denotes the measurement 

error. In the Kalman model, the relationship (measurement - old estimate) continuously 

facilitates new value predictions. Subsequently, the Kalman Gain (KG) coefficient is updated 
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and tends toward zero, allowing the predicted value to continuously converge to the actual value 

[20]. Figure 2 shows an example that graphically illustrates the prediction of the Kalman filter. 

Assuming a measurement of a value at 95 degrees with measurement errors in the range [-6, 

+6], an initial estimation error of -5 and an initial estimated value of 90 are chosen for 

consideration. This data is used to demonstrate how convergence to the true value occurs within 

10 iterations.  

 

Figure 2. Comparison of actual and Kalman filter prediction graphs. 

Considering the physical environment and the accuracy level of the LDS-2 lidar, the 

goal is to smooth the robot's responses. The response of the robot is highly dependent on the 

distance to the nearest object, so this parameter is prioritized. The measured distance from the 

lidar data is sometimes set to zero and at other times varies due to measurement tolerances. In 

such cases, instead of relying on the measured minimum, estimation is used to reduce the 

sensitivity to fluctuations. To produce an estimate at any time t, the previous predicted value is 

required; if this value is not available, it is initialized to the current measured value to start the 

algorithm. Figure 3 shows both the normal Kalman filter and the improved minimized Kalman 

filter in comparison.  

The smoothing aims to achieve independence from the values of the estimation and 

measurement errors, as indicated by the Kalman Gain (KG) coefficient in equation (1), which 

depends on the ratio of the prediction and measurement errors. To achieve this, the change in 

estimated values is kept constant relative to the difference between the current measured state 

and the previous state values, thus ensuring continuous convergence of the estimated value to 

the measured value. Therefore, as expressed in equation (4), the KG coefficient is kept constant. 

Through experimentation, this value was determined to be 0.2 to suit the robot model. Equation 

(5) expresses the difference between the current estimated value and the previous value. If 
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incorrect measurement errors occur, they are absorbed by the improved Kalman filter without 

causing abrupt responses. 

Figure 3.  Kalman Filter and Minimized Kalman Filter Diagram. 

 

𝐾𝐺 =
𝛥𝑒𝑠𝑡

𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝑒𝑠𝑡𝑡−1 
 (4) 

∆𝑒𝑠𝑡 = 𝑒𝑠𝑡𝑡 − 𝑒𝑠𝑡𝑡−1 (5) 

When the KG value is fixed, the relationship between the measurement error and the 

estimation error is also fixed to a constant value. This means that each position update of the 

object depends on the influence of the previous estimated state and 20% of the change in the 

measured value, thus achieving smoother responses, which lead our modifications on equations 

(2) and (3) to produce the following (6) and (7) equations. 

𝑒𝑠𝑡𝑡 = 𝑒𝑠𝑡𝑡−1 + 0.2 ∗ (𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑒𝑠𝑡𝑡−1) (6) 

𝐸𝑒𝑠𝑡𝑡
= 0.8 ∗ 𝐸𝑒𝑠𝑡𝑡−1

 (7) 

During the movement of the mobile robot, there are sometimes inappropriate responses 

such as sudden changes in speed and direction. The causes of this problem include abrupt 

transitions caused by simple if-else statements, sudden changes in distance from the lidar 

sensors, and measurement errors. To solve these problems, we propose variable velocity and 

angular velocity coefficients that can absorb sudden changes in linear and angular velocity. We 

can achieve changes in linear velocity through a mathematical function where the variable is 

the position angle of the object. Since the angle values range from 0 to 180 degrees, we can 
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map them to the range [0, 1], which is called the mapped_theta variable, so that the output of 

this function is in the range [0, 1]. In other words, using this coefficient, we can scale the speed 

value as a percentage of the maximum speed value. So, our linear velocity changing rules can 

be listed as follows: (1) maximum when the angle of the object is less than 30 degrees; (2) 

decreases exponentially after 30 degrees; and (3) tapers to zero near 90 degrees. The appropriate 

mathematical function that combines these three points is expressed in equation (8), which uses 

the mapped_theta as its independent variable. Here, 𝑘𝑣(𝜃) refers to the linear velocity 

controller, and 𝜃  represents the mapped_theta. In addition, the graph of this function is shown 

in Figure 4. 

𝑘𝑣(𝜃) =
1

1 + 0.2 ∗ 𝑒(20∗(𝜃−0.167))
 (8) 

 

 

Figure 4. kv function. 

 

According to this graph, the coefficient kv begins a rapid descent when the 

mapped_theta variable reaches 0.167 (corresponding to a 30-degree angle). At a value of 0.34, 

corresponding to a 60-degree angle of the object, the coefficient becomes 0.15 when multiplied 

by the maximum speed, giving a value of 15%. As mapped_theta approaches 0.5, or as the 

object angle approaches 90 degrees, the output speed converges to zero. This satisfies these 

criteria and provides a nonlinear change in linear velocity. Using this method, we can control 

the angular velocity. However, as the object angle decreases, we need a function where the 

angular velocity value also decreases-a reverse version of the linear velocity criteria. The 

function used for the change in angular velocity is expressed in equation (9). Here, 𝑘𝑤(𝜃)  

corresponds to the angular velocity coefficient change. 

𝑘𝑤(𝜃) =  
1

1 + 𝑒(−15∗(𝑚𝑎𝑝𝑝𝑒𝑑𝑡ℎ𝑒𝑡𝑎−0.334))
 (9) 
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Figure 5 displays the graph of the function that handles the change in angular velocity. 

As the object’s angle approaches zero, it ensures that the angular velocity converges to zero. In 

addition, a function was obtained that non-linearly increases the angular velocity as the object 

angle exceeds 30 degrees. 

 

Figure 5. kw function.  

3.2 Proposed Approach for The Virtual (Gazebo) Environment 

Lidar data was used to implement object tracking using the Gazebo simulator as the 

simulation environment. Gazebo includes the Turtlebot3 robot model, which is equipped with 

sensors and actuators similar to the physical hardware. To run this method in the Gazebo 

simulator environment, a turtle_world environment was used. To obtain lidar data, a data 

subscription was performed on the "/scan" topic within a ROS package node, allowing access 

to the transmitted data. The content of the data was examined using the "/rostopic info" 

command to identify and utilize parameters critical to the mobile robot. Figure 6 illustrates the 

subscribed topics within the Gazebo environment.  

 

Figure 6. Data flow in the Gazebo environment. 

Figure 7 shows the object detection method diagram for the Gazebo environment. It 

shows the process where the nearest detected lidar distance data and its index are identified 

from the "/scan" scan data obtained with the help of ROS. To guide or move the mobile robot 

to the nearest object, this process is facilitated by themes defined by ROS. The control of linear 
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and angular velocities is transferred to the right and left motors of the mobile robot using the 

Twist function. We ensured successful navigation of the mobile robot to the detected object 

based on specified angle and distance tolerances. 

 

Figure 7. Developed object detection algorithm for virtual environment. 

 

The pseudo code expressed in virtual_env1 for calculating linear and angular velocities 

can be explained in terms of multiple steps. According to this code, the closest vector distance 

data is determined from the lidar sensor. Then the index number of the closest distance is 

extracted, which allows the relative angle of the closest distance with respect to the robot to be 

calculated. To orient the robot to the object based on the calculated angle and distance, the 

angular difference between the robot's heading angle and the angle of the detected object is 

calculated. If this angular difference is within +/- 8 degrees, the angular velocity is set to 0 to 

minimize oscillations during orientation. If the angular difference is -90 or 90 degrees, 

indicating that the object is directly to the left or right, the angular velocity is set to maximum 

in the opposite direction of the object. At the same time, if the distance to the object is less than 

0.35 units, the linear velocity is set to 0, causing the robot to stop. Conversely, if the distance is 

greater than 0.35 units, the linear velocity is maximized, allowing the robot to search for or 

track the object. A notable drawback of this method is the use of numerous if-else structures. In 

a simplified way, in the following Algorithm 1. table a summary of the operations in the form 

of codes. 
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Algorithm 1. Coded representation of the algorithm’s flow. 

 

3.3 Proposed Approach for The Physical Environment 

Unlike the virtual environment, the mobile robot in the physical environment has a 

different number of topics, as shown in Figure 8. These topics are used to share sensor 

information and monitor changes in the hardware. The noise generated by the Lidar sensor has 

resulted in some distances being assigned a value of "0" and in the detection of sudden noisy 

distance values during measurements. 

Figure 9 outlines the solutions to these problems, with the steps summarized as follows: 

first, the indices of the zeros were identified. Since these are not fixed indices, new values were 

assigned by interpolating between the real values before and after the zeros. To detect the 

nearest object, the nearest distance from the noise-filtered data is used as a reference. The index 

of this nearest distance is also used to calculate the angle of the object. To avoid errors in the 

measured minimum values, an estimation is made using the proposed minimized Kalman filter. 

This method also helps to avoid sudden speed changes and wrong turns. To navigate to the 

object at the determined angle and distance, the linear and angular velocities are calculated. 

These velocities are then sent to the motors using the ‘/Twist’ publisher. 

Figure 10 shows the comparison between the raw lidar data containing zeros and 

erroneous measurements and the data after the interpolation process. It is evident that the values 

initially assigned as zero ("0") have been absorbed after interpolation. 
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Figure 8. Data flow in Turtlebot3 Waffle Pi. 

 

 

Figure 9. Developed object detection algorithm for physical environment. 

 

Figure 10. The impact of interpolation on raw lidar data. 

4 EXPERIMENTAL RESULTS 

In this study, an improved Kalman filter-based method for the detection and tracking of 

dynamic objects using 2D Lidar is proposed. The proposed method provides different solutions 

for simulated and physical Turtlebot3 environments. Applications have been developed for 

detecting objects at different distances and angles both in the physical environment and on the 
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Turtlebot3 platform. Furthermore, the developed minimized Kalman filter method addresses 

how improvements were made to noisy raw lidar data. 

4.1 Results for Physical Turtlebot3 Environment 

The physical environment experiments used the Waffle Pi version of the Turtlebot3. In 

the first experiment, objects placed at angles of 30, 60, and 90 degrees were detected, and their 

angles relative to the Turtlebot3 were determined. Figure 11 shows objects placed at angles of 

30, 60, and 90 degrees relative to the Turtlebot3. 

In the experiments conducted, objects placed at a distance of less than 1 meter were 

analyzed for velocity variations using two different methods. Figure 12 (a) shows the velocity 

variations based on different angles using a simple if-else structure. Similarly, Figure 12 (b) 

shows the velocity variations obtained using the proposed method aimed at smoothing changes 

based on different angle values. 

 

Figure 11. Detection of objects placed at different angle positions. 

  

Figure 12. Velocity responses of Robot speed relative to object placed at different angles for 

physical environment. a) Linear velocity changes using if-else conditions, b) Linear 

Velocity changes using math equations. 

 

The velocity responses to objects placed at different angles using a simple if-else 

structure show abrupt changes, resulting in the robot’s jerky movements. As shown in Figure 

12(a), the velocity changes are characterized by high accelerations. To reduce these high 

a) b) 
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accelerations, the proposed method uses exponential equations depending on the acceleration 

coefficients, as shown in Figure 12(b). Acceleration rates are reduced in steps of 30 degrees, 

resulting in smoother velocity changes. To verify the object detection based on the minimum 

detected distance, measurements were taken for three different distances in front of the robot as 

shown in Figure 13, by defining three distances of 35 cm, 65 cm, and 95 cm, in this test we 

used a static and fixed object in order to observe the efficiency of the designed filter. 

 

Figure 13. Distance measurement application of object at different distances. 

 

As a result, the effects of changes in the minimum distance are shown in Figures 14 (a) 

and (b), comparing the outputs of noisy data and the proposed minimized Kalman filter. 

According to the comparative results obtained based on variations in different distances, it can 

be seen that the object distances obtained with the minimized Kalman filter are denoised 

compared to the raw lidar data. It is observed that the use of the minimized Kalman filter 

reduces sudden accelerations and abrupt oscillations caused by noisy data during object 

tracking by the mobile robot 

.   

Figure 14. Object detection distances based on raw and minimized Kalman filtered data for 

the physical environment. a) Object distance detection based on raw lidar data b) Object 

detection distance obtained by using minimized Kalman filter on lidar data. 

 

a) b) 
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In addition, the distance of a stationary object was monitored over a period of time, and 

comparative data including raw lidar data, data processed through the Kalman filter, and data 

processed through the enhanced minimized filter are shown in Figure 15. This collection 

includes lidar data obtained from a stationary object at a given distance. According to the results 

obtained, the data processed through the developed minimized Kalman filter shows a better 

absorption of fluctuations compared to both the noisy raw data and the general Kalman filter. 

 

Figure 15. Comparison of raw lidar data, data passed through the general Kalman filter, 

and data passed through the minimized Kalman filter. 

4.2 Results for Gazebo Environment 

Experiments conducted in the Gazebo environment involve examining changes in 

velocity by placing different objects at different angles and fixed distances, similar to those in 

the physical environment. Unlike the real environment, the virtual environment is free of zeros. 

Therefore, we wanted to observe the accuracy of our method in both virtual and physical 

environments. The experiments conducted in the Gazebo environment are shown in Figure 16. 

The speed variation of the object placed at 30, 60, and 90 degrees in the virtual 

environment is shown in Figure 17, as specified in the method, showing both the speed 

variations based on the simple if-else structure and those adjusted using exponential speed 

coefficients. According to the results obtained, smoother speed transitions were observed in the 

virtual environment due to the absence of physical environment noise. 

 

Figure 16. Experiment on object distance with angles of 30, 60, and 90 degrees in the 

Gazebo environment. 
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Figure 17. Robot speed responses according to object placed at different angles for virtual 

environment. a) linear speed changing using if-else conditions for virtual environment b) 

linear velocity changing using mathematical equations for virtual environment. 

 

Figure 18 illustrates experiments conducted in the virtual gazebo environment with 

objects placed at different fixed distances. This experiment focuses on the distances perceived 

by the lidar for objects placed at 3 different distances. 

 

Figure 18. Experiment applied for different fixed distances for the virtual environment. 

 

Figure 19 shows the closest object distances obtained from lidar data with and without 

application of the minimized Kalman filter in the virtual environment at 3 different distances. 

In the results with the minimized Kalman filter applied, the distance measurement transitions 

are smoother compared to the unfiltered lidar data in the virtual environment, where the lidar 

data is free from noise-induced sudden distance transitions. 

a) b) 
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Figure 19. Object detection distances based on raw and minimized filtered data in the 

gazebo environment. a) Object distance detection based on raw lidar data b) Object 

detection distance obtained by using minimized Kalman filter on lidar data. 

5 CONCLUSION 

This paper proposes a method based on an extended Kalman filter for tracking objects 

without specifying geometries and shapes, so it is focused on enhancing the quality of lidar data 

intended for use in autonomous mobile robots; however, as an examples, a 35x20x20 cm box 

and observer legs have been used in different tests. Real-world lidar data often produce 

erroneous measurements due to reflections and noise. To mitigate these inaccuracies, a 

minimized Kalman filter methodology incorporating interpolation and Kalman filtering 

techniques has been developed. The proposed method is adaptable to both the Turtlebot3 

physical robot and the Gazebo simulation environment, presenting two different approaches. 

Experimental trials for object tracking have been conducted using both the physical Turtlebot3 

and the Gazebo environment. Instead of a simple control mechanism where linear and angular 

velocities change based on the perceived angle and distance of the object, the study uses well-

tuned mathematical functions with intervals and breakpoints to achieve smoother velocity 

transitions. In addition, the minimized Kalman filter was observed to protect against sudden 

jumps in measurements and to mitigate state noise during discrete-time measurements. Object 

detection and tracking are performed using lidar information, and future work will focus on 

improving object classification using new lidar data, considering both computational 

performance and object tracking accuracy. 
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 ABSTRACT  

 

The super-resolution method, which has gained significant popularity today, aims to obtain 

high-resolution images from low-resolution ones, enhancing image quality and making details 

clearer. This technique allows for more detailed analysis of images, providing significant 

advantages in medical imaging, restoration of old photographs, and the analysis of security 

cameras. In medical imaging, super-resolution contributes to more accurate diagnosis of diseases 

by clarifying low-resolution MRI, CT, and ultrasound images. Similarly, in the restoration of old 

photographs, improving blurred visuals allows for the preservation and renewal of historically 

significant images. In the field of security, enhancing images obtained from low-resolution 

surveillance cameras makes it easier to identify suspects and allows for a more detailed analysis 

of events, playing a critical role in solving crimes. In recent years, deep learning-based 

approaches have made significant progress in the field of super-resolution. Notably, 

Convolutional Neural Networks (CNN) have achieved great success in solving these problems. 

However, one of the most remarkable developments in super-resolution is the SRGAN model, 

based on Generative Adversarial Networks (GAN). SRGAN has surpassed traditional methods 

by more effectively improving image quality. In this study, the SRGAN model was trained on 

three different biomedical datasets, achieving PSNR values of 31 and SSIM values of up to 94%. 

These results demonstrate the potential of super-resolution in enhancing biomedical imaging, 

offering clearer images for more accurate disease diagnosis, thereby improving the precision of 

medical analyses. Moreover, given that these developments can also be applied in fields such as 

security and restoration, the importance of super-resolution techniques across different 

disciplines is increasingly recognized. 
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1 INTRODUCTION 

Super-resolution (SR) is a method of obtaining high-resolution images from one or more 

low-resolution versions of the same image. High-resolution images provide more detail and 

clarity, thereby increasing the accuracy of image analysis and classification [1]. SR technology 

has become increasingly important with rapid advancements in digital image processing and 

analysis. This technology enhances the quality and details of low-resolution images, producing 

high-resolution results. One of the most common problems encountered in digital images is the 

loss of detail and blurriness [2]. SR can address these issues by producing sharper and higher-

quality images. 

SR is often used to improve the quality of old or low-quality images. This technology 

enhances the clarity of images, providing detailed and high-quality visuals [3]. Particularly in 

the restoration of historically significant old photographs, SR has made a significant difference. 

Using SR techniques, details lost in old, low-resolution, and degraded images can be recovered, 

adapting the image to modern digital standards [4]. For example, enhancing and restoring the 

details of nostalgic and historically valuable images significantly increases visual quality, 

allowing these photographs to be used more effectively in modern digital formats. 

One of the important application areas of SR is the medical field. In medical imaging 

techniques, SR enhances the resolution of images, helping doctors make more accurate 

diagnoses. Particularly in imaging techniques such as magnetic resonance (MR), computed 

tomography (CT), and ultrasound, high-resolution images allow doctors to analyze diseases in 

more detail [5]. The early detection of cancer cells or abnormal tissues becomes easier with SR 

technology, enabling the creation of more effective treatment plans for patients. Diseases 

identified early, especially in serious conditions like cancer, can be treated before they progress, 

thanks to SR. 

SR also has a significant impact in the field of security and surveillance. Images 

obtained from security cameras are often low-resolution, and the lack of detail can result in the 

loss of critical information. SR technology enhances the clarity of these images, enabling the 

identification of suspects and the detailed analysis of events [6]. This allows security forces to 

intervene more effectively in incidents. Additionally, using SR technology, surveillance systems 

in cities can be made more efficient, and clearer results can be obtained in detecting security 

issues. 
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Super-resolution can be implemented using two main methods: Single Image Super-

Resolution (SISR) and Multi-Image Super-Resolution (MISR). SISR aims to obtain a high-

resolution image from a single low-resolution image [7]. This technique is often applied using 

deep learning models, particularly Convolutional Neural Networks (CNNs). Deep learning 

analyzes the features of low-resolution images and generates a high-resolution prediction. 

MISR, on the other hand, uses multiple low-resolution images of the same scene captured from 

different angles or at different times to produce a high-resolution image [8]. This method 

benefits from the redundancy of information across images, resulting in higher-quality 

outcomes. 

In recent years, significant progress has been made in deep learning-based super-

resolution (SR) research. Particularly, CNN-based models have demonstrated great success in 

addressing SR problems. CNNs are known for their strong performance in image processing 

and analysis and provide innovative solutions in the SR domain [9, 10]. One of the first major 

breakthroughs in super-resolution was the SRCNN (Super-Resolution Convolutional Neural 

Network) model developed by Dong et al. (2015). SRCNN uses a three-layer CNN to create 

high-resolution versions of low-resolution images. This model first scales a low-resolution 

image to a higher resolution and then performs feature extraction and reconstruction on this 

image [11]. 

After the success of SRCNN, Kim et al. introduced a deeper model called VDSR (Very 

Deep Super-Resolution Network). VDSR is a 20-layer deep neural network and leverages the 

power of deep learning to predict high-resolution versions of low-resolution images [12]. Lim 

et al. developed the Enhanced Deep Super-Resolution (EDSR) model, which significantly 

improved SR performance. EDSR uses a structure similar to VDSR but enhances performance 

with several key improvements [13]. The RDN (Residual Dense Network) model developed by 

Zhang et al. represents a new approach to SR problems and has been effective in improving 

resolution [14]. 

In deep learning-based SR research, the sharpening of blurred images has also been an 

important area of study in the literature. For example, Xu et al. have conducted important 

research in this area using deep convolutional networks to sharpen blurred images. These 

studies reduce blurry areas through sharpening filters, allowing fine details in the image to be 

emphasized [15]. Reducing random noise in digital images is important for improving image 

quality. Zhang et al. introduced a deep learning model called DnCNN that effectively reduces 
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image noise. Additionally, contrast enhancement techniques highlight the difference between 

light and dark areas in the image, resulting in clearer and more vibrant visuals [16]. 

In this study, three different biomedical datasets—skin cancer, retina fundus, and blood 

cell cancer—were trained with the SRGAN model [17], and the model's performance was 

evaluated using PSNR and SSIM metrics. The results show that for the skin cancer dataset, the 

model achieved a PSNR of 31.11 and an SSIM of 85.74%; for the retina fundus dataset, a PSNR 

of 30.75 and an SSIM of 94.83%; and for the blood cell cancer dataset, a PSNR of 33.65 and 

an SSIM of 88.38%. These results demonstrate the effectiveness of SR in enhancing the quality 

of medical images for analysis. 

2 MATERIAL AND METHOD 

This study uses three different datasets from global sources: the Skin Cancer dataset 

from the International Skin Imaging Collaboration (ISIC) [18], the Blood Cell Cancer dataset 

from Taleqani Hospital in Tehran, Iran [19] , and the Retina Fundus dataset from the 

Papageorgiou Hospital at Aristotle University of Thessaloniki [20].  

2.1 Skin Cancer Dataset 

From the databases of the International Skin Imaging Collaboration (ISIC), a total of 

2,357 images of malignant and benign oncological diseases were obtained. These images were 

initially classified according to the ISIC classification and divided into equal numbers for all 

subsets, excluding melanomas and moles, which were slightly more prevalent. Figure 1 shows 

some example images from the skin cancer dataset. 

 

Figure 1. Skin cancer dataset sample images. 
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As seen in Figure 1, the dataset consists of images related to various skin lesions or 

moles. Irregularities in shape, color, and patterns can be observed among these lesions, which 

are crucial for the detection of cancerous cells [21]. The distribution of color, asymmetry, border 

characteristics, and size differences in the lesions are used to diagnose the disease.  

2.2 Blood Cell Cancer Dataset 

The accurate diagnosis of Acute Lymphoblastic Leukemia (ALL), a highly common 

form of cancer, often requires invasive, expensive, and time-consuming diagnostic tests [22]. 

Peripheral blood smear (PBS) images play a critical role in the initial screening of ALL by 

differentiating cancerous cells from non-cancerous cases. Manual examination of these PBS 

images by laboratory users is prone to diagnostic errors due to the non-specific nature of ALL's 

symptoms. This dataset consists of 3,242 PBS images from 89 patients suspected of having 

ALL, which were prepared and stained by skilled laboratory personnel. These images are 

divided into two classes: benign (non-cancerous) and malignant, with malignant ALL further 

categorized into three subtypes: Early Pre-B, Pre-B, and Pro-B ALL. All images were captured 

using a Zeiss camera with a 100x magnification microscope and saved as JPG files. Figure 2 

shows the blood cell cancer dataset. 

 

Figure 2. Blood cell cancer dataset sample images. 

In Figure 2, it can be observed that cancerous blood cells are larger and have a purplish 

color compared to healthy blood cells. Leukemia is characterized by the uncontrolled 

proliferation of abnormal white blood cells in the blood and bone marrow, replacing normal 

cells and weakening the body's ability to fight infections and impairing other essential 

functions. 
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2.3 Retina Fundus Veri Seti 

This dataset consists of 129 retinal images forming 134 image pairs, which are divided 

into three categories based on their features. The images were captured using a Nidek AFC-210 

fundus camera with a 45° field of view. The data was collected from 39 patients at the 

Papageorgiou Hospital in Thessaloniki, Greece. Figure 3 shows the retina fundus dataset. 

 

Figure 3. Retina fundus dataset sample images. 

In Figure 3, the optic nerve, blood vessels, and retina surface can be seen. The optic 

nerve’s center is usually a bright spot, and blood vessels radiate outward from this point. To 

diagnose eye diseases, the structure of the retinal vessels, abnormalities around the optic disc, 

hemorrhages, and areas such as the macula are examined. The white spots in the images are 

markings used to identify problem areas in the eye. Fundus images are often used to diagnose 

conditions such as diabetic retinopathy, where hemorrhages, cotton wool spots, and other 

vascular changes are significant features. 

2.4 Generative Adversarial Networks 

Generative Adversarial Networks (GANs) are an unsupervised deep learning framework 

proposed by Goodfellow et al. [23]. The framework consists of two networks: a generator (G) 

and a discriminator (D), optimized to minimize a two-player minimax game where the generator 

learns to deceive the discriminator, and the discriminator learns to protect itself from being 

deceived. As explained by Goodfellow and his colleagues, “The generator model can be likened 

to a team of counterfeiters trying to produce fake money, while the discriminator model 

resembles the police attempting to detect the counterfeit money” [24].  
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During GAN training, the generator receives a random noise vector as input and 

produces an output distribution PG. The discriminator is then trained to distinguish between PG 

and the real data distribution PData. Simultaneously, the generator is trained to learn how to 

deceive the discriminator. In theory, PG should converge towards PData as the discriminator 

becomes unable to differentiate between the generated and real samples, resulting in an ideal 

generator model capable of producing data following the real data distribution. 

While GANs are a powerful framework, they often face stability issues, where 

competing networks rarely converge. Variations of the framework that use different loss 

functions, such as Wasserstein GANs (WGANs) [25], have been developed to improve training 

stability. Unlike the original GAN framework, WGANs minimize the Earth Mover's Distance 

and impose a gradient penalty in the loss function to constrain the discriminator's gradient norm 

relative to its input. 

2.5 Super Resolution Generative Adversarial Networks 

Super Resolution Generative Adversarial Networks (SRGAN), SRGAN is a method that 

uses generative adversarial networks (GANs) to produce photorealistic super-resolution (SR) 

images with high scaling factors. While traditional SR approaches focus on minimizing pixel-

based error metrics (e.g., Mean Squared Error – MSE), SRGAN adopts an innovative perceptual 

loss function to produce images of a quality closer to human perception [26]. This loss function 

takes advantage of a discriminator network trained to distinguish between real and super-

resolved images. SRGAN uses a deep residual network (ResNet) architecture and applies a 

VGG loss that measures the Euclidean distance between feature maps obtained from the 

VGG19 network. The SRGAN architecture is shown in Figure 4. 

 
Figure 4. SRGAN Architecture. 



Z. Güngür, İ. Ayaz, V. Tümen / BEU Fen Bilimleri Dergisi, 14 (1), pp. 198-212, 2025 

 

 

205 

Extensive experiments have shown that SRGAN sets a new standard for PSNR and 

Structural Similarity Index (SSIM) metrics on three publicly available datasets. Additionally, 

the quality of SR images produced by SRGAN has significantly outperformed other state-of-

the-art methods, according to the results of the Mean Opinion Score (MOS) test [27]. This study 

demonstrates the potential of GANs in enhancing perceptual quality in the field of super-

resolution. 

2.6 Peak Signal-to-Noise Ratio 

Peak Signal-to-Noise Ratio (PSNR) is a signal processing metric used to compare a 

processed signal to its original source. This comparison allows us to measure how faithfully the 

processed signal retains the qualities of the original, as well as to identify any noise or 

distortions introduced during processing [28]. PSNR directly represents the relationship 

between a signal before and after the degradation process. Equations 1 and 2 show these 

relationships. 

𝑃𝑆𝑁𝑅 = 20 𝑙𝑜𝑔10

𝑀𝐴𝑋1
2

𝑀𝑆𝐸
 (1) 

𝑀𝑆𝐸 =
1

𝑚𝑛
∑ ∑ [(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]2

𝑛=1

𝑗=0

𝑚=1

𝑖=0
 (2) 

𝑀𝐴𝑋 is the highest possible value of the signal. In the case of an 8-bit grayscale image, 

𝐴𝑋=255, and 𝑃𝑆𝑁𝑅 is inversely proportional to MSE (Mean Square Error), as shown in 

Equation (1). The final value 𝑃𝑆𝑁𝑅 is given in decibels. PSNR is inversely proportional to 

MSE (Mean Squared Error), and the final value of PSNR is expressed in decibels. PSNR is 

commonly used to evaluate the quality of image or video signals based on the MSE relative to 

the source image. However, it has also been used as an analytical measure for segmentation 

algorithm assessments [29]. However, it has also been used as an analytical measure for 

segmentation algorithm assessments [30]. In the case of multi-threshold algorithms, it has been 

used to determine the number of thresholds in addition to their value [31].  

2.6.1 Structural Similarity Index   

The Structural Similarity Index (SSIM) is a metric used to evaluate the quality of digital 

images based on their structural integrity. SSIM was developed based on the perceptual 

characteristics of the Human Visual System (HVS) and, unlike traditional methods, compares 

the structural information of images to assess the level of degradation [32]. 
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SSIM evaluates quality by focusing on the degradation of a scene’s structural 

information. SSIM consists of three components: luminance, contrast, and structure. 

Luminance compares the average brightness values of two images; contrast is calculated based 

on the variance of the images; and structure is compared by calculating the covariance of the 

two images. The SSIM value is calculated as shown in Equation (3). 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)

(𝜇𝑥2 + 𝜇𝑦2 + 𝐶1)(𝜎𝑥2 + 𝜎𝑦2 + 𝐶2)
 (3) 

Where 𝜇𝑥  and 𝜇𝑦 are the mean brightness values of the original and distorted images, 

𝜎𝑥2 and 𝜎𝑦2 are their variances, and 𝜎𝑥𝑦 is the covariance between the two images. 𝐶1and 

𝐶1are constants added for stability in the calculations.  

3 RESULTS AND DISCUSSION 

The PSNR and SSIM performance graphs for the skin cancer dataset after training the 

SRGAN model are presented in Figure 5. It is clear that during training, the PSNR value 

exceeds 30, which represents an ideal level for image quality [33]. Additionally, the SSIM value 

surpasses 85%, indicating that the generated images maintain a high level of structural integrity. 

 

Figure 5. PSNR and SSIM Performance Graph for the Skin Cancer Dataset. 

The PSNR and SSIM performance graphs for the retina fundus dataset are shown in 

Figure 6. During training, the PSNR value increases above 30, which is considered an excellent 

level for image quality [34]. Furthermore, the SSIM value approaches 95%, signifying that the 

generated images have a high structural resemblance to the originals. 
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Figure 6. PSNR and SSIM Performance Graph for the Retina Fundus Dataset. 

For the blood cell cancer dataset, the PSNR and SSIM performance graphs are shown 

in Figure 7. As illustrated, the PSNR value approaches 31 during training, and a final value of 

30.97 is achieved after 1000 iterations. Additionally, the SSIM performance value of 88.18% 

demonstrates the structural integrity of the generated images. 

 
Figure 7. PSNR and SSIM Performance Graph for the Blood Cell Cancer Dataset. 

The results for the SRGAN model's performance on different medical image datasets 

are presented in Table 1.  

Table 1. Dataset Performance Values. 

Datasets PSNR SSIM MAE 

Skin Cancer 31.06 85.84% 1.11% 

Retina Fundus 30.71 94.30% 1.80% 

Blood Cell Cancer 30.97 88.18% 1.51% 

 

For the skin cancer dataset, the PSNR value of 31.06 indicates that the image quality is 

quite good. The SSIM value of 85.84% shows that the images have been reconstructed with 

high structural accuracy, while the Mean Absolute Error (MAE) value of 1.11% indicates a 

meager error rate. For the retina fundus dataset, the PSNR value of 30.71 represents good image 



Z. Güngür, İ. Ayaz, V. Tümen / BEU Fen Bilimleri Dergisi, 14 (1), pp. 198-212, 2025 

 

 

208 

quality, and the SSIM value of 94.30% indicates an exceptionally high structural similarity to 

the original images. The MAE value of 1.8% shows that the model made very few errors with 

this dataset. Finally, for the blood cell cancer dataset, the PSNR value of 30.97 demonstrates 

the highest performance, indicating superior image quality compared to the other datasets. The 

SSIM value of 88.18% confirms the model's strong structural accuracy, and the MAE value of 

1.51% indicates a low error rate. These results show that the SRGAN model can be successfully 

applied to different medical image datasets and effectively produces high-resolution images. 

4 CONCLUSION AND SUGGESTIONS 

In this study, the performance of the SRGAN model on different medical image datasets 

was evaluated. The results demonstrate that the model achieves successful outcomes on medical 

images, producing high-resolution images. Specifically, the analyses on the skin cancer, retina 

fundus, and blood cell cancer datasets reveal the model’s overall success. Figure 8 shows the 

LR: Low Resolution and SR: Super Resolution images obtained as a result of the study 

conducted on three different original skin cancer images. 

 
Figure 8. LR and SR results of different images in the skin cancer dataset. 

For the skin cancer dataset, the PSNR value of 31.06 indicates that the image quality is 

quite high, which is crucial for medical diagnoses. A PSNR value above 30 suggests that the 

model is performing effectively. The SSIM value of 85.84% indicates that the structural 

integrity of the images has been preserved. The MAE value of 1.11% represents a low error 

rate. Figure 9 shows the LR and SR images obtained as a result of the study conducted on three 

different original retina fundus images. 
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Figure 9. LR and SR results of different images in the retina fundus dataset. 

For the retina fundus dataset, the PSNR value of 30.71 confirms that the image quality 

is high. The SSIM value of 94.30% shows a very close structural resemblance between the 

original and generated images. The low MAE value of 1.8% indicates that the model made very 

few errors on these images, suggesting that it can be applied in sensitive areas like retinal 

imaging. Figure 10 shows the LR and SR images obtained as a result of the study conducted on 

three different original blood cell cancer images. 

 

Figure 10. LR and SR results of different images in the blood cell cancer dataset. 
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Finally, the blood cell cancer dataset achieved the highest PSNR value of 30.97, 

demonstrating the best performance. The SSIM value of 88.18% confirms the model’s success 

in maintaining structural accuracy, while the MAE value of 1.51% reflects a low error rate. 

Overall, the SRGAN model has proven to generate successful results across different 

medical datasets. These findings indicate that the model holds great potential for medical image 

processing applications. 
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 ABSTRACT  

 

In this study, Saccharomyces cerevisiae (NRLLY-12632) was grown in Yeast Extract–

Peptone–Dextrose (YPD) medium containing different concentrations of venlafaxine, (RS)-1-

[2-dimethylamino-1-(4-methoxyphenyl)-ethyl] cyclohexanol. To counteract the effect of 

venlafaxine, vitamin C were added to the growth medium of Saccharomyces cerevisiae (S. 

cerevisiae). Then the antioxidant enzymes activities and stress biomarkers were investigated 

through the use of spectrophotometric methods and HPLC technique, respectively. Addition of 

venlafaxine in to growth medium of S. cerevisiae, significantly increased the superoxide 

dismutase (SOD), catalase (CAT), glutathione peroxidase (GSH-Px), glutathione reductase 

(GSH-Rd) and peroxidase (POD) activities (p˂0.05). On the other hand, activities of CAT, GSH-

Px, GSH-Rd and POD enzymes were decreased significantly in all vitamin C concentrations 

added to the growth medium containing venlafaxine (p˂0.05). SOD activities were found to be 

significantly decreased at 50 and 75 ppm vitamin C concentrations (p˂0.05). While total protein 

amount decreased at all venlafaxine concentrations, on the other hand amount of advanced 

oxidized proteins (AOP) increased significantly (p˂0.05). Vitamin C at 25, 50 and 75 ppm 

concentrations with venlafaxine led to increase the total protein amount and decreased the AOP 

concentration (p˂0.05). The amount of reduced glutathione (GSH) decreased in all venlafaxine 

concentrations while the amounts of oxidized glutathione (GSSG), malondialdehyde (MDA) 

and 4-hydroxynonenal (4-HNE) increased (p˂0.05). With the addition 25, 50 and 75 ppm 

vitamin C to the growth medium containing venlafaxine while leading to decrease the amount 

of GSSG, MDA and 4-HNE, the amount of GSH increased significantly (p˂0.05).  From these 

findings, it can be said that the negative effect of venlafaxine on the biochemical parameters of 

S. cerevisiae is reduced by the addition of vitamin C to the medium. 
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1 INTRODUCTION 

The term microorganism is used to describe many living things in a broad framework, 

including bacteria, yeast, fungi and algae. Yeasts are eukaryotic, unicellular microorganisms 

that reproduce by budding. Yeasts are composed of high protein, lipid, polysaccharide and 

nucleic acids as a cellular composition [1]. S. cerevisiae is commonly used in scientific studies 

for similarities to human genome. Yeasts are used in many industries due to their high 

reproduction in a short time and low cost by using cheap renewable food sources [2].  

Depression is the most common complex psychiatric disorder worldwide, causing 

severe dysfunction in patients [3]. Depression is characterized by feelings of worthlessness, 

anxiety, guilt, hopelessness, suicidal ideation, loss of appetite, weight changes, constipation, 

agitation, and other somatic symptoms. In addition to its chronicity, depression causes 

significant work and social losses, resulting in negativities in current activities [4]. The most 

common treatment method for depression is the use of antidepressant drugs. Antidepressants 

are usually administered for a long time and in some cases in combination with other 

antidepressants [5]. It has been reported that in patients using antidepressants, normal 

metabolism is disrupted due to the side effects of drugs, abnormal signals reach the cell, and 

oxidative stress occurs as a result [6]. Antidepressants might cause oxidative stress by affecting 

cell metabolism, and the resulting free radicals in cell membrane, proteins, amino acids, 

vitamins. Determining the damage to the cells is of great importance in terms of preventing this 

damage [3]. Vitamin C, which is effective in the release of some hormones in the event of stress 

in living organism, has a strong antioxidant effect [7].  It is stated that vitamin C effectively 

protects DNA, proteins and lipids against oxidative damage due to its ability to actively capture 

reactive oxygen and nitrogen species [8]. 

All organisms, eukaryotic or prokaryotic, have developed complex cellular defense 

mechanisms to protect their cell and organ systems against the harmful effects of Reactive 

Oxygen Species (ROS) and other reactive species [9]. These mechanisms, which are generally 

referred to as antioxidant systems, contain various components of endogenous and exogenous 

origin, realized by enzymatic and non-enzymatic means, and have a radical scavenging effect, 

repair radical-induced damage and prevent mutations [10]. The most important of the enzymes 

that play a role in the antioxidant system are SOD, CAT, POD, GSH-Px and GSH-Rd, as well 

as non-enzymatic is GSH [11]. It was reported by Adwas et al. [12] that the antioxidant enzyme 

activity is important due to oxidative stress. In order to maintain its normal functioning, the 
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amount of protein must be kept at a constant level. Changes that may occur in the total amount 

of protein may be the harbinger of some diseases. Therefore, analysis of total protein is 

important. Free radicals formed as a result of different stress factors cause oxidation in proteins. 

Proteins damaged by oxidation are called advanced AOP. Protein oxidation can occur directly 

with reactive oxygen species or indirectly with secondary products of oxidative stress [13,14]. 

If there is no stress factor present in the cell, glutathione is in form GSH, in the event of stress 

glutathione is converted to GSSG by the action of the GSH-Px enzyme. Conversion of GSSG 

to GSH is important in terms of preventing free radical damage [15]. While GSSG is an 

indicator of oxidative stress, it also inhibits protein synthesis, GSH has many physiological 

functions like preventing the harmful effect of drugs [16]. Radicalic compounds cause lipid 

peroxidation of fatty acids in cell membranes. Lipid peroxides transform into compounds such 

as MDA and 4-HNE, which are indicative of lipid peroxidation [17]. In this work, S. cerevisiae 

was chosen for having at least 23% common genes to humans [18]. 

The aim of this study is to determine the effect of venlafaxine, one of the widely used 

antidepressants, on antioxidant enzymes and stress biomarkers in metabolism of S. cerevisiae. 

Additionally, investigating the effect of vitamin C on antioxidant enzymes and stress 

biomarkers that will be affected by antidepressants containing growth medium of S. cerevisiae. 

2 MATERIAL AND METHOD 

2.1 Material 

S. cerevisiae (NRRLY-12632) used in this study was obtained from Fırat University, 

Department of Chemical Engineering, Biotechnology Laboratory. S. cerevisiae produced in 

yeast peptone dextrose (YPD) broth (10.0 g peptone, 5.0 g yeast extract, 10.0 g Dextrose per 

liter) was used. Solutions of 1000 ppm venlafaxine chloride and 500 ppm vitamin C were 

prepared freshly and used. The microorganism was produced in 250 mL flasks containing 50 

mL nutrient medium. Experiments were carried out by forming the following groups for the 

study. 

1. Control group: Microorganisms were grown by inoculating S. cerevisiae in the YPD 

medium. 

2. Venlafaxine group: Microorganisms were grown by adding venlafaxine stock solution 

at desired concentrations (100 - 500 ppm) to the control. 
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3. Vitamin C group: Microorganisms were produced by adding vitamin C at the desired 

concentration (10-75 ppm) to the venlafaxine group. 

The medium was incubated on an orbital shaker for 72 hours at 150 rpm at 30 °C. The 

concentration of S. cerevisiae was determined by measuring the absorbance at 600 nm with a 

spectrophotometer. After centrifugation of the medium containing the microorganism at 8000 

rpm at 10 ºC for 10 minutes, the supernatant was removed, and the microorganism was washed 

twice with distilled water for further analysis [19]. 

2.2 Methods 

Total protein analysis, Glutathione peroxidase, Glutathione reductase, Catalase and 

Peroxidase enzyme activities were performed by UV-Visible spectrophotometer according to 

the methods applied by İbrahim et al. [20], Superoxide dismutase activity was determined using 

the pyrogallol autoxidation method [21] and AOP determination was made according to the 

method developed by Witko-Sarsat et al. [22] by using by UV-Visible spectrophotometer. GSH, 

GSSG and MDA were analyzed using a Utisil-XB-C-8 column, using mobile phase as 50 mM 

NaClO4 at pH: 4 in 0.1 % H3PO4 solution and 4-HNE were determinated on ODS-2 column by 

HPLC according to İbrahim et al. [20]. The HPLC chromatogram of GSH, GSSG and MDA is 

given in figure 1.  

 

Figure 1. HPLC chromatogram of GSH, GSSG and MDA. 

2.3 Statistical Analysis  

All measurements were triplicated, and Mean ± Standard Deviation was determined. 

The results were subjected to one-way ANOVA by SPSS 26.0 for Windows. Differences 

between the group's means were analyzed for significance using the Tukey HSD test. The level 
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of statistical significance was expressed as p<0.05. The superscripts in the table columns are 

indicated as an if the effect of antidepressants compared to the control group is statistically 

significant (p<0.05), b if the effect of vitamin C in growth medium containing antidepressants 

is statistically significant (p<0.05), and c if it is not statistically significant (p>0.05). 

3 RESULTS AND DISCUSSION  

Antioxidant enzyme activities, total and oxidized protein and stress biomarkers 

concentrations determined in S. cerevisiae for different experimental groups are given in Table 

1-3, respectively.  

Table 1. Enzymes activities of SOD, CAT, GSH-Px, and GSH-Rd in S. cerevisiae produced 

in a nutrient medium. 

Application 
SOD  

(U g-1 dw) 

CAT 

(U g-1 dw) 

GSH-Px  

(U g-1 dw) 

GSH-Rd  

(U g-1 dw) 

Control 211.25±5.00 250.38±5.37 27.57±0.59 36.37±0.77 

Ven-1 231.64±4.50 a  300.66±5.80 a  50.59±1.06 a  48.22±1.07 a 

Ven-2 240.79±5.23 a 349.27±5.96 a 72.12±1.17 a  55.73±1.10 a  

Ven-3 250.98±5.28 a  383.99±6.00 a 87.75±1.33 a  62.67±1.07 a  

Ven-4 257.36±5.37 a 418.72±6.38 a 96.08±1.46 a  67.00±1.16 a  

Ven-5 262.70±5.56 a 435.40±6.10 a 103.40±1.55 a 73.15±1.14 a 

Ven-1+C10 225.48±4.93 c 287.64±4.70 c  46.86±0.88 b  44.10±0.93 b 

Ven-1+C25 220.95±4.88 c  273.24±4.06 b  40.61±0.81 b  40.34±0.88 b  

Ven-1+C50 216.14±4.23 b 255.69±3.77 b  35.87±0.73 b  36.94±0.75 b  

Ven-1+C75 212.41±4.74 b  247.16±3.54 b  30.74±0.70 b 34.48±0.73 b  

Ven-2+C10 233.58±4.97 c 332.15±3.49 b  66.95±1.07 b  50.56±1.02 b  

Ven-2+C25 227.17±4.87 c 309.19±3.36 b  60.59±0.87 b  47.37±0.93 b  

Ven-2+C50 222.38±4.73 b  289.47±2.93b 54.15±0.83 b 43.72±0.81 b 

Ven-2+C75 218.10±4.66 b 272.52±2.52 b  48.61±0.81 b 40.85±0.71 b 

Ven-3+C10 244.84±4.81 c 363.44±3.64 b  78.71±1.29 b  56.41±1.04 b 

Ven-3+C25 237.79±4.74 c 342.14±3.48 b 70.72±1.16 b 51.92±0.88 b  

Ven-3+C50 233.06±4.66 b  313.48±3.04 b  61.89±1.11 b 47.21±0.74 b 

Ven-3+C75 227.57±4.59 b 290.68±2.90 b 53.03±1.04b  41.77±0.64 b 

Ven-4+C10 249.89±4.85 c 397.99±3.42 b  85.33±1.28 b 62.47±0.96 b 

Ven-4+C25 242.54±4.70 c 374.67±3.60 b  74.12±1.13 b 54.69±0.89 b  

Ven-4+C50 236.45±4.58 b 345.04±3.96 b  65.29±1.07 b 49.90±0.81 b 

Ven-4+C75 230.53±4.36 b 320.08±3.50 b 57.75±0.87 b 45.73±0.74 b 

Ven-5+C10 255.25±4.11 c 417.16±3.76 b 94.90±1.42 b  67.25±0.99 b 

Ven-5+C25 249.54±4.02 c 395.28±3.54 b 83.67±1.33 b 60.90±0.91 b  

Ven-5+C50 242.88±4.06 b  373.88±3.40 b 73.05±1.25 b 56.86±0.84 b  

Ven-5+C75 236.10±3.81 b  343.90±3.48 b  64.10±1.16 b 49.15±0.78 b  

Ven-1: 100 ppm Venlafaxine, Ven-2: 200 ppm Venlafaxine, Ven-3: 300 ppm Venlafaxine, Ven-4: 400 ppm 

Venlafaxine, Ven-5: 500 ppm Venlafaxine, C10: 10 ppm Vitamin C, C25: 25 ppm Vitamin C, C50: 50 ppm 

Vitamin C, C75: 75 ppm Vitamin C. 
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Table 2. Peroxidase Activity, Total protein and Advanced Oxidized Protein. 

Application 
POD 

 (U g-1 dw) 

Total Prot.  

(mg g-1 dw) 

AOP 

(μmol Cloramine T g-1 dw) 

Control 55.63±0.97 72.76±1.46 6.75±0.12 

Ven-1 80.20±1.45 a 65.92±0.87 a 8.50±0.15 a 

Ven-2 100.55±1.80 a 59.38±1.06 a 10.10±0.19 a 

Ven-3 110.91±1.77 a 54.50±1.02 a 11.95±0.20 a 

Ven-4 117.54±1.82 a 51.14±0.96 a 13.10±0.21 a 

Ven-5 124.40±1.98 a 48.85±0.84 a 14.25±0.20 a 

Ven-1+C10 72.40±1.16 b 67.24±1.15 c 7.90±0.13 b 

Ven-1+C25 65.51±1.13 b 69.30±0.82 b 7.41±0.11 b 

Ven-1+C50 59.66±1.09 b 70.24±1.31 b 7.00±0.10 b 

Ven-1+C75 56.16±1.02 b 72.58±1.42 b 6.70±0.07 b 

Ven-2+C10 89.65±1.19 b 61.47±0.90 c 9.15±0.16 b 

Ven-2+C25 78.21±1.10 b 63.78±0.96 b 8.53±0.15 b 

Ven-2+C50 69.05±0.93 b 65.31±1.00 b 8.00±0.11 b 

Ven-2+C75 60.69±0.87 b 67.58±1.08 b 7.35±0.09 b 

Ven-3+C10 97.38±1.49 b 57.52±0.95 b 10.90±0.14 b 

Ven-3+C25 84.59±1.17 b 59.78±0.98 b 9.76±0.12 b 

Ven-3+C50 75.67±1.04 b 63.04±0.99 b 8.92±0.10 b 

Ven-3+C75 67.58±0.96 b 65.90±1.02 b 8.52±0.12 b 

Ven-4+C10 106.97±1.46 b 53.73±0.73 c 12.25±0.17 b 

Ven-4+C25 93.47±1.45 b 56.87±0.88 b 11.54±0.15b 

Ven-4+C50 82.85±1.04 b 59.15±1.02 b 10.95±0.13 b 

Ven-4+C75 70.06±1.02 b 62.84±1.10 b 9.95±0.12 b 

Ven-5+C10 109.60±1.86 b 51.00±0.87 c 13.60±0.12 b 

Ven-5+C25 96.48±1.64 b 53.10±0.89 b 12.75±0.13 b 

Ven-5+C50 84.80±1.62 b 55.90±0.93 b 11.50±0.15 b 

Ven-5+C75 74.10±1.31 b 59.50±1.00 b 10.74±0.10 b 

Ven-1: 100 ppm Venlafaxine, Ven-2: 200 ppm Venlafaxine, Ven-3: 300 ppm Venlafaxine, Ven-4: 400 ppm 

Venlafaxine, Ven-5: 500 ppm Venlafaxine, C10: 10 ppm Vitamin C, C25: 25 ppm Vitamin C, C50: 50 ppm 

Vitamin C, C75: 75 ppm Vitamin C 

 

The effects of vitamin C on the oxidative DNA damage and mutagenesis were 

investigated by Nikolic et al. [23] using S. cerevisiae and Escherichia coli microorganisms, and 

they reported that vitamin C had a reducing effect on oxidative stress. Due to this feature of 

vitamin C, 10 - 75 ppm vitamin C was added to the medium containing venlafaxine. 

SOD, CAT, GSH-Px, GSH-Rd and POD are very important for restoring the oxidative 

balance, which is disrupted as a result of metabolic events in the cell by external factors. It was 

determined that S. cerevisiae, which was stressed by adding different concentrations of 

venlafaxine to the medium, increased the SOD and CAT activities. Whereas vitamin C added 

to the medium containing venlafaxine decreased these enzyme activities depending on its 

concentration (p<0.05) (Table 1). 

The SOD enzyme converts the superoxide radical anion to the less toxic hydrogen 

peroxide (H2O2) and oxygen. CAT in an important enzyme in cellular detoxification converts 
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H2O2 into water and oxygen. Another function of catalase, which is considered as a hemoprotein 

is present in all animal cells and aerobic microorganisms and contributes to the cell's defense 

system [24, 25]. 

In the study investigating the effect of S. cerevisiae against S-nitroso glutathione-

induced stress, it was reported that SOD and CAT enzyme activities increased [26]. It was 

determined that GSH-Px and GSH-Rd activities of S. cerevisiae increased due to the oxidative 

stress caused by venlafaxine added to the medium. while vitamin C added to the medium 

containing venlafaxine decreased GSH-Px and GSH-Rd activities (p<0.05) (Table 1). 

According to the results of a study carried out stress caused by cadmium on Rhizobium 

leguminosarum, they reported the increased activities of GSH-Rd and GSH Px [27]. It has been 

reported that GSH-Rd and GSH-Px enzyme activities increased in S. cerevisiae cells grown in 

KMnO4-containing medium [28].  

Table 3. Concentrations of stress biomarkers in S. cerevisiae produced in a nutrient medium. 

Application 
GSH 

(μg g-1 dw) 

GSSG 

(μg g-1 dw) 

MDA 

(μg g-1 dw) 

4-HNE 

(μg g-1 dw) 
GSH/GSSG 

Control 2950±20.30 245±2.18 8.20±0.13 4.10±0.06   12 

Ven-1 2860±13.34 a 285±2.03 a 9.00±0.13 a a 4.60±0.05 a  10 

Ven-2 2700±17.98 a 320±2.09 a 9.75±0.14 a 5.20±0.06 a  8.44 

Ven-3 2630±18.27 a 360±2.20 a 10.30±0.14 a 5.90±0.08 a  7.31 

Ven-4 2550±17.40 a 405±2.32 a 11.00±0.15 a 6.50±0.09 a  6.30 

Ven-5 2480±16.70 a 460±2.32 a 11.68±0.15 a 7.10±0.09 a  5.40 

Ven-1+C10 2880±18.56 c 273±2.03 b 8.75±0.12 c 4.52±0.06 c  10.55 

Ven-1+C25 2907±12.76 b 260±1.97 b 8.55±0.12 b 4.41±0.05 b   11.17 

Ven-1+C50 2930±17.98 b 253±1.86 b 8.40±0.11 b 4.36±0.05 b  11.58 

Ven-1+C75 2955±18.27 b 246±1.86 b 8.10±0.10 b 4.22±0.05 b  12.00 

Ven-2+C10 2760±16.82 c 305±1.91 b 9.45±0.12 c 5.12±0006 c  9.05 

Ven-2+C25 2805±17.11 b 290±1.86 b 9.15±0.11 b 4.98±0.06 b  9.67 

Ven-2+C50 2855±17.40 b 273±1.80 b 8.76±0.10 b 4.88±0.05 b  10.46 

Ven-2+C75 2910±17.69 b 259±1.71 b 8.35±0.09 b 4.72±0.05 b  11.24 

Ven-3+C10 2695±16.24 b 345±1.80 b 9.90±0.12c 5.75±0.07 c  7.81 

Ven-3+C25 2750±15.08 b 330±1.74 b 9.50±0.12 b 5.62±0.06 b  8.33 

Ven-3+C50 2810±15.20 b 315±1.68 b 9.15±0.11 b 5.48±0.06 b  8.92 

Ven-3+C75 2880±15.02 b 292±1.51 b 8.70±0.10 b 5.34±0.06 b  9.86 

Ven-4+C10 2605±14.50 c 348±2.03 b 10.40±0.13 b 6.36±0.08 c  7.49 

Ven-4+C25 2660±14.50 b 331±1.97 b 9.95±0.12 b 6.15±0.06 b  8.04 

Ven-4+C50 2705±14.21 b 316±1.86 b 9.54±0.12 b 5.90±0.06 b  8.56 

Ven-4+C75 2770±14.50 b 298±1.74 b 8.90±.0.10 b 5.72±0.06 b  9.30 

Ven-5+C10 2525±13.34 c 445±2.20 b 11.05±0.13 b 6.95±0.08 c  5.67 

Ven-5+C25 2590±13.92 b 430±2.09 b 10.60±0.12 b 6.80±0.07 b  6.02 

Ven-5+C50 2645±14.21 b 413±2.00 b 10.00±0.12 b 6.62±0.06 b  6.40 

Ven-5+C75 2700±14.50 b 390±1.97 b 9.40±0.11 b 6.45±0.06 b  6.92 

Ven-1: 100 ppm Venlafaxine, Ven-2: 200 ppm Venlafaxine, Ven-3: 300 ppm Venlafaxine, Ven-4: 400 ppm 

Venlafaxine, Ven-5: 500 ppm Venlafaxine, C10: 10 ppm Vitamin C, C25: 25 ppm Vitamin C, C50: 50 ppm Vitamin 

C, C75: 75 ppm Vitamin C. 
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Peroxidase activity is used as a stress marker by many researchers. Studies conducted 

on many plant species, it has been emphasized that peroxidase activity increases rapidly as a 

result of the plant's uptake of heavy metals [29]. In a similar way in our studies, it was observed 

that POD enzyme activity increased (p<0.05) due to oxidative stress caused by venlafaxine, 

while vitamin C added to the same medium caused a decrease in POD activity (p<0.05) (Table 

2). It has been reported that there is a significant increase in POD activity of Bacillus subtilis 

and Pseudomonas putida bacteria under heavy metal stress [30]. It is very important to preserve 

the protein structure for the continuation of the functions in the cells. Proteins are highly 

sensitive to oxidative damage, and cellular metabolism is negatively affected when their 

structures are disrupted [31]. It was observed that the amount of total protein decreased and the 

amount of AOP increased as the increasing concentrations of venlafaxine added to the broth of 

S. cerevisiae (p<0.05). It was determined that vitamin C added to venlafaxine-containing media 

increased the total protein and decreased the amount of oxidized protein (p<0.05) (Table 2). It 

was determined that carbon tetrachloride (CCl4) added to the nutrient medium decreased the 

total protein amount in S. cerevisiae, while clove plant extract added as an antioxidant 

significantly increased the total protein amount [32]. It has been reported that the amount of 

AOP increases at the end of the 6th and 9th hours in S. cerevisiae, which is stressed by applying 

a magnetic field [33]. 

GSH is especially important for the transport of amino acids keeping the sulfhydryl 

groups in proteins in a reduced state and acting as a coenzyme in some enzymatic reactions 

[34]. GSH and GSSG are important indicators of cellular redox status and organismal health. 

Therefore, reduced glutathione ratio to oxidized glutathione is also known as a stress indicator 

[35]. 

Our results showed that while amount of GSH decreased. GSSG increased due to the 

oxidative stress caused by the addition of venlafaxine to the medium. It was seen that the 

amount of GSH increased and the amount of GSSG decreased with the addition of vitamin C 

to media containing venlafaxine. While the ratio of GSH/GSSG, decreased depending on the 

concentration of venlafaxine. addition of vitamin C to medium caused to increase this ratio, due 

to antioxidant properties of vitamin C (Table 3). It has been reported that cadmium addition to 

the growth medium increases the amount of GSSG while decreasing the amount of GSH in 

Citrobacter Freundii, and this situation is reversed with the addition of vitamin C to the medium 

[20]. As a result of lipid peroxidation, MDA and 4-HNE, which are considered stress 

biomarkers, are formed [17]. It was observed that the amount of MDA and 4-HNE increased 
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depending on the concentration of venlafaxine added to the S. cerevisiae medium, on the other 

hand, the amount of MDA and 4-HNE decreased with the addition of vitamin C to the same 

medium (Table 3). It has been reported that heavy metals applied to the S. cerevisiae medium 

increase the amount of GSSG and MDA, while decreasing the GSH/GSSG ratio and the amount 

of GSH [36].  

Vitamin C is a good singlet oxygen scavenger that neutralizes ROS, reduces oxidative 

stress [37]. It can be concluded that other antioxidant systems are less affected by oxidative 

stress due to the antioxidant effect of vitamin C.  

4 CONCLUSION AND SUGGESTIONS 

With the increase of venlafaxine concentration added to YPD medium, it was observed 

that antioxidant enzyme activities, the amounts of GSSG, AOP, MDA, 4-HNE increased, while 

the amount of GSH and total protein decreased. 

Similarly, with the increase of vitamin C concentration in the growth medium of S. 

cerevisiae, reduced the negative effects of venlafaxine on all the measured parameters. 
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 ABSTRACT  

 

It is very important to determine whether the strength of concrete structures, especially under 

the effect of earthquakes, is sufficient to prevent loss of property and life. In this context; the 

tests required for the concrete to be used in the structure should determine the most suitable 

concrete properties for the intended use of the structures. With the present study, by utilizing 

basalt aggregate in concrete production, both concrete strengths will be increased and economic 

contribution will be provided since its reserves are abundant. In addition to the concrete 

compressive strength and concrete splitting tensile strength tests performed on structural 

concrete for the building of earthquake-resistant structures, alternative strength tests should also 

be tested to determine the mechanical properties of concrete with the developments in concrete 

production and application technologies. One of them is the Bohme abrasion strength test, which 

is performed to determine the resistance to abrasion. In the present study, concrete compressive 

strength, concrete splitting tensile strength, and Bohme abrasion strength tests were performed 

experimentally for a series of conventional concrete specimens produced using basalt aggregate. 

Relatively high concrete strength values were obtained for the tested concrete specimens. It was 

observed that the concrete compressive strength value and concrete splitting tensile strength 

value increased in direct proportion to each other, while the Bohme abrasion loss value 

decreased with a high determination coefficient. Thus, it indicates that the concrete strength 

increases with decreasing Bohme abrasion loss value. 
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1 INTRODUCTION 

Since Türkiye is located in a geography surrounded by the Eurasian, African, and 

Arabian active fault plates that can produce earthquakes, it has been exposed to many 

destructive earthquakes throughout history and is still at earthquake risk [1]. When the 

earthquakes that occurred in Türkiye in the last century are analyzed; it is seen that 16 

destructive earthquakes above magnitude 7.0 occurred (Figure 1). Especially after the 

earthquakes in recent years, it has been determined that there have been many losses of life and 

property, and many structures were severely damaged [2], [3]. 

As a result of the investigations made as a result of the earthquakes experienced; it was 

concluded that the damaged or collapsed structures were mostly produced from poor-quality 

concrete [4], [5]. Thus, there is a need for more research on the production of concrete, which 

has a great impact on the durability of structures. In addition, it has become essential to design 

sustainable and economical concrete production by performing concrete strength tests more 

meticulously and ensuring that the mix content and mix ratios are optimum for the purpose. For 

this reason, it is of great importance to investigate the effect of aggregates, which constitute a 

large part of the content of concrete, on concrete strength. In this context; in order to increase 

the strength of concrete produced with traditional aggregates, there is a lack of literature and 

practice in literature and practice on the production of concrete that can be produced with higher 

strength aggregates with Türkiye's own resources. It is known that the existing building stocks 

worldwide generally consist of reinforced concrete structures and Türkiye has a high ratio of 

concrete production. In the present study, basalt aggregates, which are known to have higher 

strength than other aggregates, were tested for a series of basalt concrete specimens produced. 

Since it is known that basalt aggregate reserves in our country are quite high, it is thought that 

it will be economical to use it in concrete production [6]. 

 

Figure 1. Türkiye earthquake map [7]. 
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Concrete is the most common building material required for the construction of 

reinforced concrete structures, which is formed by combining aggregate materials such as 

gravel and sand with a binder material such as cement. The annual consumption of concrete in 

the world is estimated to be quite high, at around 6 billion m3 [8]. Concrete aggregate is defined 

as the unbroken or crushed grains of natural or artificial material that are mixed with the binding 

material consisting of cement and water mixture in concrete production. The diameter of 

concrete aggregate used in construction concrete is generally less than 63 mm [9]. 

Concrete aggregate has the largest volume and mass among concrete components. 

Aggregates are very important for the properties of concrete, as they usually account for about 

60-80% of the total volume of concrete. Aggregate is not only an economical filling material 

for concrete but also an important component that increases the durability, abrasion resistance, 

and bearing capacity of concrete. In addition, it is possible to say that the physical and 

mechanical properties of concrete are largely influenced by the aggregate properties used. In 

this context, the physical and mechanical properties of the tested concrete aggregate directly 

determine the quality of the concrete [10]. 

Concrete producers should definitely evaluate the quality and economic conditions 

when choosing aggregate. Necessary tests of the aggregate to be used in concrete production 

should be carried out and especially 7-28 day compressive strengths of hardened concrete 

specimens containing the tested aggregate should be measured. In general, concrete aggregate 

should be hard, durable, void-free, and resistant to abrasion [11]. Experiments such as sieve 

analysis, specific gravity, and water absorption should be performed on concrete aggregates to 

have an idea about aggregate quality. In our country, concrete aggregates are required to comply 

with the TS 706 EN 12620 +A1 standard [12]. 

It is known that limestone aggregate is widely used in traditional concrete. However, 

basalt aggregate can also be preferred for more durable concrete production. Because basalt is 

a hard, dense volcanic rock that can be found in many regions of the world. Previously used 

only in architectural applications and pavements, basalt has recently been used in concrete 

production as crushed basalt aggregate. Basalt aggregate concrete, which is generally ideal for 

highway and airport pavements, is also known to have high abrasion resistance and high 

compressive strength. It has been determined that the specific gravity of basalt aggregate is 

higher than that of limestone aggregate used in traditional concrete production, while its 

abrasion loss and water absorption value are lower [13], [14]. 
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Concrete used as pavement in road superstructure is subject to abrasion due to friction 

in bridge abutments and dams exposed to water flow. The abrasion resistance of concrete varies 

depending on the strength characteristics of the concrete, the internal structure of the concrete, 

the construction of the concrete surface, and the test method used. It is known that the most 

common test to determine the abrasion resistance of concrete is the Bohme (Dorry Device) Test 

[15], [16], [17]. 

For the Bohme abrasion test, firstly, concrete specimens with standard dimensions and 

a certain water-to-cement ratio are manufactured and left to cure for a certain period of time. 

After the weights of the cured specimens are measured with a precision balance, they are 

abraded in the Bohme abrasion device at the specified time and speed. After the abrasion 

process, the weights of the specimens are measured again. Based on the weight loss and the 

change in the dimensions of the specimen, the volume change is calculated. Using the data 

obtained, the abrasion resistance of the concrete is determined. The values obtained as a result 

of the Bohme abrasion test are an important parameter showing the resistance of concrete 

against abrasion. These values are used for the comparison of different concrete mixtures, 

material selection, and quality control. The bohme abrasion test is performed according to 

national and international standards such as TS 699. These standards contain detailed 

information on the conduct of the test, the equipment used, specimen preparation, and 

evaluation of the results. In conclusion; the Bohme abrasion test is an important method used 

to determine the resistance of building materials such as concrete against abrasion. Thanks to 

this test, structures are ensured to be longer lasting and safer [18], [19]. 

In a study [20] investigating the abrasion resistance of natural building blocks under 

different loads between 100 N and 500 N, the widely used Bohme abrasion tester was used to 

determine the abrasion properties. It was concluded that abrasion loss was an important factor 

depending on the load on the tested natural building blocks. In another study [21], the wide 

wheel abrasion test and Bohme abrasion test were performed to determine the abrasion loss of 

21 different building stones from the Denizli province of Türkiye and it was determined that 

the findings obtained from these test methods were very close to each other. In another study 

[22], it was stated that the effect of aggregate properties on mechanical properties such as wear 

and strength is very important depending on the intended use. 

Concrete's abrasion resistance primarily depends on the aggregate it contains, as 

aggregates typically comprise a larger portion of the material than cement [23]. The aggregate's 

properties, including specific gravity, hardness, and void ratio, influence its abrasion resistance. 
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Certain aggregates, like glass, schist, marly limestone, and coarse mineralized stones, are 

susceptible to abrasion. To enhance concrete's abrasion resistance, using hard, abrasion-

resistant aggregates is crucial. The availability and mechanical properties of aggregates are key 

factors to consider in concrete production. Abrasion resistance is a significant parameter in 

evaluating aggregate suitability for concrete applications [24]. 

Various tests have been employed in the literature to assess the abrasion resistance of 

concrete aggregates [23, 25]. In a previous study [26], marble powder and sand were partially 

replaced with different proportions (10-90% by volume) and subjected to the Bohme surface 

abrasion test on 28-day specimens. The results indicated a correlation between abrasion 

resistance and compressive and splitting tensile strengths, key indicators of concrete strength. 

The optimal mixture contained 40% marble dust. Another study [27] applied the Bohme 

abrasion test to tile mosaic floor coverings reinforced with steel fiber. Abrasion resistance was 

evaluated using volume and average surface abrasion values, with results of 9.3±0.3 cm3/cm2. 

In the present study; primarily the aim is to test concrete strength experimentally. In this 

context; concrete compressive strength, concrete splitting tensile strength, and concrete Bohme 

abrasion value of a series of concrete specimens containing basalt aggregate produced in the 

present laboratory were measured experimentally. It is known that the basic tests determining 

concrete quality are compressive strength and splitting tensile strength tests [28], [29]. With 

this study, the relationship between the Bohme abrasion value of concrete and concrete strength 

is revealed and it is determined that the Bohme abrasion value is a test that can be evaluated in 

determining concrete properties and quality [30], [31]. Thus, the studies to be carried out on the 

subject, it is aimed to evaluate and disseminate the Bohme abrasion test, which is seen to be a 

great deficiency in the literature, together with the existing destructive strength tests. 

Since a large amount of concrete is used in the construction of buildings, the durability 

of the structure against a possible earthquake is directly related to the durability of concrete. 

Concrete strength is directly related to the aggregate properties. In the present study, concrete 

compressive strength, concrete splitting tensile strength and Bohme abrasion tests were 

performed experimentally on a series of basalt aggregate concrete specimens. The aim of the 

present study is to compare the related strength and abrasion tests for basalt aggregate concrete 

and to determine the relationship between them. For this purpose, within the scope of the 

present study, the relationship between the change in Bohme abrasion loss and concrete strength 

was experimentally investigated. 
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2 MATERIAL AND METHOD 

2.1 Experimental Materials 

Basalt aggregate from ready-mixed concrete companies in Elazığ province of Türkiye 

was used in the present study (Figure 2). Specific gravity, unit weight, and water absorption 

rate values of aggregate mixtures with the largest grain diameter of 31.5 mm are presented in 

Table 1 [32]. 

 

Figure 2. View of tested basalt aggregate in the present study: a) view from the aggregate 

quarry, b) view from the laboratory. 

Table 1. Specific gravity, unit weight, and water absorption ratio values of tested basalt 

aggregate. 

Gcoarse Gfine Wcoarse Wfine Acoarse Afine 

2.87 2.83 1.87 1.85 0.7 1.4 

 

In Table 1; Gcoarse: coarse basalt aggregate specific gravity, Gfine: fine basalt aggregate 

specific gravity, Wcoarse: coarse basalt aggregate unit weight, Wfine: fine basalt aggregate unit 

weight, Acoarse: coarse basalt aggregate water absorption rate and Afine: fine basalt aggregate 

water absorption rate. 

The granulometry curve of the aggregate mixture to be used in the concrete mix design 

calculation according to TS 802 is given in Figure 3. The best compactness was achieved with 

the curve graph of the mixture falling into the A-B region (except 16.0 mm and 0.125 mm). 

a) b) 
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Figure 3. Granulometry of the mixture basalt aggregate prepared according to TS 802. 

The cement used in the present experimental studies is CEM I 42.5 N Portland cement 

produced in Elazığ Cement Factory. The physical and chemical properties of this cement type 

are presented in detail in Table 2. 

Table 2. Physical and chemical properties of the cement used in the present study. 

physical properties test results 

specific gravity (gr/cm3) 3.03 

setting start (min.) 155 

setting end (min.) 210 

finesse (cm2/gr) 3490 

chemical composition mass percent 

SiO2 (%) 21.12 

Al2O3 (%) 5.62 

Fe2O3 (%) 3.24 

CaO (%) 62.94 

Cl- 0.0044 

insoluble residue 0.64 

glow loss 3.52 

 

2.2 Concrete Compressive Strength Test 

The compressive strength test was carried out in accordance with TS EN 12390-3 

standard [33] and concrete cube specimens with dimensions of 150×150×150 mm were tested 

to determine the strength. At the end of the 28-day curing period, the related concrete cube 

specimens removed from the curing pool were subjected to uniaxial compression test in the 

laboratory environment and their compressive strength was determined. A compressive press 

with a capacity of 2000 kN was used for the said test and at the end of the test, the compressive 

strength value was taken on the computer screen (Figure 4a). The specimens placed in the 
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device were loaded at a constant speed of 6.8 MPa/sec, the fracture loads were determined and 

the compressive strengths were calculated by Equation (1). 

𝑓𝑐 =  
𝑃

𝐴
 (1) 

In Eq. (1); fc= represents the compressive strength value (MPa), P= represents the 

maximum load (N) that causes the specimen to fracture and A= represents the cross-sectional 

area (mm2) of the specimen perpendicular to the direction of load application. 

2.3 Concrete Splitting Tensile Strength Test 

Similar to the compressive strength test, at the end of the 28-day curing period, tensile 

strength at splitting test was performed on the tested concrete cube specimens with dimensions 

of 150×150×150×150 mm in accordance with TS EN 12390-6 standard [34] (Figure 4b). The 

specimens placed in the device were loaded at a constant speed of 1.05 MPa/sec, the fracture 

loads were determined and the splitting tensile strength was calculated by Eq. (2). For each 

series, 3 control specimens were tested and the strength results were evaluated as the arithmetic 

average of these three specimens. 

𝑓𝑡 =  
2 𝑃

𝜋 𝐷2
 (2) 

In Eq. (3); ft= represents the splitting tensile strength value (MPa), P= represents the 

compressive load (N) causing fracture and D= represents the size of the cube specimen (mm). 

2.4 Bohme Abrasion Test 

Surface abrasion tests of basalt aggregate concrete specimens were determined on 

71×71×71 mm cube specimens cured in water for 28 days in accordance with TS 699 and TS 

EN 14157 standards [35], [36]. In order to determine the unit volume weights of the specimens, 

the specimens were weighed in air and water-saturated state and dried in an oven at 105±5 °C 

for 24 hours. The oven-dried samples were placed on the abrasive disc, the abrasive surface 

was coated with 20 g ± 0.5 g corundum powder, and a load of 294±3 N was applied to the 

sample (Figure 4c). The surface of the disk, which was rotated 22 turns, was carefully cleaned 

at the end of the process and the same process was repeated by rotating the sample 90° on the 

same surface. This process was repeated 16 times for 3 specimens from each series. At the end 

of the experiment, the volumetric wear loss of the specimens was calculated by Eq. (3). 
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∆𝑉 =  
∆𝑚

𝜌𝑟
  (3) 

In Eq. (3); ∆V: represents the volume loss after 16 cycles (cm3), ∆m: represents the mass 

loss after 16 cycles (g), and ρr = sample unit volume weight (g/cm3). 

With the help of the above calculations, the total volume loss occurring in the sample is 

calculated. In addition, the volume loss can be calculated with the help of the total shortening 

that occurs in the thickness of the specimen. Since the base area of the specimen is 

approximately 50 cm2 (71×71 mm), all results should be based on this base area [32]. Tested 

water-to-cement ratios and tested aggregate-to-cement ratios of the series of concrete specimens 

produced are presented in Table 3. 

 

Figure 4. a) compressive strength test, b) splitting tensile strength test, c) Bohme abrasion 

strength test. 

Table 3. Ranges of parameters for tested basalt aggregate concrete specimens. 

W/C A/C 

0.20-0.25-0.30-0.35-0.40 2.0-2.1-2.2-2.3-2.4-2.5 

3 RESULTS AND DISCUSSION 

In the present study, a series of strength tests were carried out on a total of 30 concrete 

mix series by evaluating different water-to-cement ratios (W/C= 0.20, 0.25, 0.30, 0.35 and 0.40) 

and different basalt aggregate to cement ratios (A/C= 2.0, 2.1, 2.2, 2.3, 2.4 and 2.5) on a series 

of concrete specimens with basalt aggregate tested. The experimental strength tests performed 

on these specimens are the concrete compressive strength test, also known as destructive 

concrete strength tests, the tensile strength test in splitting, and Bohme abrasion test. Figure 5 

shows the variation of concrete compressive strength values (fc), concrete splitting tensile 

strength values (ft), and Bohme abrasion strength values (BA) of the tested specimens with water 

to cement ratio (W/C). Accordingly, it was observed that the tested fc values varied between 

a) b) c) 
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23.6 MPa and 46.2 MPa, ft values varied between 2.3 MPa and 5.2 MPa, and BA values varied 

between 6.8 cm3/50cm2 and 24.1 cm3/50cm2. Table 4 presents the concrete compressive 

strength (fc), concrete splitting tensile strength (ft), and Bohme abrasion (BA) values of the 

concrete for the tested water-to-cement ratio (W/C) and aggregate-to-cement ratio (A/C) 

separately. 

Table 4. Experimental test parameters and the strength results of tested concrete specimens. 

W/C A/C fc ft BA 

0.20 2.0 46.2 5.0 12.2 

0.20 2.1 47.9 5.2 10.8 

0.20 2.2 48.5 5.3 9.2 

0.20 2.3 50.1 5.5 8.0 

0.20 2.4 51.2 5.6 7.2 

0.20 2.5 52.3 5.8 6.8 

0.25 2.0 40.9 4.5 15.1 

0.25 2.1 41.6 4.6 14.5 

0.25 2.2 42.8 4.7 13.8 

0.25 2.3 44.1 4.9 12.9 

0.25 2.4 45.2 5.0 12.4 

0.25 2.5 46.7 5.1 11.9 

0.30 2.0 36.8 3.8 17.5 

0.30 2.1 37.5 4.0 16.6 

0.30 2.2 39.1 4.2 16.0 

0.30 2.3 39.9 4.3 15.3 

0.30 2.4 40.8 4.5 14.8 

0.30 2.5 42.3 4.7 13.9 

0.35 2.0 30.9 3.2 20.6 

0.35 2.1 31.6 3.3 20.0 

0.35 2.2 32.9 3.4 19.1 

0.35 2.3 34.1 3.6 18.4 

0.35 2.4 35.6 3.7 17.8 

0.35 2.5 37.2 3.9 16.9 

0.40 2.0 23.6 2.3 24.1 

0.40 2.1 25.1 2.5 23.5 

0.40 2.2 27.2 2.7 22.6 

0.40 2.3 28.0 2.8 22.0 

0.40 2.4 28.8 2.9 21.5 

0.40 2.5 29.6 3.1 20.9 
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3.1 Variation of Concrete Strength Values with Water to Cement Ratio for 

Tested Specimens 

Figure 5 shows the variation of concrete compressive strength values (fc), concrete 

splitting tensile strength values (ft), and Bohme abrasion values (BA) of tested basalt aggregate 

concrete specimens with water-to-cement ratio (W/C). The lowest fc value (fc= 23.6 MPa) and 

the lowest ft value (ft= 2.3 MPa) were measured for the highest water-to-cement ratio (W/C= 

0.40) and the lowest aggregate-to-cement ratio (A/C=2.0) tested. The highest fc value (fc= 46.2 

MPa) and the highest ft value (ft= 5.2 MPa) were measured for the lowest water-to-cement ratio 

(W/C= 0.20) and the highest aggregate-to-cement ratio (A/C= 2.5) tested. The lowest BA value 

(BA= 6.8 cm3/50cm2) was measured for the highest tested water-to-cement ratio (W/C= 0.40) 

and the lowest aggregate-to-cement ratio (A/C= 2.0).  

The highest BA value (BA= 24.1 cm3/50cm2) was measured for the lowest tested water-

to-cement ratio (W/C= 0.20) and the highest aggregate-to-cement ratio (A/C= 2.5). With the 

increase in water-to-cement ratio from W/C= 0.20 to W/C= 0.40; an average decrease of 

approximately 42% in fc values, an average decrease of approximately 47% in ft values, and an 

average increase of approximately 2.4 times in BA values were calculated. The coefficient of 

determination of the equation developed for the variation of fc values with W/C was calculated 

as R2≈0.93. The coefficient of determination of the equation developed for the variation of ft 

values with W/C was calculated as R2≈0.91. The coefficient of determination of the equation 

developed for the variation of BA values with W/C was calculated as R2≈0.93. This indicates 

that the variation of the values of the relevant strength indicators (fc, ft, and BA) with W/C was 

formulated with a near-perfect fit. 

 

Figure 5. Variation of concrete strength values and Bohme abrasion strength values of the 

tested specimens with water-to-cement ratio. 
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3.2 Variation of Concrete Strength Values with Aggregate to Cement Ratio 

for Tested Specimens 

Figure 6 shows the variation of concrete compressive strength values (fc), concrete 

splitting tensile strength values (ft), and Bohme abrasion values (BA) of tested basalt aggregate 

concrete specimens with aggregate-to-cement ratio (A/C). With the increase in aggregate to 

cement ratio from A/C= 2.0 to A/C= 2.5, an average increase in fc values of approximately 13% 

for W/C= 0.20, an average increase of approximately 14% for W/C= 0.25, an average increase 

of approximately 15% for W/C= 0.30, an average increase of approximately 20% for W/C= 0.35 

and an average increase of approximately 25% for W/C= 0.40 were calculated. Thus, it is 

possible to say that the percentage change of the fc value with A/C increases as the W/C value 

increases. When the findings of all tested specimens were evaluated, it was calculated that there 

was a total average increase of approximately 17% in fc values with the increase from A/C= 2.0 

to A/C= 2.5. With the increase in aggregate to cement ratio from A/C= 2.0 to A/C= 2.5; it was 

calculated that there was an average increase of approximately 16% for W/C= 0.20, an average 

increase of approximately 13% for W/C= 0.25, an average increase of approximately 24% for 

W/C= 0.30, an average increase of approximately 22% for W/C= 0.35 and an average increase 

of approximately 35% for W/C= 0.40 in ft values. When the findings of all tested specimens 

were evaluated, it was calculated that there was a total average increase of approximately 22% 

in ft values with an increase from A/C= 2.0 to A/C= 2.5. With the increase in aggregate to cement 

ratio from A/C= 2.0 to A/C= 2.5; approximately 44% decrease in BA values for W/C= 0.20, 

approximately 22% decrease for W/C= 0.25, approximately 21% decrease for W/C= 0.30, 

approximately 18% decrease for W/C= 0.35, approximately 13% decrease for W/C= 0.40 were 

calculated. Thus, it is possible to say that the percentage of change of BA value with A/C 

decreases as the W/C value increases. When the findings of all tested specimens were evaluated, 

it was calculated that with the increase from A/C= 2.0 to A/C= 2.5; there was a total average 

decrease of approximately 24% in BA values. 
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Figure 6. Variation of concrete strength values and Bohme abrasion values of the tested 

specimens with aggregate-to-cement ratio. 

3.3 Variation of Compressive Strength Values with Splitting Tensile 

Strength Values for Tested Specimens 

Figure 7 shows the variation of concrete compressive strength values (fc) of the tested 

specimens with concrete splitting tensile strength values (ft). Accordingly, fc values ranged 

between 23.6 MPa and 52.3 MPa and ft values ranged between 2.3 MPa and 5.8 MPa. It is 

observed that fc values increase linearly with ft. The correlation coefficient R2= 0.9963 was 

calculated for the linear equation developed for the estimation of fc depending on ft. 

Accordingly, it is possible to say that the agreement is very close to perfect (Figure 7). Equation 

(4) was developed to calculate the concrete compressive strength value from the concrete 

splitting tensile strength value of the tested concrete specimens. 

𝑓𝑐 = 8.157 × 𝑓𝑡 + 4.875 (4) 

 

Figure 7. Variation of measured fc values with measured ft values of the tested specimens. 
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3.4 Variation of Bohme Abrasion Strength Values with Compressive 

Strength Values for Tested Specimens 

Figure 8 shows the variation of concrete Bohme abrasion values (BA) with concrete 

compressive strength values (fc) for the tested specimens. Accordingly, fc values ranged between 

23.6 MPa and 52.3 MPa, and BA values ranged between 6.8 cm3/50cm2 and 24.1 cm3/50cm2. It 

was observed that BA values decreased linearly with fc values. The correlation coefficient R2= 

0.988 was calculated for the linear equation developed for the estimation of BA depending on 

fc. Accordingly, it is possible to say that the agreement is very close to perfect (Figure 8). 

Equation (5) was developed to calculate the concrete Bohme abrasion value from the concrete 

compressive strength value of the tested concrete specimens. 

𝐵𝐴 = 0.59 × 𝑓𝑐 + 38.78 (5) 

 

Figure 8. Variation of measured BA values with measured fc values of the tested specimens. 

3.5 Variation of Bohme Abrasion Strength Values with Splitting Tensile 

Strength Values for Tested Specimens 

Figure 9 shows the variation of concrete Bohme abrasion values (BA) with concrete 

splitting tensile strength values (ft) for the tested specimens. Accordingly, ft values ranged 

between 2.3 MPa and 5.8 MPa, and BA values ranged between 6.8 cm3/50cm2 and 24.1 

cm3/50cm2. It was observed that BA values decreased linearly with ft values. The correlation 

coefficient R2= 0.9817 was calculated for the linear equation developed for the estimation of 

BA depending on ft. Accordingly, it is possible to say that the agreement is very close to perfect 

(Figure 9). The low Bohme abrasion loss value (BA) indicates that the abrasion resistance is 

high. Concrete with high abrasion resistance will also have high compressive strength and high 
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splitting tensile strength. Equation (6) was developed to calculate the concrete Bohme abrasion 

value from the concrete splitting tensile strength value of the tested concrete specimens. 

𝐵𝐴 = −4.83 × 𝑓𝑡 + 35.86 (6) 

 

Figure 9. Variation of measured BA values with measured ft values of the tested specimens. 

4 CONCLUSION AND SUGGESTIONS 

The main results obtained from the present study, which experimentally investigated the 

relationship between concrete compressive strength, concrete splitting tensile strength, and 

Böhme abrasion strength, which are the test methods determining concrete strength for basalt 

aggregate concrete, are summarized below. 

➢ Since reinforced concrete structures are composed of concrete, the mechanical properties 

of concrete should be investigated in detail for resistance against possible earthquakes. 

➢ In the present experimental study; fc values of the tested specimens ranged from 23.6 MPA 

to 46.2 MPa, ft values ranged from 2.3 MPa to 5.2 MPa, and BA values ranged from 6.8 

cm3/50cm2 to 24.1 cm3/50cm2. 

➢ The lowest fc and ft values were measured for the highest water-to-cement ratio and the 

lowest aggregate-to-cement ratio tested. The highest fc and ft values were measured for 

the lowest water-to-cement ratio and the highest aggregate-to-cement ratio tested. 

➢ The lowest BA value was measured for the highest water-to-cement ratio and the lowest 

aggregate-to-cement ratio tested. The highest BA value was measured for the lowest 

water-to-cement ratio and the highest aggregate-to-cement ratio tested.  
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➢ With the increase of the water-to-cement ratio from W/C=0.20 to W/C=0.40; 

approximately average 42% decrease in fc values, approximately average 47% decrease 

in ft values and approximately average 2.4 times increase in BA values were calculated.  

➢ The coefficient of determination of the equation developed for the variation of fc values 

with W/C was calculated as R2≈0.93. The coefficient of determination of the equation 

developed for the variation of ft values with W/C was calculated as R2≈0.91. The 

coefficient of determination of the developed equation for the variation of BA values with 

W/C is calculated as R2≈0.93. 

➢ It is concluded that the values of the concrete strength findings (fc, ft, and BA) investigated 

experimentally in the present study are correlated with the W/C and A/C dimensionless 

parameters with a near-perfect agreement.  

➢ It is suggested that the present study be further developed by applying destructive and 

non-destructive strength test methods on concrete specimens produced with other 

aggregates and different mix contents specific to the region. 
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 ABSTRACT  

 

This study investigates the effect of different hinge configurations on the mechanical 

performance of a wooden door system using finite element analysis. Two configurations were 

evaluated: one where the middle hinge was positioned closer to the upper hinge, and the other 

where it was centrally positioned. The results show that the maximum von Mises stress for the 

upper hinge configuration reached 75.614 MPa, while the centrally placed hinge configuration 

exhibited a slightly higher stress of 78.809 MPa. However, the central hinge placement provided 

more uniform stress and strain distribution across the door. Deformation values were also 

significant, with a maximum deformation of 0.0213 mm observed for the centrally positioned 

hinge, offering better load distribution compared to the upper hinge configuration. These 

findings suggest that the central hinge placement enhances the mechanical stability and lifespan 

of the door by reducing localized stress concentrations. The study highlights the importance of 

hinge positioning in optimizing the structural integrity of wooden door systems. 

 

 
Keywords: Deformation and strain distribution, FEA, Hinge positioning, Von Mises stress, 

Wooden door.  

 

1 INTRODUCTION 

Wooden doors are commonly used as interior doors in residential buildings. These doors 

are typically referred to as swing doors and are attached to the frame using hinges, which allow 

the door to pivot open and closed [1]. The mechanical performance of door systems, particularly 
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those constructed from wood, is heavily influenced by the positioning and configuration of 

hinges. Hinges act as critical load-bearing elements that transfer forces between the door and 

its frame. As a result, their placement directly impacts the structural integrity and durability of 

the entire system. Previous research in the field has largely focused on automotive and furniture 

doors, demonstrating that hinge configuration plays a crucial role in mitigating stress 

concentrations and minimizing deformation. Wooden doors, unlike their metal or composite 

counterparts, present unique mechanical challenges due to the anisotropic and heterogeneous 

properties of wood. These characteristics result in material behaviors that vary depending on 

the grain direction, significantly influencing how loads are distributed and absorbed. In the 

context of hinge positioning, these properties can exacerbate localized stress and strain 

concentrations, particularly in improperly positioned hinges. Such effects can lead to 

accelerated material fatigue and reduced durability of the door system. Addressing these 

challenges requires an in-depth evaluation of hinge configurations to optimize load sharing and 

minimize the adverse effects of wood's material properties. This study aims to investigate these 

aspects, providing insights into optimal hinge placement strategies for wooden doors. 

Research into hinge configurations for automotive applications has shown that finite 

element analysis (FEA) can be effectively employed to optimize the placement and design of 

door hinges. Studies have indicated that optimizing the hinge layout significantly improves load 

distribution, thereby enhancing the door’s mechanical strength. For instance, Liu et al. (2021) 

conducted a comprehensive study on vehicle door hinges using FEA to investigate vibration 

control and structural stability, underscoring the importance of hinge positioning in reducing 

stress concentrations under dynamic conditions [2]. Similar findings were reported by Erol and 

Özgül (2019), who explored the correlation between simulation and experimental results for 

door hinges subjected to regulatory tests. The study confirmed that optimal hinge configurations 

improve the load-bearing capacity of door systems [3]. Bayrak et al. (2025) conducted a finite 

element assessment of torsion springs in hinges, demonstrating the importance of accurate 

modeling and experimental validation in improving fatigue life and ensuring the durability of 

hinge components [4]. Bekah (2004) utilized finite element analysis to predict fatigue life in 

door hinge systems under uni-axial and multi-axial loading, identifying critical points of crack 

initiation and optimizing hinge design to enhance durability [5]. Meyer et al. (2023) developed 

novel test methods for the mechanical characterization of flexure hinges under large 

deformations, providing insights into stiffness properties crucial for designing compliant 

mechanisms [6]. Hwang et al. (2021) investigated the flexural anisotropy of rift-sawn softwood 
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boards caused by end-grain orientation, revealing superior flexibility and deformation 

mechanisms beneficial for curved wooden applications [7]. 

In the context of furniture doors, a study by Zhongshan Four Seas Furniture Ltd. 

demonstrated the benefits of optimized hinge placement for wooden doors using ANSYS for 

FEA. This research revealed that doors with carefully positioned hinges exhibit reduced 

deformation and stress, even when subjected to high loads [8]. These findings highlight the 

importance of optimizing hinge configurations, not only for metal doors but also for wooden 

structures, where mechanical properties such as anisotropy and inhomogeneity can exacerbate 

stress concentrations if not properly accounted for. 

In light of these findings, the present study employs ANSYS Structural Analysis to 

assess the impact of different hinge positions on the mechanical performance of a wooden door 

system. A complete pre-assembled press door set, including the frame, leaf, and trim, typically 

weighs around 35 kg. However, for the purposes of this study, only the weight of the door leaf 

itself has been considered, as the frame and trim do not contribute directly to the mechanical 

performance evaluated in this analysis. Two configurations are considered: one with the middle 

hinge placed centrally, and another with the middle hinge positioned closer to the upper hinge. 

The results of this analysis will contribute to a better understanding of the influence of hinge 

placement on stress and strain distributions, providing a basis for optimizing door design to 

enhance structural integrity and prolong service life. 

2 MATERIAL AND METHOD 

2.1 Wooden Door and Frame 

The finite element analysis was conducted with several key assumptions to simplify the 

model and ensure computational efficiency. Firstly, the wooden material of the door was treated 

as isotropic, which does not fully capture the anisotropic nature of wood. While wood exhibits 

varying mechanical properties along its grain direction, isotropy was assumed to standardize 

the material behavior and simplify the simulation. This assumption may lead to an 

underestimation of strain concentrations along specific grain orientations. Secondly, rigid 

connections were applied at the contact points between the hinges and the door/frame. This 

simplification does not account for minor relative motions or deformations at the connections, 

which could slightly influence the stress distribution in real-world scenarios. Despite these 

limitations, these assumptions are commonly used in preliminary finite element models to 
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balance accuracy with computational feasibility. The door and frame were modeled using oak 

wood, a material selected for its widely recognized structural properties in door systems. Oak 

wood is characterized by its high density, strength, and stiffness, making it a suitable material 

for load-bearing components in door assemblies [9]. The material properties for oak were 

sourced from ANSYS’s material library, the mechanical properties were applied in the analysis, 

and demonstrated in table 1. 

Table 1. Mechanical properties of oak wood and structural steel used in the finite element 

analysis of the door system [10]. 

Material Density (kg/m3) Young’s Modulus (GPa) Poisson’s Ratio 

Oak Wood 935.7 22.7 0.3742 

Structural Steel 7850 200 0.3 

 

These values were chosen based on the general mechanical properties of oak wood, 

which has been well-documented for its durability and resistance to deformation under 

compression and bending loads. The hinges and all associated fastening elements, including 

bolts, were modeled using structural steel. Structural steel was selected for its superior tensile 

strength and durability, particularly in applications involving load transfer through mechanical 

connections. The material properties for structural steel, also sourced from ANSYS’s material 

library (Table 1.). 

The wooden door and frame geometries were designed with precise dimensions to 

reflect real-world door systems. The door’s dimensions were 2000 mm in height, 790 mm in 

width, and 42 mm in thickness. The frame was modeled with an external height of 2140 mm, a 

width of 942.5 mm, and a thickness of 260 mm (detailed in Figure 1.(a)). The selected 

dimensions align closely with the TS 825 standard, which defines typical door measurements 

for interior applications in Türkiye [11]. Both the frame and door were designed as solid models, 

and the hinge positions were adjusted according to two configurations. In this study, two hinge 

configurations were examined to assess their impact on the mechanical performance of a 

wooden door system. The first configuration placed the middle hinge closer to the upper hinge 

(Figure 1.(c)), concentrating the load toward the top of the door. The second configuration 

positioned the middle hinge centrally, aiming to distribute the load more evenly across the entire 

door (Figure 1.(b)). These two setups were analyzed using finite element analysis to compare 

their effects on stress, strain, and deformation, providing insights into the benefits and 

limitations of each configuration for enhancing the structural integrity and durability of the door 

system. 
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Figure 1. Dimensional schematic of the wooden door system, showing the full assembly 

and hinge placements. (a) Overall dimensions of the door and frame assembly, (b) hinge 

placement with the middle hinge centrally positioned, and (c) hinge placement with the 

middle hinge closer to the upper hinge. 

2.2 Finite Element Modeling 

Finite element analysis (FEA) was performed using ANSYS Workbench 2022. A 3D 

solid model of the door, frame, hinges, and bolts was created. The system was meshed using 

tetrahedral elements, which were generated by ANSYS Meshing tool. The finite element model 

for the door system was created with 2,761,628 nodes and 1,895,191 elements, utilizing a 

tetrahedral mesh to accurately capture the complex geometry around the hinges and bolts. The 

average skewness of the mesh was 0.25033, which falls into the very good range (0.25–0.50), 

indicating minimal distortion and reliable element quality. The average orthogonal quality was 

0.76953, placing it in the very good range (0.70–0.95), further ensuring the mesh's suitability 

for detailed stress and strain analysis. This high-quality mesh allowed for accurate and reliable 

simulation results in the finite element analysis [12], [13], [14], [15]. 

(a) (b) (c)a) b) c) 
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Figure 2. Mesh structure of the door system. The average skewness (0.25033) and 

orthogonal quality (0.76953) indicate a high-quality mesh suitable for accurate stress and 

strain analysis. 

The analysis was conducted under standard earth gravity conditions (9.81 m/s²), with 

no additional external forces applied to the system. To simulate the real-world attachment of 

the door frame to the surrounding structure, the regions where the door frame contacts the wall 

were modeled using fixed support boundary conditions. This ensured that the frame remained 

stationary during the analysis, accurately reflecting its role in bearing the load transferred 

through the door and hinges. The contact interactions between the door, hinges, and bolts were 

modeled as bonded contacts, simulating a rigid connection where no relative movement or 

separation occurs between these components. This approach provides a realistic representation 

of the mechanical connections within the door system, ensuring accurate stress, strain, and 

deformation results in the finite element analysis. The analysis was conducted using a static 

structural analysis in ANSYS. The solver was set to account for large deflections, and non-

linear material behavior was included to capture any plastic deformation in the hinges and bolts. 

The results focused on deformation, strain, and von Mises stress across the system for both 

hinge configurations. Key results were extracted from the simulation, including total 

deformation (mm), strain (mm/mm), and von Mises stress (MPa). These results were used to 
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compare the mechanical behavior of the two hinge configurations. Stress and strain contours 

were plotted to visually represent areas of high deformation and potential failure points. 

For isotropic materials, the relationship between stress and strain is governed by 

Hooke’s Law. In the case of linear elasticity, this is represented by the following equation: 

𝜎 = 𝐸. 𝜀 (1) 

where: 

σ is the stress (Pa or MPa) 

E is the Young’s Modulus (Pa or GPa) 

ε is the strain  

This equation applies to the linear elastic range of both oak wood and structural steel 

used in the analysis. In structural analysis, the von Mises stress is used to predict yielding of 

ductile materials. It’s calculated using the following equation: 

𝜎𝑣 = √
1

2
[(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎3)2 + (𝜎3 − 𝜎1)2] (2) 

where: 

σv is the von Mises Stress (Pa or MPa) 

σ1, σ2, σ3 are the principal stresses in the system  

This criterion was used to assess whether the structural steel components (hinges and 

bolts) remain within the elastic limit during the loading conditions. 

The total deformation δ in a body under load can be expressed as a function of applied 

force F, length L, cross-sectional area A, and Young's Modulus E: 

𝛿 =
𝐹. 𝐿

𝐴. 𝐸
 (3) 

This equation helps in understanding the relationship between the applied forces and the 

resulting deformation in the door and frame, considering the material properties of oak wood. 

Strain (ε is defined as the ratio of change in length ΔL to the original length L0  

𝜀 =
𝛥𝐿

𝐿0
 (4) 

Strain is a dimensionless quantity that was calculated for various components in the 

system to assess how the door and hinges deformed under load. 
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3 RESULTS AND DISCUSSION 

The FEA results presented in Figure 3. illustrate the deformation contours for two 

different hinge configurations of a wooden door system. The figure is organized into two rows 

and four columns, where each column represents a different set of components analyzed within 

the system. The first row corresponds to the case where the middle hinge is positioned closer 

to the upper hinge, while the second row represents the configuration where the middle hinge 

is centrally located. 

The first contour plot on the left shows the deformation distribution for the entire door 

system, including the door, frame, hinges, and bolts. The maximum deformation in this 

configuration is observed at approximately 0.0237 mm, which occurs at the free end of the door. 

The deformations are relatively more concentrated at the top corner of the door, reflecting the 

hinge position's influence on the door’s structural response. The second plot focuses on the 

door's deformation only, excluding the frame and other components. The highest deformation 

reaches 0.0237 mm, again concentrated at the top corner. This distribution suggests that the 

door’s upper part experiences the most significant deformation, potentially due to the closer 

proximity of the middle hinge to the upper hinge, reducing the support near the center of the 

door. The third contour plot shows the deformation of the door frame alone. The frame 

experiences a maximum deformation of 0.00076 mm, indicating minimal displacement, which 

suggests that the frame structure remains rigid and unaffected by the hinge position. The final 

plot in this row presents the deformation of the hinges and bolts. The maximum deformation in 

this configuration is 0.00929 mm, indicating some deformation within the connecting elements 

but not significant enough to affect the overall assembly’s integrity. 

In the second row, where the middle hinge is centrally located, the total assembly 

deformation is again analyzed. The maximum deformation remains at 0.0213 mm. Compared 

to the first configuration, the overall deformation is slightly reduced, suggesting that central 

hinge positioning may improve the load distribution across the door. The deformation of the 

door alone shows a similar pattern to the first configuration, with a maximum of 0.0213 mm. 

However, the stress distribution appears more uniform compared to the closer hinge 

configuration, indicating that the central hinge may provide better load balance. The door frame 

deformation remains minimal, with a maximum of 0.00089 mm. This value is slightly higher 

than in the first configuration, but still negligible, reinforcing the structural rigidity of the frame. 

The deformation in the hinges and bolts is again highlighted, with a maximum deformation of 
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0.00858 mm. This is slightly lower than in the first configuration, suggesting that the central 

positioning of the hinge reduces the stress on the connecting elements. 

A comparison between the two hinge configurations reveals that the middle hinge's 

position significantly affects the deformation patterns within the door system. When the middle 

hinge is positioned closer to the upper hinge, the deformation is more concentrated at the top 

of the door, leading to higher stress concentrations in that area. In contrast, when the middle 

hinge is centrally positioned, the deformation is more evenly distributed, reducing the overall 

stress on the door and its components. This suggests that a central hinge position may provide 

better mechanical performance by improving load distribution and reducing localized stress 

concentrations. 

 

Figure 3. Deformation contours (mm) for two hinge configurations of a wooden door 

system. The first row illustrates the configuration with the middle hinge closer to the upper 

hinge, while the second row shows the middle hinge centrally located. The columns display 

(a) the total assembly, (b) the door, (c) the frame, and (d) the hinges and bolts. The centrally 

placed hinge results in more uniform deformation, while the upper hinge configuration 

shows higher localized deformation near the upper part of the door. 

(a) (b) (c) (d)
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The results shown in Figure 4 depict the strain distributions (in mm/mm) for the two 

different hinge configurations of a wooden door system. The first row represents the 

configuration where the middle hinge is positioned closer to the upper hinge, while the second 

row corresponds to the configuration with the middle hinge centrally located. Each column 

highlights the strain contours of different components of the door system, providing insights 

into how hinge positioning influences the strain distribution across the assembly. 

The strain distribution for the entire door system, including the door, frame, hinges, and 

bolts, is shown in the first contour plot. The maximum strain observed is approximately 

0.00046277 mm/mm, with strain concentration localized at the door edges, particularly near the 

upper hinge area. This indicates that positioning the middle hinge closer to the upper hinge 

leads to higher localized strain in the upper part of the door. The second plot isolates the strain 

distribution within the door itself. The maximum strain is 0.0002309 mm/mm, and the strain is 

primarily concentrated near the upper corner of the door, corresponding to the location of the 

upper hinge. This suggests that the closer proximity of the middle hinge to the upper hinge leads 

to less even strain distribution, with a greater focus near the top. The third contour plot shows 

the strain distribution in the door frame. The maximum strain here is significantly lower, at 

0.00010039 mm/mm, indicating that the frame experiences minimal strain, reinforcing its 

structural rigidity. However, the strain is still somewhat concentrated in areas close to the 

hinges. In the final plot, the strain within the hinges and bolts is displayed, with a maximum 

strain of 0.00046277 mm/mm. This suggests moderate strain accumulation in the connecting 

elements, though it remains within a low range. The higher strain around the upper hinge 

reflects the positioning's impact on the overall assembly. The total strain distribution for the 

system when the middle hinge is centrally positioned reveals a maximum strain of 0.00048654 

mm/mm, slightly higher than in the first configuration. The strain appears more uniformly 

distributed across the door, indicating a more balanced load distribution due to the central 

positioning of the hinge. The door’s strain in this configuration shows a maximum value of 

0.00024153 mm/mm, and the strain is more evenly distributed compared to the first 

configuration. This suggests that the central hinge provides better support, leading to a more 

uniform strain profile across the door’s surface. The frame strain remains minimal, with a 

maximum strain of 0.00010435 mm/mm. This is slightly higher than the first configuration but 

still indicates that the frame is largely unaffected by hinge positioning, retaining its rigidity. The 

strain in the hinges and bolts in this configuration has a maximum value of 0.00048654 

mm/mm, indicating a more distributed strain compared to the first configuration. This suggests 
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that placing the middle hinge centrally reduces localized strain, improving the load distribution 

across the connecting elements. 

The strain analysis reveals that the middle hinge’s position has a significant effect on 

the strain distribution within the door system. When the middle hinge is placed closer to the 

upper hinge, higher strain concentrations are observed in the upper part of the door, potentially 

leading to increased wear in that area. In contrast, when the middle hinge is centrally positioned, 

the strain is more evenly distributed, reducing localized stress and improving the overall 

mechanical performance of the system. These findings suggest that central hinge positioning 

may enhance the long-term durability of wooden door systems by minimizing strain 

concentrations. 

 

Figure 4. Strain contours (mm/mm) for two hinge configurations of a wooden door system. 

The first row shows the middle hinge positioned closer to the upper hinge, and the second 

row shows the middle hinge centrally located. The columns represent (a) the total assembly, 

(b) the door, (c) the frame, and (d) the hinges and bolts. Central hinge placement 

significantly reduces strain concentrations compared to the upper hinge configuration. 

 

(a) (b) (c) (d)
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The stress contours (in MPa) shown in Figure 5 offer an in-depth look into the stress 

distribution across different parts of the wooden door system for two hinge configurations. The 

figure consists of two rows and four columns, with the first row representing the configuration 

where the middle hinge is closer to the upper hinge, and the second row showing the middle 

hinge in a central position. Each column corresponds to different components of the system, 

highlighting their stress responses under loading. 

The first contour plot in the top-left corner shows the stress distribution for the entire 

door system, including the door, frame, hinges, and bolts. The maximum von Mises stress is 

75.614 MPa, and it is concentrated near the upper section of the door, particularly around the 

hinges and frame connections. This concentration indicates that the closer positioning of the 

middle hinge to the upper hinge results in higher stress in these areas. The second plot focuses 

solely on the door’s stress distribution. The maximum stress value here is 2.264 MPa, and it is 

concentrated near the upper corner of the door. The stress is more localized, likely because the 

middle hinge being closer to the upper hinge limits load transfer across the entire door, causing 

higher stress in the upper region. The third plot shows the stress distribution within the door 

frame, with a maximum stress of 75.614 MPa. The frame experiences significant stress near the 

hinge attachments, especially at the top. This high stress concentration indicates that the frame 

bears most of the load when the middle hinge is positioned near the top. The final plot in the 

first row highlights the stress in the hinges and bolts. The maximum stress is 4.8867 MPa, and 

it is primarily located around the connections between the hinges and the frame. This stress 

concentration near the upper hinge suggests that this configuration places considerable stress 

on the upper joint components. 

In the second row, where the middle hinge is centrally located, the overall stress 

distribution for the door system shows a maximum stress of 78.809 MPa. This is slightly higher 

than the first configuration, but the stress appears more evenly distributed across the door, 

frame, and hinges, suggesting better load sharing across the system. The door alone experiences 

a maximum stress of 2.0502 MPa in this configuration, slightly lower than in the previous setup. 

The stress distribution is also more uniform, indicating that the central hinge allows for better 

stress management along the length of the door. The frame shows a maximum stress of 78.809 

MPa, similar to the first configuration. However, the stress concentration is more distributed 

along the frame, particularly around the middle hinge area, which reduces the peak stress near 

the upper part of the frame. The final plot focuses on the stress within the hinges and bolts, with 

a maximum stress of 5.0971 MPa. This stress is concentrated near the middle and upper hinges, 
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indicating that the central hinge configuration distributes the load more evenly across all the 

connecting elements, resulting in a more balanced stress profile. 

The stress analysis highlights significant differences between the two hinge 

configurations. When the middle hinge is positioned closer to the upper hinge, stress 

concentrations occur in the upper region of both the door and frame, with higher stress in the 

bolts and hinges as well. In contrast, when the middle hinge is centrally located, the stress is 

more evenly distributed across the door and frame, and the overall system experiences better 

load sharing. This suggests that the central hinge configuration is more effective in reducing 

localized stress concentrations, which may improve the durability and performance of the door 

system. 

 

 

Figure 5. Von Mises stress contours (MPa) for two hinge configurations of a wooden door 

system. The first row shows the middle hinge positioned closer to the upper hinge, and the 

second row shows the hinge centrally located. The columns represent (a) the total assembly, 

(b) the door, (c) the frame, and (d) the hinges and bolts. The upper hinge configuration 

exhibits higher stress concentrations at the top of the door, whereas the central hinge 

configuration provides a more balanced stress distribution.  

(a) (b) (c) (d)
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The results of this study, which analyzed different hinge configurations in a wooden 

door system, show distinct differences in the mechanical behavior of the system. These findings 

align with similar research on door hinges, particularly regarding the effects of deformation, 

stress, and strain distribution. 

The configuration where the middle hinge was placed closer to the upper hinge showed 

more localized deformation near the top section of the door. This result is consistent with the 

findings of Zhou et al. (2012), who observed that improper hinge placement can lead to 

increased deformation at hinge attachment points, especially when hinges are placed too close 

to one another. Their study demonstrated that multiple hinge placements could help distribute 

loads more effectively and reduce overall deformation [8], [16]. A similar outcome was 

observed in Seker et al. (2021), who studied cabinet doors and found that deformation increased 

significantly when hinge distribution was not optimized, particularly in two-hinge systems [16]. 

The centrally placed hinge configuration in the current study resulted in more uniform 

deformation, confirming that well-spaced hinge placement improves load distribution and 

structural integrity. 

Strain analysis further supports the benefits of central hinge placement, as this 

configuration exhibited lower strain values compared to the upper hinge placement. Studies by 

Seker et al. and Zhou et al. (2012) also highlighted that optimal hinge positioning reduces strain 

concentrations, particularly in high-load areas. Seker et al. noted that uneven hinge distribution 

in cabinet doors leads to higher strain and greater material fatigue over time, while Zhou et al. 

demonstrated similar strain behavior in their research on furniture doors  [8], [16]. The current 

study's findings echo these results, showing that central hinge placement promotes a more even 

distribution of strain across the door's length, reducing the risk of localized strain-induced 

damage. The results presented in this study are based on static loading conditions, which 

represent typical operational forces applied to wooden doors. However, in real-world 

applications, doors may experience dynamic or variable loading, such as impacts, cyclic forces 

from repeated use, or wind loads. Dynamic loading could introduce additional stress and strain 

variations, potentially amplifying localized stress concentrations, especially near hinge 

attachment points. Furthermore, cyclic loading might accelerate material fatigue, particularly 

in wooden doors with anisotropic properties. Future studies could address these aspects by 

incorporating time-dependent (dynamic) analyses or fatigue simulations to provide a more 

comprehensive understanding of the door system's performance under variable loading 

conditions. 
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The stress distribution analysis further highlighted that placing the middle hinge closer 

to the upper hinge resulted in higher stress concentrations at the top of the door and the frame, 

which could increase the risk of localized failure over time. Erol and Özgül (2019) reported 

similar behavior in automotive doors, where closely spaced hinges led to stress peaks under 

operational loads [3]. The central hinge configuration, on the other hand, showed a more 

balanced stress distribution across the door and frame, which could improve the long-term 

durability of the door system by reducing the likelihood of material failure. This finding is in 

line with the work of Isobe and Sato (2023), who found that reducing stress concentrations, 

especially during seismic events, can significantly improve door performance and longevity 

[17]. 

4 CONCLUSION 

The finite element analysis of the wooden door system with varying hinge 

configurations has revealed significant insights into how hinge positioning affects the door’s 

mechanical performance. The key findings of the study are summarized below: 

• The configuration with the middle hinge closer to the upper hinge exhibited a 

maximum von Mises stress of 75.614 MPa in the frame, while the centrally placed 

hinge configuration showed a slightly higher stress of 78.809 MPa. Despite this, the 

central configuration provided more balanced load distribution. 

• The centrally positioned hinge configuration resulted in a maximum deformation of 

0.0213 mm, with a more uniform deformation profile compared to the upper hinge 

configuration, where deformation was localized near the upper part of the door. 

• The central hinge placement significantly reduced localized stress and strain 

concentrations, suggesting improved structural integrity and prolonged service life 

for the door system. 

• From a practical perspective, centrally placed hinges are recommended for high-use 

environments, such as residential and commercial settings, where durability and load 

balance are critical. 

• For larger or heavier doors, designers may consider using additional hinges to further 

enhance load distribution. 
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This study serves as a practical reference for optimizing hinge placement in wooden 

door systems, offering insights into how minor adjustments in design can lead to significant 

improvements in mechanical performance. Future research could explore additional variables 

such as material properties, hinge stiffness, and dynamic loading conditions to refine the 

findings and apply them to a wider range of door designs and materials. 
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 ABSTRACT  

 

In this study, numerical solutions of stochastic differential equation (SDE) systems have 

been analyzed and three different numerical methods used for solving these systems, the 

Milstein method, the Simplified Second-Order Taylor Scheme, and the Stochastic Runge-Kutta 

(SRK) method, have been compared. The Kubo oscillator model has been considered and the 

stochastic dynamics of this model have been solved using numerical methods. Initially, the 

general structure of SDEs is introduced, and the theoretical foundations of the methods used for 

solving these systems are explained. 

In the study, the stochastic model of the Kubo oscillator was solved numerically using the 

Milstein method, the Simplified Second-Order Taylor Scheme, and the SRK method. The results 

obtained were compared with exact solutions. In the numerical computations, the accuracy of 

all three methods is analyzed for different discretization counts and the results were supported 

by graphs and error tables. The comparisons revealed that the Simplified Second-Order Taylor 

Scheme provided more accurate solutions compared to the Milstein method. It is observed that 

the Taylor method and the SRK 2-stage method gave close results. Additionally, it was observed 

that increasing the number of discretizations brought both methods closer to the exact solution. 

 

 
Keywords: Stochastic differential equation systems, Numerical approximations, Kubo 

oscillator.  
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1 INTRODUCTION 

Stochastic differential equations (SDEs) are mathematical tools developed and widely 

used to model the effects of uncertainty in various fields. These equations are employed in 

disciplines such as physics, biology, engineering, and economics to understand how systems 

respond to random variables. For instance, SDEs can enhance the realism of modeling changes 

in population dynamics in biological systems under uncertainty [1]. Similarly, in finance, 

effective risk management approaches have been developed by modeling market fluctuations 

using SDEs [2]. 

The Kubo oscillator is a well-known model used to study uncertainties and random 

effects when modeling with stochastic differential equations [3]. This model is particularly 

suitable for evaluating the dynamics of stochastic processes and the performance of various 

numerical methods applied to these processes. 

The Kubo oscillator is a cornerstone model in stochastic dynamics, blending 

deterministic behavior with random fluctuations to describe systems influenced by noise. 

Initially introduced by Kubo to model spectral diffusion and line broadening in nuclear 

magnetic resonance (NMR), it has since evolved into a versatile tool used across various 

scientific and engineering disciplines [4]. The oscillator’s dynamics, governed by the interplay 

between a damping term and stochastic forcing, enable it to capture the complexity of processes 

ranging from molecular interactions in fluctuating environments [5].  

The Kubo oscillator, a fundamental example of a stochastic Hamiltonian system, is a 

subject of extensive study for the purpose of comprehending the interplay between 

deterministic Hamiltonian dynamics and stochastic noise. Its structural characteristics offer 

insights into the influence of random fluctuations on physical and mathematical systems, thus 

establishing it as a pivotal model in the field of stochastic dynamics [6]. 

In addition, the Kubo oscillator effectively models systems affected by high-frequency 

oscillations and multiplicative noise, making it a cornerstone in the study of stochastic dynamics 

[7]. 

The Milstein method is frequently used for solving stochastic differential equations and 

provides higher accuracy as an extension of the Euler-Maruyama method [8]. This method is 

especially preferred for reducing the error rate in stochastic models. On the other hand, the 

Simplified Second-Order Taylor Scheme aims to provide more precise solutions by considering 

higher-order terms of stochastic equations [9]. 
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The fact that analytical solutions for SDEs are often not feasible increases the 

importance of numerical solution methods. In fields such as biology and ecology, modeling 

using these equations provides essential insights into understanding the impact of uncertainties 

in the real world [10]. However, in such modeling, ensuring accuracy and optimizing 

computational costs are equally important. Comparing numerical approaches in terms of 

computational complexity and accuracy is therefore essential [11]. 

Previous studies on the Kubo oscillator have shown that this model effectively 

represents the dynamics of stochastic oscillations and provides a suitable foundation for testing 

numerical methods. Fox, Roy, and Yu (1987) demonstrated that different simulation algorithms, 

including those for white and colored noise, can be effectively tested using the Kubo oscillator, 

and that the use of colored noise significantly enhances the accuracy of the numerical solutions 

compared to white noise simulations, reducing spurious decays in the oscillator amplitude [12]. 

In this study, the Milstein method, the Simplified Second-Order Taylor Scheme and 

Stochastic Runge-Kutta method are applied to the Kubo oscillator model, and the obtained 

numerical results are compared with exact solutions. Additionally, different discretization 

strategies are used to analyze the accuracy and computational efficiency of both methods. 

In conclusion, this study aims to compare the performance of three different numerical 

methods used for SDEs within the context of the Kubo oscillator model. This comparison 

highlights the advantages and disadvantages of these methods, providing valuable insights into 

determining the most suitable method for solving SDEs. 

2 MATERIAL AND METHOD 

2.1 Systems of Stochastic Differential Equations 

Systems of stochastic differential equations are used for vector-valued states or high-

order stochastic differential equations. The general form of a 𝑑-dimensional stochastic 

differential equation is described by [9] as following: 

𝑑𝑋𝑡 = 𝑓(𝑡, 𝑋𝑡)𝑑𝑡 + 𝑔(𝑡, 𝑋𝑡)𝑑𝑊𝑡 (1) 

where 𝑊 = {𝑊𝑡, 𝑡 ≥ 0} Wiener process is m-dimensional and its components 𝑊𝑡
1, 𝑊𝑡

2, … , 𝑊𝑡
𝑚 

are independent Wiener processes with respect to a common family of 𝜎 − algebras {𝐴𝑡, 𝑡 ≥ 0}, 

𝑑-dimensional vector function is 𝑓: [0, 𝑇] × ℝ𝑑 → ℝ𝑑 and  𝑑 × 𝑚-matrix function is 

𝑔: [0, 𝑇] × ℝ𝑑 → ℝ𝑑×𝑚. Stochastic integral equation form of (1) is 
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𝑋𝑡 = 𝑋𝑡0
+ ∫ 𝑓(𝑟, 𝑋𝑟)𝑑𝑟 +

𝑡

𝑡0

∫ 𝑔(𝑟, 𝑋𝑟)𝑑𝑊𝑟

𝑡

𝑡0

 (2) 

𝑖.th component of (2) is 

𝑋𝑡
𝑖 = 𝑋𝑡0

𝑖 + ∫ 𝑓𝑖(𝑟, 𝑋𝑟)𝑑𝑟

𝑡

𝑡0

+ ∑ ∫ 𝑔𝑖,𝑘(𝑟, 𝑋𝑟)𝑑𝑊𝑟
𝑘

𝑡

𝑡0

𝑚

𝑘=1

 (3) 

where 𝑖 = 1,2, … , 𝑑. 

The existence and uniqueness for strong solutions of (1) are proven in [9]. There is a 

relation between the Ito stochastic differential equation and the Stratonovich stochastic 

differential equation as follows: 𝑋𝑡 solution of (1) is also a solution of the Stratonovich 

differential equation as; 

𝑑𝑋𝑡 = 𝑓(̅𝑡, 𝑋𝑡)𝑑𝑡 + 𝑔(𝑡, 𝑋𝑡)𝑜𝑑𝑊𝑡 (4) 

where 

𝑓 �̅�(𝑡, 𝑋𝑡) = 𝑓𝑖(𝑡, 𝑋𝑡) − ℎ𝑖(𝑡, 𝑋𝑡) (5) 

and 

ℎ𝑖(𝑡, 𝑋𝑡) =
1

2
∑ ∑ 𝑔𝑛,𝑘(𝑡, 𝑋𝑡)

𝜕𝑔𝑖,𝑘

𝜕𝑥𝑛

(𝑡, 𝑋𝑡)

𝑚

𝑘=1

𝑑

𝑛=1

 (6) 

for 𝑖 = 1,2, … , 𝑑. 

The general form of 𝑑-dimensional linear stochastic differential equations is 

𝑑𝑋𝑡 = [𝐹(𝑡)𝑋𝑡 + 𝑓(𝑡)]𝑑𝑡 + ∑[𝐺𝑙(𝑡)𝑋𝑡 + 𝑔𝑙(𝑡)]

𝑚

𝑙=1

𝑑𝑊𝑡
𝑙  (7) 

where 𝐹(𝑡), 𝐺1(𝑡), 𝐺2(𝑡), … , 𝐺𝑚(𝑡) are 𝑑 × 𝑑-matrix function and 

𝑓(𝑡), 𝑔1(𝑡), 𝑔2(𝑡), … , 𝑔𝑚(𝑡) are 𝑑-dimensional vector functions. Solution of (7) is 

𝑋𝑡 = 𝛹𝑡,𝑡0
{𝑋𝑡0

+ ∫ 𝛹𝑟,𝑡𝑜
−1 (𝑓(𝑟) − ∑ 𝐺𝑙(𝑟)𝑔𝑙(𝑟)

𝑚

𝑙=1

) 𝑑𝑟 + ∑ ∫ 𝛹𝑟,𝑡0
−1 𝑔𝑙(𝑟)𝑑𝑊𝑟

𝑙

𝑡

𝑡0

𝑚

𝑙=1

𝑡

𝑡0

} (8) 

where 𝛹𝑡,𝑡0
 is 𝑑 × 𝑑-fundamental matrix which satisfying 𝛹𝑡0,𝑡0

= 𝐼 and the homogeneous 

matrix stochastic differential equation 
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𝑑𝛹𝑡,𝑡0
= F(t)𝛹𝑡,𝑡0

𝑑𝑡 + ∑ 𝐺𝑙(𝑡)

𝑚

𝑙=1

𝛹𝑡,𝑡0
𝑑𝑊𝑡

𝑙  (9) 

Because the systems of linear stochastic differential equations cannot be solved 

analytically. Therefore, we need numerical solutions which are given in [10], [13], [14]. 

2.2 Numerical Methods for Stochastic Differential Equations 

We use in our study three numerical methods named with the Milstein method, the 

Simplified order 2 Taylor scheme, and the SRK method. 

2.2.1 Milstein Method 

The Milstein method is a numerical method used to approximate solutions to stochastic 

differential equations (SDEs). It is particularly well-known for achieving strong order 1 

convergence under certain conditions, making it more accurate than the other simple methods 

(which has strong order 0.5). The Milstein scheme has the following recurrence formula for 𝑑-

dimensional stochastic differential equations when 𝑚 = 1.   𝑖.th component of the Milstein 

scheme for (1) given in [8] as 

𝑋𝑘+1
𝑖 = 𝑋𝑘

𝑖 + 𝑓𝑖(𝑡, 𝑋𝑡)∆𝑡 + 𝑔𝑖(𝑡, 𝑋𝑡)∆𝑊𝑘 +
1

2
(∑ 𝑔𝑛

𝜕𝑔𝑖

𝜕𝑥𝑛

𝑑

𝑛=1

(𝑡, 𝑋𝑡)) [(∆𝑊𝑘)2 − ∆𝑡] (10) 

where 

∆𝑊𝑘 = 𝑊𝑡𝑘+1
− 𝑊𝑡𝑘

, 𝑖 = 1,2, … , 𝑑, 𝑘 = 1,2, … , 𝑁 .  

2.2.2 Simplified Order 2 Taylor Scheme 

The Simplified Second-Order Taylor Scheme provides significant advantages in solving 

stochastic differential equations (SDEs) by incorporating higher-order terms that improve 

accuracy and reduce errors. Unlike first-order methods such as Euler-Maruyama, which have a 

strong convergence rate of (O(∆t1/2)) or the Milstein Method, which has a strong convergence 

rate of (O(∆t)), the Second-order scheme achieves a faster convergence rate of (O(∆t2)). This 

improvement allows for more precise approximations, especially in systems with nonlinear 

dynamics and significant stochastic influences. By accounting for higher-order interactions, the 

method effectively captures the interplay between deterministic and stochastic components, 



G. Orucova Büyüköz, T. Partal, M. Bayram / BEU Fen Bilimleri Dergisi, 14 (1), pp. 260-272, 2025 

 

 

265 

ensuring a more faithful representation of the system’s behavior. Additionally, this scheme 

mitigates accumulated errors in long-term simulations, enhancing stability and reliability over 

time [9]. 

In the  𝑑-dimensional case, the 𝑖.th component of the Simplified Order 2 Taylor scheme 

for (1) is given in [15] as follows: 

𝑋𝑘+1
𝑖 = 𝑋𝑘

𝑖 + ∑ 𝑔𝑖,𝑙∆𝑊𝑘
𝑙 + 𝑓𝑖∆𝑡

𝑚

𝑙=1

+
1

2
∑ (∑ 𝑔𝑛,𝑝

𝜕𝑔𝑖,𝑙

𝜕𝑥𝑛

𝑑

𝑛=1

) (∆𝑊𝑘
𝑝∆𝑊𝑘

𝑙 + 𝑈𝑝𝑙,𝑘)

𝑚

𝑝,𝑙=1

 

+
1

2
∑ (∑ 𝑔𝑗,𝑙

𝜕𝑓𝑖

𝜕𝑥𝑗

𝑑

𝑗=1

+
𝜕𝑔𝑖,𝑙

𝜕𝑡
+ ∑ 𝑓𝑗

𝜕𝑔𝑖,𝑙

𝜕𝑥𝑗

𝑑

𝑗=1

𝑚

𝑙=1

+
1

2
∑ ℎ𝑛,𝑗

𝜕2𝑔𝑖,𝑙

𝜕𝑥𝑛𝜕𝑥𝑗
) ∆𝑡∆𝑊𝑘

𝑙

𝑑

𝑛,𝑗=1

 (11) 

+
1

2
(

𝜕𝑓𝑖

𝜕𝑡
+ ∑ 𝑓𝑛

𝜕𝑓𝑖

𝜕𝑥𝑛
+

1

2

𝑑

𝑛=1

∑ ℎ𝑛,𝑗
𝜕2𝑓𝑖

𝜕𝑥𝑛𝜕𝑥𝑗

𝑑

𝑛,𝑗=1

) (∆𝑡)2 

where 𝑘 = 1,2, … , 𝑁 and 𝑈𝑝𝑙,𝑘 ,𝑝, 𝑙 = 1,2, … , 𝑚 are independent two-point distributed random 

variables with 

𝑃(𝑈𝑝𝑙,𝑘 = ∆) =
1

2
= 𝑃(𝑈𝑝𝑙,𝑘 = −∆)      𝑖𝑓 𝑙 < 𝑝 

𝑈𝑝𝑝,𝑘 = −∆ 

𝑈𝑝𝑙,𝑘 = −𝑈𝑙𝑝,𝑘      𝑖𝑓 𝑙 > 𝑝 

2.2.3 Two Stage Stochastic Runge-Kutta Method 

The scheme of the Stochastic Runge-Kutta (SRK) method for a system of stochastic 

differential equations according to the 𝑠 −stage (𝑠 ≥ 1) is as follows [15]: 

𝑋𝑘+1 = 𝑋𝑘 + ∑ 𝛼𝑗

𝑠

𝑗=1

𝑓(𝑡𝑘 + 𝜇𝑗∆𝑡, 𝜂𝑗)∆𝑡 + ∑ 𝛽𝑗

𝑠

𝑗=1

𝑔(𝑡𝑘 + 𝜇𝑗∆𝑡, 𝜂𝑗)∆𝑊𝑘 (12) 

where 𝑘 = 1,2, … , 𝑁 and 𝜇1 = 0, 𝜂1 = 𝑋𝑘   for 𝑗 = 1,2, … 𝑠 

𝜂𝑗 = 𝑋𝑘 + ∑ 𝜆𝑗𝑙

𝑗−1

𝑙=1

𝑓(𝑡𝑘 + 𝜇𝑙∆𝑡, 𝜂𝑙)∆𝑡 + ∑ 𝛾𝑗𝑙

𝑗−1

𝑙=1

𝑔(𝑡𝑘 + 𝜇𝑙∆𝑡, 𝜂𝑙)∆𝑊𝑘 

and 𝛼𝑗 , 𝛽𝑗 are to provide  ∑ 𝛼𝑗
𝑠
𝑗=1 = ∑ 𝛽𝑗 = 1𝑠

𝑗=1 .  
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The coefficients occurring in (12) can be displayed by generalising Butcher arrays; 

𝜇2 

𝜇3 

⋮ 

𝜇𝑠 

𝜆21 

𝜆31      𝜆32 

⋮            ⋮       ⋱ 

𝜆𝑠1      𝜆𝑠2   ⋯     𝜆𝑠,𝑠−1 

𝛾21 

𝛾31     𝛾32 

⋮            ⋮       ⋱ 

𝛾𝑠1     𝛾𝑠2   ⋯     𝛾𝑠,𝑠−1 

 𝛼1        𝛼2   ⋯     𝛼𝑠−1       𝛼𝑠 𝛽1       𝛽2   ⋯     𝛽𝑠−1       𝛽𝑠 

In our study, the SRK method for 2-stage is used and coefficients are taken from [16] 

1 1 1 

 1

2
        

1

2
    

1

2
       

1

2
 

The algorithms of the Milstein, the Simplified Order 2 Taylor, and the SRK methods are 

given in Figure 1. 

Our aim in this paper is to compare these numerical methods. We compare the exact 

solution with numerical solutions that we obtain using the MATLAB program. We aim to 

demonstrate the errors between the exact solution and each numerical solution. We support our 

work with graph and error tables. 

 
Figure 1. Flowchart of the Milstein, the Simplified Order 2 Taylor, and the SRK methods. 
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3 NUMERICAL EXPERIMENTS AND RESULTS 

Consider the Kubo oscillator in our study. This oscillator is used in many works to 

demonstrate the efficiency of numerical methods. The general form of the Kubo oscillator, 

which is given in [1], is 

(
𝑑𝑋𝑡

1

𝑑𝑋𝑡
2) = (

0 −𝛼
𝛼 0

) (
𝑋𝑡

1

𝑋𝑡
2) 𝑑𝑡 + (

0 −𝛾
𝛾 0

) (
𝑋𝑡

1

𝑋𝑡
2) 𝑜𝑑𝑊𝑡 (13) 

with 𝑋0
1 = 𝑥1, 𝑋0

2 = 𝑥2 where 𝛼 ,  𝛾 are real and  𝑡 ∈ [0, 𝑇]. For initial values 𝑋0
1 = 1 , 𝑋0

2 = 0, 

the exact solution of (13) is 

𝑋𝑡
1 = cos(𝛼𝑡 + 𝛾𝑊𝑡) (14) 

𝑋𝑡
2 = sin(𝛼𝑡 + 𝛾𝑊𝑡) 

Coefficients 𝛼 = 2, 𝛾 = 0.3 and exact solutions are taken from [3] (David Cohen who 

used these coefficients for testing his method) and initial values are 𝑋0
1 = 1, 𝑋0

2 = 0 , 𝑇 = 10. 

Using (5) and (6) formulas we obtain Ito stochastic differential equation system for (13) as 

follow; 

𝑑𝑋𝑡
1 = (−2𝑋𝑡

2 −
(0.3)2

2
𝑋𝑡

1) 𝑑𝑡 − 0.3𝑋𝑡
2𝑑𝑊𝑡 (15) 

𝑑𝑋𝑡
2 = (2𝑋𝑡

1 −
(0.3)2

2
𝑋𝑡

2) 𝑑𝑡 + 0.3𝑋𝑡
1𝑑𝑊𝑡 

where 𝑑 = 2, 𝑚 = 1. 

We solve numerically (15), using the Milstein scheme (10) for 𝑋0
1 = 1, 𝑋0

2 = 0, 𝑇 = 10 

and 𝑁 = 10000 discretization by the MATLAB program. There is numerical approximation 

and an exact solution in the same graph in Figure 2. In this figure, the exact solution is plotted 

with a red line, and the Milstein approximation is plotted with a blue line. As seen in Figure 2, 

the approximate solution and the exact solution are very close to each other. 



G. Orucova Büyüköz, T. Partal, M. Bayram / BEU Fen Bilimleri Dergisi, 14 (1), pp. 260-272, 2025 

 

 

268 

 

Figure 2. The exact solution with the Milstein Approximation of the Kubo Oscillator for 

𝑵 = 𝟏𝟎𝟎𝟎𝟎, T=10, 𝜶 = 𝟐, 𝜸 = 𝟎. 𝟑. 

Analogously, using the simplified order 2 Taylor scheme (11) for solving (15), we obtain 

Figure 3, where the exact solution is plotted with a red line and the Simplified Order 2 Taylor 

Scheme approximation is plotted with a blue line. It is seen that the solutions are very close. 

 

Figure 3. The exact solution and the Simplified 2 order Taylor Approximation of the Kubo 

Oscillator for 𝑵 = 𝟏𝟎𝟎𝟎𝟎, T=10, 𝜶 = 𝟐, 𝜸 = 𝟎. 𝟑. 
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In addition, using the SRK method for 2-stage solving (15), we obtain Figure 4, where 

the exact solution is plotted with a red line and the SRK approximation is plotted with a blue 

line. 

 

Figure 4. The exact solution and the SRK for 2-Stage Approximation of the Kubo 

Oscillator for 𝑵 = 𝟏𝟎𝟎𝟎𝟎, T=10, 𝜶 = 𝟐, 𝜸 = 𝟎. 𝟑. 

For efficiency both approximations are given in the same graph in Figure 5. There the 

exact solution is plotted with a red line, the Milstein approximation is plotted with a green line, 

the simplified order 2 Taylor scheme approximation is plotted with a blue line, and the SRK 

approximation is plotted with a magenta line. 

 

Figure 5. The exact solution with the Milstein Approximation Simplified 2 Order Taylor 

Approximation and the SRK Approximation of the Kubo Oscillator for 𝑵 = 𝟏𝟎𝟎𝟎𝟎, T=10, 

𝜶 = 𝟐, 𝜸 = 𝟎. 𝟑. 
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To compare the solutions obtained by the Milstein, the Simplified 2 Order Taylor 

methods, and the SRK methods, the mean absolute error and mean relative error were 

calculated. For different 𝑁 discretizations, there are the mean absolute errors (MAE) obtained 

with the Milstein Simplified 2 Order Taylor and SRK methods using following scheme; 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑋𝑘 − �̃�𝑘|

𝑁

𝑘=1

 (16) 

where 𝑋𝑘 and �̃�𝑘 represent the exact and approximate solutions, respectively, in iteration 𝑘. 

Table 1. Mean absolute errors of the Milstein, Simplified 2 Ordet Taylor and SRK methods 

for different discretizations. 

𝑵 Milstein Method 
Simplified 2 Order 

Taylor Method 

SRK Method for  

2-Stage 

 𝑋𝑡
1 𝑋𝑡

2 𝑋𝑡
1 𝑋𝑡

2 𝑋𝑡
1 𝑋𝑡

2 

104 0.0059 0.0057 0.0036 0.0035 0.00357 0.00362 

105 6.8179e-04 7.6157e-04 1.6650e-04 2.0252e-04 1.6650e-04 2.0252e-04 

106 6.6710e-05 7.5789e-05 6.5196e-05 7.2913e-05 6.5197e-05 7.2911e-05 

 

Table 1 shows the mean absolute errors of the three methods for different 𝑁 

discretizations. It is observed that the solutions obtained by the Simplified 2 Order Taylor 

method are more effective than the solutions obtained by the Milstein method. Runge-kutta 2-

stage and Simplified 2 Order Taylor solutions are close to each other. 

In addition, for different 𝑁 discretizations, there are the mean relative errors (MRE) 

obtained with the three methods using the following scheme: 

𝑀𝑅𝐸 =
1

𝑁
∑ |

𝑋𝑘 − �̃�𝑘

𝑋𝑘
|

𝑁

𝑘=1

 (17) 

where 𝑋𝑘 and �̃�𝑘 represent the exact and approximate solutions, respectively, in iteration 𝑘. 

Table 2. Mean relative errors of the Milstein, Simplified 2 Ordet Taylor and SRK method 

for different discretizations. 

𝑵 Milstein Method 
Simplified 2 Order 

Taylor Method 

SRK Method for  

2-Stage 

       𝑋𝑡
1        𝑋𝑡

2 𝑋𝑡
1 𝑋𝑡

2 𝑋𝑡
1 𝑋𝑡

2 

104 2.0440e-05 9.4782e-06 2.1132e-08 7.7765e-09 2.1135e-08 7.7769e-09 

105 3.4300e-07 1.1335e-06 5.4836e-10 1.6983e-09 5.4839e-10 1.6988e-09 

106 1.8974e-09 1.4597e-09 2.1355e-12 1.5529e-12 2.1357e-12 1.5531e-12 
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Table 2 shows the mean relative errors of the three methods for different 𝑁 

discretizations. It can be seen that the solutions obtained with the simplified 2 Ordet Taylor 

method are better than the solutions obtained with the Milstein method. 

4 RESULTS AND DISCUSSION 

In this paper we compare the Milstein scheme and the Simplified 2 Order Taylor scheme 

for the Kubo oscillator. For each scheme we show the approximate solution and the exact 

solution. We also calculate the mean absolute error and the mean relative error between the 

numerical solutions and the exact solution. According to our results, we can say that the 

numerical solution obtained from the Simplified 2 Order Taylor scheme is closer to the exact 

solution than the numerical solution obtained from the Milstein method. From the error table, 

we can say that the numerical solutions get closer to the exact solution as the number of 

discretizations increases for each numerical scheme. It is also observed that the mean relative 

error is smaller than the mean absolute error for both methods. The reason is that Simplified 2 

Order Taylor’s strong convergence order is greater than Milstein’s strong convergence order. 

The errors obtained from the SRK 2-stage and Simplified 2 Order Taylor solutions are lower 

than the Milstein solution. The Taylor and SRK 2-stage solutions are very close to each other. 
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 ABSTRACT  

 

A hydrophillic deep eutectic solvent assisted magnetic colloidal gel based dispersive solid 

phase microextraction method (MCG-dSPME) was developed for the pre-concentration of 

Brown HT (E155) before its spectrophotometric analysis. Magnetic colloidal gel was obtained 

from Fe3O4@XAD-7 nanoparticles and phenol/choline chloride (2:1) (hyrophillic deep eutectic 

solvent (DES). For the optimization of the developed method, several parameters such as pH, 

amount of Fe3O4@XAD-7 nanoparticles in the colloidal gel, volume of colloidal gel, type of 

desorption solvent, vortex time (for adsorption and desorption), sample volume were 

investigated. After determining the optimum conditions, the linear range, limit of detection 

(LOD), enhencament factor (EF), preconcentration factor (PF), relative standard deviation 

(RSD %) of the method were calculated. Then, addition/recovery test  and  intraday-interday 

test were applied for the accuracy and  the precision, respectively. The matrix effect study was 

examined for the selectivity of the method. The linear range, LOD, RSD %, EF, and PF values 

of the method were found to be 0.05-0.75 mgL-1, 0.016. mgL-1, 3.8%, 51 and 25, respectively. 

The study was found to be no interference method with high accuracy and precision. In this 

study, according to our literature research, since there are very few studies on the determination 

of Brown HT, it was aimed to develop an up-to-date, economical, non-invasive, environmentally 

friendly and simple method for this dye. 

 

 
Keywords: Magnetic colloidal gel, Dispersive solid phase microextraction method, 

Preconcentration, Spectrophotometric determination, Brown HT.  

 

1 INTRODUCTION 

Food coloring agents can be used to restore the original appearance of food in cases 

where the color of the food is affected by processing, storage, packaging and distribution, and 

https://dergipark.org.tr/tr/pub/bitlisfen
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its visual acceptability is damaged, to make the food more visually attractive, and to give color 

to colorless food [1]. 

Brown HT (E 155, IC: 20285), whose chemical name is disodium 4,4'-(2,4-dihydroxy-

5-hydroxymethyl-1,3-phenylene bis-azo) di- (naphthalene-1-sulfonate), (CAS No: 4553 -89-3) 

is a bis azo group food colorant. The molecular weight of this dye, which has the closed formula 

C27H18N4Na2O9S2, is 652.56 g/mol. This food colorant dissolves well in water and methanol[2]. 

The chemical structure of the dye is shown in Figure 1.  

 

Figure 1. Chemical structure of Brown HT. 

The maximum daily acceptable intake of Brown HT is 1.5 mg / kg-bw. Studies on mice 

with the dye have shown that it or its metabolites are absorbed in limited amounts and 

approximately 90% of this is excreted in the feces. It has also been observed that it accumulates 

in the lymph nodes and kidneys of mice [3]. 

According to the Turkish Food Codex, the maximum amount of Brown HT in 

foodstuffs/beverages is 50 mgkg-1 or mgL-1 [1]. According to European Parliament and Council 

Directive 94/36/EC, the maximum usage levels in foodstuffs and beverages are 500 mgkg-1 and 

200 mgL-1, respectively [3]. 

Brown HT is widely used as an additive  in the food industry in soft drinks, flour, 

chocolate sauces, puddings, creams, candies and cookies[2-3]. Brown HT has been reported to 

be toxic to human at high concentrations. Because it has high water solubility, it can easily 

spread into the environment with industrial waste and harm animals. Like other azo dyes, 

Brown HT is also known as ecotoxic due to its harmful effects on the environment and public 

health. Therefore, the analysis of this dye is very important. Sensitive, accurate and reliable 

methods are needed for the analysis of this dye[4-8]. However, in our literature research, 

analysis methods for the determination of this dye are quite few]. Cloud point extraction-

scanometry (CPE-scanometry) [9], UV-Vis spectrophotometer [10] and high-performance 

liquid chromatography/diode array detection (HPLC/DAD) [2], the cyclic voltammetry (CV) 

[11] methods are among the studies in the literature for the quantitative analysis of Brown HT. 
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Magnetic solid phase microextraction methods, unlike classical solid phase extraction 

methods, apply more miniature extraction processes. Smaller amounts of magnetic adsorbents 

and low volumes of extraction solvents are used. The advantage of magnetic adsorbents is that 

they can be easily removed from the solution with an external magnet. In magnetic dispersive 

solid phase microextraction methods, magnetic solid adsorbent is dispersed in the sample 

matrix to increase extraction efficiency [12-13]. In magnetic colloidal gel-based 

microextraction methods, the magnetic adsorbent is dispersed in a carrier liquid phase. This 

carrier liquid phase can be deep eutectic solvents, ionic liquids. It is thought that the sorbent 

obtained by mixing this material is better extracted since its association with the analyte 

increases [14]. 

Since the methods developed for the analysis of this dye are few in the literature, the 

main purpose of this study is to develop a sensitive, accurate and reliable method. In this study, 

magnetic amberlite XAD-7 nanoparticle was synthesized and characterized by TEM and FT-

IR. A hydrophilic deep eutectic solvent (phenol/choline chloride, 2:1) based colloidal gel was 

created with magnetic amberlite XAD-7 nanoparticles. With the created colloidal gel, solid 

phase microextraction method was developed for the pre-concentration and separation of 

Brown HT. In the developed method, various parameters such as pH, composition of magnetic 

gel, type of desorption solvent, vortex time (for adsorption and desorption), sample volume 

were investigated. Then, the method was validated. Finally, the developed method was 

successfully applied to real samples. 

2 MATERIALS AND METHOD 

2.1 Apparatus 

The spectra were recorded by a Carry 100 Bio UV-visible model double beam 

spectrophotometer, attached with 10.0 mm quartz cells was used for the absorbance 

measurements. A vortex (Velp brand) was used to facilitate the adsorption and desorption of 

Brown HT. A neodymium  magnet with a strong magnetic field was used to remove 

nanoparticles from the solution. Infrared spectra of Fe3O4-XAD-7 and Fe3O4-XAD-7/DES were 

taken from an Agilent brand Cary 63 FT-IR model devices. The homogenous dispersion of the 

Fe3O4@XAD-7 nanoparticle in colloidal gel was investigated by Hitachi HT-7700 transmission 

electron microscope. 
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2.2 Reagents and Solutions 

Choline chloride was taken from Glentham Life Sciences Ltd. (Corsham, United 

Kingdom). Phenol, Iron (III) chloride hexahydrate (FeCl3.6H2O), Iron (II) chloride tetrahydrate 

(FeCl2.4H2O), Amberlite XAD-7, ammonia, acetonitrile, acetone, ethanol, methanol, and 

Brown HT were obtained from Sigma-Aldrich (St. Louis, MO, USA). Stock solutions of 100 

µg/mL of Brown HT prepared by dissolving distilled water in a 100 mL calibrated flask. 

Norateks (Istanbul, Turkey) brand buffer solutions were used for pH adjustments.  

2.3 Preparation of DES, Fe3O4@ XAD-7 and Magnetic Colloidal Gel 

For DES, choline chloride and phenol are mixed in 1:2 ratio in a capped conical flask. 

The mixture is stirred until it becomes clear. The transparent solution is left at room temperature 

[15].  

Amberlite XAD-7 was added to a solution containing 1.0 M (mol.L-1) Fe3+ and 2.0 M 

Fe2+ in 2.0 M HCl medium(1:2). After this mixture was stirred for 5 minutes, 1.0 M ammonia 

solution was slowly added until the solution turns to black. After the magnetic nanoparticles 

were formed, they were collected at the bottom of the conical flask with a neodymium magnet 

and the aqueous phase was removed and then the nanoparticles were washed with pure water 

and ethyl alcohol. The washed nanoparticles were then dried at 80 °C [15].  

1.0 mL of DES and 60.0 mg of Fe3O4-XAD-7 magnetic nanoparticles were vortexed 

thoroughly in a tube until a homogenous black gel was obtained and then sonicated [15]. 

2.4 Real Sample Procedure 

A real sample (chocolate souce) was taken from market in Diyarbakir, Türkiye. The 

appropriate amount of chocolate souce sample was weighed in the erlenmeyer. It was dissolved 

in 30 mL of water and transferred to volumetric flask. Then, the solution was diluted to 50 mL 

with pure water. The developed method was applied to 0.1 mL of this solution. 

2.5 Analytical Procedure 

20 mL of 0.5 mgL-1 Brown HT model solution was prepared at pH 4. Then, 0.4 mL of 

magnetic colloidal gel was added to the model solution. The solution was then vortexed for 10 

minutes. The magnetic nanoparticles dispersed by vortexing were collected with a magnet and 

the water phase was decanted. Then, 0.8 mL of ammoniacal acetonitrile was added to the 
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nanoparticles loaded with the analyte. After vortexing this solution for 8 minutes, nanoparticles 

were collected on one side of the tube with the help of a magnet and the aqueous phase was 

removed. Then, the absorbance of the model solution was measured. 

2.6 Carachterization of Fe3O4@XAD-7 and Fe3O4@XAD-7/DES 

The structures of DES, Fe3O4@XAD-7 and Fe3O4@XAD-7/DES were characterized by 

Fourier transform infrared spectroscopy (FT-IR). As shown in Figure 2 (a), in the IR spectrum 

obtained for DES, the OH group of choline chloride and phenol in DES gives a broad band at 

3000-3400 cm-1, which meets the expectation. As shown in Figure 2 (b), the peak between 

2850-3000 cm-1 for Fe3O4@XAD-7 can be related to the stretching vibration of the aliphatic C-

H group in the structure of XAD-7. The broad peak at 500-600 cm-1 can be related to the Fe-O 

bond in the spectrum of the composite. As shown in Figure 2 (c), the broad peak between 3000-

3400 cm-1 in the spectrum of Fe3O4@XAD–7/DES can be related to the O-H stretching 

vibration in the structure of both phenol and choline chloride in DES. 

The shape of Fe3O4@XAD-7 and its distribution in DES in colloidal gel were 

investigated by transformation electron microscopy (TEM) analysis. As shown in Figure 3(a 

and b), it was observed(image of DES), DES beads are dispersed in the form of an emulsion. 

3 RESULTS AND DISCUSSIONS 

3.1 Effect of pH 

pH is one of the most important parameters in the sorption of analyte onto the adsorbent. 

The increase or decrease of proton in the solution medium increases or decreases the affinity of 

the analyte to the adsorbent [16]. In order to determine the effect of pH on the recovery of 

Brown HT, the range of pH 2-8 was investigated. It is observed that the affinity of Brown HT 

to the adsorbent is high only at pH 4, from the acidic region to the basic region (pH 8). As 

shown in Figure 4, in this study, the sorption of Brown HT to nanoparticles was at maximum 

level at pH 4, the highest recovery was obtained at pH 4. Therefore, in the following 

experiments, the pH of the solutions was adjusted to 4. 
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a) b) c) 

Figre 2. a) FT-IR spectrum of DES, b)Fe3O4@XAD-7 c) and Fe3O4@XAD-7/DES. 

   
a) b) c) 

Figure 3. a) TEM images of Fe3O4@XAD-7 b) and Fe3O4@XAD-7/DES c) DES. 

 

Figure 4. The effect of pH. 

3.2 The Composition of Magnetic Colloidal Gel and Its Volume 

In order to determine the optimum amount of nanoparticles in 1.0 mL of DES, the range 

of 20-80 mg was examined. The results obtained are presented in Figure 5. According to these 

results, the optimum amount of nanoparticles in 1.0 mL of DES should be 60 mg for the 

colloidal gel composition where the highest recovery is obtained. At values below 60 mg, the 
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recovery of Brown HT is quite low because the amount of nanoparticles is insufficient. Above 

60 mg, there were no major changes in the recovery percentages. 

After determining the composition of the colloidal gel, the volume of gel to be added to 

the solutions containing Brown HT must be determined. For this purpose, 100-600 µL of gel 

was added to the solutions. The results obtained are presented in Figure 6. According to these 

results, the optimum volume of gel to be added to the solutions is 400 µL. It was observed that 

the recovery of Brown HT increased continuously in the range of 100-400 µL of colloidal gel, 

and there were no major changes after 400 µL. 

 

Figure 5. The effect of amount of  Fe3O4@XAD-7. 

 

Figure 6. Effect of volume of colloidal gel. 

3.3 Effect of Solvent Type 

In this experiment, methanol, ethanol, acetonitrile, acetone and 0.1 M ammonia 

solutions of these solvents were used to investigate whether Brown HT completely passes into 

the solvent by reducing its interaction with the sorbent. As seen in Figure 7, it was determined 

that ammoniacal acetonitrile reduced the interaction between the sorbent and the analyte, thus 

recovering the analyte with high efficiency. Therefore, the best solvent was determined to be 

0.1 M ammonia acetonitrile. 
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Figure 7. The effect of desorption solvent type. 

3.4 Effect of Vortex Time  

Vortex duration is a very important parameter in extraction studies. While it is important 

to increase the interaction between the analyte and the adsorbent in the adsorption process, it is 

important to increase the interaction between the extraction solvent and the analyte in the 

desorption process [17-18]. 

In the vortexing time study, Brown HT was investigated between 5-20 minutes for 

nanoparticle adsorption and 3-15 minutes for its desorption into ammonia acetonitrile solvent. 

It was determined that the most effective vortexing time in increasing the interaction between 

the nanoparticle and the analyte was 10 minutes, and the most effective vortexing time in 

transferring the analyte to the ammonia acetonitrile solvent was 8 minutes. 

 

Figure 8. The effect of vortex time. 
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3.5 Sample Volume 

To determine the highest sample volume at which the highest recovery was obtained, 

model solutions containing 0.5 mg.L-1 Brown HT between 10-50 mL were examined. 10 mL 

and 20 mL were also mixed with 0.8 mL of ammoniacal acetonitrile, which is a high desorption 

solvent. The optimum sample volume was found to be 20 mL and the preconcentration factor 

was 25. All the results obtained are shown in Table 1. 

Table 1. The effect of sample volume to extraction efficiency. 

Sample volume (mL) Recovery % 

10 97.03 

20 97.13 

30 91.05 

40 90.06 

50 84.43 

3.6 Matrix Effect 

Under the determined optimum conditions, the selectivity of the sorbent to Brown HT 

was tested by matrix effect. For this purpose, the effects of ions abundant in drinking water and 

a commonly used food dye (amaranth) on the adsorption of Brown HT onto the sorbent were 

investigated. As seen in Table 2, As seen in Table 3, we can say that the selected ions and dye 

have no effect on the adsorption of Brown HT onto the sorbent at the concentrations examined 

in the matrix. With these results, we can say that the sensitivity of the method is high. 

Table 2. The effect of interfering species to extraction efficiency. 

Interfering species Concentration (mgL-1) Recovery % 

K+ 3000 97 

Mg2+ 250 97 

Fe3+ 3 93 

Cl- 3000 97 

Amaranth 0.5 99 

3.7 Analytical Parameters of the Developed Method  

According to the ICH-Q2 [19] validation procedures, the linear working range, detection 

and determination limits of the method were determined. Then, in the accuracy study, the 

analyte addition/recovery test was applied to real samples. Matrix effect study was applied for 

the selectivity of the method. 
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After determining the optimum condition of each parameter, the analytical performance 

of the method under these conditions was examined. First, it was determined in which working 

range of the method the relationship between the absorbance and concentration of Brown HT 

was linear. This range was determined to be 0.05-0.75 mg L-1 under optimum conditions. The 

correlation equation in this concentration range is A= 1.2354C-0.0127, with a correlation 

coefficient of 0.9962 (C: Brown HT Concentration (mgL-1); A: Absorbance of Brown HT). In 

the method, limit of detection and quantification (LOD and LOQ) were calculated 0.016 mgL-

1 and 0.052 mgL-1, respectively. EF and PF of developed method were found to be 51, and 25, 

respectively.  The analytical data of the method are given in Table 3. 

LOD was calculated with the formula 3sb/m where sb and m are the standard deviation 

of the blank solution and the slope of the calibration curve, respectively. LOQ was calculated 

as 10 times sb/m. EF was calculated by dividing the slopes of the calibration curves obtained 

before and after the preconcentration method. The RSD% of the developed method was 

calculated with the results obtained from 10 measurements of the lowest concentration in the 

working range [12]. 

Table 3. Analytical performance of the developed microextraction. 

Parameters Values 

Linear equation *A= 1.2354C -0.0127 

R2 0.9963 

Linear range (mgL-1) 0.05-0.75 

LOD (3 s/m) (mgL-1) 0.016 

LOQ (10 s/m) (mgL-1) 0.052 

RSD % 3.8 

EF 51 

PF 25 
*C:Concantration of Brown HT (mgL-1), A: Absorbance of Brown HT 

3.8 Applying the Procedure to Real Samples 

To determine the accuracy of the method, the analyt addition/recovery test was applied 

to real samples. For this purpose, Analyte was added to the chocolate sauce samples at 3 

different concentrations to form 3 parallel solutions [15]. The developed method was applied 

to these prepared solutions. Then, the recoveries of Brown HT in the solutions were calculated. 

All the results obtained are shown in Table 4. The total Brown HT content in the sample is 

presented in Table 5. The developed method was successfully applied to chocolate sauce as a 
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real sample and the result found was below the maximum level of 50 mg.kg-1 determined by 

the Turkish Food Codex [20]. 

For the precision of the method, repeatability (intraday) and intermediate precision 

(interday) tests were applied to 3 parallel solutions of the analyte at 2 different concentrations. 

For intraday study, the method was applied to the solutions at 3 different times in one day, and 

in the interday study, the method was applied to the solutions on 3 different consecutive days. 

The results of intraday and interday studies were evaluated by calculating RSD% (Table 

6). While RSDs % were in the range of 1.2-2.4% in the intraday study, RSDs % were in the 

range of 4.3-6.1% in the interday study. According to the ICH-Q2 evaluation, precision results 

are evaluated with % RSDs. Accordingly, if the RSDs % are below 10, the precision of the 

method can be considered high. 

Table 4. Application of the procedure to real samples(N=3). 

Sample Added, mgL-1 Found, mgL-1 Recovery % 

Chocolate sauce 

0.10 0.28 98±2 

0.25 0.443 104±3 

0.50 0.678 99±5 

 

Table 5. Content of Brown HT in the chocolate sauce(N=3). 

mg.kg-1±1.4 

 

Table 6. The repeatability (intraday) and intermediate precision (interday) of the method, 

N=3. 

 Intraday Interday 

 
Added 

(mgL-1) 

Found 

(mgL-1) 

Recovery 

% 

RSD 

% 

Found 

(mgL-1) 

Recoveryy

% 

RSD 

% 

Chocolate 

sauce 

- 0.21 - 1.2 0.19 - 4.3 

0.2 0.42 105 2.4 0.41 110 6.1 

0.4 0.59 95 1.8 0.60 103 4.4 
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3.9 The Comparison Between the Developed Method and Other 

Techniques Reported in the Literature 

According to our research, there are very few studies in the literature on the 

determination of Brown HT. The LOD of the method we developed is quite low compared to 

the Cloud Point Extraction method in Table 7, while the PF is high. The linear range is quite 

wide compared to the DES based microextraction method developed with UV-Vis 

spectrophotometer. 

The advantage of this study is that it provides an up-to-date, simple, environmentally 

friendly, sensitive and accurate method due to the scarcity of studies on the determination of 

Brown HT. Magnetic nanoparticles were easily removed from the medium with an external 

magnet.  

Therefore, no extra process was required to remove the particles. It will shed light on 

this dye to researchers with an up-to-date method. 

Tablo 7. The comparison between the suggested method and other techniques reported in 

the literature. 

Method Enstrument Real Sample 
LOD 

(mgL−1) 
PF 

Linear Range 

(mgL-1) 
Ref. 

Direct 

differential pulse 

polarography 

Saturated 

calomel 

electrode 

Orange, lime, 

blackcurrant drinks 
- - 0-45.5 [21] 

Cloud point 

extraction 
Scanometry Water 0.04 19.05 0.06–2.60 [9] 

Deep eutectic 

solvent based 

microextraction 

UV-Vis 

Cake, two different 

urines, two different 

water 

0.23 37.5 0.23–1.04 [10] 

MCG- dSPME UV-Vis Chocolate sauce 0.016 25 0.05-0.75 
This 

work 

*UV-Vis: Ultraviyole spectrophotometry; MCG-dSPME: magnetic colloidal gel based dispersive solid phase microextraction 

4 CONCLUSION 

A new magnetic colloidal gel based dispersive solid phase microextraction method 

(MCG-dSPME) was developed for the preconcentration of Brown HT. This colloidal gel was 

obtained by mixing Fe3O4@XAD-7 and DES (choline chloride/phenol; 1/2). In this developed 

method, LOD, PF, EF values were calculated as 0.016 mg L-1, 25, 51, respectively. The working 

range of Brown HT was found as 0.05-0.75 mg L-1 in this method. The linear range of our 

method is wide, LOD is low, selectivity, accuracy and precision are high. The low LOD and 
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high selectivity, EF and PF of our method enable the determination of Brown HT, even at trace 

levels, in many complex matrices.  

The developed method was successfully applied to chocolate sauce as a real sample and 

the result found was below the maximum level of 50 mg.kg-1 determined by the Turkish Food 

Codex [20].  

Studies on the determination of this dye are quite few in the literature. The magnetic 

colloidal gel based dispersive solid phase microextraction method developed for the 

determination of Brown HT has great importance in this respect. 
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 ABSTRACT  

 

Breast cancer is a leading cause of mortality among women, with early detection being 

crucial for effective treatment. Mammographic analysis, particularly the identification and 

classification of breast masses, plays a crucial role in early diagnosis. Recent advancements in 

deep learning, particularly Vision Transformers (ViTs), have shown significant potential in 

image classification tasks across various domains, including medical imaging. This study 

evaluates the performance of different Vision Transformer (ViT) models—specifically, base-16, 

small-16, and tiny-16—on a dataset of breast mammography images with masses. We perform 

a comparative analysis of these ViT models to determine their effectiveness in classifying 

mammographic images. By leveraging the self-attention mechanism of ViTs, our approach 

addresses the challenges posed by complex mammographic textures and low contrast in medical 

imaging. The experimental results provide insights into the strengths and limitations of each ViT 

model configuration, contributing to an informed selection of architectures for breast mass 

classification tasks in mammography. This research underscores the potential of ViTs in 

enhancing diagnostic accuracy and serves as a benchmark for future exploration of transformer-

based architectures in the field of medical image classification. 

 

 
Keywords: Breast mammography with masses, Image classification, Vision transformers, 

base-16, small-16, tiny-16.  

 

1 INTRODUCTION 

Cancer is a leading cause of death worldwide; one in two people diagnosed with cancer 

will require treatment, and early detection is the best method of preventing the progression of 
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the disease to a later stage. More than one million cases of breast cancer are diagnosed each 

year, and despite increased survival rates, it remains the leading cause of death among women 

[1]. The small size of malignant masses has been shown to correlate with treatment success, 

making early diagnosis treatments such as mammography critical for improved long-term 

survival and quality of life [2]. Historically, most women would not become aware of their 

cancer until later stages of tumorigenesis due to the delayed onset of symptoms or would 

actively avoid detection as societal attitudes were against early mastectomy [3]. Current cancer 

detection guidelines have begun to promote public health education on their necessity; with 

increased awareness of need comes the resources to support potential candidates. A significant 

portion of individuals fail to access treatment due to systemic inability to pay for or seek care, 

a symptom of false patient belief or clinician default that mammography results in frequent 

benign biopsy and consequently low patient satisfaction [4]. Despite these informational 

hurdles, mammography remains our gold standard in breast screening, potentially changing 

long-term prognoses with easy attainability today. The accessibility of mammography has 

risked malignant tumor diagnosis, allowing those under poverty to live with progressive disease 

until care is both useful and affordable. The message of our work is not to catalog a list of 

diagnoses lost to accessibility, but instead to reinforce the idea that education on available 

services can potentially lead to lifestyle changes that drastically improve public health. 

Recommending yearly checks, even with breast self-exams, can increase the 5-year survival 

rate by 94% for early detection of tumor outgrowth and subsequent apoptosis [5]. Our 

increasing knowledge base on heterogenic carriers and specific risks, coupled with decreased 

test invasiveness, could ensure increased preventive lifestyle changes. Early cancer detection 

guidelines aimed at potentially affected groups of the general public could encourage preventive 

lifestyle changes in those on the brink, who cannot or choose not to earn access to screening 

[6]. 

Breast cancer is a major cause of mortality worldwide. To survive, affected individuals 

must receive timely treatment. Early diagnosis is also associated with reduced treatment toxicity 

and healthcare costs. Because breast-focused physical examination alone often fails to detect 

small lesions early on, imaging technologies have been utilized in cancer screening. Among 

these techniques, mammography has the strongest supporting evidence [7]. Mammography was 

first adopted for convenient use in healthcare screening in the 1960s. Both the sensitivity and 

specificity of the imaging machines have gradually improved. Rates of interval cancers and 

those detected beyond the screen-detected tumor have also marginally decreased. Widespread 
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mammographic screening has thus been adopted in many countries in some form [8]. Because 

mammography is performed in a private area and may have a variety of outcomes, it might be 

intimidating. It is essential to have a basic idea of what mammography entails and how it should 

be performed before attending your appointed days [9]. Traditional mammography machines 

help discover breast cancer as they employ a functioning X-ray system that allows them to 

detect abnormalities in the breast, such as tumors, before the patient or doctor notices them. 

Understanding what takes place when you receive a mammogram can help you make an 

informed decision about your breast health with the information you have. Inform your doctor 

if you have breast implants or have been diagnosed with breast cancer [10]. 

Mammography is an imaging technique focused on breast composition to screen for 

breast cancer and is widely considered the gold standard in the investigation for detecting early 

breast cancer, in addition to its important role in diagnostic evaluation [11]. Breast 

tomosynthesis is essentially an advanced type of mammography that creates three-dimensional 

images of the breast from a two-dimensional radiograph image. The purpose of mammography 

is to provide detailed images of the breast by passing a very low dose of radiation through the 

tissue. Mammography can detect tumors that are not easily felt. It can also identify some non-

cancerous abnormalities, which surgeons may review to know if biopsies are required in the 

future [12]. A screening mammogram is part of regular healthcare. This test is designed to detect 

early signs of breast cancer in women who do not display clinical symptoms or signs of breast 

disease. Diagnostic mammography, on the other hand, is used to investigate tissue changes that 

were detected as a result of a screening mammography or not, or following clinical and/or self-

exam detection [13]. Recently, computer-aided techniques developed to classify mammogram 

images gained a significant place in machine learning world. There can be found numerous 

methods proposed in this regard. This paper implements the Vision Transformers (ViTs) for this 

issue. 

Deep learning has made a breakthrough in many fields, especially in computer vision, 

where convolutional networks have played a major role. Recent years have shown a shift from 

traditional convolutional networks to transformer-based approaches, mostly in language 

processing, as they have outperformed benchmark datasets [14]. ViTs have shown the ability to 

capture spatial information effectively, replacing convolutional networks. Vision Transformers 

have shown the ability to capture spatial information effectively, replacing convolutional 

networks. The extensive analysis of Vision Transformer models and their workings will help us 

improve the performance of such transformer-based models further [15]. Traditional 
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Convolutional Neural Networks (CNNs) have shown impressive results in a variety of tasks, 

from image classification to object segmentation. CNNs are popular in image classification 

tasks because they are translationally invariant and have a compact representation of the input 

image at each layer. For instance, classical networks for image classification may capture 

intricate hierarchical relationships, but they are entirely dependent on convolutional and max-

pool layers, which limit the size of the receptive field. Large images are difficult to process, 

leading to an increased number of layers and parameters, which may result in computational 

inefficiency. Large stride values lose a lot of local features [16]. The transformer architecture is 

a multi-head self-attention mechanism with various layers. Interest in the transformer has 

increased with respect to computer vision applications' best pre-trained model. However, the 

transformer architecture is completely image-agnostic, which means it can stitch data of any 

kind [17]. More information about the architecture is provided in the further sections.  

Mammogram image classification is one of the predominant approaches to detect breast 

cancer. The classification is either performed within different categories of tumors or between 

different types of tumors. In our study, we have differentiated the mammogram images of a 

general mammogram dataset into three classes: benign, malignant, and normal. In the modern 

era, any model requires several types of enhancements to classify a complex real-life dataset 

with high accuracy and minimal time complexity. Therefore, one of the state-of-the-art models 

suffers from this drawback. Thus, in our study, we have performed a comparative analysis 

between various models.  

ViTs have recently gained attention in medical image analysis, offering an alternative to 

traditional CNNs by capturing long-range dependencies through self-attention mechanisms. 

Studies have demonstrated that ViTs can achieve performance comparable to or even surpassing 

that of CNNs in breast cancer detection tasks, as evidenced by research applying ViTs to classify 

breast ultrasound images with promising results [18]. However, CNNs remain prevalent in 

medical imaging due to their efficiency and strong inductive biases, which are advantageous 

for learning spatial hierarchies in complex medical datasets [19]. To leverage the strengths of 

both architectures, hybrid models that combine CNN-based feature extraction with transformer-

based self-attention have been proposed. These hybrid approaches have been applied in various 

studies, such as one that integrated a convolutional backbone with transformer layers to enhance 

feature representation in histopathological images [20]. Another study proposed a token-mixer 

hybrid architecture, demonstrating improved diagnostic accuracy in breast cancer classification 

by effectively balancing local and global feature extraction [21]. Additionally, recent 
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investigations have explored novel training strategies and data augmentation techniques that 

further boost the performance of hybrid models in medical image classification tasks [22]. 

Overall, the integration of transformer-based architectures with traditional CNNs not only 

enhances diagnostic performance but also provides a flexible framework that can adapt to 

different imaging modalities and clinical requirements, marking a significant step forward in 

the evolution of automated breast cancer detection systems. 

Recent advancements in ViT models have significantly enhanced breast cancer detection 

in medical imaging. For instance, a study introduced a ViT-based transfer learning method for 

breast mass classification, achieving an impressive area under the curve (AUC) of 1.0 on both 

ultrasound and mammogram datasets, thereby outperforming traditional CNN-based 

approaches [23]. Another innovative approach, the TokenMixer hybrid architecture, combines 

CNNs and ViTs to improve feature extraction and classification accuracy in histopathological 

image analysis, effectively balancing local and global feature representations [24]. Additionally, 

the NHS has launched the world's largest trial of AI for breast cancer diagnosis, aiming to 

expedite detection by using AI to analyze a significant portion of mammograms, potentially 

reducing the workload on radiologists and decreasing patient wait times [25]. These 

developments underscore the potential of ViT-based models and AI integration in enhancing 

the accuracy and efficiency of breast cancer diagnostics. 

The article contributes significantly to the literature by providing a comprehensive 

evaluation of ViT models for breast cancer detection in mammographic imaging. Unlike 

traditional CNNs, which rely on local receptive fields, the study highlights the effectiveness of 

ViTs in capturing long-range dependencies and complex patterns in mammographic textures 

through self-attention mechanisms. By assessing three different ViT configurations—Base-16, 

Small-16, and Tiny-16—the research offers a comparative analysis of model performance, 

considering factors such as accuracy, computational efficiency, and training time. The findings 

indicate that while the Small-16 model achieves the highest accuracy, the Tiny-16 model 

provides a computationally efficient alternative with moderate performance. This study 

underscores the importance of selecting appropriate model architectures based on 

computational resources and diagnostic accuracy requirements. Furthermore, by leveraging a 

publicly available mammographic dataset and implementing a standardized preprocessing 

pipeline—including resizing, normalization, and Contrast Limited Adaptive Histogram 

Equalization (CLAHE)—the study ensures reproducibility and robustness in medical image 

classification. The research also contributes to the broader understanding of transformer-based 
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architectures in medical imaging, positioning ViTs as a viable alternative to CNNs for 

automated breast cancer diagnosis. This work serves as a benchmark for future studies, 

encouraging further exploration of ViTs and hybrid deep learning approaches to enhance 

diagnostic accuracy in medical applications. 

This paper implements a comprehensive analysis of the classification structure of ViTs. 

The three sub-models in the ViTs architecture which are the base-16, small-16 and tiny-16 

models have been separately considered for classifying mammographs. Thus, a detailed 

analysis of ViTs and its sub-models are discussed. In the paper next section presents the dataset 

and the third section gives information about the ViTs. The case study is shown in the fourth 

section and the last section includes the conclusions.  

2 THE DATASET OF MAMMOGRAPHY 

The Breast Mammography Images with Masses dataset, available through the Digital 

Object Identifier (DOI) 10.17632/ywsbh3ndr8.2, is an essential asset for professionals and 

researchers focused on medical imaging, breast cancer detection, and computer-aided 

diagnostic systems [26]. This comprehensive dataset comprises mammographic images that 

contain masses, which are critical indicators in assessing the likelihood of breast cancer. The 

images provide high-resolution visual information that supports the differentiation between 

benign and malignant masses, enhancing diagnostic accuracy. Each image in the dataset is 

carefully labeled and categorized, supporting diverse research applications such as mass 

detection, segmentation, and classification. This thorough annotation allows researchers to 

utilize the dataset effectively in machine learning contexts, where high-quality labeled data is 

essential for training algorithms designed to identify early-stage breast cancer. Such annotated 

data proves particularly valuable for developing and testing deep learning models in diagnostic 

radiology, where advancements in automated mass detection and classification can make a 

substantial impact on early diagnosis and patient outcomes. Figure 1 contains sample images 

from the dataset.  

https://doi.org/10.17632/ywsbh3ndr8.2
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Figure 1. Sample images from the dataset. 

The dataset is freely accessible for public use, making it a critical resource for both 

academic and industry researchers committed to advancing breast cancer detection and 

diagnosis technologies. Its availability allows a broad community of researchers to contribute 

to the development of new methodologies and models, ultimately aiding the early detection and 

treatment of breast cancer. 

The dataset is a structured collection designed for cancer detection and classification, 

containing approximately 625MB of data across 26,602 images. These images are divided into 

three main categories—benign, malignant, and normal—organized in subfolders corresponding 

to each class. Specifically, the dataset includes 10,866 images labeled as benign, 13,710 as 

malignant, and 2,026 as normal. Each image is 8 bits deep, primarily in PNG format, with a 

minimum resolution of 227x227 pixels, providing adequate detail for analysis. The PNG format 

used for these images supports clear labeling of each sample as benign, malignant, or normal, 

which is essential for training machine learning models. In addition, the dataset is publicly 

licensed, making it widely accessible and frequently utilized in medicine, oncology research, 

and computer vision applications. This open access allows researchers and developers 

uninterrupted downloading and use, supporting diverse initiatives in medical imaging. For deep 

learning model development, the dataset underwent further enhancements. After being resized 

to standardized dimensions, the images were enhanced using CLAHE, a technique that 

improves image contrast by adjusting local histogram intensities. This preprocessing step 
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enhances image quality, making it suitable for machine learning applications where subtle 

differences in tissue appearance are critical for model accuracy. The processed dataset thus 

serves as a valuable foundation for developing, testing, and refining deep learning models 

focused on breast cancer detection and classification. While this dataset provides high-

resolution images with well-annotated benign, malignant, and normal cases, we acknowledge 

the importance of assessing its applicability across different populations. The dataset primarily 

consists of images collected under specific clinical conditions, which may not fully represent 

the diversity of real-world patient populations, including variations in age, ethnicity, breast 

density, and imaging protocols. Additionally, potential sources of error in the dataset could arise 

from factors such as label inaccuracies, imaging artifacts, or biases introduced during data 

collection and annotation. For example, mammograms from different devices and institutions 

may exhibit variations in contrast and noise, which could impact model generalization. 

Moreover, the presence of class imbalances—such as fewer normal cases compared to benign 

and malignant ones—could affect classification performance. Addressing these limitations 

would require additional validation on diverse, multi-institutional datasets and collaboration 

with clinicians to assess model reliability in real-world scenarios. Future work could also 

incorporate domain adaptation techniques and bias mitigation strategies to improve the 

robustness and fairness of ViT-based models across different populations. 

It would be useful to give brief information about some existing studies using the 

dataset. The mammography dataset comprising INbreast, MIAS, and DDSM has been 

extensively utilized in various studies to enhance breast cancer detection and diagnosis through 

advanced machine learning techniques. For instance, a study by Al-Antari et al. developed a 

fully integrated computer-aided diagnosis (CAD) system employing deep learning models, 

achieving an overall classification accuracy of 95.64% on the INbreast dataset [27]. Similarly, 

Li et al. proposed a method combining deep learning with an extreme learning machine, 

resulting in accuracies of 97.19% on DDSM, 98.13% on MIAS, and 98.26% on INbreast 

datasets [28]. Another notable approach by Falconí et al. utilized transfer learning on NasNet 

Mobile and fine-tuned VGG models to classify mammogram images according to the BI-RADS 

scale, achieving an accuracy of 90.9% on the INbreast dataset [29]. These studies underscore 

the efficacy of integrating deep learning methodologies with traditional machine learning 

models to improve the accuracy and reliability of breast cancer diagnostics using the INbreast, 

MIAS, and DDSM datasets. 
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3 THE VISION TRANSFORMERS 

Vision transformers (ViTs) are a revolutionary development in computer vision that 

have the potential to replace traditional convolutional neural networks (CNNs) as the backbone 

of various vision tasks. CNNs process visual data in blocks, and at each layer, more abstract 

representations that capture spatial hierarchies are generated [30]. The modern architectures 

employ average pooling in the last layers to produce task-specific outputs. For example, if an 

image is being classified, the final average pooling layer is replaced by a classification head, 

and if the task at hand is object detection, the final average pooling layer is omitted altogether. 

Overall, the functions of CNNs are very different from global attention-based vision 

transformers. Thus, while the architectural details may differ, the overall task outputs are still 

closely related to each other for CNNs [31]. ViTs, on the other hand, decompose the input 

images into fixed-sized patches that are fed into conventional transformer blocks, which is a 

self-attention-based deep learning architecture. This decomposition allows the end-to-end 

training of large transformers acting on very large image datasets by ensuring a linear scaling 

in complexity with respect to the size of the images independent of dataset size [32]. All of the 

self-attention mechanisms in the transformer allow the model to perform efficient deduplication 

of work in processing pixel interactions because each operation is not applied between every 

possible pair of pixels. Rather, operations are applied across groups of patches, and information 

between the groups is incorporated sparsely from some operations across particular patches in 

each group. This allows for a more controlled and modular learning process that operates at the 

level of entire patches while leveraging information from different parts of the visual input [33].  

The self-attention mechanism is the cornerstone of vision transformers, allowing them 

to weigh different local parts of the image differently without losing any global information. 

The weighted mean of this local information is then calculated to obtain the image 

representation. The self-attention mechanism calculates attention scores that describe the 

similarity of the query feature against the key feature for all positions in the input space. [34] 

The attention score is calculated by taking the softmax of a scaled dot-product score, defined 

as the matrix multiplication (after scaling element-wise) between the query and key [35]. These 

attention scores specify the distribution of relative importance of signals from different 

positions. The output of the final self-attention layer is then calculated as a weighted sum of the 

value features, where each value is weighted by the normalized attention score [36]. The self-

attention mechanism introduces the representation of each position to be influenced by the 

context surrounding the position. In a more global scope, self-attention leads to potential 
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relationships between every position, and in turn makes it difficult for any position to contain 

the same amount of information [37].  

Unlike conventional computer vision project names that consist of the phrase “smaller,” 

these project names instead describe the scale of the vision and vision model, similar to a 

hardware platform descriptor. We utilize this descriptor to emphasize that there are three 

variations of the model that cater to different hardware platforms while maintaining a consistent 

vision size. The vision part of the model is linear by complexity [38]. The “Base-16” refers to 

a model with a standard complexity structure that conventionally achieves a balance between 

size and speed. The “Small-16” and “Tiny-16” variations project the complexities and outputs 

to 64 and 32 respectively, making them cheaper and more accessible. Keeping the vision part 

models constant between Base-16, Small-16, and Tiny-16 allows us to test the different models 

under similar settings [39].  

General workflow of ViTs is shows in figure 2 [40]. The Vision Transformer (ViT) 

workflow draws inspiration from the transformer architecture, which has shown great success 

in natural language processing. By applying transformers to image processing, Vision 

Transformers follow a specific sequence of steps to analyze image data and generate highly 

precise outcomes in computer vision tasks. Let's take a closer look at the detailed breakdown 

of the Vision Transformer workflow. 

Image Preprocessing 

Vision Transformers necessitate fixed input dimensions, which means that all images 

must be resized to a consistent size, such as 224x224 pixels for ViT. Following resizing, the 

image is split into a grid of set-size patches, with each patch flattened into a 1D vector. For 

example, a 224x224 image can be divided into 16x16 patches, resulting in a 14x14 grid, with 

each patch containing 256 pixels.  

 

Figure 2. General workflow of ViTs. 
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These flattened patches are then passed through a linear projection to map them to a 

higher-dimensional space, such as 768 dimensions, ensuring that the model has a consistent 

feature size irrespective of the original patch size. The resulting vectors, one for each patch, are 

known as patch embeddings [41]. 

Positional Encoding 

In contrast to CNNs, transformers do not naturally grasp spatial information, which is 

why positional encoding is included in each patch embedding. This encoding is crucial for 

helping the transformer comprehend the spatial connections between patches. Positional 

encodings commonly consist of learned or sinusoidal values that contribute specific position-

related details to each patch embedding, thereby preserving the image's spatial arrangement 

within the sequence. [42, 43]. 

Input Embedding Construction 

Following the incorporation of patch embedding and positional encoding, there is an 

output of a series of vectors, each of which represents a patch with position-aware details. A 

"class token" is also included at the beginning of the sequence, serving a similar purpose to the 

[CLS] token in NLP transformers. This class token is intended to consolidate information from 

all patches for use in classification tasks [44]. 

Transformer Encoder 

The sequence of embeddings undergoes several layers of transformer encoders. Each 

layer includes: Multi-Head Self-Attention (MHSA), where each embedding interacts with 

others to capture global relationships; Layer Normalization to stabilize and speed up training; 

a Feed-Forward Network (FFN) with a ReLU activation that processes each embedding 

independently; and Residual Connections to help gradients flow through the model. This 

sequence is iterated across all transformer encoder layers, gradually learning complex 

relationships across patches [45]. 

Classification Head (or Task-Specific Head) 

Upon completion of the encoder layers, the ultimate form of the class token serves as 

the representation of the image. In classification activities, this representation is processed 
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through an MLP head, generating class probabilities for each category through softmax. This 

head is adaptable for other tasks like segmentation or object detection [46]. 

Training and Optimization 

Vision Transformers are usually trained for classification tasks using cross-entropy loss, 

adjusting parameters through backpropagation and gradient descent. Pretraining on extensive 

datasets such as ImageNet can improve the ViT model's ability to perform well on related tasks. 

Fine-tuning the model on a specific dataset, like medical images, can also improve its 

performance by making it more adaptable to domain-specific characteristics [47]. 

Inference 

In the process of inference, the image goes through identical preprocessing procedures 

such as resizing, patch extraction, patch embedding, and positional encoding. The 

representation of the ultimate class token is employed for classification, enabling the model to 

anticipate the category of fresh, unobserved images [48]. 

Vision Transformers offer a more organic approach to capturing overall connections 

across an entire image as opposed to CNNs, which are limited by local receptive fields. They 

show efficient scalability with larger datasets, making them suitable for extensive image 

datasets. In contrast to CNNs, Vision Transformers do not impose a rigid hierarchical feature 

structure, enabling more adaptable feature learning [49]. 

4 THE CLASSIFICATION STUDY 

The Breast Mammography dataset was methodically divided to optimize model 

training, validation, and testing phases, with 80% of the images dedicated to training, 10% set 

aside for validation, and the remaining 10% reserved for testing. This split was chosen to 

provide a balanced approach that maximizes training data while ensuring ample samples for 

unbiased validation and evaluation. To prepare the images for deep learning model input, each 

image was resized to a uniform dimension of 384x384 pixels with three color channels (RGB). 

This resizing ensures that all images share a consistent structure, which is essential for 

convolutional neural networks that rely on uniform input shapes for accurate learning. 

Additionally, the choice to process the images as color (RGB) images, rather than grayscale, 

preserves critical color details that could aid in distinguishing between benign, malignant, and 
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normal tissue types. Normalization was applied to each image, adjusting pixel values to a 

standardized range, typically between 0 and 1, or to a distribution centered around zero. This 

step is critical as it minimizes variations across the dataset, enabling the network to focus on 

important visual features rather than being affected by differing brightness or contrast levels. 

Such preprocessing ensures that the model can learn effectively from the images without bias 

introduced by inconsistent pixel intensities. This preprocessing pipeline—including resizing, 

color preservation, and normalization—was applied identically to images used in both training 

and testing. This approach guarantees that the model encounters images of identical quality and 

format during training and evaluation, reducing any risk of performance discrepancies due to 

preprocessing differences. Overall, this careful preparation of the Breast Mammography dataset 

supports robust and reliable model training, validation, and testing, fostering a more accurate 

classification performance across breast tissue image categories. The training parameters are 

selected as follows. MiniBatchSize =12, MaxEpochs =5, IterationsPerEpoch =443, 

ObservationsTrain=1773 and Iterations=8865. This study utilized the base, small, and tiny 

ViT models with their default parameters. No particular hyperparameter modification was 

conducted to improve performance, as our emphasis was on examining the influence of the 

default models on the dataset. The ViT models used in this study were trained using a 

standardized set of hyperparameters to optimize performance while maintaining computational 

efficiency. The models utilized a patch size of 16×16 pixels, with input images resized to 

384×384 pixels. Training was conducted using the Adam optimizer with an initial learning rate 

of 1e-4 and a weight decay of 0.01. Each model was trained for five epochs with a batch size 

of 12, processing 443 iterations per epoch, totaling 8,865 iterations. The loss function employed 

was cross-entropy loss, and images were normalized to a [0,1] range to enhance model stability. 

The activation function used was Gaussian Error Linear Unit (GELU), and dropout was set at 

0.1 to prevent overfitting. The transformer architecture varied across models, with the Base 

model featuring 12 multi-head self-attention heads, 12 transformer encoder layers, a hidden 

dimension of 768, and a feed-forward network dimension of 3072. The Small model had 6 

attention heads, 8 encoder layers, a hidden dimension of 384, and a feed-forward network 

dimension of 1536, while the Tiny model was the most compact, with 3 attention heads, 4 

encoder layers, a hidden dimension of 192, and a feed-forward network dimension of 768. 

Positional encoding was learnable across all models. These hyperparameters were carefully 

selected to balance accuracy and efficiency, with the Small model achieving the highest 

classification performance, while the Tiny model offered a computationally efficient alternative 

with moderate accuracy. 
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In training the network, the Adam (Adaptive Moment Estimation) algorithm was applied 

as an optimization solver for deep learning. This optimizer was selected for its adaptive learning 

rate capability, which efficiently handles dynamic learning rates and accelerates convergence 

during training. The training process was executed on a GPU using parallel computing, with 16 

parallel workers operating concurrently to maximize processing efficiency and reduce training 

time. Key training parameters are as follows: 

Initial Learning Rate: Set at 1e-4 to provide a stable starting point that adjusts 

adaptively during training, facilitating consistent model updates. 

Shuffle: Data shuffling was configured to occur at every epoch, ensuring that the 

training data is randomly reordered with each cycle to enhance generalization and minimize 

overfitting. 

Execution Environment: Configured for parallel processing, utilizing the GPU’s multi-

threading capabilities for optimized computation. 

This configuration was designed to support efficient, stable, and resource-effective 

training, as detailed in the computational setup, and provided the necessary foundation for 

robust model convergence.  

The computational setup, detailed in Table 1, illustrates the hardware specifications and 

the configuration that enabled efficient and stable training. The optimized environment 

supported a faster convergence rate, enhancing model performance while ensuring consistent 

resource utilization throughout the learning process. 

Table 1. Hardware specifications of the computer used in this study. 

Processor 12th Gen Intel(R) CoreTM i9-12900F 2.40 GHz 

Cores, Processors 16, 24 

Installed RAM 64.0 GB (63.7 GB usable) 

GPU NVIDIA RTX A4000 

DirectX version 12 (FL 12.1) 

GPU Memory 47.9 GB (16.0 GB Dedicated, 31.9 GB Shared) 

 

The Vision Transformers (ViT) models employed in this study consist of the following 

configurations: 

1. Base-16-ImageNet-384: This base-sized model contains 86.8 million parameters, with a 

patch size of 16 pixels, and is fine-tuned on the ImageNet 2012 dataset. It processes images 

at a resolution of 384x384 pixels, making it suitable for capturing complex features in larger 

images. 



U. Demiroğlu, B. Şenol / BEU Fen Bilimleri Dergisi, 14 (1), pp. 287-313, 2025 

 

 

301 

2. Small-16-ImageNet-384: This smaller model includes 22.1 million parameters, also with a 

patch size of 16, and is fine-tuned on the ImageNet 2012 dataset at the same resolution of 

384x384 pixels. It provides a balance between model size and computational efficiency, 

enabling effective feature extraction with lower resource requirements. 

3. Tiny-16-ImageNet-384: The smallest of the three models, this configuration has 5.7 

million parameters and a patch size of 16. It is similarly fine-tuned on the ImageNet 2012 

dataset with an image resolution of 384x384 pixels. This model is optimized for scenarios 

with limited computational resources while still leveraging the benefits of the ViT 

architecture. 

Each of these ViT models, fine-tuned with ImageNet 2012 data, offers unique trade-offs 

in terms of parameter count and processing capacity, making them adaptable to various resource 

constraints and performance needs in image classification tasks. 

In the study, the dataset was divided into three subsets: 80% for training, 10% for 

validation, and 10% for testing. These groups were separated before training began, ensuring 

that they consisted of independent images. 

The training and testing performance graphs, along with the computed values for the 

base, small, and tiny ViT models, are presented below. Figure 3 shows the training visualities 

for the base model. 

 

Figure 3. Training process of the base model. 
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The test performance parameters of the ViT base model—Accuracy, Error, Recall, 

Specificity, Precision, F1-Score, Geometric Mean Precision Recall (G-Measure PR), Geometric 

Mean Sensitivity Specificity (G-Measure SS), and Matthews Correlation Coefficient (MCC)—

are presented in the table below. 

Table 2. Performance metrics for the base model. 

Accuracy Error Recall Specificity Precision F1-Score G-Measure PR G-Measure SS MCC 

83.9534 16.0466 87.4203 89.5156 88.4118 87.4151 87.6649 88.0407 71.9342 

 

The training visualities for the small model are illustrated in Figure 4. The test 

performance metrics of the model are listed in Table 3. 

Table 3. Performance metrics for the small model. 

Accuracy Error Recall Specificity Precision F1-Score G-Measure PR G-Measure SS MCC 

87.9369 12.0631 91.1346 92.4234 91.1982 91.1647 91.1656 91.7628 78.5135 

 

 

Figure 4. Training process of the small model. 

Finally, the training of the tiny model is visualized in Figure 5. The test performance 

parameters of the model can be seen in Table 4. 
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Figure 5. Training process of the tiny model. 

Table 4. Performance metrics for the tiny model. 

Accuracy Error Recall Specificity Precision F1-Score G-Measure PR G-Measure SS MCC 

81.5859 18.4141 86.3841 88.3812 86.4489 86.3963 86.4064 87.3136 67.1630 

 

For all three ViT model types, training was conducted using the same parameters on the 

80% training dataset, while validation was performed independently using the 10% validation 

dataset. Testing was carried out after training was completed using a separate and independent 

10% test data. 

As a result of the training process, the test accuracies for each model type are as follows: 

• Base model: Accuracy = 0.8395 

• Small model: Accuracy = 0.8794 

• Tiny model: Accuracy = 0.8159 

These results indicate that the accuracy rates vary according to the model size, with the 

small model achieving the highest accuracy, while the tiny model achieved the lowest. 

The training durations for each model are as follows: 

• Base Model: Training completed in 32 hours 37 minutes 40 seconds. 

• Small Model: Training completed in 3 hours 12 minutes 39 seconds. 

• Tiny Model: Training completed in 1 hour 47 minutes 1 second. 
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These training times demonstrate a significant reduction in duration as the model size 

decreases. However, there is also a noticeable trade-off in accuracy, with the smaller models 

taking less time but showing some differences in accuracy. This highlights the impact of model 

size on both accuracy and training time. Confusion matrixes showing the training accuracies 

obtained for three models are given in figure 6. 

 

Figure 6. Confusion matrixes obtained for Base, Small and Tiny Models. 

Figure 7 illustrates the Area Under the Curve (AUC) graphics for the three models. In 

the figure, the classes 1, 2 and 3 represents Bening Malignant and Normal classes respectively. 

 

Figure 7. AUC graphics obtained for Base, Small and Tiny Models. 

For the base model, the performance values were calculated as, Benign: 0.8186, 

Malignant: 0.8392, and Normal: 0.9963. For the small model, performance values are found as 

Benign: 0.8743, Malignant: 0.8791 and Normal: 1.0 and for the tiny model, the performance is 

found as Benign: 0.8065, Malignant: 0.8152 and Normal: 0.9998.  

Figure 8 shows the progress of accuracy and loss during the ViTs Base model. As shown 

in Figure 4, the validation performance of the training process for the base model of the ViT 

network was 51.56%. This indicates that, during the validation phase, the model was able to 

correctly classify 51.56% of the samples, reflecting its ability to generalize from the training 

data to unseen data. While the performance might suggest room for improvement, it provides 
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valuable insight into the network’s capabilities, and further optimizations or fine-tuning could 

lead to enhanced accuracy in future iterations. 

 

Figure 8. Accuracy and Loss values obtained for the base model. 

Similarly, figure 9 is for the progress of accuracy and loss obtained for the small model 

of ViTs. According to the Small model, the validation performance of the training process was 

88.00%. This high validation accuracy suggests that the model has effectively learned the 

features necessary for distinguishing between the classes in the dataset. The improved 

performance of the Small model compared to the base model demonstrates the advantages of 

using a more compact architecture, which may offer better generalization and efficiency in 

training. Further analysis could be conducted to understand the specific factors contributing to 

this improvement, such as the choice of hyperparameters or the model's ability to capture 

intricate patterns in the data. 

 

Figure 9. Accuracy and Loss values obtained for the small model. 
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Finally, figure 10 presents the progress of accuracy and loss values obtained for the tiny 

model. 

 

Figure 10. Accuracy and Loss values obtained for the tiny model. 

 

According to the Tiny model, the validation success of the training process was 63.93%. 

This result indicates the model's performance in classifying images it had not seen during 

training, both during the intermediate validation tests and after the final training completion. 

These validation tests used unseen images, which are crucial for assessing the model's 

generalization ability. While the Tiny model shows a moderate level of validation accuracy, it 

suggests there may be potential for improvement, possibly through further tuning or more 

sophisticated techniques for feature extraction and model optimization. The test success for the 

Tiny model is also detailed in the confusion matrix in figure 3, which provides a deeper insight 

into the misclassifications and the overall model performance. 

For all three models, table 5 provides a comprehensive overview of the training iteration 

progress, including the duration of each iteration, training and test performance, and calculation 

data from both the beginning and the end of the training process: 
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Table 5. Training iteration progress. 

 Base Small Tiny 
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0 0 00:01:28  13.652 00:00:41  30.951 00:00:27  43.738 

1 1 00:01:29 25  00:00:41 25  00:00:27 50  

50 1 00:08:32 50  00:01:42 75  00:01:00 41.667  

100 1 00:17:28 66.667  00:02:40 91.667  00:01:36 33.333  

150 1 00:26:23 50  00:03:39 75  00:02:11 58.333  

200 1 00:34:57 83.333  00:04:37 58.333  00:02:43 41.667  

250 1 00:43:23 91.667  00:05:36 83.333  00:03:16 50  

300 1 00:51:47 58.333  00:06:35 75  00:03:50 58.333  

350 1 01:00:12 91.667  00:07:32 100  00:04:28 66.667  

400 1 01:08:39 91.667  00:08:30 75  00:05:07 58.333  

443 1 01:17:09 83.333 76.909 00:09:50 91.667 84.806 00:06:08 91.667 60.7 

…           

8417 5 30:15:06 41.667 51.561 03:01:06 100 81.986 01:40:30 91.667 89.357 

8450 5 30:23:41 75  03:01:51 100  01:40:54 91.667  

8500 5 30:36:30 50  03:02:58 100  01:41:29 91.667  

8550 5 30:49:25 58.333  03:04:05 100  01:42:05 100  

8600 5 31:02:18 66.667  03:05:11 100  01:42:41 91.667  

8650 5 31:15:14 66.667  03:06:18 100  01:43:16 100  

8700 5 31:28:08 33.333  03:07:25 100  01:43:52 100  

8750 5 31:41:03 50  03:08:32 100  01:44:28 100  

8800 5 31:53:59 50  03:09:39 91.667  01:45:02 91.667  

8850 5 32:06:55 25  03:10:46 100  01:45:39 91.667  

8860 5 32:23:00 50 51.561 03:11:35 100 86.574 01:46:10 100 79.955 

8865 5 32:37:17 66.667 51.561 03:12:18 91.667 88.003 01:46:38 91.667 63.934 

 

The training performances of the network models used, including their success rates, 

error rates, parameter sizes, and training times, are summarized in table 6. This table provides 

an overview of the performance of each model, helping to compare their relative effectiveness 

in terms of classification accuracy, model complexity (parameter size), and the time taken to 

complete the training process. The models demonstrate different strengths, with the Small 

model achieving the highest accuracy, while the Tiny model offers a more compact architecture 

with moderate performance. The Base model, although achieving lower accuracy, can still serve 

as a useful baseline for comparison against more optimized configurations. 
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Table 6. Performance metrics of the training and test process. 

Model 

Accuracy 

Train 

(%) 

Accuracy 

Validation 

(%) 

Accuracy 

Test 

(%) 

Training 

Loss 

Validation 

Loss 
Parameters 

Training 

Time 

ViT-Base 66.667% 51.561% 83.9534% 0.69153 0.91771 86.8 million 32:37:40 

ViT-Small 91.667% 88.003% 87.9369% 0.25361 0.54841 22.1 million 03:12:39 

ViT-Tiny 91.667% 63.934% 81.5859% 0.16297 2.4384 5.7 million 01:47:01 

 

When interpreting Table 6, it is evident that the Small model of the Vision Transformer 

(ViT) networks achieves the highest accuracy, with a performance difference of 3.99% 

compared to the Base model, despite having approximately 4 times fewer parameters. This 

highlights the effectiveness of the Small model in terms of both performance and computational 

efficiency. 

Although the Tiny model has about 15 times fewer parameters than the Base model and 

approximately 4 times fewer parameters than the Small model, its performance remains close 

to that of the other models. Notably, the Tiny model achieves this level of success in 

significantly less time, which makes it a viable option for scenarios where computational speed 

is critical. 

While the Base model ranks second in terms of accuracy, it is worth considering for 

certain applications where a balance between performance and computational time is required. 

Therefore, the choice of model depends heavily on the specific needs of the research or 

application, whether that is achieving the highest accuracy, minimizing computational time, or 

balancing both factors. 

The ViT base model consists of 86.8 million parameters. Given the complexity of such 

a large model, processing images involves an extensive number of computations, leading to a 

significant demand for computational resources at maximum capacity. As a result, obtaining 

outcomes takes considerably longer compared to the small and tiny models. Although the ViT 

base model's validation performance during training appears significantly lower than that of the 

other two models, its test performance was found to be very close to theirs. Ultimately, when 

analyzing test performance, the results indicate that the accuracy rates across all three models 

are relatively close and fall within an acceptable range. 
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5 RESULTS AND DISCUSSION 

Breast cancer remains one of the leading causes of mortality among women worldwide, 

with early detection playing a crucial role in improving treatment outcomes. One of the most 

important diagnostic tools in this context is mammography, which allows for the detection of 

breast masses, a key indicator of potential malignancy. In recent years, advancements in deep 

learning have demonstrated promising results in improving the accuracy and efficiency of 

medical image analysis, particularly through the use of Vision Transformers (ViTs). ViTs have 

gained significant attention for their ability to model long-range dependencies in images and 

leverage self-attention mechanisms, making them ideal candidates for complex medical 

imaging tasks. This study evaluates the performance of three different Vision Transformer 

models—base-16, small-16, and tiny-16—on a dataset of breast mammography images 

containing masses. These models were specifically chosen to assess how different 

configurations of ViTs, with varying sizes and parameter counts, perform on the task of 

classifying mammographic images into categories such as benign, malignant, and normal. The 

ViTs' self-attention mechanism helps address challenges posed by the inherent complexity of 

mammographic textures and the low contrast that is often seen in medical imaging, which can 

make traditional image classification techniques less effective. Through comparative analysis, 

this study highlights the strengths and limitations of each ViT model. The findings provide 

valuable insights into the performance of these models in terms of accuracy, training time, and 

computational efficiency. By evaluating their effectiveness in breast mass classification tasks, 

this research aims to contribute to the broader understanding of how transformer-based 

architectures can enhance diagnostic accuracy in medical imaging. The results serve as a 

benchmark for future research, paving the way for further exploration of ViTs and other 

transformer-based models in medical image classification and diagnosis. This study 

underscores the potential of Vision Transformers in advancing the field of medical image 

analysis, particularly for early breast cancer detection, and supports their future application in 

clinical settings. 

This paper provides a thorough examination of the classification architecture of Vision 

Transformers (ViTs) in the context of breast mammography image classification. Specifically, 

it investigates three sub-models within the ViTs framework: the base-16, small-16, and tiny-16 

models. Each of these sub-models has been individually evaluated for their performance in 

classifying mammographic images, which are crucial for early breast cancer detection. The 

study aims to provide an in-depth understanding of how these different ViT configurations, with 
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varying model sizes and complexities, contribute to the classification task. A comprehensive 

analysis is conducted to highlight the strengths, weaknesses, and performance characteristics 

of each sub-model in the ViT architecture. The base-16 model, with its larger parameter size, is 

assessed for its ability to capture complex patterns in mammographic images, while the small-

16 and tiny-16 models, with fewer parameters, are evaluated for their efficiency and speed, 

particularly in clinical settings where computational resources may be limited. By discussing 

the specific advantages and limitations of each model, this paper offers valuable insights into 

the trade-offs between accuracy, computational cost, and training time. This analysis also 

explores the role of the self-attention mechanism inherent in ViTs, which enables the models to 

effectively focus on relevant features within the mammographic images, addressing challenges 

such as low contrast and intricate textures commonly found in medical imaging. The study 

emphasizes how the selection of the appropriate ViT sub-model can be tailored to different 

research or clinical needs, depending on the available computational resources and the required 

diagnostic accuracy. 

The study primarily focuses on a theoretical and computational comparison of ViT 

models for breast cancer detection in mammographic imaging. By evaluating the Base-16, 

Small-16, and Tiny-16 ViT configurations on a standardized dataset, we provide a benchmark 

analysis that highlights their strengths and limitations in terms of accuracy, training time, and 

computational efficiency. However, we acknowledge that clinical validation and real-world 

testing with physicians would enhance the applicability of our findings. Future research 

directions could involve collaboration with radiologists to assess model performance in real 

clinical settings, integrating physician feedback to improve interpretability and usability. 

Additionally, testing the models on diverse, real-world datasets with varying imaging 

conditions and patient demographics could further validate their robustness and reliability. Such 

efforts would bridge the gap between theoretical performance and practical deployment, 

making these models more applicable for clinical decision-making. 

The primary objective of this research is to evaluate the outputs of ViT models on the 

same dataset in order to draw conclusions about their strengths, weaknesses, benefits, and 

disadvantages. This will be accomplished by using the default parameters of the models. If we 

had begun out with the intention of surpassing the existing performance of the dataset in the 

literature by utilizing a single ViT model, our primary focus would have been on further 

improving the dataset through the application of image processing techniques. 
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Overall, this paper serves as a detailed guide for understanding the application of ViTs 

in medical image classification, particularly for breast cancer detection, and it lays the 

groundwork for further research into optimizing and refining transformer-based models for use 

in medical diagnostics. 
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 ABSTRACT  

 

Crude oil is one of the most important assets that are used in the production of many 

industrial products in a wide variety of areas. The importance of crude oil has made it important 

to predict its future price. Therefore, it is possible to come across many studies in the literature 

in which the price of crude oil is estimated in the short or long term. In this study, innovative 

adaptive neuro-fuzzy inference systems (ANFIS) based approaches are proposed to estimate the 

daily minimum and maximum prices of crude oil. The used data was taken from the period 

between January 3, 2022, and December 29, 2023.  A total of 516 different days of data were 

collected to create the dataset for analysis. For daily forecasting, time series data were 

transformed into a data set consisting of two inputs and one output. Moth-flame optimization 

algorithm (MFO), flower pollination algorithm (FPA), biogeography-based optimization (BBO) 

and artificial bee colony (ABC) were used in training ANFIS. The results obtained in the training 

and testing processes were compared. When the results obtained were compared, it was shown 

that the relevant algorithms were effective in the daily estimation of crude oil. It has been 

observed that effective results are also achieved at low evaluation numbers, especially thanks to 

the fast convergence feature of the MFO and BBO algorithms. 
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1 INTRODUCTION 

Crude oil is one of the most important and even most strategically critical assets that is 

used in the production of many industrial products in a wide variety of areas, including 

fertilizers, pesticides, solvents, and plastics [1]. Furthermore, it is a source of several products, 

such as paraffin, asphalt, different fuels, and LPG [2]. In addition, it plays a leading role in 

meeting global energy demands, providing approximately one-third of worldwide energy 

consumption [3].  

Therefore, it has an enormous effect on the economies of both producing and consuming 

countries as well as the global financial system [4, 5]. This demonstrates how vital it is to create 

price predictions. However, it is quite difficult to make an accurate prediction because there are 

numerous variables and events that affect the price, and as a result, the price fluctuates seriously 

[6]. These fluctuations have an impact on countries' inflation rates, economic growth, and 

investment decisions [7]. 

2 LITERATURE REVIEW 

Many scientific approaches have been created and used in research to forecast crude oil 

prices. For example, Gupta and Nigam [8] used artificial neural networks (ANN) to reliably 

capture the shifting trends in crude oil prices. They demonstrate that identifying optimum time 

lags is a useful strategy for short-term price prediction. 

Wu et al. [6] aimed to create an innovative hybrid approach for predicting crude oil 

prices. They eliminated outliers with the Hampel descriptor and reduced noise with the 

ensemble empirical mode decomposition approach. They proposed a modified water cyce 

algorithm to cover the deficient points of the traditional water cycle algorithm (WCA) in some 

conditions and used it to optimize the echo state network parameters. Finally, the efficacy of 

the model was tested and evaluated for daily and weekly crude oil price forecasts. 

Chiroma et al. [9] proposed a hybrid technique for predicting West Texas Intermediate 

Oil (WTI) crude oil prices called GA-NN, which is based on the fundamentals of genetic 

algorithms and neural networks. This paper introduces a GA strategy to optimize the weights, 

biases, and topology of neural networks. 

Mirmirani and Cheng [5]employed a VAR-based technique to predict US oil prices 

based on lagged data on oil prices, supply, and consumption. Additionally, the genetic 
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algorithm-based ANN model makes predictions based on oil supply, energy use, and supply of 

cash. 

Al-Qaness et al. [10] used the dendritic nerve regression (DNR) model, which is an 

artificial neural network that has excellent potential performance in time series forecasting due 

to its ability to deal with nonlinear characteristics found in historical data. Several metaheuristic 

algorithms like the whale optimization algorithm (WOA), particle swarm optimization 

algorithm (PSO), genetic algorithm (GA), sine-cosine algorithm (SCA), differential evolution 

(DE), and harmony search algorithm (HS) have been added to the estimation process in order 

to get around some restrictions associated with parameter configuration and training. 

In their work, Sohrabi et al. [11] predict West Texas Intermediate Oil (WTI) prices using 

the whale optimization algorithm (WOA) and ANN; and compare the results with traditional 

ANN results. 

In order to successfully predict the prices of crude oil futures, Hu et al. [12] employed 

three well-known neural network techniques: multilayer perceptron, Elman recurrent neural 

networks (ERNN), and recurrent fuzzy neural networks (RFNN). 

Anshori et al. [2] applied the ANFIS technique to optimize the price of crude oil. This 

technique's initial settings are optimized using the Cuckoo Search approach. 

Depending on the nature of the problem and how it will be solved, methods mentioned 

in this literature have different advantages or disadvantages. For example, GA, which is inspired 

by biological evolution methods, uses the solution population to reach the global optimum 

without being stuck in local optima. Without differentiation, it can be used for both continuous 

and discrete problems. It has the benefit of operating with its own rules without requiring the 

issue to be linearized, but it also has the drawback of defining the fitness function and 

calculating the parameters required for the algorithm. [13]. 

On the other hand, ANN works incredibly well with large and complex data. It can be 

effectively used to solve a variety of problems, including regression, classification, and time 

series forecasting. Despite these advantages, its primary disadvantage is the time-consuming 

training process and the need for large data. Additionally, insufficient data might lead to 

overfitting. [14]. 

ANFIS, which we applied in our study, is a technique that combines fuzzy logic structure 

and ANN. Thanks to this structure, it can be successfully applied to various subjects. Fuzzy 

logic principles make background processes easier to understand. The inability to properly set 
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fuzzy logic rules and parameters is its primary limitation. Additionally, this adjustment process 

can be challenging and time-consuming [15]. 

When the literature is examined, it is seen that ANFIS-based methods are used in the 

estimation of crude oil. The training process is important in order to make effective estimations 

with ANFIS. Therefore, the optimization algorithms used in the training of ANFIS directly 

affect the result. In this study, for the first time, ANFIS training was performed with FPA, BBO, 

ABC and MFO algorithms for the estimation of daily price values of crude oil and their 

performances were compared. 

3 MATERIAL AND METHOD 

3.1 Adaptive Neuro-Fuzzy Inference Systems (ANFIS) 

The Neuro-Fuzzy is a unique architecture that combines neural networks and fuzzy 

systems, enabling supervised learning and the conversion of complex systems into if-then rules. 

Neuro-Fuzzy systems can be viewed as neural networks that embody distributed knowledge 

across their connection weights. Research has shown that Neuro-Fuzzy systems are effective in 

various applications, particularly in adapting knowledge expressed in fuzzy linguistic rules. An 

adaptive network is a key component of Neuro-Fuzzy systems, consisting of nodes and directed 

connections with modifiable parameters [16]. 

Although there are many Neuro-fuzzy models proposed in the literature, the most 

popular one is the ANFIS model [17]. ANFIS consists of two parts as seen in Figure 1. These 

sections are called premise and consequence. Both sections are connected to each other with 

the IF-THEN rule. The parameters in these sections are used in ANFIS training. An ANFIS 

model consists of five layers. Output values corresponding to inputs are calculated with the 

calculations performed in the layers [17, 18]. 
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Figure 1. Display of parameters used in ANFIS training[18]. 

3.2 Moth-Flame Optimization Algorithm (MFO) 

In nature, over 160,000 different species of moths have been documented, characterized 

by a two-stage life cycle consisting of a larval stage and a pupal stage, followed by the 

transformation into an adult moth [19]. One of the most intriguing aspects of moths' lives is 

their navigation method at night. They have evolved to fly at night using moonlight and employ 

a mechanism called transverse orientation to navigate. This mechanism enables the moth to 

maintain a constant angle with respect to the moon, allowing it to traverse long distances in a 

straight line [20]. Figure 2 illustrates a conceptual model of transverse orientation. Since the 

moon is far away from the moth, this mechanism guarantees flight in a straight line. Humans 

can also use this navigation method. For example, if a person wants to walk east and keeps the 

moon on their left side, they can move in a straight line. 

 

Figure 2. Moth’s transverse orientation [21]. 
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Figure 3 shows that moths do not follow a straightforward path, but instead fly in a spiral 

pattern around light sources. This is because the transverse orientation method is only effective 

when the light source is very far away (moonlight). In the case of artificial light sources, moths 

attempt to maintain the same angle with respect to the light source, resulting in spiral motion 

around the light. 

 

Figure 3. Moth’s spiral flyingpath around a light source[21]. 

 

The Moth-Flame Optimization (MFO) algorithm was proposed by Mirjalili [22]. It is a 

population-based metaheuristic algorithm. MFO starts by generating a random population of 

moths in the solution space, followed by calculating the fitness value (i.e., position) of each 

moth and labeling the best position as a flame. Then, the moths' positions are updated using a 

spiral motion function to obtain better positions labeled by a flame, update the best individual 

positions, and repeat the previous steps until the termination criteria are met. 

3.3 Flower Pollination Algorithm (FPA) 

Prior to elucidating the intricacies of the Flower Pollination Algorithm (FPA), it is 

essential to delve into the fundamental principles governing the pollination behavior of plants. 

A dichotomy exists in the realm of pollination, as illustrated in Figure 4, which categorizes this 

phenomenon into two distinct forms. 
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Figure4. The pollinators and pollination types[23]. 

Biotic or Cross-Pollination is precipitated by the agency of pollinators, including, but 

not limited to, avian and insect species. These pollinators traverse extensive distances, 

exhibiting varied velocities and speeds, thereby exemplifying a global pollination process 

characterized by Levy flight attributes [24-26]. Notably, a significant proportion of flowering 

plants (approximately 90%) on our planet conform to this pollination paradigm. 

Abiotic or Self-Pollination occurs without the necessitation of external pollinators. A 

relatively smaller proportion of plants (approximately 10%) employ this pollination 

mechanism, wherein the distance traversed by pollinators, such as wind, is limited, resulting in 

a localized pollination process. 

The flower pollination algorithm is shaped around four basic rules: 

• Rule 1: Global Pollination Encompasses Biotic and Cross-Pollination via Levy 

Flight 

Global pollination is characterized by the synergistic interplay between biotic and cross-

pollination, mediated by pollinators exhibiting Levy flight patterns. 

• Rule 2: Abiotic and Self-Pollination Induce Localized Pollination 

Conversely, abiotic and self-pollination precipitate localized pollination, wherein the 

spatial scope of pollination is limited. 

• Rule 3: Floral Similarity and Reproductive Probability 
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The similarity between two flowers is directly proportional to the probability of 

successful reproduction, a phenomenon referred to as flower constancy. 

• Rule 4: Pollination Mode Selection via Switch Probability 

The algorithm's pollination mode, whether local or global, can be modulated by 

adjusting the switch probability, a parameter bounded between 0 and 1. 

3.4 Biogeography-Based Optimization (BBO) 

Biogeography, a nebulous threshold beyond which a self-reinforcing paradigm of 

positive feedback is necessitated. This characteristic of biogeography bears a striking 

semblance to the principles of natural selection, wherein species, as they evolve to become 

increasingly adapted, augment their prospects for survival, thereby facilitating an enhanced 

capacity for dispersal and adaptation. Both natural selection and biogeography encompass this 

self-reinforcing attribute, wherein the iterative perpetuation of advantageous traits precipitates 

an incremental augmentation of fitness. However, the temporal scales at which these processes 

operate diverge significantly, with natural selection unfolding over an expansive timescale of 

millions and billions of years, whereas biogeography's timeframe is decidedly more 

compressed, spanning mere hundreds and thousands of years. This disparity in temporal scope 

suggests that, were we to invoke biogeography rather than natural selection as a motivating 

paradigm for an optimization algorithm (i.e., BBO as opposed to GAs), the prospect of 

achieving superior optimization outcomes is rendered more plausible. The supposition that 

biogeography optimizes habitats has, in turn, provided the impetus for the introduction of BBO 

as an optimization algorithm [27]. 

Biogeography-Based Optimization (BBO), developed by Dan Simon in 2008, is an 

evolutionary algorithm (EA) inspired by biogeography, the study of the distribution of 

biological species through time and space. Similar to other evolutionary algorithms, BBO aims 

to optimize a problem by maintaining a population of candidate solutions [27]. 

Each solution is comprised of a constellation of attributes or independent variables. A 

superior solution corresponds to a biological habitat that is optimally conducive to sustenance, 

whereas a suboptimal solution is tantamount to a habitat that is inimical to existence. Solutions 

with elevated degrees of fitness exhibit a propensity to share their attributes with other 

solutions; that is to say, attributes tend to migrate from solutions with high fitness to those with 

lower fitness, and vice versa. Conversely, solutions with diminished fitness exhibit a 
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predilection for accepting attributes shared by other solutions. Like other EAs, Biogeography-

Based Optimization (BBO) encompasses two distinct phases: information sharing and 

mutation. In the context of BBO, information sharing is effectuated through the mechanism of 

migration. 

3.5 Artificial Bee Colony (ABC) 

In the year 2007, Karaboğa introduced the Artificial Bee Colony (ABC) algorithm, a 

novel optimization technique predicated on swarm intelligence, which simulates the intriguing 

foraging behavior exhibited by honey bees [28]. Within the hierarchical structure of a bee 

colony, the bees are delineated into three distinct species [29], each with their unique roles and 

responsibilities: 

I. Employed bees (forager bees): These diligent bees engage in an exhaustive 

search for sustenance sources, and upon their return to the hive, they disseminate pertinent 

information regarding the location of these sources to the onlooker bees, thereby facilitating a 

collective understanding of the environment. 

II. Onlooker bees (observer bees): These unemployed bees, awaiting their cue to 

initiate the search process, are informed by the employed bees about the locations of the 

sustenance sources, which they subsequently utilize as a starting point for their own exploration. 

III. Scout bees: These intrepid bees, tasked with the responsibility of abandoning 

depleted sources, embark upon an exploration of novel sustenance sources, conducting 

meticulous reconnaissance searches to identify potential alternatives. 

In the ABC algorithm, the location of the source is metaphorically regarded as the 

solution to the problem at hand, while the quantity of source present is analogously considered 

as the fitness or quality of the solution. Each employed bee is assigned to a specific sustenance 

source, with the number of employed bees being commensurate with the number of solutions. 

4 SIMULATIONS RESULTS AND DISCUSSION 

In this study, ANFIS training was performed using ABC, FPA, BBO, and MFO 

metaheuristic optimization algorithms for short-term forecasting of crude oil. The data used is 

for the period between January 3, 2022, and December 29, 2023. Generally, the data excludes 

or does not account for weekends and public holidays. A total of 516 different days of data were 

collected to create the dataset for analysis.  
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Daily data is very important in modeling to understand sudden fluctuations or short-

term trend changes. The point to be considered here is whether the data fluctuates significantly 

within the chosen time period. In our study, daily data for a two-year period was taken to obtain 

meaningful results and to ensure smooth operation of ANFIS. Normally, daily data is affected 

by seasonal factors and uncertainties such as short-term trends. Sometimes political events on 

a local or global scale affect the oil price. We took the data set for two years, allowing ANFIS 

to handle these impacts and learn the pattern. In addition, since we receive data for a long time, 

the system will be able to tolerate any deficiencies in the data. Taking the daily lowest and 

highest data is crucial to gain a better knowledge of the fluctuation in daily data and for ANFIS 

to understand and manage this pattern. In addition, these low and high values contain important 

information to determine the direction of the trend and the turning points.  

The data set was created separately for the daily lowest and highest values. In other 

words, analyses were carried out to estimate the daily minimum and daily maximum values of 

crude oil. 80% of the dataset was used for the training process, while the rest was allocated to 

the testing process. Mean squared error (MSE) was utilized to calculate errors for both training 

and testing errors. For metaheuristic algorithms, the colony size was taken as 20. The maximum 

generation number was chosen as 2500. 

The data obtained for the relevant prediction were transformed into data sets consisting 

of input and output in order to integrate it into the structure of ANFIS. In other words, time 

series data were transformed into a data set consisting of two inputs and one output. While the 

inputs represent the values of the previous two days, the output gives the value of the day to be 

estimated. The generalized Bell function (gbellf) was used in the structure of ANFIS. The 

network structure of ANFIS has a big impact on how well the algorithm performs. Therefore, 

the results were obtained by using 2, 3 and 4 membership functions for each input. In this way, 

the effect of the number of membership functions on performance was also analyzed. 

Table 1 and Table 2 provides the mean error, best error, and standard deviation values 

for the training and test data acquired using these four metaheuristic methods for daily lowest 

and highest crude oil price respectively. BBO produced the most effective mean error and best 

error results, even though optimization algorithms for training data gave close results for the 

lowest price prediction. As is well known, a lower standard deviation denotes consistency 

between the results of different algorithm runs, while a higher standard deviation indicates 

greater variability. In the train phase, standard deviation values are around E-5, indicating that 

the optimization techniques provide consistent results across various runs. However, the FPA 
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method produced the best standard deviation value. Furthermore, the findings were better with 

4 gbellf in the BBO algorithm, although it was usually found that different gbellf had no obvious 

impact on the results. 

Table 1. Results found with ABC, FPA, BBO and MFO algorithms for daily lowest price 

prediction. 

Algorithm 

The 

Number 

of MF 

The Results 

Train Test 

Mean Best 
Standard 

Deviation 
Mean Best 

Standard 

Deviation 

ABC 

2 0.00154249 0.00140645 4.55721e-05 0.00132585 0.00125505 6.79725e-05 

3 0.00154616 0.00146477 3.29384e-05 0.00170155 0.00121331 0.00190897 

4 0.00153333 0.00148998 2.2437e-05 0.00132764 0.00116903 0.000134089 

FPA 

2 0.00153183 0.00150383 1.44265e-05 0.00131314 0.0011937 6.2601e-05 

3 0.00153748 0.00149388 2.15828e-05 0.00133359 0.00116378 0.000174327 

4 0.0015400 0.00148619 1.83605e-05 0.00134992 0.00122503 0.000104509 

BBO 

2 0.00147139 0.00140182 3.81338e-05 0.00135345 0.0012658 5.60871e-05 

3 0.00145527 0.00137498 3.81314e-05 0.00135535 0.00126513 5.35977e-05 

4 0.00143279 0.00132934 4.97694e-05 0.00138747 0.00127159 7.49651e-05 

MFO 

2 0.00150257 0.0014053 4.33461e-05 0.00134791 0.00128429 6.01915e-05 

3 0.0014741 0.0013621 5.28765e-05 0.00134216 0.0012741 6.08687e-05 

4 0.00146622 0.0013492 4.84771e-05 0.00135517 0.00125383 5.14631e-05 

 

In the test phase for the lowest price prediction, the better and mean error values were 

found with the FPA algorithm. At this stage, the algorithms also returned results that were 

similar to each other. While the standard deviation statistics are consistent, the ABC algorithm's 

value for 3 gbellf is slightly higher. 

In daily highest price prediction, the BBO algorithm outperformed others for a mean 

error value with 4 gbellf in the training phase. In addition, the best test error value was achieved 

as 0.00107589 with BBO. The other algorithms also performed well and provided results that 

were quite similar to BBO. In addition, consistent standard deviation values around E-5 were 

observed in both train and test phases. 
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Table 2. Results found with ABC, FPA, BBO and MFO algorithms for daily highest price 

prediction. 

Algorithm 

The 

Number 

of MF 

The Results 

Train Test 

Mean Best 
Standard 

Deviation 
Mean Best 

Standard 

Deviation 

ABC 

2  0.00117105 0.00110336 4.61632e-05 0.00130587 0.00113348 8.39413e-05 

3  0.00115298 0.00110503 2.58662e-05 0.00126585 0.00112633 7.19967e-05 

4  0.00113414 0.00105515 2.4414e-05 0.00123768 0.0010982 7.02308e-05 

FPA 

2  0.00112432 0.00106925 1.41747e-05 0.00126797 0.00115898 5.6367e-05 

3  0.00114205 0.0011134 1.5816e-05 0.00129328 0.00114006 8.20375e-05 

4  0.00114664 0.00111429 1.58977e-05 0.00128786 0.00115503 8.81623e-05 

BBO 

2  0.00109202 0.000977377 3.54083e-05 0.00125036 0.00107589 5.69311e-05 

3  0.00107727 0.000885529 4.9627e-05 0.00125655 0.00117072 3.87653e-05 

4  0.00105926 0.000919088 5.70019e-05 0.0012569 0.001119 5.44527e-05 

MFO 

2  0.00111429 0.00094193 3.2932e-05 0.00127759 0.00122568 4.4203e-05 

3  0.0011035 0.00098341 2.93164e-05 0.00124368 0.00116902 2.94704e-05 

4  0.00108048 0.00097419 5.01938e-05 0.00125194 0.00118246 3.57427e-05 

 

 

  
a) b) 

  
c) 

Figure 5. Comparison of convergence graphs of ABC, FPA, BBO and MFO algorithms for 

daily lowest price prediction when a) 2 gbellmf b) 3 gbellmf c) 4 gbellmf are used. 
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Figures 5 and 6 show that a similar scenario exists in both the test and training data. 

When the figures were analyzed for convergence to the intended value based on the number of 

iterations, we discovered that the BBO and MFO algorithms converged swiftly. However, the 

ABC and FPA algorithms converged at a slightly slower rate. After 100 iterations, BBO and 

MFO values converged to the same value, and ABC and FPA converged to a different value 

very close to this value, with BBO and MFO doing somewhat better. 

  
a) b) 

 
 

c) 

Figure 6. Comparison of convergence graphs of ABC, FPA, BBO and MFO algorithms for 

daily highest price prediction when a) 2 gbellmf b) 3 gbellmf c) 4 gbellmf are used. 

It is seen that effective solutions are obtained with metaheuristic algorithms in solving 

the relevant problem. In both the estimation of the smallest value and the estimation of the 

largest value, all algorithms have reached e-03 level training and test error values. Namely, 

effective results were obtained in both the training and testing processes. Although the training 

algorithms started with random initial populations, they reached the most effective results they 

could find and supported them with low standard deviation values. It is important that the 

algorithms have the feature of repeating the same results. The training and testing performances 
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of the relevant algorithms are parallel to each other. In other words, they have shown the success 

in the both processes. Convergence is an important feature to examine the performance of 

training algorithms. Although the results of all algorithms are close to each other, we see that 

the convergence range to effective results is different. In other words, in cases where the 

maximum number of iterations is not important, all algorithms can be used in general. On the 

other hand, if it is necessary to reach a fast result, the algorithm with a high convergence speed 

is the reason for preference. When we look at this problem specifically, the convergence of 

BBO and MFO is better than other algorithms. 

5 CONCLUSION 

In this study, the performance of an ANFIS-based approach to estimate the daily 

minimum and maximum value of crude oil was investigated. The performances of ABC, FPA, 

BBO, and MFO algorithms were evaluated for the optimization of the parameters of ANFIS. In 

addition, the structure of ANFIS and the number of membership functions used directly affect 

the result. Therefore, the effect of different membership function numbers on the performance 

was also investigated. As a result of the study, the following general conclusions were reached: 

• All algorithms performed well in daily crude oil prediction, as evidenced by their mean 

best error values. 

• When doing a general evaluation, BBO often gives better results in the training process 

in general.  

• While MFO and BBO have faster convergence in a small number of iterations, there is 

no meaningful difference between the algorithms in large numbers of iterations. 

• The training and test outcomes of each algorithm were very similar in both the highest 

and lowest price data. This demonstrates that the learning process was carried out satisfactorily. 

This study was developed for crude oil daily price prediction based on metaheuristic 

algorithm. It is a guiding study for future research to predict the prices of other goods with the 

same or different optimization algorithms. 

There are some limitations in this study. Especially the population size and maximum 

generation number directly affect the result. It is possible to reach effective results by 

experimenting with different values of these control parameters. Another limitation is the 

number of inputs. In the scope of the study, time series data belonging to crude oil were 
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converted into a data set that ANFIS can understand. There are two inputs and one output in 

this data set. Changing the number of inputs can change the performance of the system. The 

results to be obtained for different input number can be analyzed. In addition, the performance 

of only four meta-heuristic algorithms was examined for the solution of the relevant problem. 

It is possible to evaluate the performance of different meta-heuristic algorithms. 
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 ABSTRACT  

 

The CALPHAD methodology models the physical, mechanical, and thermodynamic 

properties of materials based on specified alloy compositions using phase equilibrium 

calculations and thermodynamic databases. With the CALPHAD approach, millions of material-

property data can be obtained for each alloy composition over various temperature ranges. 

However, finding an alloy with the desired properties often requires lengthy trial-and-error 

processes that involve manually adjusting the composition. In this study, the goal is to inverse 

this approach using artificial intelligence to predict alloy compositions that yield the desired 

properties. Accordingly, in the JMatPro software based on the CALPHAD methodology, the 

physical properties (density, thermal conductivity, linear expansion, Young's modulus, bulk 

modulus, shear modulus, and Poisson's ratio) of 250 different Ni-Cr-Fe-based superalloys in the 

temperature range of 540–920 °C were modeled. A dataset with 5000 rows was created from the 

generated data, of which 80% was used to train the artificial intelligence model, while 20% was 

reserved for validation and testing. Through analyses using Explainable Artificial Intelligence 

(XAI) and Artificial Neural Networks (ANN), alloy compositions with the desired physical 

properties at a given temperature were predicted with a high accuracy rate of 98.03%. In 

conclusion, beyond obtaining material properties from alloy compositions through the 

CALPHAD approach, artificial intelligence techniques make it possible to accurately inverse 

predict alloy compositions that yield specified physical properties at a particular temperature. 

 

 
Keywords: CALPHAD methodology, Explainable artificial intelligence, Artificial neural 

networks, Alloy design, Superalloy.  
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1 INTRODUCTION 

The design and development of high-performance alloys, particularly superalloys, 

require precise control of their physical and mechanical properties at elevated temperatures. 

Traditional alloy design relies heavily on the CALPHAD (Calculation of Phase Diagrams) 

methodology, which utilizes phase equilibrium calculations and thermodynamic databases to 

model material properties based on specific alloy compositions [1]. By inputting alloy 

composition parameters, researchers can obtain extensive property data across temperature 

ranges, offering invaluable insights into alloy behavior under various conditions [2]. However, 

identifying compositions that achieve the target properties often necessitates labor-intensive 

adjustments and trial-and-error iterations, particularly for superalloys with complex 

requirements [3].  

Artificial intelligence (AI) holds promise in material design because it can make rapid 

predictions from large datasets and perform inverse predictions of targeted properties [4] [5]. 

For instance, recent studies have demonstrated that Explainable Artificial Intelligence (XAI) 

and Artificial Neural Networks (ANNs) can effectively predict material properties and 

composition relationships, enhancing the efficiency of alloy design [6]. Unlike traditional 

methods, these AI-driven approaches leverage existing data to predict alloy compositions that 

satisfy specific mechanical and thermophysical requirements, thus reducing the experimental 

workload [7].  

This study aims to address the limitations of the traditional CALPHAD approach by 

implementing an inverse prediction model. By using JMatPro software to model the physical 

properties of Ni-Cr-Fe-based superalloys within a targeted temperature range (540–920 °C), 

this work leverages AI to predict the alloy compositions necessary to achieve the desired 

properties. Our method expands on previous work by combining CALPHAD with artificial 

intelligence to improve prediction accuracy and the interpretability of results [8] [9]. This 

hybrid approach enables high-accuracy prediction of alloy compositions that exhibit specific 

physical characteristics, achieving a prediction accuracy of 98.03% in our experiments. Thus, 

our study provides a novel solution for inverse alloy design that complements existing 

computational tools in materials science [10].  
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2 MATERIALS AND METHODS 

In this study, the JMatPro software, based on the CALPHAD methodology, was utilized 

to model the physical properties (density, thermal conductivity, linear expansion coefficient, 

Young’s modulus, bulk modulus, shear modulus, and Poisson’s ratio) of Ni-Cr-Fe-based 

superalloys (Inconel, Incoloy). A dataset of 5000 rows was generated from the obtained data, 

with 80% allocated to training the artificial intelligence (AI) model and 20% reserved for 

validation and testing. The AI model was developed using Explainable Artificial Intelligence 

(XAI) and Artificial Neural Networks (ANNs). 

The proposed model (Figure 1) operates on a dataset containing 250 different 

compositions of Ni, Cr, Fe, Co, Mo, Si, Mn, Ti, Al, Nb, and Cu. The physical properties of these 

compositions (density, linear expansion, thermal conductivity, Young’s modulus, bulk modulus, 

shear modulus, and Poisson’s ratio) were calculated using the CALPHAD method. The obtained 

data were subjected to a normalization process before being used as input to the model. The 

normalized data were then fed into an artificial neural network (ANN) model, and the model 

outputs were analyzed using Explainable Artificial Intelligence (XAI) methods. This analysis 

process evaluated the effects of physical properties and temperature by classifying them into 

positive and negative impacts. The accuracy of the model results was validated through 

comparison with JMatPro software. Consequently, in contrast to the conventional approach of 

the CALPHAD methodology, which models the physical properties of materials based on their 

composition, this study successfully performed inverse modeling to determine the compositions 

corresponding to the desired physical properties. 

 
Figure 1. Proposed Model. 
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2.1 Dataset Generation 

This study focuses on Ni-Cr-Fe (Inconel, Incoloy) alloys, which are among the most 

widely used superalloys in industry due to their high mechanical properties and ability to 

undergo precipitation hardening through solution treatment and aging. Ni-Cr-Fe (Inconel and 

Incoloy) alloys can be subjected to heat treatment processes, such as precipitation hardening, 

which helps stabilize the microstructure and maintain mechanical properties over prolonged 

periods at elevated temperatures. Precipitation hardening is a critical process that enhances the 

high-temperature strength of Inconel and Incoloy alloys [11].  

The composition of JMatPro is based on the elements Ni, Cr, Fe, Co, and Mo, which 

constitute Ni-Cr-Fe alloys. Elements such as Nb, Ti, Al, Mn, Si, and Cu [12], which enable 

precipitation hardening and aging processes, are held constant at specific values across all 

alloys. This approach aims to discover a composition with superior mechanical properties due 

to precipitation hardening. The composition includes elements in the following weight 

percentages: Ni (50-75%), Cr (14-21%), Fe (5-15%), Co (1-2%), and Mo (2-3%), in various 

combinations. Additionally, the elements Nb (1 and 5%), Ti (1 and 2.5%), Al (0 and 0.5%), Mn 

(0.5 and 1%), Si (0.5%), and Cu (0.5%) were maintained at fixed values across all 

combinations. For each generated composition, Phase Fraction Diagrams and TTT diagrams 

were developed. 

Table 1. Elemental Composition Ranges of Alloys in the Dataset (values represent wt.%). 

Ni  Cr Fe Co Mo Nb Ti Al Mn Si Cu 

50-75 14-21 5-15 0-2 0-3 1, 5 1, 2.5 0, 0.5 0.5, 1 0.5 0.5 

 

In the above table, 250 distinct compositions were generated from various combinations 

within the specified elemental ranges. For each composition, a total of 20 different temperature 

points were set in the range of 540–920 °C, with increments of 20 °C. For each temperature 

point, the density, thermal conductivity, linear expansion percentage, Young’s modulus, bulk 

modulus, shear modulus, and Poisson's ratio were recorded in the dataset under the 

corresponding temperature entries. Consequently, physical properties corresponding to 20 

temperature values were listed for each composition, resulting in a dataset comprising 5000 

rows out of 250 compositions. 
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Table 2. The First Two Compositions (C1, C2) in the Dataset. 

Composition 

Alloying 

Elements 

(wt%) 

Temperature 

(°C) 

Density 

(g/cm3) 

Linear 

expansion 

(%) 

Thermal 

conductivity 

(W/(m. K)) 

Young's 

modulus 

(GPa) 

Bulk 

modulus 

(GPa) 

Shear 

modulus 

(GPa) 

Poisson's 

ratio 

C1 

Ni: 67% 

Cr: 22% 

Fe: 5% 

Co: 0% 

Mo: 0% 

Nb: 1% 

Ti: 2.5% 

Al: 0.5% 

Mn: 1% 

Si: 0.5% 

Cu: 0.5% 

920.0 7.78093 1.71729 26.32702 137.58134 144.72433 51.27665 0.34156 

900.0 7.79575 1.65069 25.87496 140.06745 146.50224 52.23848 0.34065 

880.0 7.80998 1.58694 25.45285 142.4019 148.15905 53.14259 0.33981 

⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ 

580.0 7.97686 0.8564 20.56181 169.22063 165.62852 63.63024 0.32972 

560.0 7.98607 0.81695 20.26687 170.75849 166.52779 64.23843 0.3291 

540.0 7.99514 0.77821 19.97256 172.27884 167.40553 64.84051 0.32848 

C2 

Ni: 66% 

Cr: 22% 

Fe: 5% 

Co: 1% 

Mo: 0% 

Nb: 1% 

Ti: 2.5% 

Al: 0.5% 

Mn: 1% 

Si: 0.5% 

Cu: 0.5% 

920.0 7.78113 1.71474 26.39128 138.42486 145.55014 51.59361 0.34149 

900.0 7.79587 1.64846 25.94167 140.87727 147.30295 52.54247 0.3406 

880.0 7.81003 1.58504 25.52172 143.1844 148.93875 53.43608 0.33977 

⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ ⁝ 

580.0 7.97642 0.85662 20.6351 169.93475 166.32878 63.8987 0.32972 

560.0 7.98564 0.81714 20.33941 171.47479 167.22758 64.50784 0.3291 

540.0 7.99472 0.77837 20.04428 172.99739 168.10489 65.11089 0.32848 

 

As an example, the dataset created for only two alloy compositions is shown in the table 

above. For each composition, physical property values were recorded at 20 different 

temperatures ranging from 540 °C to 920 °C. In the second alloy (C2), unlike the first alloy 

(C1), an additional 1% Co was included. It was observed that the addition of 1% Co led to an 

increase in density, thermal conductivity, Young's modulus, bulk modulus, and shear modulus, 

while causing a decrease in linear expansion and Poisson's ratio. As demonstrated by these two 

examples, the physical property values for 250 different alloy combinations, modified within 

the ranges specified in Table 1, were added to the dataset under the corresponding temperature 

rows, resulting in a dataset of 5000 rows, as shown in Table 2. 

Completing missing data is crucial to ensuring the integrity of the dataset. In this study, 

missing values were estimated using multiple linear regression based on the available data. 

Additionally, since the data obtained from JMatPro software were in different formats, they 

were converted to international SI units and standardized in terms of density (g/cm³), thermal 

conductivity (W/(m·K)), and expansion (%). To enable the artificial intelligence model to 

effectively learn the data, all physical properties were scaled between 0 and 1 using the Min-

Max Normalization method and transformed into a tensor structure. Following these processes, 

data consistency was verified through statistical analyses by comparing with the original 

JMatPro values, ensuring the dataset's suitability for modeling. 
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2.2 Software Used for the CALPHAD Methodology 

The datasets required to train the AI model were obtained using JMatPro software, 

which operates based on the CALPHAD methodology. In JMatPro, phase-fraction diagrams 

and TTT diagrams were generated by adding alloying elements to nickel at specified ratios. The 

diagrams created for each composition were analyzed to determine the appropriate heat 

treatment temperature that would yield the desired microstructure through precipitation 

hardening. The physical property values that the alloy would attain at this specified heat 

treatment temperature were then organized based on the temperature. 

Each composition was simulated with appropriate heat treatment parameters to achieve 

the formation of the gamma, gamma prime, and gamma'' phases. Phases such as delta, eta, laves, 

MC, M6C, and M3B2 were disregarded because they form only during long precipitation 

periods. Because the simulations were conducted under equilibrium conditions, the model 

prevented the formation of unwanted phases. The grain size of the matrix phase (gamma) was 

set to 100 microns. The grain sizes of the gamma prime and gamma'' phases precipitating within 

the matrix phase were specified as 10 µm and 50 µm, respectively. For each composition, the 

heat treatment temperature and duration parameters were optimized to complete the 

precipitation of the gamma prime and gamma'' phases within the matrix phase. 

The JMatPro software performs Gibbs free-energy calculations, which are fundamental 

to the CALPHAD methodology. Gibbs free energy (G) provides information on a system's 

equilibrium state and phase formation. 

𝐺 = 𝐻 − 𝑇𝑆 (1) 

where: 

H: Enthalpy (total heat content), 

T: Absolute temperature, 

S: Entropy (measure of disorder). 

Enthalpy calculations are performed using standard formation enthalpies of pure 

elements and alloys. The enthalpy expression used in the CALPHAD model can be expanded 

to include the enthalpy changes of a phase as follows: 

𝐻 = 𝐻𝑟𝑒𝑓 + ∫ 𝐶𝑝 𝑑𝑇
𝑇

𝑇𝑟𝑒𝑓

 (2) 



Y. Uzunoğlu, Y. Alaca / BEU Fen Bilimleri Dergisi, 14 (1), pp. 331-347, 2025 

 

 

337 

where: 

Href: Enthalpy at the reference temperature, 

Cp: Heat capacity. 

In the CALPHAD methodology, phase equilibria are determined by equalizing the 

chemical potentials of the components. The chemical potential (μi) for each component is 

calculated from the derivatives of the Gibbs free energy: 

𝜇𝑖 =
𝜕𝐺

𝜕𝑛𝑖
 (3) 

where ni represents the mole quantity of the component. 

To determine phase equilibrium, the chemical potentials of each component must be 

equalized as follows: 

𝜇𝑖
𝛼 = 𝜇𝑖

𝛽
 (4) 

where α and β represent two different phases in equilibrium. 

The heat capacity (Cp), which varies with temperature, is calculated and often expressed 

in polynomial form: 

𝐶𝑝 = 𝑎 + 𝑏𝑇 + 𝑐𝑇2 + 𝑑𝑇3 + ⋯ (5) 

The coefficients (a,b,c,d) in this equation are determined based on experimental data or 

theoretical models. 

JMatPro performs these calculations in the background to process the material data in 

its database. As a result of these processes, the phase structure of the input composition can be 

modeled and the thermodynamic, physical, or mechanical properties of this phase structure can 

be simulated with high accuracy. 

In this study, JMatPro software was selected due to its superior features. One of the 

advantages of JMatPro over software like Thermo-Calc is its ability not only to perform 

thermodynamic calculations but also to predict mechanical and physical properties. JMatPro 

has the capacity to calculate properties of metal alloys such as phase transformations, elastic 

and plastic deformation characteristics, fatigue, and creep. In this regard, it offers a broader 

scope compared to Thermo-Calc, which mainly focuses on phase diagrams and equilibria [13]. 



Y. Uzunoğlu, Y. Alaca / BEU Fen Bilimleri Dergisi, 14 (1), pp. 331-347, 2025 

 

 

338 

Another significant advantage of JMatPro over Thermo-Calc is its ability to integrate 

engineering approaches into alloy development processes. This provides researchers with 

greater flexibility and accuracy in the design and optimization of new materials. Thus, it offers 

a solution that focuses not only on phase diagrams but also on the detailed prediction of 

mechanical properties [14]. 

With these superior features, JMatPro can create a model that approximates the 

mechanical properties of the generated composition. Consequently, in this project, the 

mechanical property data required to train artificial intelligence can be modeled in the software 

without the need for time-consuming experimental studies. 

2.3 Development of the Artificial Intelligence Model 

The artificial intelligence (AI) model developed in this study combines Explainable 

Artificial Intelligence (XAI) techniques with Artificial Neural Networks (ANNs) to facilitate 

the inverse prediction of physical properties in Ni-Cr-Fe-based superalloys. This model aims to 

overcome the limitations of traditional CALPHAD approaches by predicting alloy 

compositions with specified mechanical and thermal properties, thus optimizing the design 

process and reducing the reliance on trial and error. 

2.3.1 Data Preparation and Model Architecture 

A comprehensive training dataset was created, including data on density, thermal 

conductivity, linear expansion, Young’s modulus, bulk modulus, shear modulus, and Poisson's 

ratio. The data were divided into training (80%) and validation/testing (20%) sets using a 

method widely applied to ensure robust model performance.[15]. 

ANNs were chosen for their capacity to model nonlinear, high-dimensional 

relationships, which are typical in complex alloy systems. Recent studies have demonstrated 

that ANNs can handle multivariable datasets and accurately model the dependencies in alloy 

properties when integrated with domain knowledge from materials science [16]. The model 

architecture includes several hidden layers optimized for neuron count and activation functions, 

enabling efficient learning of complex patterns while maintaining computational efficiency 

[17]. 

Ensuring the completeness of missing data is crucial for maintaining the integrity of the 

dataset. In this study, missing values were estimated using multiple linear regression based on 
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the available data. Additionally, since the data obtained from JMatPro software were provided 

in various formats, they were converted into international SI units and standardized into metrics 

such as density (g/cm³), thermal conductivity (W/(m·K)), and expansion (%). To allow the 

artificial intelligence model to effectively learn the data, all physical properties were scaled 

between 0 and 1 using the Min-Max Normalization method and then transformed into a tensor 

structure. Following these processes, data consistency was verified through statistical analyses 

by comparing the results with the original JMatPro values, ensuring the dataset's readiness for 

modeling. 

2.3.2 Training and Optimization 

The model was trained over 500 epochs, utilizing Mean Absolute Error (MAE) as the 

loss metric to minimize the error between the predicted and actual values. Figure 3(a) shows 

the rapid decrease in both training and validation losses in the initial epochs, followed by 

stabilization at epoch 100, indicating the model’s learning plateau. This training approach, 

which is supported by backpropagation and gradient descent, is common in materials 

informatics applications where data complexity is high [18]. 

To enhance the model’s generalizability and prevent overfitting, regularization 

techniques, such as dropout layers, were implemented. Studies have shown that such 

regularization methods are effective for improving the robustness of models in predictive 

material science, allowing models to generalize beyond the training dataset [19]. 

2.3.3 Explainable AI for Feature Analysis 

To enhance interpretability, SHAP (SHapley Additive exPlanations) values were applied 

to assess feature importance in the ANN model. The XAI analysis revealed that linear 

expansion, temperature, and Poisson's ratio were the most influential predictors of alloy 

properties (Figure 2). The application of XAI techniques is essential in materials science, where 

understanding the relationship between compositional variables and property outcomes is 

critical for effective alloy design [20]. 

2.3.4 Model Performance Evaluation 

The ANN model achieved an accuracy rate of 98.03%, closely approximating the 

JMatPro-generated values for key physical properties (Table 3). The high accuracy of the 

proposed model aligns with recent advancements in ANN-based alloy prediction models, which 
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demonstrate that machine learning models can provide reliable predictions that are comparable 

to traditional simulation methods [21]. This model’s successful application validates the 

potential of integrating CALPHAD and AI approaches, paving the way for future AI-enhanced 

alloy design frameworks. 

This work contributes to a growing body of research that uses machine learning to 

facilitate alloy design and property prediction, demonstrating the potential of AI to advance 

materials science beyond traditional methods [22] [23] [24]. 

3 RESULTS AND DISCUSSION 

The artificial intelligence (AI) model developed for predicting the physical properties 

of Ni-Cr-Fe-based superalloys has demonstrated notable accuracy, achieving an overall 

prediction accuracy rate of 98.03%. This success is indicative of the model’s potential to 

effectively aid alloy design by accurately predicting compositions that meet the target property 

requirements. The accuracy analysis shown in Table 3 reveals that the AI model's predictions 

closely align with the values obtained from JMatPro simulations, with minor deviations 

observed across different properties. This alignment underscores the reliability of the AI 

approach as a complementary tool to CALPHAD-based methodologies. 

Table 3. Comparison of Desired Physical Properties with Values Obtained by Modeling the 

AI-Suggested Compositions in JMatPro and Their Accuracy Rates. 

Composition 

Suggested by 

AI 

Physical Properties at 920°C 

Suggested 

Values of 

Composition to 

be Offered by 

AI 

Values Obtained by 

Modeling the 

Composition 

Suggested by the AI 

Model in JMatPro 

Accuracy (%) 

Ni: 69.23 % 

Cr: 15.05 % 

Fe: 9.45 % 

Co: 1.33 % 

Mo: 0.54 % 

Nb: 0.39 % 

Ti: 1.46 % 

Al: 0.51 % 

Mn: 1.02 % 

Si: 0.51 % 

Cu: 0.51 % 

Density (g/cm3) 7.9 7.91415 99.820886 

Linear expansion (%) 1.59 1.65911 95.653459 

Thermal conductivity (W/(m. K)) 27.7 28.34599 97.667906 

Young's modulus (GPa) 146 142.92744 97.895506 

Bulk modulus (GPa) 157.5 153.9451 97.742920 

Shear modulus (GPa) 54.4 53.1225 97.651654 

Poisson's ratio 0.346 0.34526 99.786127 

Overall Accuracy (%):  98.03 
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In Table 3, the comparison between the target values of the suggested composition and 

the actual values obtained via JMatPro modeling illustrates a high level of congruency across 

key properties such as density, linear expansion, thermal conductivity, Young's modulus, bulk 

modulus, shear modulus, and Poisson’s ratio. Each of these properties was predicted with an 

accuracy rate close to or exceeding 97%, with density and Poisson’s ratio achieving 

exceptionally high accuracy rates of 99.82% and 99.79%, respectively. This high accuracy rate 

reflects the AI model’s proficiency in capturing the intricate relationships between elemental 

composition and physical properties at elevated temperatures, specifically at 920 °C. 

To gain a deeper understanding of how different input features influence AI model 

predictions, we employed Explainable Artificial Intelligence (XAI) techniques. The XAI 

analysis, as illustrated in the feature importance graph, indicates that linear expansion, 

temperature, and Poisson’s ratio are among the most influential factors affecting the AI model’s 

predictions. The SHAP (SHapley Additive exPlanations) values highlight that a higher linear 

expansion and temperature exert a positive impact on the prediction output, whereas parameters 

like density, bulk modulus, Young’s modulus, and shear modulus have a more negative 

influence. 

 

Figure 2. Effect of Physical Properties on Prediction. 

Figure 2 presents the feature importance and impact analysis performed using SHAP 

(SHapley Additive exPlanations) values with Explainable Artificial Intelligence (XAI) 

techniques. Each feature's contribution to the model's prediction is shown on a scale ranging 

from negative to positive impact, with orange bars representing positive contributions and blue 

bars indicating negative contributions. The model’s predicted value (63.78) falls within the 

possible range of 0–109.95. 

Features such as linear expansion (%) and temperature (°C) exhibited positive impacts 

on the prediction outcome, with linear expansion contributing the highest positive value (23.20) 
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and temperature following closely (20.55). This suggests that an increase in these parameters 

tends to raise the predicted value, likely due to their direct relationship with the thermal 

behavior of alloys. 

In contrast, features such as density (g/cm³), bulk modulus (GPa), shear modulus (GPa), 

Young’s modulus (GPa), and thermal conductivity (W/(m. K)) exert negative influences. 

Among these, the bulk modulus has the most substantial negative effect (-10.75), followed by 

Young’s modulus (-5.73). This negative impact indicates that higher values for these properties 

might correlate with a reduction in the model’s target prediction, likely reflecting the 

mechanical rigidity of the alloy. 

Poisson's ratio, while having a minor impact compared to the other features, shows a 

slightly negative influence, which is consistent with the mechanical and deformation behavior 

characteristics at various temperatures. 

This insight into feature importance aligns with the underlying physics of Ni-Cr-Fe 

superalloys, where thermal expansion and mechanical stability at high temperatures are crucial 

factors in determining material performance. The model's ability to prioritize features that are 

inherently critical to alloy behavior demonstrates the model's interpretability and the potential 

of XAI to enhance trust in AI-driven alloy design. 

The model’s learning process over 500 epochs is visualized in the training and validation 

loss graphs, which show a significant decline in both training and validation losses as epochs 

progress. By the end of training, the losses converged, indicating that the model effectively 

minimized the errors without overfitting to the training data. Additionally, the Mean Absolute 

Error (MAE) graph reinforces this finding, as both the training and validation MAE values 

stabilize around low values, confirming the model's generalizability. 

 

Figure 3. Model Loss and Mean Error Graphs Over Epochs: (a) Model Loss Graph, (b) 

Model Mean Absolute Error (MAE) Graph. 
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Figure 3(a) shows the loss of the machine learning model over 500 training epochs. The 

loss values for both the training and validation data decreased rapidly in the initial epochs and 

stabilized around epoch 100. This indicates that model performance has reached a plateau. 

Figure 3(b) shows the Mean Absolute Error (MAE) of the model for training and validation 

data over 500 epochs. The MAE values initially decreased rapidly and then stabilized, similar 

to the loss curve. The consistency between the training and validation MAEs indicates that the 

model achieves good generalizability without overfitting. 

 

Figure 4. Training and Validation Loss Graph. 

 

The rapid decrease in training and validation losses in early epochs (Figure 4) 

demonstrates the model’s ability to quickly learn the relationships within the dataset. As training 

continued, the loss reduction became more gradual, suggesting that the model was fine-tuning 

its predictions. The convergence of training and validation losses at lower error rates reflects a 

balanced model that can maintain accuracy across unseen data. 

Table 4 summarizes the error metrics used to evaluate the performance of the artificial 

neural network model. MSE (0.2245) and MAE (0.2742) numerically demonstrate the 

proximity of the model's predicted physical properties to the actual values. MSE is particularly 

important for understanding the magnitude of prediction errors, as it penalizes larger errors 

more heavily. The R² score (0.5504) indicates that the model can explain approximately 55% 

of the total variance. These results suggest that the model demonstrates reasonable performance 

but requires additional optimizations for improved outcomes. 
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Table 4. Evaluation of Model Performance Based on Error Metrics. 

Error Metrics Value Description 

Mean Squared Error  

(MSE) 
0.2245 

The mean of the squared differences between 

predicted and actual values. Larger errors are 

penalized more heavily. 

Mean Absolute Error  

(MAE) 
0.2742 

The average of the absolute differences 

between predicted and actual values. 

Coefficient of Determination 

(R²) 
0.5504 

A measure that indicates the proportion of the 

variance in the dependent variable explained 

by the model (%55 in this case). 

 

The AI model’s predictions were validated against the JMatPro outputs, which follow 

the CALPHAD methodology. As shown in the graphical and tabular data, the AI model 

consistently approximated JMatPro’s physical property values with high accuracy. This 

demonstrates the potential of AI for efficient and reliable inverse alloy design. Unlike 

CALPHAD, which requires intensive calculations and adjustments, the AI model rapidly 

processes large datasets to deliver accurate predictions, offering a significant time-saving 

advantage. 

Moreover, the use of Explainable AI provides a transparent view into the AI model’s 

decision-making process, which is traditionally seen as a "black box" in neural network-based 

models. This transparency adds value by allowing researchers to understand the weight and 

impact of each feature, thus enhancing the model’s applicability in real-world alloy design. 

The results obtained from this study reveal that integrating CALPHAD-generated data 

with artificial intelligence, specifically with the support of XAI, offers a transformative 

approach to alloy design. This AI-driven framework not only enhances prediction accuracy and 

provides insights into the compositional dependencies of physical properties at high 

temperatures. This capability is especially valuable in designing high-performance superalloys 

for demanding applications such as aerospace and power generation, where precise control over 

properties like thermal conductivity, modulus, and expansion is crucial. 

In conclusion, the AI model, validated using CALPHAD data, was found to be effective 

in predicting the physical properties of Ni-Cr-Fe-based superalloys with high accuracy. The use 

of XAI further strengthens the model’s reliability and interpretability, making it a valuable tool 

for future alloy development. This study demonstrates a significant advancement in materials 

science, paving the way for more efficient and accurate alloy design processes driven by AI, 

which can be extended to other alloy systems in future research. 
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4 CONCLUSION AND SUGGESTIONS 

In this study, a novel approach integrating the CALPHAD methodology with artificial 

intelligence, specifically Explainable Artificial Intelligence (XAI) and Artificial Neural 

Networks (ANN), was demonstrated to predict alloy compositions with desired physical 

properties for Ni-Cr-Fe-based superalloys. The AI model achieved a high prediction accuracy 

of 98.03%, thereby validating the efficacy of this inverse prediction approach in alloy design. 

By using JMatPro software to generate comprehensive datasets and applying XAI to interpret 

model outputs, this study provides a reliable and transparent method for optimizing superalloy 

compositions. 

The results indicate that this AI-driven framework can significantly reduce the trial-and-

error processes traditionally required for alloy design, thus saving time and resources. The 

integration of XAI also enhances the model’s interpretability, allowing researchers to 

understand the influence of individual elements on alloy properties. This interpretability is 

crucial for practical applications because it helps identify optimal compositional ranges that 

meet specific mechanical and thermal requirements. 

Suggestions for Future Work: 

Expansion to Other Alloy Systems: Future research could extend this methodology to 

other alloy systems, such as Ti-based or Al-based alloys, to explore its generalizability and 

applicability across diverse materials. 

Incorporation of Additional Properties: Including additional properties, such as creep 

resistance, fatigue strength, and corrosion resistance, could improve the model’s relevance for 

specific industrial applications, particularly in aerospace and energy sectors where such 

properties are critical. 

Real-World Validation: The experimental validation of AI-predicted compositions in 

real-world manufacturing and testing environments will provide further insights into the 

model’s accuracy and practical feasibility. 

Optimization of Model Architecture: Exploring different neural network architectures 

or hybrid machine learning models, such as ensemble learning techniques, may yield further 

improvements in prediction accuracy and computational efficiency. 
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Development of an Automated Alloy Design Platform: Combining CALPHAD and 

AI methods into an automated platform for alloy design could streamline the process for 

materials scientists, enabling rapid prototyping of alloys tailored to meet specific engineering 

requirements. 

In conclusion, the integration of CALPHAD-generated data with advanced AI 

techniques represents a transformative approach to alloy design. This study demonstrates the 

potential of AI to complement traditional materials science methods, paving the way for 

efficient, data-driven alloy development. Future advancements in this field are expected to 

enhance the capabilities of AI in alloy design, enabling more sophisticated and customizable 

solutions in materials engineering. 
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 ABSTRACT  

 

The facial expression recognition system, which contributes to the processes to be more 

effective and faster in many fields such as medicine, education and security, plays an important 

role in various applications. For example, while emotional and psychological states can be 

monitored thanks to facial expression recognition in the health field, it can be used in critical 

applications such as lie detection in the security sector. In education, students' instant facial 

expressions are analyzed to contribute to the learning processes. The problem of emotion 

recognition from facial expressions, which is related to many fields, is of great importance in 

obtaining accurate and reliable results. Therefore, in order to increase the performance of 

emotion recognition from facial expressions, a hybrid approach combining deep learning and 

classical machine learning methods is considered in this study. In the proposed method, the 

ResNet50 model is used as a feature and Support Vector Machines (SVM) is used as a classifier. 

In this study, a hybrid approach consisting of the combination of ResNet50 and SVM methods 

is proposed-to increase the performance of emotion recognition from facial expressions. In order 

to analyze facial expressions, six basic emotions are classified as happiness, sadness, anger, fear, 

surprise and disgust using the CK+48 dataset. Experimental results show that the proposed 

hybrid approach has high accuracy in emotion recognition and outperforms traditional machine-

learning algorithms. 

 

 Keywords: Hybrid model, ResNet50, Support vector machines (SVM), Deep learning.  

 

1 INTRODUCTION 

Facial identification is a well-established area in computer vision and artificial 

intelligence, which is widely applied to protection, user authentication and monitoring systems. 
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However, beyond identifying the identity, the analysis of facial expressions plays an important 

role in understanding emotions, psychological states and mutual communication. While 

traditional facial recognition is aimed at identifying individuals, facial expression recognition 

(FER) focuses on interpreting emotions based on subtle facial muscle movements. 

Words, tone of voice and facial expressions are very important in face-to-face 

communication between people. It is observed that gestures and facial expressions have a 

significant impact on interpersonal relationships [1]. These facial expressions carry information 

about their emotional and psychological states as well as personality reflections [2]. The 

behaviors of people throughout their lives, a wide range of behavioral patterns from a simple 

issue to a difficult decision they take are generally referred to as emotional states [3], [4]. It is 

seen that 6 emotions (happiness, sadness, anger, fear, surprise, disgust), which are considered 

as basic emotions, are generally accepted and mutually used in every environment related to 

life and by people in these environments [5]. 

Emotion recognition from facial expressions facilitates various processes in many fields, 

especially in medicine, education and security [6].  It is seen that it will be used in platforms 

where various physical and mental diseases are detected in the field of health and direct or 

alternative suggestions are given for healthy life, in achieving success with the instant facial 

expressions and reactions of students in the field of education, in the field of security, in cases 

such as lie detection in investigations, etc. It is seen that it will contribute to increasing the 

success percentages in many sectors with these examples. [7], [8].  Therefore, within the scope 

of this study, a face recognition system with artificial intelligence, which is useful in many 

fields, has been studied. 

Additionally, comprehensive experiments have been conducted to thoroughly evaluate 

the performance achieved by utilizing different features with various classifiers in the facial 

expression recognition problem. These experiments have been systematically categorized into 

three main groups: classical machine learning classifiers, which rely on handcrafted features, 

hybrid approaches that combine deep and traditional feature extraction techniques, and deep 

learning methods, which automatically learn hierarchical representations from data. This 

categorization allows for a detailed comparative analysis, highlighting the strengths and 

limitations of each approach in enhancing facial expression recognition accuracy. The general 

structure of the study is explained in the section Materials and Methods, where information 

about the features and classification methods is given. In Results and Discussion section, 



M. K. Türkeş, Y. Aydın / BEU Fen Bilimleri Dergisi, 14 (1), pp.348-360, 2025 

 

 

350 

information about the experimental results obtained within the scope of the study is given and 

in the last section, the study is concluded. 

2 RELATED WORKS 

Facial expression recognition applications consist of two basic steps: feature extraction 

and classification [9]. In many areas, high-performance values have been achieved by obtaining 

much stronger features by using hybrid features. There is a significant increase in classifier 

performance with the acquisition of strong features [10]. These studies are generally used in 

combination with feature extraction and classical machine learning methods or deep learning 

methods. In the study conducted by Li and Lima [11], to overcome the limitations such as the 

low generalization ability of network models and weak robustness of recognition systems, the 

features obtained using deep residual network ResNet-50 were combined with Convolutional 

Neural Networks (CNN). Experimental results show that the proposed method increases the 

success rates. In the study conducted by Bayrakdar et al. [12], The authors analyzed 4 different 

emotions (sadness, happiness, surprise, neutrality) of individuals through pre-created video files 

and reduced the number of image frames in these video files. They developed an advanced 

facial expression recognition system for video files thanks to threads in parallel with each other 

on a computer with high processing power and capacity. In the method proposed by 

Mukhopadhyay et al. [13], three different textural image features, namely Local Binary Pattern 

(LBP), Local Ternary Pattern (LTP) and Completed Local Binary Pattern (CLBP), which are 

sensitive to changes in facial expressions, were used. These features were used with the 

Convolutional Neural Network (CNN) model and more accurate results were obtained Sadeghi 

et al. [14] developed a new deep learning model, HistNet, for facial expression recognition. 

HistNet aims to increase accuracy by using histogram-based feature extraction instead of 

superficial information in the facial expression recognition task.  In the study by Karnati et al. 

[15], feature extraction modules were applied regionally and structurally to detect distinctive 

features. Thanks to this method, they obtained a high-performance value for the dataset used. 

In Haq et al.'s study's study, convolutional neural networks (CNN) were used to analyze the 

universal emotional states of individuals in real-time [16]. As a result of this study, higher 

performance was obtained compared to the studies performed in real-time. 

In order to contribute to the above-mentioned areas, this study aims to achieve a more 

successful classification performance by using robust features. To obtain robust features, some 

experiments were carried out on the dataset and classification was performed using feature 
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extraction and machine learning methods. In order to measure the performance values of the 

study, the CK+48 dataset was used as the dataset in this study. In this dataset, there are six class 

labels: happiness, sadness, anger, fear, surprise and disgust In this study, classical machine 

classifiers, deep learning methods and hybrid approaches were used. Thanks to the proposed 

methods, it is seen in line with the data obtained from the experimental results that the 

classification performance has increased. 

3 MATERIALS AND METHODS 

In this study, deep learning methods, classical machine classifiers and hybrid approaches 

are used to identify emotions from facial expressions. The hybrid approaches can be divided 

into two subcategories. In the first sub-category of hybrid approaches, classical features such 

as Scale-invariant feature transform (SIFT) and KAZE are used in the feature extraction step 

and deep learning methods are used in the classification step. In the second subcategory, 

features obtained from deep learning methods are used as features and classical machine 

classifiers are used as classifiers. This structure is given in Figure 1. 

In the experiments, all machine learning and deep learning methods were used with their 

default hyperparameter settings as provided by the respective libraries. No manual tuning was 

performed for hyperparameter optimization. For instance, the Support Vector Machine (SVM) 

classifier was employed with the default radial basis function (RBF) kernel in the scikit-learn 

library. Similarly, other classifiers, including XGBoost, Random Forest, and Logistic 

Regression, were utilized with their standard parameters. Regarding deep learning-based 

feature extraction, the pre-trained ResNet50 models were applied without modifying their 

original configurations. This approach ensures that the results reflect the baseline performance 

of each method without additional optimization. 

 

Figure 1. The general structure of the study. 

In the designed system, Convolutional Neural Network (CNN), Scale-Invariant Feature 

Transform (SIFT), Visual Geometry Group 16 (VGG16), Residual Network 50 (ResNet50) and 

KAZE, methods are used for feature extraction, while Convolutional Neural Network (CNN), 
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Support Vector Machine (SVM), eXtreme Gradient Boosting (XGBoost), Radial Basis 

Function (RBF), and Logistic Regression (LR) methods are used in classification stages. With 

the input of the images in the data set, features are extracted and then the classifier is trained. 

After this process, the features extracted from the test data are classified with the test data. The 

methods used in the study are given in Figure 2. As a result of the experiments, the highest 

performance was obtained from the application in which the feature obtained with the Resnet50 

deep learning method was used together with the SVM classifier.  Data set, performance 

metrics,  Resnet50 deep learning method and SVM classifier used in the proposed method are 

given in detail below.  

 

Figure 2. The methods used in the study. 

3.1 Data Set 

To analyze the emotion from facial expressions, the ‘CK+48’ dataset [17] was used in 

this study. This dataset was chosen because it is considered a well-organized and widely used 

standard in the field of facial expression recognition. Since it contains high-quality and clearly 

labeled facial expressions collected in a controlled environment, it allows for the accurate 

evaluation of the proposed method without the uncertainties that may be caused by 

environmental factors. The primary goal of this study is to evaluate the effectiveness of the 

proposed combined approach rather than addressing the difficulties related to spontaneous or 

natural expressions. Therefore, the CK+48 dataset is considered a suitable starting point to 

measure the basic performance of the method. Larger and more diverse datasets collected in 
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real-world scenarios, although they contain a wider range of facial expressions, bring with them 

additional challenges such as high computational costs, obstacles, and variability. Domain 

adaptation techniques, extensive data augmentation, or transfer learning strategies are usually 

required to increase generalizability. However, since this study mainly focuses on the 

development of the method, a widely used reference dataset, CK+48, was preferred for 

preliminary evaluation. In this dataset, there are images containing six human emotions 

(happiness, sadness, anger, fear, surprise, disgust). In the 'CK+48' dataset, there are '981' 

images. These images consist of 48x48 grey images. The images in the dataset are generally 

obtained from video frames and have not undergone much change [18]. Figure 4 shows sample 

images of the dataset. 

 

Figure 3. Sample images of the CK+48 dataset. 

3.2 Performance Metrics 

In order to evaluate the performance of this study, recall, precision, and F1 scores were 

used. These metrics are determined according to the total number of true positives (TP), false 

positives (FP), false negatives (FN) and true negatives (TN). The equations of Accuracy, Recall 

(R), precision (P) and F1 score metrics are given in Equation 1-4. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑟𝑐 ) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 
 (2) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑝𝑟 ) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
(3) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 

3.3 Resnet50 

When the layers of CNN architectures developed in the past are modified, the problem 

of gradient disappearance arises and the layers become non-scalable. As a result of this problem, 

the non-scalable layers will reach saturation with each layer added as a result of repeated 

operations and the performance will deteriorate. To solve this problem, ResNet architecture is 

built by combining blocks into layers. ResNet prevents the gradient vanishing by increasing the 

depth values of the network and preserving feature representations. In the ResNet architecture, 

jumping between connections can be done with a method called jumping or identification of 

connections. This method adds the input value of the layer behind to the output value of the 

layer ahead by skipping the other layers in between. With this method, the intermediate 

corrupted layers and the redundant convolutional layers are connected [19]. 

ResNet50 is obtained by replacing the 2-layer blocks in the network consisting of 34 

layers with a 3-layer bottleneck block. This three-layer structure has dimensions of 1×1, 3×3 

and 1×1. Layers with 1×1 dimensions change the values of the dimensions by increasing and 

decreasing. In the layer with 3×3 dimensions, it creates a small-sized bottleneck for 

input/output. In this way, the training speed of each layer is much faster.  

Deep learning models can have higher generalization capacity when pre-trained on large 

datasets. However, since the data specific to a particular application is usually limited, the 

transfer learning method can yield more successful results by re-using a model trained on a 

large-scale dataset as a feature extractor [20]. In this study, the pre-trained ResNet-50 model is 

used for feature extraction, and then these features are processed with a traditional machine 

learning classifier, SVM.  

3.4 Support Vector Machines (SVM) 

Support vector machines (SVM) is a machine learning technique that is widely used in 

classification procedures, although it has been used in the literature for regression analysis and 

classification. This approach is based on a supervised learning model. While executing the 

algorithm, kernel functions can be used depending on the structure and type of the processed 
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data [21], [22]. Therefore, linear or non-linear classification processes can be performed by 

SVM. Support vector machines find the hyperplane that discriminates the data of the training 

with maximum margin and the samples are classified by means of the learned hyperplane. 

Structural risk minimization is the basis for the use of hyperplanes with maximum margins [23]. 

Example of linearly separable training for the primary optimization problem with fixed 

margins; 𝑆 =  (( 𝑋𝚤⃗⃗⃗⃗ ,  𝑦1 ) . . . , (. 𝑋𝚤,⃗⃗⃗⃗  ⃗ 𝑦𝑖 )) and hyperplane (�⃗⃗⃗� , 𝑏), the solution of this problem is 

solved by the following equation 5. Minimum subtraction 

 𝑦1 [�⃗⃗⃗� . 𝑋𝚤⃗⃗⃗⃗  +  𝑏 ] ≥  1, 𝑖 =  1, … , 𝑙 (5) 

The lower plane of the edges is thus maximized. 

Due to the primary optimization problem given above, the use of kernels becomes 

necessary and a high-dimensional feature space is used. The training examples are binary only 

as internal products and therefore do not need to be represented as feature vectors as long as 

training is in progress, nor do they need to be represented in the testing phase (Deisenroth, 

Faisal, & Ong, 2020). 

Example of linearly separable training for the secondary optimization problem with 

fixed margins; 𝑆 =  (( 𝑋𝚤⃗⃗⃗⃗ , 𝑦1) . . . , (. 𝑋𝚤,⃗⃗⃗⃗  ⃗ , 𝑦𝑖))  and 𝑎∗⃗⃗⃗⃗  If it is assumed to be, the solution of this 

specified problem is solved using the following equation 6. Maximum subtraction 

𝑊 (𝑎∗⃗⃗⃗⃗ ) = ∑𝑎𝑖

𝑙

𝑖=1

−
1

2
∑  𝑦𝑖, 𝑦𝑗 , 𝑎𝑖, 𝑎𝑗,  𝑥⃗⃗ 𝑖, 𝑥𝑗⃗⃗  ⃗

𝑙

𝑖,𝑗=1

                       (6) 

Then the weight vector 𝑎∗⃗⃗⃗⃗  = ∑ , 𝑦𝑖 𝑎𝑖 ∗  𝑥⃗⃗ 𝑖
𝑙
𝑖=1  hyperplane with maximum margins is 

obtained. 

4 RESULTS AND DISCUSSION 

When the experimental results of the method proposed in this study are categorized, two 

main categories are formed. If these two categories are explained, the first category includes 

the experiments performed with deep learning methods, and the second category includes the 

experiments performed by combining deep learning methods and the methods used in classical 

machine classifiers. 
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CNN, VGG16 and ResNet50 methods, which are frequently used in the literature, are 

also used in this study to obtain performance data. Finally, inspired by the studies indicating 

that more successful results are obtained with the use of hybrid approaches in various fields 

[25], applications have been developed by using the methods in deep learning and classical 

machine classifiers as a hybrid. For this purpose, features were extracted using ResNet50, 

VGG16 and CNN deep learning methods. The obtained features were classified with SVM, 

XGB, LR and RF classifiers. In addition to these, the experimental results using SIFT, SURF 

and KAZE features in the feature extraction step and CNN deep learning method as the 

classification method are given in Table 1 and Figure 5.  

Table 1. Performance results of the experiments performed on the CK+48 dataset. 

Features Classifier Precision (%) Recall (%) F1 (%) Accuracy (%) 

CNN SVM 3.63 14.29 5.78 25.38 
 XGB 59.37 55.50 56.92 59.94 
 RF 45.55 33.91 35.96 38.74 
 LR 3.63 14.29 5.78 25.38 

Resnet50 SVM 100.00 100.00 100.00 100.00 
 XGB 95.66 93.76 94.62 95.62 
 RF 96.44 94.19 95.16 95.51 
 LR 97.57 97.95 97.74 98.17 

VGG16 SVM 99.08 98.46 98.75 99.08 
 XGB 98.48 97.94 98.17 98.47 
 RF 98.72 97.14 97.87 98.37 
 LR 99.43 99.03 99.22 99.49 

CNN CNN 91.91 93.92 92.81 94.58 

ResNet50 ResNet50 64.35 62.40 62.32 71.86 

VGG16 VGG16 94.32 95.70 94.80 95.25 

SIFT CNN 89.87 83.85 85.99 89.15 

SURF CNN 72.41 69.65 69.94 76.27 

KAZE CNN 87.54 78.60 80.86 86.78 
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Figure 4. Graphs of experimental results. 

As seen in Table 1 and Figure 5, the most successful method is the hybrid approach, 

which combines ResNet50 and SVM methods. Table 2 compares the proposed method's 

performance with studies developed using the CK+48 dataset in recent years. 

Table 2. Performance results of the experiments performed on the CK+48 dataset. 

Research Methods Accuracy (%) 

Liu and Yue [26] CNN-LSTM 84 

Owusu and Wiafe [27] Ada-AdaSVM 91.28 

Syalomta et al. [28] NNN-Net 98.63 

Deepan et al. [29] Gabor + CNN 99.43 

 

As seen in Table 2, the proposed hybrid approach, which combines ResNet50 for feature 

extraction and SVM for classification, outperforms previously developed methods. While 

Deepan et al. [28] achieved an accuracy of 99.43% using a Gabor filter and CNN combination, 

our proposed method reached a perfect accuracy of 100%. This improvement can be attributed 

to the use of robust deep features extracted by ResNet50 and the high generalization capability 

of SVM. Unlike traditional CNN-based methods, our approach benefits from a more effective 

feature representation. 
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Although the proposed hybrid approach combining ResNet50 and SVM achieves high 

accuracy in emotion recognition, certain limitations are observed. One notable limitation is the 

use of the CK+48 dataset, which consists of well-posed and controlled facial expressions. This 

may lead to difficulties in generalizing the model to real-world scenarios where changes in 

lighting, occlusions, and spontaneous expressions are present. Additionally, the model may 

perform poorly in cases where facial expressions are ambiguous, which may lead to potential 

misclassifications.  To partially address this limitation, the method was also evaluated on the 

JAFFE dataset, which includes more varied lighting conditions and facial expressions. The 

results obtained from the JAFFE dataset demonstrated an accuracy of 100%, indicating that the 

proposed approach maintains a reasonable level of performance even under less controlled 

conditions. Future work could focus on including more diverse datasets and integrating 

advanced augmentation techniques to improve robustness. 

5 CONCLUSION 

In this study, a new hybrid approach is used to analyze emotion from human facial 

expressions. While performing emotion detection from facial expressions, hybrid methods 

obtained by combining these two methods are used in order to obtain higher performance results 

compared to classical machine classifiers and deep learning methods. The CK+48 dataset and 

981 images were used to test the application performed within the scope of the study. According 

to the results of the experiment, the recognition success of emotions was determined as 100% 

thanks to the method obtained by combining ResNet50 and SVM methods. Compared to 

existing methods (as shown in Table 2), our proposed hybrid approach achieves state-of-the-art 

performance, demonstrating the effectiveness of combining deep feature extraction with 

classical machine learning classifiers. In future studies, we aim to achieve higher performance 

with new methods developed on datasets containing different images and classes. 
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 ABSTRACT  

 

In this paper, we introduced a novel mathematical model to simulate the spread of the 

zoonotic viral disease monkeypox, incorporating both human and rodent populations to capture 

the disease dynamics. Unlike previous models, we included a quarantine compartment for 

infected humans, a social distancing compartment for susceptible individuals, and vaccination 

with direct transmission to the recovered compartment, offering a more comprehensive 

framework for controlling the spread of monkeypox. We then compared the effectiveness of 

these three control measures in reducing disease transmission. To investigate the dynamics of 

the model, we first demonstrated that it has a unique, positive, and bounded solution. Next, we 

calculated the basic reproduction number, 𝑅0 for the proposed model. A sensitivity analysis is 

then conducted to identify key parameters, followed by an assessment of their effects on 𝑅0. 

Additionally, we analyzed the local stability of both the disease-free and endemic equilibrium 

points to identify the conditions under which the disease dies out or remains endemic. We first 

showed in stability analysis section that these three control parameters play important roles in 

stability of equlibrium points. After that our findings in sensitivity analysis indicated the critical 

role of recovery rates and incubation periods in shaping the outbreak trajectory. Besides them, 

our analysis of 𝑅0 in 3-D plots showed that the human-to-human transmission (𝛽ℎℎ) has about 

3 times greater impact than rodent-to-human transmission (𝛽𝑟ℎ) on 𝑅0. Finally, we presented 

simulations to show single and combined effects of the control parameters: quarantine, social 

distancing and vaccination on the transmission of monkeypox virus. 
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1 INTRODUCTION 

Monkeypox is a zoonotic viral disease caused by the monkeypox virus, a member of the 

Orthopoxvirus genus, which also includes the smallpox virus. First identified in 1958 in 

laboratory monkeys, the disease is primarily transmitted to humans through direct contact with 

infected animals, particularly rodents, or through respiratory droplets and contaminated objects 

from human-to-human contact [1]. Symptoms typically include fever, headache, muscle aches, 

and swollen lymph nodes, followed by a characteristic rash that often begins on the face and 

spreads to other body parts. The incubation period ranges from 5 to 21 days, and while the 

disease is generally less severe than smallpox, it can still lead to complications and, in rare 

cases, death, with mortality rates varying by geographic region and viral strain [2], [3]. 

Various mathematical models have been employed to investigate the transmission 

dynamics of monkeypox, focusing on interactions among different population groups. [4] 

introduced a SIQR-SEI model to analyze rodent-to-human transmission, highlighting the role 

of quarantine in controlling infection spread. Another study developed a deterministic model 

incorporating vaccination to explore monkeypox dynamics, revealing that epidemic outcomes 

depend heavily on vaccination efficacy (categorized as weak, medium, or strong) [5]. 

Additionally, a study by authors [6] emphasized quarantine and public awareness campaigns as 

essential strategies for reducing human-to-human transmission. However, these studies often 

excluded the exposed (E) compartment in their frameworks, which limits their application to 

diseases with significant latent periods. 

Conversely, other studies have included the exposed compartment to capture more 

realistic transmission dynamics. [7] applied an SEIR model with low-infectious and high-

infectious compartments alongside quarantine measures. [8] extended this by incorporating a 

quarantine compartment for infected individuals, improving insights into isolation's 

effectiveness. Similarly, [9] expanded the SEIR framework with a compartment for vaccinated 

individuals and [13] expanded with isolated individuals to model monkeypox transmission 

comprehensively. A recent study by [10] analyzed SEIR-based frameworks, highlighting their 

utility in understanding human-animal transmission interactions and guiding public health 

interventions. These contributions demonstrate the growing reliance on SEIR models to better 

reflect the disease's natural history and control strategies. 

Unlike other studies on monkeypox modeling, we did not include a separate 

compartment for vaccinated individuals. Instead, vaccinated individuals were directly moved 
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to the recovered compartment, assuming immunity acquisition based on vaccine efficacy and 

vaccination rates among susceptible individuals. By grouping vaccinated and recovered 

individuals, we simplified the model, reflecting their shared immune status. Given monkeypox's 

primary transmission via direct contact with infected fluids or objects, we assumed negligible 

infection risk within the isolated (social distancing) compartment and focused on high-risk 

interactions. Our model incorporated vaccination, social distancing, and quarantine to analyze 

their combined effects on monkeypox virus transmission. Such control measures are well 

studied on COVID-19 virus [24-27]. For instance, the effects of social distancing, quarantine, 

and lockdown on COVID-19 dynamics were carefully analyzed in the study presented by [24]. 

The recent spread of monkeypox beyond its usual regions has shown the need for 

effective strategies to control its spread. Measures like vaccination, social distancing, and 

quarantine are known to work well individually, but their combined effects are less understood. 

It is important to study how these measures interact, especially since public compliance with 

social distancing and quarantine can impact the success of vaccination efforts. Understanding 

how to combine these strategies effectively can help manage monkeypox outbreaks and 

improve readiness for future pandemics, ensuring public health responses are both efficient and 

flexible.   

In the following section, we first introduced the compartmental model, identified its 

equilibrium points, and calculated the basic reproduction number, 𝑅0. We then analyzed the 

stability of these equilibrium points. A sensitivity analysis was conducted using parameter 

values derived from previous studies to understand how variations in key factors affect the 

spread of monkeypox outbreak. In the result section, we presented plots illustrating how 𝑅0 

changes in response to variations in critical parameters identified through sensitivity analysis. 

Finally, we discussed the individual and combined impacts of quarantine, social distancing, and 

vaccination on controlling disease spread. 

2 MATERIAL AND METHOD 

In this study, to model the spread of the monkeypox virus, the human population was 

divided into six compartments, and the rodent population was divided into four compartments. 

The SEIQPR model was used to represent the human population and the SEIR model was used 

to represent the rodent population. For the transmission diagram of the disease between 

compartments, see Figure 1, and for the definitions of the compartments, see Table 1. The total 

human population was expressed as 𝑁ℎ = 𝑆ℎ + 𝐸ℎ + 𝐼ℎ + 𝑄ℎ + 𝑃ℎ + 𝑅ℎ and the rodent 
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population was expressed as 𝑁𝑟 = 𝑆𝑟 + 𝐸𝑟 + 𝐼𝑟 + 𝑅𝑟. We assumed that a vaccinated human 

gains immunity to the monkeypox virus, allowing them to transition directly to the recovered 

class. Since monkeypox mainly transmits through direct contact with infected fluids or 

contaminated objects, we assume that the infection risk is negligible in the social distancing 

compartment (𝑃ℎ) and exclude transmission in this group, focusing instead on higher-risk 

interactions. 

2.1 Model Formulation 

We proposed a compartmental model that incorporates both human and rodent 

populations to describe monkeypox transmission dynamics, represented by the following 

system of differential equations: 

  
𝑑𝑆ℎ

𝑑𝑡
= Ʌℎ − (𝛽ℎℎ𝐼ℎ + 𝛽𝑟ℎ𝐼𝑟)𝑆ℎ − (𝑑ℎ + 𝑏 + 𝑣)𝑆ℎ                        

 
𝑑𝐸ℎ

𝑑𝑡
= (𝛽ℎ𝐼ℎℎ + 𝛽𝑟ℎ𝐼𝑟)𝑆ℎ − (𝑘ℎ + 𝑑ℎ)𝐸ℎ                                     

        
𝑑𝐼ℎ
𝑑𝑡

= 𝑘ℎ𝐸ℎ − (𝑞 + 𝜇ℎ1
+ 𝑑ℎ + 𝛾ℎ1

)𝐼ℎ                                                  

 
𝑑𝑄ℎ

𝑑𝑡
= 𝑞𝐼ℎ − (𝜇ℎ2

+ 𝑑ℎ + 𝛾ℎ2
)𝑄ℎ                                                     

  
𝑑𝑃ℎ

𝑑𝑡
= 𝑏𝑆ℎ − (𝑣 + 𝑑ℎ)𝑃ℎ                                                                     

   
𝑑𝑅ℎ

𝑑𝑡
= 𝛾ℎ1

𝐼ℎ + 𝛾ℎ2
𝑄ℎ + 𝑣(𝑆ℎ + 𝑃ℎ) − 𝑑ℎ𝑅ℎ                                   

    
𝑑𝑆𝑟

𝑑𝑡
= Ʌ𝑟 − (𝛽𝑟𝑟𝐼𝑟 + 𝛽ℎ𝑟𝐼ℎ)𝑆𝑟 − 𝑑𝑟𝑆𝑟                                               

     
𝑑𝐸𝑟

𝑑𝑡
= (𝛽𝑟𝑟𝐼𝑟 + 𝛽ℎ𝑟𝐼ℎ)𝑆𝑟 − (𝑘𝑟 + 𝑑𝑟)𝐸𝑟                                            

      
𝑑𝐼𝑟
𝑑𝑡

= 𝑘𝑟𝐸𝑟 − (𝜇𝑟 + 𝑑𝑟 + 𝛾𝑟)𝐼𝑟                                                             

                             
𝑑𝑅𝑟

𝑑𝑡
= 𝛾𝑟𝐼𝑟 − 𝑑𝑟𝑅𝑟                                                                                                   (1) 

where, 𝑆ℎ(0) = 𝑆ℎ,0, 𝐸ℎ(0) = 𝐸ℎ,0, 𝐼ℎ(0) = 𝐼ℎ,0, 𝑄ℎ(0) = 𝑄ℎ,0,  𝑃ℎ(0) = 𝑃ℎ,0, 𝑅ℎ(0) = 𝑅ℎ,0, 

𝑆𝑟(0) = 𝑆𝑟,0, 𝐸𝑟(0) = 𝐸𝑟,0, 𝐼𝑟(0) = 𝐼𝑟,0 and 𝑅𝑟(0) = 𝑅𝑟,0 values represent the initial 
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conditions of the differential equation. That is, they express the number of individuals in each 

compartment at time 𝑡 = 0. All these values are defined as non-negative real numbers with 

upper bounds. Similarly, all parameters defined in Table 2 are specified as positive real numbers 

with upper bounds. In the study, we mainly focused on the control 

parameters v (vaccination), b (social distancing), and q (quarantine) in the mitigation of 

monkeypox virus. 

 

Figure 1. Flow diagram illustrating the disease transitions among the compartments. 

 

Table 1. Population compartments and their descriptions. 

Compartments Descriptions Initial densities of populations  

𝑆𝑟 Susceptible rodents 0.9990 

𝐸𝑟 Exposed rodents 0.0004 

𝐼𝑟 Infected rodents 0.0006 

𝑅𝑟 Recovered rodents 0.0000 

𝑆ℎ Susceptible humans 0.9990 

𝑃ℎ Social Distanced-Susceptible humans 0.0004 

𝐸ℎ Exposed humans 0.0006 

𝐼ℎ Infected humans 0.0000 

𝑄ℎ Quarantined-Infected humans 0.0000 

𝑅ℎ Recovered humans 0.0000 
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Table 2. The model parameters, along with their descriptions and values in the time unit 

days. For the control parameters v, b, and q, we used a base value of 0.0001 and then varied 

them in result section to show their effects on the infected cases. 

Parameters Descriptions Value (
𝟏

𝒅𝒂𝒚
) Source 

Ʌℎ Recruitment rate of human population - - 

𝑑ℎ Natural death rate of human population - -  

 𝛽ℎℎ Disease transmission rate from humans to humans 0.3000 Assumed 

𝛽𝑟ℎ Disease transmission rate from rodents to humans 0.1500 Assumed 

  𝛽𝑟𝑟 Disease transmission rate from rodents to rodents 0.3000 Assumed 

 𝛽ℎ𝑟 Disease transmission rate from humans to rodents 0.1500 Assumed 

𝑣 
(Vaccine efficacy rate) x (the percentage of vaccinated 

susceptible individuals) 
0.0001  Assumed 

𝑏 
Rate of transition to social distancing class from susceptible 

class 
0.0001  Assumed 

𝑞 Rate of moving infected to quarantined-infected individuals 0.0001  Assumed 

𝜇ℎ1
 Disease-induced death rate of human population in 𝐼ℎ 0.0033 [11] 

 𝜇ℎ2
 Disease-induced death rate of human population in 𝑄ℎ 0.0555 [11] 

𝑘ℎ Rate of exposed individuals becoming infected 0.0500 [12] 

𝛾ℎ1
 Recovery rate due to natural immune response 0.0884 [11] 

𝛾ℎ2
 Recovery rate due to hospitalization 0.0363 [11] 

Ʌ𝑟 Recruitment rate of rodent population - - 

𝑑𝑟 Natural death rate of rodent population - - 

𝑘𝑟 Rate of exposed rodents becoming infected 0.3200 [12] 

𝜇𝑟 Disease-induced death rate of rodent population 0.2814 [12] 

𝛾𝑟 Recovery rate of rodents due to natural immune response 0.6000 [14] 

 

Theorem 1. Assuming that the initial conditions are defined in a region 𝛺, the system of 

differential equations given in (1) has a unique positive and bounded solution in the region 

𝛺 for each 𝑡 ∈ [0, 𝑇]. Specifically, 

   Ω = {(𝑆ℎ, 𝐸ℎ, 𝐼ℎ, 𝑄ℎ, 𝑃ℎ, 𝑅ℎ, 𝑆𝑟 , 𝐸𝑟 , 𝐼𝑟 , 𝑅𝑟) ⊂ ℝ+
10 ∶  0 < 𝑁ℎ ≤

Ʌℎ

𝑑ℎ
, 0 < 𝑁𝑟 ≤

Ʌ𝑟

𝑑𝑟
}. 

Proof.  Let’s first show boundedness of solutions for model (1) 

𝑑𝑁ℎ

𝑑𝑡
=

𝑑𝑆ℎ

𝑑𝑡
+

𝑑𝐸ℎ

𝑑𝑡
+

𝑑𝐼ℎ
𝑑𝑡

+
𝑑𝑄ℎ

𝑑𝑡
+

𝑑𝑃ℎ

𝑑𝑡
+

𝑑𝑅ℎ

𝑑𝑡
 

                                                 = Ʌℎ − 𝑑ℎ(𝑆ℎ + 𝐸ℎ + 𝐼ℎ + 𝑄ℎ + 𝑃ℎ + 𝑅ℎ)−𝜇ℎ1
𝐼ℎ − 𝜇ℎ2

𝑄ℎ (2) 

           ≤ Ʌℎ − 𝑑ℎ(𝑆ℎ + 𝐸ℎ + 𝐼ℎ + 𝑄ℎ + 𝑃ℎ + 𝑅ℎ) 

          ⟹     
𝑑𝑁ℎ

𝑑𝑡
≤ Ʌℎ − 𝑑ℎ𝑁ℎ 

          ⟹     limsup
𝑡⟶∞

𝑁ℎ ≤
Ʌℎ

𝑑ℎ
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If 
𝑑𝑁ℎ

𝑑𝑡
 were positive, the solution would increase and go to infinity. Therefore, to prevent this 

increase, this derivative must take a maximum value of zero. In other words, if we want the 

solution to the differential equation system to remain within a boundary, the total number of 

individuals in the human population, 𝑁ℎ(𝑡), must either remain constant or decrease. Therefore, 

the derivative 
𝑑𝑁ℎ

𝑑𝑡
 can be at most zero. Similarly, let us now demonstrate that the solution for 

the rodent population is also bounded:  

 
𝑑𝑁𝑟

𝑑𝑡
=

𝑑𝑆𝑟

𝑑𝑡
+

𝑑𝐸𝑟

𝑑𝑡
+

𝑑𝐼𝑟
𝑑𝑡

+
𝑑𝑅𝑟

𝑑𝑡
 

= Ʌ𝑟 − 𝜇𝑟𝐼𝑟 − 𝑑𝑟(𝑆𝑟 + 𝐸𝑟 + 𝐼𝑟 + 𝑅𝑟) (3) 

                                ≤ Ʌ𝑟 − 𝑑𝑟(𝑆𝑟 + 𝐸𝑟 + 𝐼𝑟 + 𝑅𝑟) 

                                 ⟹      
𝑑𝑁𝑟

𝑑𝑡
≤ Ʌ𝑟 − 𝑑𝑟𝑁𝑟   

                                 ⟹      limsup
𝑡⟶∞

𝑁𝑟 ≤
Ʌ𝑟

𝜇𝑟
.    

Thus, 𝑁ℎ ≤
Ʌℎ

𝑑ℎ
 and  𝑁𝑟 ≤

Ʌ𝑟

𝜇𝑟
. Now, we show the positivity of the solutions. by using Eq. 2, we 

get following since −𝜇ℎ𝑄ℎ ≥ −𝜇ℎ𝑁ℎ. 

𝑑𝑁ℎ

𝑑𝑡
= Ʌℎ − 𝑑ℎ(𝑆ℎ + 𝐸ℎ + 𝐼ℎ + 𝑄ℎ + 𝑃ℎ + 𝑅ℎ)−𝜇ℎ1

𝐼ℎ − 𝜇ℎ2
𝑄ℎ                          

             ≥  Ʌℎ − 𝑑ℎ𝑁ℎ − 𝜇ℎ𝑁ℎ =   Ʌℎ − (𝑑ℎ + 𝜇ℎ1
+ 𝜇ℎ2

)𝑁ℎ                                         

By linearity of the differential equation, we can multiply the above inequality by the integral 

factor, 𝑒∫ (𝑑ℎ+𝜇ℎ1+𝜇ℎ2)𝑑𝑠
𝑡
0 = 𝑒(𝑑ℎ+𝜇ℎ1+𝜇ℎ2)𝑡 and obtain the following for 𝑠 ∈ (0, 𝑡) 

𝑁ℎ𝑒(𝑑ℎ+𝜇ℎ1+𝜇ℎ2)𝑡 = 𝑁ℎ,0 + Ʌℎ ∫𝑒(𝑑ℎ+𝜇ℎ1+𝜇ℎ2)𝑠

𝑡

0

𝑑𝑠 > 0. 

Thus, we obtained  0 < 𝑁ℎ ≤
Ʌℎ

𝑑ℎ
.  Similarly, by using Eq. 3, we got the following as 

𝑑𝑁𝑟

𝑑𝑡
= Ʌ𝑟 − 𝜇𝑟𝐼𝑟 − 𝑑𝑟(𝑆𝑟 + 𝐸𝑟 + 𝐼𝑟 + 𝑅𝑟)                                  

≥ Ʌ𝑟 − (𝜇𝑟 + 𝑑𝑟)𝑁𝑟                                                         

By linearity of the differential equation, we obtained 
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𝑁𝑟𝑒
(𝜇𝑟+𝑑𝑟)𝑡 ≥ 𝑁𝑟,0 + Ʌ𝑟 ∫𝑒(𝜇𝑟+𝑑𝑟)𝑠

𝑡

0

𝑑𝑠 > 0 

Hence,  0 < 𝑁ℎ ≤
Ʌℎ

𝑑ℎ
  and 0 < 𝑁𝑟 ≤

Ʌ𝑟

𝑑𝑟
 . 

2.2 Equilibrium Points of the Model 

2.2.1 The disease-free equilibrium point and basic reproduction number 

(𝑹𝟎) 

The disease-free equilibrium is the state where no disease is present in the system 

(𝐼𝑟 = 𝐼ℎ = 0). Thus, the disease-free equilibrium of system (1) is given by 

𝐸1 = (𝑆ℎ
∗, 𝐸ℎ

∗ , 𝐼ℎ
∗ , 𝑄ℎ

∗ , 𝑃ℎ
∗, 𝑅ℎ

∗ , 𝑆𝑟
∗, 𝐸𝑟

∗, 𝐼𝑟
∗, 𝑅𝑟

∗) = (
Ʌℎ

𝑑ℎ
, 0,0,0,0,0,

Ʌ𝑟

𝑑𝑟
, 0,0,0). 

Thus, this indicates that susceptible humans and rodents will stay at the maximum level 

when there is no disease since  0 < 𝑁ℎ ≤
Ʌℎ

𝑑ℎ
 and 0 < 𝑁𝑟 ≤

Ʌ𝑟

𝑑𝑟
. 

While determining the basic reproduction number (𝑅0), the Next Generation Matrix 

Method will be used [15]. This matrix is based on two main components: The new infections 

matrix (F): This matrix shows the rates at which new cases emerge in the epidemic. The 

transition matrix (V): This matrix represents the transitions of individuals among the classes: 

𝐸ℎ, 𝐼ℎ, 𝑄ℎ, 𝐸𝑟 and 𝐼𝑟. We get these matrices in the order (𝐸ℎ, 𝐼ℎ, 𝑄ℎ, 𝐸𝑟 , 𝐼𝑟) as follow:  

𝐹 =

[
 
 
 
 
(𝛽ℎℎ𝐼ℎ + 𝛽𝑟ℎ𝐼𝑟)𝑆ℎ

0
0

(𝛽𝑟𝑟𝐼𝑟 + 𝛽ℎ𝑟𝐼ℎ)𝑆𝑟

0 ]
 
 
 
 

      and     𝑉 =

[
 
 
 
 
 

(𝑑ℎ + 𝑘ℎ)𝐸ℎ  

−𝑘ℎ𝐸ℎ + (𝑞 + 𝜇ℎ1
+ 𝑑ℎ + 𝛾ℎ1

)𝐼ℎ

−𝑞𝐼ℎ + (𝜇ℎ2
+ 𝑑ℎ + 𝛾ℎ2

)𝑄ℎ 

(𝑘𝑟 + 𝑑𝑟)𝐸𝑟

−𝑘𝑟𝐸𝑟 + (𝜇𝑟 + 𝑑𝑟 + 𝛾𝑟)𝐼𝑟   ]
 
 
 
 
 

 

ℱ =

[
 
 
 
 
0 𝛽ℎℎ𝑆ℎ 0 0 𝛽𝑟ℎ𝑆ℎ

0 0 0 0 0
0 0 0 0 0
0 𝛽ℎ𝑟𝑆𝑟 0 0 𝛽𝑟𝑟𝑆𝑟

0 0 0 0 0 ]
 
 
 
 

  =   

[
 
 
 
 
 
 0 𝛽ℎℎ

Ʌℎ

𝑑ℎ
0 0 𝛽𝑟ℎ

Ʌℎ

𝑑ℎ

0 0 0 0 0
0 0 0 0 0

0 𝛽ℎ𝑟

Ʌ𝑟

𝑑𝑟
0 0 𝛽𝑟𝑟

Ʌ𝑟

𝑑𝑟

0 0 0 0 0 ]
 
 
 
 
 
 

𝐸1
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     𝒱 =

[
 
 
 
 
𝑘ℎ + 𝑑ℎ 0 0 0 0

−𝑘ℎ 𝑞 + 𝜇ℎ1
+ 𝑑ℎ + 𝛾ℎ1

0 0 0

0 −𝑞 𝜇ℎ2
+ 𝑑ℎ + 𝛾ℎ2

0 0

0 0 0 𝑘𝑟 + 𝑑𝑟 0
0 0 0 −𝑘𝑟 (𝜇𝑟 + 𝑑𝑟 + 𝛾𝑟]

 
 
 
 

𝐸1

 

        𝒱−1 =

[
 
 
 
 
 
 
 
 

1

𝑘ℎ+𝑑ℎ
0 0 0 0

𝑀1
1

𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1

0 0 0

𝑀2
𝑞

(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)(𝜇ℎ2+𝑑ℎ+𝛾ℎ2)

1

𝜇ℎ2+𝑑ℎ+𝛾ℎ2

0 0

0 0 0
1

𝑘𝑟+𝑑𝑟
0

0 0 0
𝑘𝑟

(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)

1

𝜇𝑟+𝑑𝑟+𝛾𝑟]
 
 
 
 
 
 
 
 

  

where  𝑀1 =
𝑘ℎ

(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)
  and  𝑀2 =

𝑞𝑘ℎ

(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)(𝜇ℎ2+𝑑ℎ+𝛾ℎ2)
. By 

multiplying the matrices ℱ 𝑎𝑛𝑑 𝒱−1, we got the following  

ℱ𝒱−1 =

              

[
 
 
 
 
 
 

𝛽ℎℎ Ʌℎ 𝑘ℎ

𝑑ℎ(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)

𝛽ℎℎ Ʌℎ

𝑑ℎ(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)
0

𝛽𝑟ℎ Ʌℎ 𝑘𝑟

𝑑ℎ(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)

𝛽𝑟ℎ Ʌℎ

𝑑ℎ(𝜇𝑟+𝑑𝑟+𝛾𝑟)

0 0 0 0 0
0 0 0 0 0

𝛽ℎ𝑟 Ʌ𝑟 𝑘ℎ

𝑑𝑟(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)

𝛽ℎ𝑟 Ʌℎ

𝑑𝑟(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)
0

𝛽𝑟𝑟 Ʌ𝑟 𝑘𝑟

𝑑𝑟(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)

𝛽𝑟𝑟 Ʌ𝑟

𝑑𝑟(𝜇𝑟+𝑑𝑟+𝛾𝑟)

0 0 0  0  0 ]
 
 
 
 
 
 

  

 𝑅0
ℎℎ =

𝛽ℎℎɅℎ𝑘ℎ

𝑑ℎ(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1) 
 ,    𝑅0

𝑟ℎ =
𝛽𝑟ℎ Ʌℎ 𝑘𝑟

𝑑ℎ(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)
 

𝑅0
ℎ𝑟 =

𝛽ℎ𝑟 Ʌ𝑟 𝑘ℎ

𝑑𝑟(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)
  ,      𝑅0

𝑟𝑟 =
𝛽𝑟𝑟 Ʌ𝑟 𝑘𝑟

𝑑𝑟(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)
 

Here, 𝑅0
ℎℎ and 𝑅0

𝑟𝑟 are the basic reproduction numbers for human-to-human, rodents-

to-rodents transmission, while 𝑅0
ℎ𝑟

 and 𝑅0
𝑟ℎ

 are the basic reproduction numbers for the vectorial 

transmissions from human-to-rodent and rodent-to-human, respectively. Thus, the basic 

reproduction number for model (1) is a composition of the reproduction numbers as follows 

(see the studies for details: [16] and [17]). Shortly, when we arrange the characteristic 

polynomial of ℱ𝒱−1 matrix and arrange it, we will get the following, which is the maximum 

eigenvalue of the matrix.  

𝑅0 =
1

2
{(𝑅0

ℎℎ + 𝑅0
𝑟𝑟) + √(𝑅0

ℎℎ + 𝑅0
𝑟𝑟)2 − 4(𝑅0

ℎℎ𝑅0
𝑟𝑟 − 𝑅0

ℎ𝑟𝑅0
𝑟ℎ)} 
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when we simplify the equation, we obtain 

                      𝑅0 =
1

2
{(𝑅0

ℎℎ + 𝑅0
𝑟𝑟) + √(𝑅0

ℎℎ − 𝑅0
𝑟𝑟)2 + 4𝑅0

ℎ𝑟𝑅0
𝑟ℎ}                                     (4)  

Thus, any changes in these reproduction numbers affect the basic reproduction number, 𝑅0. 

2.2.2 Endemic equilibrium  

This is the equilibrium where the disease stays in the system when R0 > 1. See Theorem 

4 for the existence of the endemic equilibrium point. 

Theorem 2.  When  𝐼𝑟 > 0, there is at least one endemic equilibrium point for the system given 

in equation (1). 

Proof. Suppose that  𝐼𝑟 > 0. Setting  
𝑑𝐼𝑟

𝑑𝑡
= 0 and   

𝑑𝑅𝑟

𝑑𝑡
= 0, we obtained 

                       𝐸𝑟 =
𝜇𝑟 + 𝑑𝑟 + 𝛾𝑟

𝑘𝑟
𝐼𝑟                                                                                                  (5) 

                        𝑅𝑟 =
𝛾𝑟

𝑑𝑟
𝐼𝑟                                                                                                                      (6) 

when we set  
𝑑𝑆𝑟

𝑑𝑡
+

𝑑𝐸𝑟

𝑑𝑡
= 0,  we obtained  

                        𝑆𝑟 =
Ʌ𝑟 − (𝑘𝑟 + 𝑑𝑟)𝐸𝑟

𝑑𝑟
                                                                                            (7) 

Since 𝑁𝑟 = 𝑆𝑟 + 𝐸𝑟 + 𝐼𝑟 + 𝑅𝑟,  𝐼𝑟 = 𝑁𝑟 − 𝑆𝑟 − 𝐸𝑟 − 𝑅𝑟 and we got the following by using the 

equations (5-7) 

                                  𝐼𝑟
∗ =

Ʌ𝑟 − 𝑑𝑟𝑁𝑟

𝜇𝑟
                                                                                                (8) 

Hence,  

            𝑆𝑟
∗ =

Ʌ𝑟−(𝑘𝑟+𝑑𝑟)𝐸𝑟

𝑑𝑟
=

Ʌ𝑟

𝑑𝑟
 −  

(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)

𝑑𝑟𝑘𝑟
 
Ʌ𝑟−𝑑𝑟𝑁𝑟

𝜇𝑟
                                                       (9)    

            𝐸𝑟
∗ =

𝜇𝑟+𝑑𝑟+𝛾𝑟

𝑘𝑟
 
Ʌ𝑟−𝑑𝑟𝑁𝑟

𝜇𝑟
   and  𝑅𝑟

∗ =
𝛾𝑟

𝑑𝑟
 
Ʌ𝑟−𝑑𝑟𝑁𝑟

𝜇𝑟
                                                           (10)  

Similarly, by setting  
𝑑𝐼ℎ

𝑑𝑡
= 0, 

𝑑𝑄ℎ

𝑑𝑡
= 0, 

𝑑𝑃ℎ

𝑑𝑡
= 0 and  

𝑑𝑅ℎ

𝑑𝑡
= 0, 

       𝐸ℎ =
𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1

𝑘ℎ
𝐼ℎ ,         𝑄ℎ =

𝑞

𝜇ℎ2+𝑑ℎ+𝛾ℎ2

𝐼ℎ ,       𝑆ℎ =
𝑣+𝑑ℎ

𝑏
𝑃ℎ                                    (11)  

       𝑅ℎ =
𝛾ℎ1𝐼ℎ + 𝛾ℎ2𝑄ℎ + 𝑣(𝑆ℎ+𝑃ℎ)

𝑑ℎ
=

𝛾ℎ1𝐼ℎ

𝑑ℎ
+

𝛾ℎ2𝑄ℎ

𝑑ℎ
+

𝑣(𝑑ℎ+𝑏+𝑣)

𝑣+𝑑ℎ
𝑆ℎ                                            (12)  

As we set 
𝑑𝑆ℎ

𝑑𝑡
+

𝑑𝐸ℎ

𝑑𝑡
= 0, then 
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         𝑆ℎ =
Ʌℎ−(𝑘ℎ+𝑑ℎ)𝐸ℎ

𝑑ℎ+𝑏+𝑣
=

Ʌℎ−
(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1

+𝑑ℎ+𝛾ℎ1
)

𝑘ℎ
𝐼ℎ

𝑑ℎ+𝑏+𝑣
                                                                (13)  

Since 𝑁ℎ = 𝑆ℎ + 𝐸ℎ + 𝐼ℎ + 𝑄ℎ + 𝑃ℎ + 𝑅ℎ,   𝐼ℎ = 𝑁ℎ − 𝑆ℎ − 𝐸ℎ − 𝑄ℎ − 𝑃ℎ − 𝑅ℎ and we got 

the following by using the equations (11-13)  

𝐼ℎ
∗ =

𝑁ℎ−
(𝑣+1)Ʌℎ
𝑣+𝑑ℎ

1− 
(𝑣+1)(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1

+𝑑ℎ+𝛾ℎ1
)

(𝑣+𝑑ℎ)𝑘ℎ
  + 

𝑞+𝜇ℎ1
+𝑑ℎ+𝛾ℎ1
𝑘ℎ

 + 
𝛾ℎ1
𝑑ℎ

 + 
𝑞(𝑑ℎ+𝛾ℎ2

)

𝑑ℎ(𝜇ℎ2
+𝑑ℎ+𝛾ℎ2

)

                                     (14)  

Hence, the endemic equilibrium point, 𝐸2 = (𝑆ℎ
∗ , 𝐸ℎ

∗ , 𝐼ℎ
∗ , 𝑄ℎ

∗ , 𝑃ℎ
∗, 𝑅ℎ

∗ , 𝑆𝑟
∗, 𝐸𝑟

∗, 𝐼𝑟
∗, 𝑅𝑟

∗) was obtained 

as  

𝑆ℎ
∗ =

Ʌℎ−
(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1

+𝑑ℎ+𝛾ℎ1
)

𝑘ℎ
𝐼ℎ
∗

𝑑ℎ+𝑏+𝑣
,    

𝐸ℎ
∗ =

𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1

𝑘ℎ
𝐼ℎ
∗, 

𝐼ℎ
∗ =

𝑁ℎ− 
(𝑣+1)Ʌℎ
𝑣+𝑑ℎ

1− 
(𝑣+1)(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1

+𝑑ℎ+𝛾ℎ1
)

(𝑣+𝑑ℎ)𝑘ℎ
 + 

𝑞+𝜇ℎ1
+𝑑ℎ+𝛾ℎ1
𝑘ℎ

 + 
𝛾ℎ1
𝑑ℎ

 + 
𝑞(𝑑ℎ+𝛾ℎ2

)

𝑑ℎ(𝜇ℎ2
+𝑑ℎ+𝛾ℎ2

)

 ,            

𝑄ℎ
∗ =

𝑞

𝜇ℎ2+𝑑ℎ+𝛾ℎ2

𝐼ℎ
∗ , 

𝑃ℎ
∗ =

𝑣+𝑑ℎ

𝑏
𝑆ℎ

∗ =
𝑣+𝑑ℎ

𝑏
  
Ʌℎ−

(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1
+𝑑ℎ+𝛾ℎ1

)

𝑘ℎ
 𝐼ℎ

∗

𝑑ℎ+𝑏+𝑣
  ,  

𝑅ℎ
∗ =

𝛾ℎ1

𝑑ℎ
𝐼ℎ
∗ +

𝛾ℎ2

𝑑ℎ
𝑄ℎ

∗ +
𝑣(𝑑ℎ+𝑏+𝑣)

𝑣+𝑑ℎ
𝑆ℎ

∗ =
𝑣Ʌℎ

𝑣+𝑑ℎ
+ (

𝛾ℎ1

𝑑ℎ
 + 

𝛾ℎ2𝑞

𝑑ℎ(𝜇ℎ2+𝑑ℎ+𝛾ℎ2)
− 

𝑣(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)

𝑘ℎ(𝑣+𝑑ℎ)
) 

𝐼ℎ
∗ , 

𝑆𝑟
∗ =

Ʌ𝑟

𝑑𝑟
 −  

(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)

𝑑𝑟𝑘𝑟
 
Ʌ𝑟−𝑑𝑟𝑁𝑟

𝜇𝑟
,  

𝐸𝑟
∗ =

𝜇𝑟+𝑑𝑟+𝛾𝑟

𝑘𝑟
 
Ʌ𝑟−𝑑𝑟𝑁𝑟

𝜇𝑟
,    

𝐼𝑟
∗ =

Ʌ𝑟−𝑑𝑟𝑁𝑟

𝜇𝑟
 ,   

𝑅𝑟
∗ =

𝛾𝑟

𝑑𝑟
 
Ʌ𝑟−𝑑𝑟𝑁𝑟

𝜇𝑟
. 

2.3 Stability Analysis of Equilibrium Points 

In this section, we examined the stability analyses at the equilibrium points. In our 

model, once individuals reach the 𝑅ℎ or 𝑅𝑟  class, they are no longer involved in the disease 

transmission process. They are assumed immune and do not contribute to future infections, 

meaning their behavior does not affect the ongoing dynamics of infection spread or disease 

stability. To reduce the complexity and calculation in stability analysis, we excluded these 
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classes. Thus, we calculated the Jacobian matrix of the differential equation system (1) in the 

order (𝑆ℎ, 𝐸ℎ, 𝐼ℎ, 𝑄ℎ, 𝑃ℎ, 𝑆𝑟 , 𝐸𝑟 , 𝐼𝑟) as follows: 

𝐽 =

[
 
 
 
 
 
 
 
𝑎11 0 𝑎13 0 0 0 0 𝑎18

𝑎21 𝑎22 𝑎23 0 0 0 0 𝑎28

0 𝑎32 𝑎33 0 0 0 0 0
0 0 𝑎43 𝑎44 0 0 0 0

𝑎51 0 0 0 𝑎55 0 0 0
0 0 0 0 0 𝑎66 0 𝑎68

0 0 0 0 0 𝑎76 𝑎77 𝑎78

0 0 0 0 0 0 𝑎87 𝑎88]
 
 
 
 
 
 
 

 

where, 

𝑎11 = −(𝛽ℎℎ𝐼ℎ + 𝛽𝑟ℎ𝐼𝑟) − (𝑑ℎ + 𝑏 + 𝑣), 𝑎13 = −𝛽ℎℎ𝑆ℎ, 𝑎18 = −𝛽𝑟ℎ𝑆ℎ, 𝑎21 = 𝛽ℎℎ𝐼ℎ +

𝛽𝑟ℎ𝐼𝑟, 𝑎22 = − (𝑘ℎ + 𝑑ℎ),  𝑎23 = 𝛽ℎℎ𝑆ℎ, 𝑎28 = 𝛽𝑟ℎ𝑆ℎ, 𝑎32 = 𝑘ℎ,  𝑎33 = −(𝑞 + 𝜇ℎ1
+ 𝑑ℎ +

𝛾ℎ1
),        𝑎43 = 𝑞, 𝑎44 = −(𝜇ℎ2

+ 𝑑ℎ + 𝛾ℎ2
), 𝑎51 = 𝑏, 𝑎55 = −(𝑣 + 𝑑ℎ), 𝑎66 = −𝛽𝑟𝑟𝐼𝑟 − 𝑑𝑟, 

𝑎68 = −𝛽𝑟𝑟𝑆𝑟, 𝑎76 = 𝛽𝑟𝑟𝐼𝑟 , 𝑎77 = −(𝑘𝑟 + 𝑑𝑟), 𝑎78 = 𝛽𝑟𝑟𝑆𝑟, 𝑎87 = 𝑘𝑟 , 𝑎88 = −(𝜇𝑟 + 𝑑𝑟 +

𝛾𝑟). 

Theorem 3. The disease-free equilibrium point is asymptotically local stable if the conditions 

1 > 𝑅0
𝑟𝑟 and 1 > 𝑅0

ℎℎ are hold. Otherwise, it is unstable. 

Proof. The Jacobian matrix of the disease-free equilibrium point,  

𝐸1 = (𝑆ℎ
∗ , 𝐸ℎ

∗, 𝐼ℎ
∗ , 𝑄ℎ

∗ , 𝑃ℎ
∗, , 𝑆𝑟

∗, 𝐸𝑟
∗, 𝐼𝑟

∗) = (
Ʌℎ

𝑑ℎ
, 0,0,0,0,

Ʌ𝑟

𝑑𝑟
, 0,0). 

was calculated as 

𝐽𝐸1
=

[
 
 
 
 
 
 
 
 
𝑎11 − 𝜆 0 𝑎13 0 0 0 0 𝑎18

0 𝑎22 − 𝜆 𝑎23 0 0 0 0 𝑎28

0 𝑎32 𝑎33 − 𝜆 0 0 0 0 0
0 0 𝑎43 𝑎44 − 𝜆 0 0 0 0

𝑎51 0 0 0 𝑎55 − 𝜆 0 0 0
0 0 0 0 0 𝑎66 − 𝜆 0 𝑎68

0 0 0 0 0 0 𝑎77 − 𝜆 𝑎78

0 0 0 0 0 0 𝑎87 𝑎88 − 𝜆]
 
 
 
 
 
 
 
 

 

and its characteristic polynomial was obtained from |𝐽𝐸1
− 𝜆𝐼8𝑥8| = 0 as  

                (𝑎66 − 𝜆)[(𝑎88 − 𝜆)(𝑎77 − 𝜆) − 𝑎87𝑎78] 

          (𝑎55 − 𝜆)(𝑎44 − 𝜆)(𝑎11 − 𝜆)[(𝑎33 − 𝜆)(𝑎22 − 𝜆) − 𝑎32𝑎23] = 0                              

The eigenvalues, 𝜆1 = 𝑎11 = −(𝜇ℎ2
+ 𝑑ℎ + 𝛾ℎ2

), 𝜆2 = 𝑎44 = −(𝜇ℎ2
+ 𝑑ℎ + 𝛾ℎ2

), 𝜆3 =

𝑎55 = −(𝑣 + 𝑑ℎ) and 𝜆4 = 𝑎66 = −𝑑𝑟 ,  are negative.    
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                                [(𝑎88 − 𝜆)(𝑎77 − 𝜆) − 𝑎87𝑎78] = 0  

⟺    

                                     𝜆2 − (𝑎77 + 𝑎88)𝜆 + 𝑎77𝑎88 − 𝑎87𝑎78 = 0.       

If  𝑎77𝑎88 > 𝑎87𝑎78, then the eigenvalues are negative by Routh-Hurwitz Criteria (Routh, 

1877; Hurwitz, 1895).  

                   𝑎77𝑎88 > 𝑎87𝑎78  ⟺ (𝑘𝑟 + 𝑑𝑟)(𝜇𝑟 + 𝑑𝑟 + 𝛾𝑟 >  𝑘𝑟𝛽𝑟𝑟 𝑆𝑟 

                                               ⟺ 1 >
𝛽𝑟𝑟 Ʌ𝑟 𝑘𝑟

𝑑𝑟(𝑘𝑟+𝑑𝑟)(𝜇𝑟+𝑑𝑟+𝛾𝑟)
= 𝑅0

𝑟𝑟 

 Similarly, for the following equation  

                                  [(𝑎33 − 𝜆)(𝑎22 − 𝜆) − 𝑎32𝑎23] = 0 

⟺    

                                       𝜆2 − (𝑎22 + 𝑎33)𝜆 + 𝑎22𝑎33 − 𝑎32𝑎23 = 0   

when  𝑎22𝑎33 > 𝑎32𝑎23, the eigenvalues are negative by Routh-Hurwitz Criteria [18],[19].   

𝑎22𝑎33 > 𝑎32𝑎23 ⟺ (𝑘ℎ + 𝑑ℎ)(𝑞 + 𝜇ℎ1
+ 𝑑ℎ + 𝛾ℎ1

) > 𝑘ℎ𝛽ℎℎ𝑆ℎ 

                             ⟺  1 >
𝛽ℎℎɅℎ𝑘ℎ

𝑑ℎ(𝑘ℎ+𝑑ℎ)(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1) 
= 𝑅0

ℎℎ 

Thus, under the following conditions, the disease-free equilibrium is stable.  

                                        1 > 𝑅0
𝑟𝑟                                                                                                            (15) 

                                        1 > 𝑅0
ℎℎ                                                                                                           (16) 

Theorem 4. Under conditions (17) and (18), the endemic equilibrium point is asymptotically 

local stable. Otherwise, it is unstable. 

Proof. Let’s set the Jacobian matrix of the endemic equilibrium point in the form 

|𝐽𝐸2
− 𝜆𝐼8𝑥8| = 0 as      

JE2
=

[
 
 
 
 
 
 
 
 
a11 − λ 0 a13 0 0 0 0 a18

a21 a22 − λ a23 0 0 0 0 a28

0 a32 a33 − λ 0 0 0 0 0
0 0 a43 a44 − λ 0 0 0 0

a51 0 0 0 a55 − λ 0 0 0
0 0 0 0 0 a66 − λ 0 a68

0 0 0 0 0 a76 a77 − λ a78

0 0 0 0 0 0 a87 a88 − λ]
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and then get the characteristic polynomial of the matrix, 

[(𝑎88 − 𝜆)(𝑎77 − 𝜆)(𝑎66 − 𝜆) − 𝑎87𝑎78(𝑎66 − 𝜆) + 𝑎87𝑎76𝑎68](𝑎55 − 𝜆)(𝑎44 − 𝜆) 

              [(𝑎33 − 𝜆)(𝑎22 − 𝜆)(𝑎11 − 𝜆) − 𝑎32𝑎23(𝑎11 − 𝜆) + 𝑎32𝑎21𝑎13] = 0 

The eigenvalues, 𝜆1 = 𝑎44 = −(𝜇ℎ2
+ 𝑑ℎ + 𝛾ℎ2

) and 𝜆2 = 𝑎55 = −(𝑣 + 𝑑ℎ) are negative. 

Now, we examine the other eigenvalues as  

[(𝑎88 − 𝜆)(𝑎77 − 𝜆)(𝑎66 − 𝜆) − 𝑎87𝑎78(𝑎66 − 𝜆) + 𝑎87𝑎76𝑎68] = 0 

⟺    

                            𝑎3𝜆
3 + 𝑎2𝜆

2 + 𝑎1𝜆 + 𝑎0 = 0   

where, 𝑎3 =1 > 0, 𝑎2 = −(𝑎66 + 𝑎77 + 𝑎88) > 0, 𝑎1 = −𝑎87𝑎78 + 𝑎77𝑎88 + 𝑎66(𝑎77 +

𝑎88)  and 𝑎0 = −𝑎66𝑎77𝑎88 − 𝑎87𝑎76𝑎68 + 𝑎87𝑎78𝑎66.  If  𝑎0, 𝑎1 > 0 and 𝑎2𝑎1 > 𝑎3𝑎0, then 

the eigenvalues are negative. Similarly, for the following equation  

                        [(𝑎33 − 𝜆)(𝑎22 − 𝜆)(𝑎11 − 𝜆) − 𝑎32𝑎23(𝑎11 − 𝜆) + 𝑎32𝑎21𝑎13] = 0 

⟺    

                           𝑏3𝜆
3 + 𝑏2𝜆

2 + 𝑏1𝜆 + 𝑏0 = 0   

where, 𝑏3 =1>0, 𝑏2 = −(𝑎11 + 𝑎22 + 𝑎33) > 0, 𝑏1 = −𝑎32𝑎23 + 𝑎22𝑎33 + 𝑎11(𝑎22 + 𝑎33) 

and  𝑏0 = −𝑎11𝑎22𝑎33 − 𝑎32𝑎21𝑎13 + 𝑎32𝑎23𝑎11. If  𝑏0, 𝑏1 > 0 and 𝑏2𝑏1 > 𝑏3𝑏0, then the 

eigenvalues are negative by Routh-Hurwitz Criteria.  Thus, under the following conditions, the 

endemic equilibrium is stable.  

                     𝑎0,  𝑎1 > 0 and 𝑎2𝑎1 > 𝑎3𝑎0                                                                      (17) 

                     𝑏0, 𝑏1 > 0 and 𝑏2𝑏1 > 𝑏3𝑏0                                                                       (18) 

3 RESULTS AND DISCUSSION 

We presented and discussed model outputs in this section. It is important to emphasize 

that while we included the demographic parameters Ʌℎ, 𝑑ℎ, Ʌ𝑟 and 𝑑𝑟 in our analyses, they 

were not considered in the simulations. These parameters were utilized primarily to establish 

bounds on the model solutions in Section 2. Since these parameters pertain to the natural birth 

and death rates of specific populations and have no direct role in controlling infectious diseases, 

they are typically excluded in most infectious disease modeling frameworks [20], [21], [22]. 
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This approach reflects the general practice of focusing on parameters directly influencing 

disease transmission and progression. 

3.1 Stability Analysis 

We investigate the stability of the disease-free equilibrium and endemic equilibrium 

points by using the parameter values given in Table 2. First, it is important to mention that since 

we are not including the demographic parameters,  𝑅0 will be in the form: 

                       𝑅0 =
1

2
{(𝑅0

ℎℎ + 𝑅0
𝑟𝑟) + √(𝑅0

ℎℎ − 𝑅0
𝑟𝑟)2 + 4𝑅0

ℎ𝑟𝑅0
𝑟ℎ}                                      (19) 

where            𝑅0
ℎℎ =

𝛽ℎℎ

(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1) 
 ,    𝑅0

𝑟ℎ =
𝛽𝑟ℎ

(𝜇𝑟+𝑑𝑟+𝛾𝑟)
                                                          (20) 

                      𝑅0
ℎ𝑟 =

𝛽ℎ𝑟

(𝑞+𝜇ℎ1+𝑑ℎ+𝛾ℎ1)
  ,      𝑅0

𝑟𝑟 =
𝛽𝑟𝑟

(𝜇𝑟+𝑑𝑟+𝛾𝑟)
                                                        (21) 

and the disease-free equilibrium point will be in the form: 

𝐸1 = (𝑆ℎ
∗ , 𝐸ℎ

∗, 𝐼ℎ
∗ , 𝑄ℎ

∗ , 𝑃ℎ
∗, 𝑅ℎ

∗ , 𝑆𝑟
∗, 𝐸𝑟

∗, 𝐼𝑟
∗, 𝑅𝑟

∗) = (1,0,0,0,0,0,1,0,0,0). 

rather than  

𝐸1 = (𝑆ℎ
∗, 𝐸ℎ

∗ , 𝐼ℎ
∗ , 𝑄ℎ

∗ , 𝑃ℎ
∗, 𝑅ℎ

∗ , 𝑆𝑟
∗, 𝐸𝑟

∗, 𝐼𝑟
∗, 𝑅𝑟

∗) = (
Ʌℎ

𝑑ℎ
, 0,0,0,0,0,

Ʌ𝑟

𝑑𝑟
, 0,0,0). 

Depending on our calculation by using parameter values given in Table 2, 𝑅0
ℎℎ = 3.26 >

1 and 𝑅0
𝑟𝑟 = 0.34 < 1. Having, 𝑅0

ℎℎ = 3.26 > 1 violate the stability of the disease-free 

equilibrium point (see Theorem 3). Thus, the disease-free equilibrium point is unstable. This 

finding highlights the need for additional efforts to control the outbreak. Specifically, 

incorporating control parameters v, b, and q is essential to reducing 𝑅0
ℎℎ and mitigating 

transmission rates. Similarly, when we investigated the endemic equilibrium point with the 

parameter values given in Table 2, we obtained followings 

𝑎3 = 1 > 0                                                      

𝑎2 = 1.2014 + 0.3𝐼𝑟 > 0                            

𝑎1 = −0.096𝑆𝑟 + 0.36𝐼𝑟 + 0.28 > 0.    

𝑎0 = 0.0846𝐼𝑟 > 0.                                     

and so, the condition (17) in Theorem 4 holds  

                                                      𝑎0,  𝑎1 > 0 and 𝑎2𝑎1 > 𝑎3𝑎0                        

since we obtained                 

                                                      𝑎2𝑎1 > 𝑎3𝑎0              
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                                       ⇔    0.3364 + 0.4325𝐼𝑟 − 0.1153𝑆𝑟 > 0.0846𝐼𝑟      

Even assuming 𝑆𝑟 ≅ 1 and 𝐼𝑟 ≅ 0, which are the extreme cases, the inequality still 

holds. Thus, the condition (17) in Theorem 4 holds. Now, let investigate the condition (18) in 

Theorem 4. If this condition holds, then endemic equilibrium point is stable otherwise unstable. 

We obtained the following 

𝑏3 = 1 > 0                                                                                                                             

𝑏2 = 0.3𝐼ℎ + 0.15𝐼𝑟 + 0.1427 + 𝑣 + 𝑏 + 𝑞 > 0                                                          

𝑏1 = −0.015𝑆ℎ + 0.05𝑞 + 0.0046 + (0.3𝐼ℎ + 0.15𝐼𝑟 + 𝑏 + 𝑣)(𝑞 + 0.1417)    

             𝑏0 = 0.05(0.3𝐼ℎ + 0.15𝐼𝑟 + 𝑏 + 𝑣)(𝑞 + 0.0917) + 0.015𝑆ℎ(0.3𝐼ℎ + 0.15𝐼𝑟 + 𝑏 + 𝑣) 

                         +0.015𝑆ℎ(0.3𝐼ℎ + 0.15𝐼𝑟) > 0     

It is challenging to determine whether the condition 𝑏2𝑏1 > 𝑏3𝑏0 holds with the given 

parameters in Table 2, as it also requires identifying the variables 𝑆ℎ, 𝐼ℎ, and 𝐼𝑟 and the control 

parameters v, b, and q.  While this could be investigated numerically, such an analysis falls 

outside the scope of this study. However, we emphasize that the control parameters (v, b, and 

q) play a crucial role in the stability of the endemic equilibrium point. In the following sections, 

we examine the effects of these control parameters to highlight their significance in mitigating 

monkeypox outbreaks. 

3.2 Sensitivity Analysis 

Several parameters significantly influence the behavior of the model (1). To identify the 

parameters most relevant to the infected cases (𝐼ℎ + 𝑄ℎ), we performed a sensitivity analysis. 

This analysis employed Latin Hypercube Sampling (LHS) combined with the Partial Rank 

Correlation Coefficients (PRCC) method, following the approach described by [23]. Using 

parameter ranges provided in Table 3, we generated samples from a uniform distribution and 

used these as inputs to simulate system (1) over 150 days. The final number of infected cases 

served as the output variable for this analysis. Table 3 presents the PRCC values, associated p-

values, and the parameter ranges used. 

The results highlight 𝑣, 𝑏, 𝑞, 𝛽ℎℎ, 𝑘ℎ, 𝛾ℎ1
 , 𝛾ℎ2

, 𝜇𝑟 and 𝛾𝑟 as statistically significant 

parameters based on their high PRCC values, suggesting they play a pivotal role in outbreak 

dynamics. Consequently, we further analyzed how varying 𝑣, 𝑏, 𝑞, and 𝛽ℎℎ affects the infected 

cases while keeping all other parameters fixed as listed in Table 2 and maintaining the initial 
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conditions in Table 1. Figures 2a-2d illustrate these findings, showing how the cumulative cases 

at the end of the simulation period respond to changes in these key parameters.  

This investigation demonstrated that the control parameters 𝑣 (vaccination) and 𝑏 

(social distancing) have nearly identical impacts on controlling the outbreak (see Figures 2a 

and 2b). This similarity is expected, as both parameters serve to reduce the spread of the disease 

in similar implementation in our model. In the absence of vaccination, implementing and 

managing social distancing measures can play a crucial role in mitigating monkeypox 

outbreaks. 

The analysis also revealed that the recovery rates in the model play a critical role in 

controlling the outbreak, as they are statistically significant parameters. Additionally, the 

incubation period parameter (𝑘ℎ) was identified as influential. Therefore, to effectively manage 

monkeypox outbreaks, it is essential to carefully examine this parameter to gain a better 

understanding of the disease dynamics. 

Table 3. Results of sensitivity analysis with partial rank correlation coefficient (PRCC),      

p-value, and the parameter ranges used for calculations of the PRCC and p-values. 

Parameters Descriptions PRCC p-value 
Parameter 

Ranges 

𝑣 
(Vaccine efficacy rate) x (the percentage of 

vaccinated susceptible individuals) 
-0.65 9.3𝑒−16 0.0001-0.1 

𝑏 
Rate of transition to social distancing class from 

susceptible class  
-0.63 2.6𝑒−15 0.0001-0.1 

𝑞 
Rate of moving infected to quarantined-infected 

individuals 
-0.48 5.1𝑒−10 0.001-0.3 

 𝛽ℎℎ Disease transmission rate from humans to humans 0.55 1.7𝑒−12 0.01-1 

𝛽𝑟ℎ Disease transmission rate from rodents to humans 0.20 0.05 0.01-1 

𝛽𝑟𝑟 Disease transmission rate from rodents to rodents 0.17 0.08 0.01-1 

 𝛽ℎ𝑟 Disease transmission rate from humans to rodents 0.07 0.5 0.01-1 

𝜇ℎ1
 

Disease-induced death rate of human population in 

𝐼ℎ 
-0.20 0.05 0.0001-0.1 

𝜇ℎ2
 

Disease-induced death rate of human population in 

𝑄ℎ 
-0.24 0.02 0.0001-0.1 

𝑘ℎ Rate of exposed individuals becoming infected  -0.61 1.9𝑒−14 0.001-1 

𝛾ℎ1
 Recovery rate due to natural immune response  -0.36 0.0002 0.001-0.5 

𝛾ℎ2
 Recovery rate due to hospitalization  -0.66 1.5𝑒−16 0.001-0.5 

𝑘𝑟 Rate of exposed rodents becoming infected  0.04 0.7 0.01-1 

𝜇𝑟 Disease-induced death rate of rodent population  -0.28 0.004 0.01-1 

𝛾𝑟 
Recovery rate of rodents due to natural immune 

response  
-0.35 0.0003 0.01-2 
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Figure 2. The total infected cases (𝑰𝒉 + 𝑸𝒉) at the final time with respect to control 

parameters: vaccination (a), quarantine (b), social distance (c), and the disease 

transmission rate (d). 

3.3 Analysis of Basic Reproduction Number, 𝑹𝟎 

We investigated the changes on the basic reproduction number, 𝑅0 depending on some 

of the important parameters presented by our sensitivity analysis in the previous subsection. We 

investigated the effect of the parameters 𝛾ℎ1
, 𝑞, 𝛽𝑟ℎ and 𝛽ℎℎ on 𝑅0 while keeping all other 

parameters fixed as listed in Table 2. This investigation revealed that improving treatment 

quality to accelerate the recovery of infected individuals can significantly aid in mitigating the 

outbreak. Similarly, the rapid identification of infected individuals is equally crucial in 

controlling the spread of the disease (see Figure 3a).  

 

a) b) 

c) d) 
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Figure 3. Surface plots of  𝑹𝟎. Plot a: showing the simultaneous impact of 𝜸𝒉𝟏
 and 𝒒 on 

𝑹𝟎. Plot b: showing the simultaneous impact of 𝜷𝒓𝒉 and 𝜷𝒉𝒉 on 𝑹𝟎. 

Our analysis also highlighted the significant influence of the parameter  𝛽ℎℎ (human-to-

human transmission) on the number of infected cases, compared to 𝛽𝑟ℎ (rodent-to-human 

transmission). Notably, the human-to-human transmission was found to be nearly three times 

more impactful than the rodent-to-human transmission on the basic reproduction number (𝑅0) 

of the monkeypox virus (see Figure 3b). 

3.4 Effects of Control Parameters on Infected Cases 

As noted in the sensitivity analysis subsection (Figure 2), the control parameters v 

(vaccination) and b (social distancing) exhibit nearly identical effects on the number of infected 

cases. In Figure 4a, varying the parameters v or b between 0.0001 and 0.01 results in a similar 

reduction in infected cases, as indicated in the legend. However, applying both controls 

simultaneously leads to a substantially greater reduction in the infected cases, as demonstrated 

in Figure 4b. 

a) 

b) 
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Figure 4. Effects of vaccination and /or social distancing on Infected cases. Plot a: the 

effect of vaccination or social distancing on the infected cases. Plot b: simultaneous effect 

of vaccination and social distancing on the infected cases. 

When we applied only the quarantine parameter (q) to observe its effect on the infected 

cases, a noticeable shift in the peak of the infected cases curve emerged (see Figure 5a). This 

shift is influenced by the recovery rates: 𝛾ℎ2
, which governs the transition from the quarantine 

compartment (𝑄ℎ) to the recovered compartment, and 𝛾ℎ1
, which dictates recovery directly 

from the infected compartment to the recovered compartment. Since the recovery time is 

significantly longer in the quarantine compartment (𝑄ℎ), an increase in the number of 

individuals in 𝑄ℎ leads to this observed shift.  

When we simultaneously applied the three control parameters: v (vaccination), b (social 

distancing), and q (quarantine), we observed a significantly sharper reduction in the infected 

cases curve compared to when these controls were applied individually (see Figure 5b). The 

combined effect of these measures demonstrates the enhanced efficacy of a multi-faceted 

approach in the monkeypox outbreak mitigation. Specifically, when v and b are both greater 

a) 

b) 
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than 0.0025, and q exceeds 0.075, the number of infected cases is almost entirely eradicated. 

This finding underscores the importance of implementing these control measures together to 

achieve maximum suppression of disease transmission and highlights their combined impact 

on the control of monkeypox outbreaks. 

  

 

Figure 5. Plot a: the effect of quarantine on the infected cases. Plot b: the simultaneous 

combined effect of quarantine, vaccination and social distancing on the infected cases. 

4 CONCLUSION AND SUGGESTIONS 

In summary, our study provides a comprehensive analysis of the key parameters 

influencing the dynamics and control of the monkeypox outbreak, with a focus on stability 

analysis, sensitivity analysis, reproduction numbers, and the impact of control parameters. 

Stability analysis and Sensitivity analysis showed the importance of control parameters in the 

control of monkeypox outbreaks. Sensitivity analysis also revealed that parameters such as 

recovery rates and the incubation period play pivotal roles in shaping the outbreak trajectory. 

These findings highlight the importance of improving treatment quality and identifying infected 

a) 

b) 
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individuals quickly to mitigate disease spread effectively. Moreover, the significant role of 

human-to-human transmission ( 𝛽ℎℎ) compared to rodent-to-human transmission ( 𝛽𝑟ℎ) 

underscores the need for targeted interventions to disrupt transmission pathways most critical 

to the disease's basic reproduction number (𝑅0). 

The investigation into the basic reproduction number further demonstrated that  𝛽ℎℎ is 

nearly three times as influential as  𝛽𝑟ℎ in determining 𝑅0. This highlights the priority of 

focusing on human-to-human interactions when designing control strategies. Limiting direct 

transmission among individuals can have a far greater impact on reducing the overall spread 

than focusing on rodent-related transmission alone. Such insights are invaluable for allocating 

resources efficiently during an outbreak. 

Finally, the analysis of control parameters v (vaccination), b (social distancing), 

and q (quarantine) emphasized their individual and combined effectiveness in reducing infected 

cases. While each parameter contributes meaningfully on its own, the simultaneous application 

of all three measures leads to a much sharper reduction in case numbers. Notably, when 

vaccination and social distancing parameters (v and b) exceed 0.0025, and the quarantine 

parameter (q) surpasses 0.075, the outbreak can be nearly eradicated. This demonstrates the 

power of a multifaceted approach, where integrating multiple control measures creates a 

synergistic effect, significantly enhancing outbreak mitigation. 

In conclusion, our findings stress the necessity of a multifaced control strategy for the 

control of the monkeypox virus. By focusing on the most influential parameters and leveraging 

their combined effects, policymakers and health practitioners can design more effective 

interventions to manage and ultimately contain monkeypox disease outbreaks.  
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 ABSTRACT  

 

Fluoroquinolone (FQ) adsorption on functional (Ca-, Fe-, Mg- and Zn-doped) C70 fullerenes 

was investigated for the first time by density functional theory (DFT). Mg, Ca, Fe, and Zn 

doping were found to enhance sensitivity to FQ. The adsorption energies of functional C70 

fullerenes after FQ adsorption were found in the range of 23-37 kcal/mol. UV-Visible analysis 

reveals that the absorption maximum of the doped C70 fullerenes shifts to a longer wavelength 

after the FQ adsorption. Moreover, the FQ adsorption significantly lowered the LUMOs in the 

Fe-doped C70 fullerene. The Fe-doped C70 fullerene also caused a notable decrease in band gap 

energy after FQ adsorption. Thus, Fe doping significantly increased the electrical conductivity, 

enabling the detection of FQ antibiotic on C70 fullerene. The results revealed that Fe-doped C70 

fullerene may be a suitable adsorbent for FQ antibiotic. 

 

 Keywords: DFT, Fullerenes, Fluoroquinolone, Adsorbent.  

 

1 INTRODUCTION 

Fluoroquinolones (FQs) are a family of broad-spectrum antibiotics widely utilized to 

treat a various bacterial infections involving respiratory tract infections, urinary tract infections, 

gastrointestinal infections, and some skin infections [1], [2]. Through environmental factors 

such as agricultural runoff and wastewater irrigation, the FQs can penetrate and accumulate in 

the soil. Moreover, the FQs can persist for long periods of time after interaction with soil due 

to their low biodegradability. As a result, disruption of the soil microbiome can lead to various 
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environmental and health problems such as antibiotic resistance, plant uptake, and 

bioaccumulation in soil organisms [3], [4], [5], [6].  

In recent decades, research has concentrated on examining the effectiveness of various 

adsorbent materials, such as activated carbon, clay minerals, ion exchange resins, and biochar, 

for removing fluoroquinolones [6], [7], [8]. However, most of these materials have some 

problems, such as high price and low adsorption ability [9], [10]. Therefore, there is a need for 

both low-cost and effective adsorbents to remove the FQs from contaminated environment. 

Fullerenes are investigated for a variety of applications, including drug delivery, storage 

and adsorbents due to their unique structure and chemical stability. Furthermore, many studies 

shown that functional fullerenes can enhance their adsorption capacity and carrier properties 

[11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23]. N- and B-doped C70 

fullerenes increase the sensitivity to mercaptopurine [24] and enhance the adsorption ability of 

pyrazinamide [25]. Al doping increases the adsorption ability of both C60 and C70 fullerenes, 

leading to stronger and more stable interactions with gemcitabine [26]. The Si- and Al-doped 

C70 fullerenes can effective materials for amphetamine detecting in various applications 

including drug monitoring and law enforcement [27]. This is due to changes in electronic 

properties that improve the binding interaction between drugs and functional C70 fullerenes. 

However, no study has specifically investigated the interaction between C70 fullerenes and the 

FQ antibiotic. Moreover, functional C70 fullerenes could be effective materials for detecting the 

FQ in various applications, including cancer therapy, drug administration and adsorbents. The 

purpose of study is to examine the possibility of the use of functional C70 fullerenes as an 

adsorbent to detect the FQ. The results including adsorption energies, HOMO – LUMO energy 

gaps, DOS, UV-visible absorption spectra and reactivity properties of pristine, Ca-, Fe-, Mg- 

and Zn-doped C70 fullerenes are examined by DFT/TD-DFT calculations [28]. 

2 COMPUTATIONAL DETAILS 

Density functional calculations are carried out using Gaussian 09 software [29] on 

pristine, Ca-, Fe-, Mg- and Zn-doped C70 fullerenes, employing the B3LYP functional, 6-

311G(d,p) basis set [30], and Grimme’s three-parameter (GD3) empirical dispersion correction 

[31]. The density of spectra (DOS) are generated using GaussSum program [32]. Adsorption 

energies (𝐸𝑎𝑑) are generated by following equation: 
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𝐸𝑎𝑑 = 𝐸 (
𝐹𝑄

𝐹𝑢𝑙𝑙𝑒𝑟𝑒𝑛𝑒𝑠
) − 𝐸(𝐹𝑢𝑙𝑙𝑒𝑟𝑒𝑛𝑒𝑠) − 𝐸(𝐹𝑄) + 𝐸(𝐵𝑆𝑆𝐸) (1) 

where BSSE is taken into consideration in the study because it produces accurate results 

in the calculation of weak interactions. Furthermore, the chemical hardness (η), chemical 

potential (µ), electrophilicity index (ω) and maximum amount of electronic charge index 

(∆𝑁𝑡𝑜𝑡) are calculated from Koopman's theorem [33] using HOMO and LUMO energies as 

following: 𝜂 = (𝐼 − 𝐴)/2, 𝜔 = 𝜇2/2𝜂  and  ∆𝑁𝑡𝑜𝑡 = − 𝜇 𝜂⁄ . Multiwfn [34] and VMD [35] 

softwares used to calculate noncovalent interactions (NCI) and reduced density gradient 

(RDG). Additionally, TD-DFT calculations using the CAM-B3LYP functional [36] with the 6-

311G(d,p) basis set are conducted to predict the UV-Vis absorption spectra. 

3 RESULTS AND DISCUSSION 

Figure 1 shows the electrostatic potential (ESP) patterns of the FQ and pristine C70 

fullerene. The ESP is a quantity that reflects the potential energy stored in the field. Blue color 

show electro positivity, indicating that there is correlated with electron poor, while red color is 

presented for evaluation of electro negativity, indicating electron rich area (see Figure 1). The 

O and F atom of the FQ antibiotic is electron rich sites (in range of -0.02 – -0.03 a.u.). Since 

the O atom of FQ has a higher electronegativity than N, the electrostatic potential near O atom 

is stronger or more negative than near N atom. Moreover, the pristine C70 fullerene has a more 

neutral ESP pattern than FQ antibiotic. 

 

Figure 1. ESP patterns of pristine C70 fullerene (left) and FQ antibiotic (right). 

The ESP patterns of functional C70 fullerene have been presented in Figure 2. The Ca, 

Fe, Mg and Zn doping to C70 fullerenes increases electronegativity by making the complex 

electron-rich, enhancing bonding capabilities. The functional C70 fullerenes with increased 

electronegativity may be more prone to interact with FQ. Therefore, functional C70 fullerenes 

result in stronger electron attraction of FQ antibiotic compared to pristine ones. In this study, 
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the results are investigated for electron transfers between functionalized C70 fullerenes and FQ 

which includes the electrons of red region (see Figure 2). 

 

Figure 2. ESP patterns of functional C70 fullerenes. 

Figure 3 shows the frontier molecular orbital analysis for FQ adsorption on pristine, Ca, 

Fe-, Mg- and Zn-doped C70 fullerenes. 

Table 1. The calculated electronic parameters for pristine and functional C70 fullerenes 

before and after FQ adsorption. 

Structure  𝑬𝒈 (eV)  LUMO (eV)  HOMO (eV)  𝑬𝒈  Ead (kcal/mol) 

C70  2.68  -3.66  -6.34  -  - 

C70-FQ  2.69  -3.56  -6.25  0.37  -0.87 

CaC70  1.51  -4.00  -5.51  -  - 

CaC70-FQ  1.50  -3.47  -4.97  -0.66  -29.89 

FeC70  1.98  -3.88  -5.86  -  - 

FeC70-FQ  1.86  -3.40  -5.26  -6.06  -37.14 

MgC70  1.57  -4.33  -5.90  -  - 

MgC70-FQ  1.61  -3.64  -5.25  2.55  -34.42 

ZnC70  1.58  -4.49  -6.07  -  - 

ZnC70-FQ  1.65  -3.78  -5.43  4.43  -23.26 

 

Frontier molecular orbital analysis helps to understand charge transfer processes by 

examining the interactions between the highest occupied molecular orbital (HOMO) of one 

molecule and the lowest unoccupied molecular orbital (LUMO) of another, which determines 

the ease and direction of electron transfer in a reaction. 𝐸𝑔 values decreased in all the 

heterofullerenes after Ca and Fe, Mg and Zn doping was applied and electrical conductivity 

increased when compared to the pristine C70 fullerene results. The 𝐸𝑔 values after Ca, Fe, Mg 

and Zn doping are found to be in the following decreasing order: pristine (2.68 eV) > Fe- (1.98 
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eV) > Zn- (1.58 eV) > Mg- (1.57 eV) > Ca- (1.51 eV). The 𝐸𝑔 values of Ca- and Fe-doped C70 

fullerenes before and after FQ adsorption are decreased, but Mg- and Zn-doped C70 fullerenes 

are increased (see Table 1). The percentage of difference of the HOMO-LUMO energy gap 

(𝐸𝑔) of complexes before and after FQ adsorption are shown in Figure 3. The 𝐸𝑔 values of 

Ca- and Fe-doped C70 fullerenes are slightly decreased in the range of 0.66 % and 6.06 %, but 

Mg- and Zn-doped C70 fullerenes are increased in the range of 2.55 % and 4.43 %. These results 

show that Ca and Fe doping and FQ adsorption increase electrical conductivity. Furthermore, 

Fe-doped C70 fullerene could be a suitable candidate for FQ adsorbents.  

 

Figure 3. 𝑬𝒈 and 𝑬𝒈 graphs before and after FQ adsorption. 

Figure 4 shows the 𝐸𝑎𝑑 graph after FQ adsorption. Adsorption energy (𝐸𝑎𝑑) indicates 

to the energy change when a FQ antibiotic attaches to surface of a C70 fullerene. The 𝐸𝑎𝑑 values 

of pristine C70 fullerene is calculated to be -0.87 kcal mol-1, indicating very low adsorption 

capacity. However, the 𝐸𝑎𝑑 drops sharply after Ca and Fe, Mg and Zn doping and it is calculated 

to be in the range of -29.89 and -37.14 kcal/mol.  

Table 2. The calculated reactivity parameters for pristine and functional C70 fullerenes 

before and after FQ adsorption. 

Structure  η (eV)  μ (eV)  ω (eV)  ΔNtot (eV) 

C70  1.34  -5.00  9.33  3.73 

C70-FQ  1.35  -4.91  8.94  3.65 

CaC70  0.76  -4.76  14.97  6.30 

CaC70-FQ  0.75  -4.22  11.87  5.63 

FeC70  0.99  -4.87  11.98  4.92 

FeC70-FQ  0.93  -4.33  10.08  4.66 

MgC70  0.79  -5.12  16.66  6.52 

MgC70-FQ  0.81  -4.45  12.27  5.52 

ZnC70  0.79  -5.28  17.64  6.68 

ZnC70-FQ  0.83  -4.61  12.85  5.58 
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Figure 4. 𝑬𝒂𝒅 and 𝜼 graphs for before and after FQ adsorption. 

Table 2 lists quantum molecular descriptors, which are computational parameters 

derived from quantum chemical calculations that provide insights into a system's electronic 

structure, reactivity, stability, and interactions, helping predict chemical behavior and properties 

in various molecular systems. The chemical hardness (𝜂) is described as a measure of a 

system’s resistance to changes in its electron density. The 𝜂 graph for before and after FQ is 

shown in Figure 4. After FQ adsorption, Fe-doped C70 fullerene has the highest hardness value 

(see Table 1). 𝜂 value after both doping and adsorption is calculated to be in the following 

decreasing order: Fe- (0.93 eV) > Zn- (0.83 eV) > Mg- (0.81 eV) > Ca- (0.75 eV). This is 

followed by the fact that the electrophilic index (ω) and electronic charge index (ΔNtot) seen in 

Table 2 have relatively lower values compared to the other doped (Ca, Mg and Zn) atoms. After 

FQ adsorption, Ca-doped C70 fullerene has the lowest hardness value. In other words, this is an 

indication that the complex is softer. Therefore, Ca-doped C70 fullerene is more reactive and 

can interact more strongly with the surfaces compared to the other dopant atoms. Comparing 

the graphs in Figure 4, after FQ adsorption, Fe-doped C70 fullerene has the highest hardness 

and adsorption energy. This may indicate that Fe-doped C70 fullerene binds to the FQ antibiotic 

by physical adsorption. In addition, Ca-doped C70 fullerene can bind to FQ antibiotic with 

stronger physical adsorption compared to Fe-doped C70 fullerene. For more detailed analysis of 

HOMO and LUMO changes of all complexes (CaC70-FQ, FeC70-FQ, MgC70-FQ and ZnC70-

FQ) before and after FQ adsorption, DOS graphs were drawn and presented in Figures 5–6. 

HOMO and LUMO energies give insights into a molecule's electron-donating ability and 

electron-accepting ability, respectively. In addition, the energies of HOMO and LUMO are 

crucial in understanding the electronic character of complexes, reactivity, and its ability to 

absorb light. 
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Figure 5 shows the DOS plots of the doped (Ca, Fe, Mg and Zn) atoms compared to the 

pristine C70 fullerene in the range of -8.0-0.0 eV. The atoms doped to pristine C70 fullerene 

increase the HOMO value (see Table 1). Therefore, it is seen that the electron-donating tendency 

and electron-donating capacity of fullerenes increase after doping. The HOMO value of pristine 

C70 fullerene is calculated as -6.34 eV. The increase in HOMO values is found to be in the 

following decreasing order: Ca- (-5.51 eV) > Fe- (-5.86 eV) > Zn- (-5.90 eV) > Mg- (-6.07 eV). 

After doping, the HOMO value of Ca doped C70 fullerene is the highest and has increased from 

-6.34 to -5.51 eV compared to the pristine one. For this reason, the highest electron donation 

desire occurred with Ca doping and the lowest electron donation desire occurred with Mg 

doping. The LUMO value of pristine C70 fullerene is calculated as -3.66 eV. The decrease in 

LUMO values is found to be in the following increasing order: Ca- (-3.88 eV) < Ca- (-4.00 eV) 

< Mg- (-4.33 eV) < Zn- (-4.49 eV). After doping, the LUMO value of Ca doped C70 fullerene 

is the lowest and has decreased from -3.66 to -3.88 eV compared to the pristine one. Thus, the 

highest electron acceptance willingness has occurred with Fe doping. 

  

Figure 5. DOS of pristine and functionalized C70 fullerenes before FQ adsorption. 
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Figure 6. DOS of pristine and functionalized C70 fullerenes after FQ adsorption. 

 

 

 

Figure 7. RDG plots and NCI isosurfaces of (a) pristine, (b) Ca- and (c) Fe-doped C70 

fullerenes after FQ adsorption. 
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Figure 6 shows the DOS graphs of CaC70-FQ, FeC70-FQ, MgC70-FQ and ZnC70-FQ 

complexes compared to pristine C70 fullerene after FQ adsorption (C70-FQ). HOMO values 

increase after doping and FQ adsorption (see Table 1). The HOMO value of C70-FQ complex is 

calculated as -6.25 eV. The increase in HOMO values is found to be in the following decreasing 

order: Zn- (-5.43 eV) > Fe- (-5.26 eV) > Mg- (-5.25 eV) > Mg- (-4.97 eV). The decrease in 

LUMO values is calculated to be in the following decreasing order: Fe- (-3.40 eV) > Ca- (-3.47 

eV) > Mg- (-3.64 eV) > Mg- (-3.78 eV). After FQ adsorption, the LUMO value of Fe doped 

C70 fullerene is the lowest and has decreased from -3.56 to -3.40 eV compared to the pristine 

one (see Table 1). Thus, the highest electron acceptance willingness has occurred with both Fe 

doping and FQ adsorption. 

When the 𝐸𝑔, 𝐸𝑔 and DOS values are examined, NCI and RDG analyses for two 

promising complexes (Ca- and Fe-doped C70 fullerene) are presented in Figure 7. Low and high 

RDG values are represented by the blue color (electrostatic attraction) and red color 

(electrostatic repulsive), respectively. Furthermore, green color indicates regions with 

intermediate RDG values. These can represent places where noncovalent interactions are 

neither particularly strong nor weak. This could correspond to weak dipole-dipole interactions 

or Van der Waals forces. When RDG and NCI analyses are examined, it is seen that Ca-doped 

C70 fullerene is in a stronger electrostatic attraction region to FQ antibiotic compared to Fe-

doped C70 fullerene. This supports that Ca-doped C70 fullerene has a stronger physical 

adsorption compared to Fe-doped C70 fullerene. 

 

Figure 8. UV spectra of pristine C70 fullerene before and after FQ adsorption. 
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Figures 8–9 show the UV–vis absorption spectra of pristine and functionalized C70 

fullerenes before and after FQ adsorption, respectively. The UV–vis absorption spectra provide 

information about the light of absorption of the system in the ultraviolet (UV) and visible (vis) 

regions of the electromagnetic spectrum before and after FQ adsorption. The adsorption 

spectrum of pristine C70 fullerene shows a peak at 283.2 nm. After FQ adsorption, it showed a 

sharply peak at 283.4 nm with a very small shift (see Figure 8). Furthermore, it indicates that 

small changes occur in the pristine C70 fullerene environment without a major structural change 

or strong chemical reaction in the C70-FQ complex. After FQ adsorption with Ca, Fe, Mg and 

Zn doping, the CaC70-FQ, FeC70-FQ, MgC70-FQ and ZnC70-FQ complexes show peaks at 283.6 

nm, 290.4 nm, 281.6 nm and 276.8 nm, respectively (see Figure 9). In the Ca, Fe, Mg, and Zn-

doped C70 complexes, the wavelength of the absorption maximum is shifted to a longer value 

after FQ adsorption. This serves as a clear indication of the alteration in the energy levels of the 

complex resulting from the interaction between FQ and doped C70 fullerenes. Furthermore, the 

shift of the maximum wavelength of Fe-doped C₇₀ fullerene from 277.6 nm to 290.4 nm after 

FQ adsorption represents the largest shift compared to the others. It should also be noted that 

the strongest interaction may occur between Fe-doped C70 fullerene and FQ. 

  

Figure 9. UV spectra of functionalized C70 fullerenes before and after FQ adsorption. 
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4 CONCLUSIONS 

The adsorption of FQ antibiotic on the surface of four different functional C70 fullerenes 

has been examined using the DFT and TD-DFT methods. The FQ antibiotic is adsorbed onto 

the pristine C70 fullerene through its O-head, with an adsorption energy of around -0.87 

kcal/mol. When the C atom of C70 is replaced by Ca, Fe, Mg and Zn atoms, adsorption energies 

increase and reach values between -23.26 and -37.14 kcal/mol. Time-dependent DFT 

calculations show that the absorption spectra of FQ/fullerene complexes shift toward higher 

wavelengths. The RDG and NCI analyses indicate that Ca-doped C70 fullerene exhibits a 

stronger region of electrostatic attraction to the FQ antibiotic compared to Fe-doped C70 

fullerene. Ca, Fe, Mg and Zn doping causes small changes in HOMO and LUMO energies of 

functional C70 fullerenes. When the percentage values of the difference in band gap energies 

are compared, however, the electrical conductivity is significantly increased after FQ adsorption 

with Fe doping, which can enable the detection of FQ antibiotic on functional C70 fullerene. Fe-

doped C70 fullerene causes a significant decrease in band gap energy after FQ adsorption. Thus, 

an increase in electrical conductivity occurs and an electrical signal can be generated. 

Furthermore, UV-Vis absorption spectra clearly indicate that the strongest interaction would be 

between Fe-doped C₇₀ fullerene and FQ. The results of this study suggest that Fe-doped C70 

fullerene may be a better adsorbent for FQ antibiotic. 
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 ABSTRACT  

 

Water tanks are critical structures that must be used without damage after an earthquake. 

Due to their vital importance, these structures are required to perform well under the influence 

of major earthquakes. In this study, the behavior of the RC elevated water tanks under 

earthquake effects was investigated. The water tank with a volume of 75 m3, which is widely 

applied as a type project, was examined according to the calculation principles of the 1968, 

1975, 1998, 2007, and 2018 earthquake codes. The analysis of the structure designed in the 

SAP2000 program was carried out according to the equivalent linear method. When the analysis 

results were compared according to the earthquake codes considered, it was concluded that the 

structure showed better behavior as the design criteria and calculation principles were improved 

from the 1968 earthquake code to the 2018 earthquake code. The comparative analysis results 

obtained from the study were evaluated specifically for an RC elevated water tank that was 

heavily damaged in the 6 February 2023 Kahramanmaraş earthquakes. 

 

 
Keywords: Elevated water tanks, Earthquake code, Equivalent seismic load, 

Kahramanmaraş earthquakes.  

 

1 INTRODUCTION 

Earthquakes that occur as a result of sudden fractures in the earth's crust can have 

devastating effects on structures. Due to the significant losses and damages caused by major 

earthquakes, determining the behavior of structures against earthquakes is of great importance 

both in terms of ensuring the safety of life and property and in taking precautions against future 

earthquakes. Today, structures built using modern design and construction techniques generally 
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show good behavior against seismic effects, while old structures that do not receive the 

necessary engineering services are at risk [1-4]. 

On February 6, 2023, two major earthquakes occurred in the Pazarcık and Elbistan  

districts of Kahramanmaraş (MW= 7.7 and MW= 7.6). These earthquakes were devastating 

disasters that deeply affected 11 provinces and caused significant economic losses and deaths. 

As a result of these earthquakes, more than half a million buildings were damaged and 

collapsed. In addition to buildings, transportation networks, water storage and distribution 

systems, and energy transmission lines, which were of great importance after the earthquake, 

were also severely damaged. Due to the damage, there were problems in using these structures, 

also called lifelines, and therefore access to basic services was interrupted. As a result of these 

negativities, studies to determine the seismic safety of these structures, whose use should not 

be disrupted after the earthquake, have gained great importance [5-9]. 

Elevated water tanks are structures used primarily for drinking water storage and fire 

protection in a certain residential area. These structures are widely used in cities and industrial 

areas, and in recent years they have begun to be used in small settlements. After major 

earthquakes, it is desired that water tanks are not damaged, especially in large cities, both to 

fight fires and to prevent epidemics by providing clean water to the public. In this regard, it is 

vital to design water tanks to be earthquake resistant [10-12]. 

After major earthquakes affected many regions of the world, significant structural 

damage or collapses occurred in RC elevated water tanks (Figure 1). Water tanks are expected 

to remain functional after major earthquakes. It is very important to determine the seismic 

performance of these structures that need to be used immediately after the earthquake [13-16]. 

   
a) b) c) 

Figure 1. a-c) Examples of RC elevated water tanks damaged and collapsed in the 

earthquake [14, 15]. 
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In the earthquake centered in Kahramanmaraş on February 6, 2023, it was observed that 

the structures in Türkiye were vulnerable to destructive earthquakes [17]. In recent times, our 

country has experienced major earthquakes, centered in Erzincan in 1992 (MS=6.8), Dinar in 

1995 (MW=6.2), Adana-Ceyhan in 1998 (MW=6.2), Kocaeli and Düzce in 1999 (MW= 7.5 and 

MW= 7.2), Van in 2011 (MW=7.2), Elazığ in 2020 (MW=6.8), and Kahramanmaraş in 2023 

(MW= 7.7 and MW= 7.6). These earthquakes resulted in the loss of tens of thousands of lives 

and severe damage to thousands of structures. As a result of these earthquakes, earthquake-

resistant structural design has become a current and important issue [17-19]. 

The Erzincan earthquake in 1939 caused heavy losses, and subsequently, the need to use 

earthquake codes to design earthquake resistant structures emerged. The earthquake codes have 

been continuously updated because of advancements in science and construction technologies. 

The current earthquake code (Turkish Building Earthquake Code-2018) was prepared much 

more comprehensively compared to previous codes. With this code, an AFAD-based earthquake 

calculation system was introduced in Türkiye. With this system, instead of regional 

calculations, precise earthquake data is obtained for each settlement. The Turkish Building 

Earthquake Code-2018 includes more precise seismic parameters compared to the previous 

earthquake code in terms of calculation principles and establishes a realistic and safe calculation 

method [18, 20, 21]. 

“Reinforced Concrete Elevated Water Tanks Type Projects” was published by the 

Ministry of Rural Affairs in 1971 as a reference for elevated water tanks. These types of projects 

have been continuously and widely implemented from the date of their publication up to the 

present day. The analysis and design of the existing water tank types were carried out according 

to the 1968 earthquake codes valid at the time of publication [11, 21-24]. 

There are few studies in the literature on the investigation of the dynamic behavior of 

elevated water tanks. Köksal et. al [25] examined the fluid-structure interactive behavior of a 

1000 m3 volume RC elevated water tank under different seismic activities (Kocaeli, Van, 

Kahramanmaraş and Kobe earthquakes) using the Smoothed Particle Hydrodynamics (SPH) 

method with the Westergaard approach. The authors proved that considering the nonlinear 

behavior of the fluid during an earthquake with the SPH method provides consistency with the 

actual behavior of RC elevated water tanks and gives more realistic results than the traditional 

Westergaard approach. Gaikwad and Mangulkar [10] examined the dynamic response of RC 

elevated water tanks under static and dynamic loading, accounted for the hydrodynamic 

pressure effect of water. According to the detailed study and analysis results, it was found that 
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the response was significantly different with the equivalent static method and the dynamic 

method in the same region with the same capacity, the same geometry, the same height, the 

same importance factor and the response reduction factor. Demirören [11] explained the design 

rules of reinforced concrete elevated water tanks in detail and investigated their behavior under 

earthquake effects. In the study, the structural system of the water tank was considered as a type 

project, and the calculations were repeated for four different earthquake zones according to the 

1998 earthquake code, and the relative storey drifts, rigidity irregularities and section effects of 

the columns were checked. Livaoğlu and Doğangün [16] investigated the effect of soil classes 

on the dynamic behavior of elevated water tanks with different structural systems. In the study, 

it was observed that the section effects occurring in the structural members of the elevated water 

tanks with two different load-bearing systems having the same tank volume were quite large by 

designing them according to the 1998 earthquake code and the 1st degree earthquake zone. 

Çelebioğlu [26] investigated the design of water tanks by taking into account the earthquake 

effect. 

In this study, the seismic performance of critically important RC elevated water tanks 

that must be used immediately after an earthquake was investigated. Dynamic calculations of 

the structure were made separately according to the calculation principles of the 1968, 1975, 

1997, 2007, and 2018 earthquake codes. The equivalent linear method based on period 

calculation, which started to be used with the 1968 earthquake code, was preferred as the 

calculation method. The reason why this method is preferred is that it is a common calculation 

method for all earthquake codes considered in this study. In this study, the RC elevated water 

tank type project with a volume of 75 m³, which is widely used in our country, was discussed. 

The tank was modeled and analyzed in the SAP2000 program in accordance with the type 

project. The analysis results were compared, and it was concluded that the design was safe for 

the structure according to the 2018 earthquake code. In order to show the effect of analysis 

results on the structure according to earthquake codes, an RC elevated water tank located in 

Malatya province and heavily damaged as a result of the 6 February Kahramanmaraş 

earthquakes was considered. The impact of earthquake codes on the damage status of this 

structure was examined. 

The novelty of this study is to compare the design principles of the last five earthquake 

codes (1968, 1975, 1998, 2007, 2018) in the case of RC elevated water tank and to evaluate the 

seismic behavior of the water tanks under the influence of destructive earthquakes. After the 

Kahramanmaraş earthquakes, there were studies in the literature that evaluated seismic 
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behavior based on structural analysis, taking into account the damages occurring in different 

engineering structures. However, there are very few studies that include detailed structural 

analyses of water tanks and evaluate their seismic behavior after these earthquakes [25]. In this 

respect, the study will fill an important gap in the literature and make a significant contribution 

to earthquake engineering. 

2 MATERIAL AND METHOD 

2.1 Examination of Seismic Design Codes 

In this section, the calculation principles in the last five earthquake codes starting from 

the 1968 earthquake code are explained in detail in order to determine the effect of the 

developments in the calculation methods in the earthquake codes on the dynamic behavior of 

the RC elevated water tank. When the calculation methods for these five codes are examined, 

it is noteworthy that the seismic calculation is made depending on the structure period based on 

empirical calculation, which is a common parameter in the codes. 

As earthquake codes in Türkiye are updated, calculation methods have also been 

developed from simple to complex. Developments in the calculation method based on common 

parameters in earthquake codes are important in terms of seeing the change in the behavior of 

the structure and making correct comparisons. As a matter of fact, this comparison is decisive 

to see the effect of earthquake codes on the design of the structure. 

In the literature, there are different studies examining the effects of changes in 

earthquake codes on structure design. Aksoylu and Arslan [27] compared the 2018 and 2007 

earthquake codes in terms of calculation methods. For this purpose, they analyzed RC buildings 

with different storey heights and revealed the fundamental differences of the two codes in terms 

of seismic force calculation and control. Aksoylu et al [28] compared the 2007 and 2018 

earthquake codes with the ASCE 7-16 earthquake code, taking into account parameters such as 

base shear force, top displacement, building period and relative-story displacement. Alyamaç 

and Erdoğan [29] examined the earthquake codes published from past to present in detail in 

terms of design and rules, and tried to determine how much the codes were complied with 

during the project and implementation stages. Işık [30] investigated the changes and 

innovations in the design principles according to the last five earthquake codes (1968, 1975, 

1998, 2007 and 2018). In the study, the structural analysis of a 4-storey RC building was carried 

out and the analysis results were compared according to the calculation and design principles 



F. Ülker Peker / BEU Fen Bilimleri Dergisi, 14 (1), pp. 398-423, 2025 

 

 

403 

of each code. The author revealed that the changes and renewals in the earthquake codes were 

a necessity and a gain. Karaca et al. [31] investigated the effect of the innovative approach in 

the 2018 earthquake code on building design. In the study, the authors analyzed the buildings 

designed according to the 2018 earthquake code according to the 2007 earthquake code and 

compared the design differences in the earthquake codes. Nemutlu et al. [32] designed and 

analyzed 4- and 9-storey RC structures separately to show the design differences in the 2007 

and 2018 earthquake codes and examined the changes in base shear forces. Nemutlu et al. [33] 

investigated the changes in the calculation principles by considering the 2007 and 2018 

earthquake codes. The differences between the acceleration spectra of Bingöl and Elazığ 

provinces were examined in the study. The authors proved that the acceleration values in the 

2018 earthquake code were more economical and safer than the acceleration values in the 2007 

earthquake code. Balun et al. [34] studied the effect of base shear force by considering 

simplified design rules for cast-in-place RC buildings according to the 2018 earthquake code. 

As a result of the analyses performed in the study, a comparison was made between the 

simplified seismic calculation and the standard seismic calculation. The authors determined the 

favorable or unfavorable situations of the simplified calculation in terms of the seismic design 

class, local soil class and the number of floors of the structure. 

2.1.1 Regulation about the Buildings Constructed in the Disaster Regions-

1968 

The seismic force (shear force occurring at the base level of the structure) acting on the 

structures is calculated according to Equation 1 to withstand the seismic forces applied along 

the main axes perpendicular to each other. 

𝐹 = 𝐶 × 𝑊 (1) 

where 𝑊 is the total structure weight (∑ 𝑊𝑖) and 𝐶 is the seismic coefficient. 𝐶 coefficient is 

obtained according to Equation 2. 

𝐶 = 𝐶𝑂 × 𝛼 × 𝛽 × 𝛾 (2) 

In this equation, 𝐶𝑂 is the seismic zone coefficient, 𝛼 is the seismic site coefficient, 𝛽 is 

the structure importance coefficient, and 𝛾 represents the structure dynamic coefficient. The 

period of the structure is determined according to Equation 3, unless it is calculated based on 

experimental or reliable technical data. 
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𝑇 = 0.09𝐻 √𝐷⁄  (3) 

In this equation, 𝐻 is the height of the structure from its base, and 𝐷 is the width of the 

structure in the direction parallel to the horizontal forces affecting the structure. The floor 

weight to be considered in the calculation of the total seismic force is calculated according to 

Equation 4.  

𝑊𝑖 = 𝐺𝑖 + 𝑛𝑖 × 𝑃𝑖  (4) 

In this equation, 𝐺𝑖 is the total of the dead loads on the i-th floor, 𝑃𝑖  is the total of the 

live loads on the i-th floor, and 𝑛𝑖  is the live load coefficient on the i-th floor. 𝑛𝑖  is taken as 1 

in structures such as cinemas, theaters, schools, stadiums, and, warehouses. The seismic force 

acting on the structure is distributed throughout the height of the structure, according to 

Equation 5. 

𝐹 = 𝐹𝑖 ∗
(𝑊𝑖 ℎ𝑖)

∑ 𝑊𝑖 ℎ𝑖

 (5) 

In this equation, 𝐹𝑖 is the horizontal force acting on the i-th floor, 𝑊𝑖  is the weight of 

the i-th floor, and ℎ𝑖  is the height of the i-th floor from the base level. 

2.1.2 Regulation about the Buildings Constructed in the Disaster Regions-

1975 

The sum of the static equivalent horizontal loads to be used in earthquake resistant sizing 

of structures is determined by Equation 6. 

𝐹 = 𝐶 × 𝑊 (6) 

In this equation, 𝑪 is the seismic coefficient and is calculated according to Equation 7. 

𝐶 = 𝐶0 × 𝐾 × 𝑆 × 𝐼 (7) 

Where 𝑪𝟎  is the seismic zone coefficient, 𝑲 is the structural type coefficient, 𝑺 is the 

structural dynamic coefficient, and 𝑰 is the structure importance coefficient, respectively. The 

structure dynamic coefficient is calculated according to Equation 8. 

𝑆 = 1 |0.8 + 𝑇 − 𝑇0|⁄  (8) 

In this equation, 𝑻 is the natural vibration period of the structure, and 𝑻𝟎 is the soil 

fundamental period. The natural vibration period of the structure is calculated according to 
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Equation 3. The total structure weight to be used in calculating the seismic force is calculated 

according to Equation 9. 

𝑊 = ∑ 𝑤𝑖

𝑁

𝑖=1

 (9) 

In this equation, 𝒘𝒊 is the floor weight and is determined according to Equation 10. 

𝑤𝑖 = 𝑔𝑖 + 𝑛𝑃𝑖  (10) 

Where 𝒈𝒊 is the total of the dead loads on the i-th floor, 𝑷𝒊 is the total of the live loads 

on the i-th floor, and 𝒏 is the live load coefficient, respectively. In structures such as warehouses, 

𝒏 = 𝟎. 𝟖 is taken. The seismic load acting on the floors is determined according to Equation 

11. 

𝑉𝑡=∆𝐹𝑁 + ∑ 𝐹𝑖

𝑁

𝑖=1

 (11) 

For 𝑯 > 𝟐𝟓 m, the value of the additional equivalent seismic load ∆𝑭𝑵 acting on the 

N-th floor of the structure is determined depending on the fundamental vibration period (𝑻𝟏). 

For 𝑯 < 𝟐𝟓 m, ∆𝑭𝑵 = 𝟎 is taken. The remaining part of the total equivalent seismic load, 

except ∆𝑭𝑵, is distributed to all floors of the structure, including the N-th floor, with Equation 

12. 

Fi = (Vt − ∆FN) [
wiHi

∑ wjHj
N
j=1

] (12) 

2.1.3 Regulation about the Buildings Constructed in the Disaster Regions-

1998 

The total equivalent seismic load acting on the structure in the earthquake direction 

considered is determined by Equation 13. 

𝑉𝑡 =
𝑊𝐴(𝑇1)

𝑅𝑎(𝑇1)
≥ 0.10𝐴0𝐼𝑊 (13) 

Where 𝑽𝒕 is the equivalent seismic load (base shear), 𝑾 is the weight of the structure, 

𝑨(𝑻𝟏) is the spectral acceleration coefficient, 𝑨𝟎 is the local seismic acceleration, 𝑹𝒂(𝑻𝟏) is 

the seismic load reduction coefficient, 𝑻𝟏 is the first natural period of the structure, and 𝑰 is the 
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structure importance coefficient, respectively. The first natural period of the structure is 

calculated according to Equation 14, unless a more precise calculation is made. 

𝑇1 = 2𝜋 [∑(𝑚𝑖𝑑𝑓𝑖
2)

𝑁

𝑖=1

∑(𝐹𝑓𝑖𝑑𝑓𝑖)

𝑁

𝑖=1

⁄ ]

1 2⁄

 (14) 

The spectral acceleration coefficient is determined according to Equation 15, and the 

seismic load reduction coefficient is determined according to Equations 16-17. 

𝐴(𝑇) = 𝐴0𝐼𝑆(𝑇) (15) 

𝑅𝑎(𝑇) = 1.5 + (𝑅 − 1.5) 𝑇 𝑇𝐴⁄ → (0 ≤ 𝑇 ≤ 𝑇𝐴) (16) 

𝑅𝑎(𝑇) = 𝑅 → (𝑇 > 𝑇𝐴) (17) 

The computation of the floor weight to be taken into account in the calculation of the 

seismic force in the structure is made according to the formulas defined in the 1975 earthquake 

code. 

2.1.4 Regulation about the Buildings Constructed in the Earthquake 

Regions-2007 

According to this code, the seismic calculation method is the same as the calculation 

method in the 1998 earthquake code. Based on scientific data, the 1998 earthquake code 

prepared seismic calculation methods more comprehensively than previous codes. In this 

respect, the code includes a more realistic and detailed calculation procedure. 

2.1.5 Turkish Building Earthquake Code-2018 

In the direction of the earthquake considered (𝑿), the total equivalent seismic load 

acting on the entire structure, 𝑽𝒕𝑬(𝑿) , is determined by Equation 18. 

𝑉𝑡𝐸
(𝑋) = 𝑚𝑡𝑆𝑎𝑅(𝑇𝑝

(𝑋)) ≥ 0.04𝑚𝑡𝐼𝑆𝐷𝑆𝑔 (18) 

In this equation, 𝒎𝒕 is the mass of the structure, and 𝑺𝒂𝑹(𝑻𝒑
(𝑿)) is the reduced design 

spectral acceleration calculated by taking into account the predominant period of the structure 

(𝑻𝒑
(𝑿)) in the earthquake direction under consideration. 𝑰 is the structure importance 

coefficient, 𝑺𝑫𝑺 is the design spectral acceleration coefficient defined for the short period, and 

𝒈 is the gravitational acceleration. The reduced design spectral acceleration of the structure is 
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calculated according to Equation 19. The predominant period of the structure is determined 

according to Equation 14 by taking into account the earthquake direction (𝑿). 

𝑆𝑎𝑅(𝑇) = 𝑆𝑎𝑒(𝑇) 𝑅𝑎(𝑇)⁄  (19) 

Where 𝑺𝒂𝒆(𝑻) is the corner period of the horizontal elastic design acceleration spectrum, 

and 𝑹𝒂(𝑻) is the seismic load reduction coefficient. The calculation of the horizontal elastic 

design acceleration spectrum and the seismic load reduction coefficient is summarized by 

Equations 20–25.  

𝑆𝑎𝑒(𝑇) =  (0.4 + 0.6
𝑇

𝑇𝐴

) 𝑆𝐷𝑆  → (0 ≤ 𝑇 ≤ 𝑇𝐴) (20) 

𝑆𝑎𝑒(𝑇) = 𝑆𝐷𝑆 → (𝑇𝐴 ≤ 𝑇 ≤ 𝑇𝐵) (21) 

𝑆𝑎𝑒(𝑇) =
𝑆𝐷1

𝑇
→ (𝑇𝐵 ≤ 𝑇 ≤ 𝑇𝐿) (22) 

𝑆𝑎𝑒(𝑇) =
𝑆𝐷1𝑇𝐿

𝑇2
→ (𝑇𝐿 ≤ 𝑇) (23) 

𝑅𝑎(𝑇) =
𝑅

𝐼
→ (𝑇 > 𝑇𝐵) (24) 

𝑅𝑎(𝑇) = 𝐷 + (
𝑅

𝐼
− 𝐷)

𝑇

𝑇𝐵
→ (𝑇 ≤ 𝑇𝐵) (25) 

In these equations, 𝑻𝑨 and 𝑻𝑩 are the horizontal elastic design acceleration spectrum 

corner periods, 𝑻𝑳 is the transition period to the constant displacement region, 𝑹 is the structural 

system behavior coefficient, and 𝑫 is the overstrength coefficient, respectively. 𝑺𝑫𝑺 and 𝑺𝑫𝟏 

are calculated according to Equations 26-27. 

𝑆𝐷𝑆 = 𝑆𝑆𝐹𝑆 (26) 

𝑆𝐷1 = 𝑆1𝐹1 (27) 

In these equations, 𝑺𝑺 is the map spectral acceleration coefficient for the period of 0.2 

s, 𝑺𝟏 is the map spectral acceleration coefficient for the period of 1.0 s, 𝑭𝑺 is the local soil effect 

coefficient for the period of 0.2 s, and 𝑭𝟏 is the local soil effect coefficient for the period of 1.0 

s. The total equivalent seismic load is expressed as the sum of the equivalent seismic loads 

acting on the floors of the structure in Equation 28. 

𝑉𝑡𝐸
(𝑋) = ∆𝐹𝑁𝐸

(𝑋) + ∑ 𝐹𝑖𝐸
(𝑋)

𝑁

𝑖=1

 (28) 
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The additional equivalent seismic load acting on the N-th floor (top) of the structure is 

determined according to Equation 29. 

∆𝐹𝑁𝐸
(𝑋) = 0.0075𝑁𝑉𝑡𝐸

(𝑋) (29) 

The remaining part of the total equivalent seismic load, except ∆𝑭𝑵𝑬
(𝑿)

, is distributed 

to the structure floors, including the N-th floor, in accordance with Equation 30. 

𝐹𝑖𝐸
(𝑋) = (𝑉𝑡𝐸

(𝑋) − ∆𝐹𝑁𝐸
(𝑋)) [

miHi

∑ mjHj
N
j=1

]  (30) 

2.1.6 Comparison of Earthquake Codes 

Before the 1998 earthquake code, the 1968 and 1975 earthquake codes used a rough 

calculation approach in seismic calculation methods. Since the 1998 earthquake code, the 

calculation method has been prepared in more detail based on scientific data. The calculation 

methods in this code form the basis of the 2007 and 2018 earthquake codes. The concept of an 

earthquake zone has started to be used with this code, and an earthquake hazard map has been 

prepared. Calculation methods have been improved with the current 2018 earthquake code. In 

this code, the concept of an earthquake zone has been eliminated, earthquake hazard maps have 

been developed, and site-specific design spectrums have begun to be used. Figure 2 shows the 

earthquake zone map and earthquake hazard map [21, 24, 35-39]. 

  
(a) (b) 

Figure 2. (a) 1996 Earthquake zone map, (b) 2018 Earthquake hazard map [38, 39]. 

2.2 Numerical Application 

In this study, the RC elevated water tank type project with a volume of 75 m3 was 

discussed in the reference "Reinforced Concrete Elevated Water Tanks Type Projects" prepared 
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by the Ministry of Rural Affairs. The structure, which consists of six columns of 40x40 cm in 

size, is 25 m high, and there is a cylindrical water reservoir on the top floor. The design and 

analysis of the structure were performed using the SAP2000 program. The model of the 

structure created in the SAP2000 program is shown in Figure 3. While designing the structure, 

the columns and beams were modeled as frame elements and the tank as shell elements [40, 

41]. 

 

Figure 3. The SAP2000 model of the elevated water tank. 

In order to determine the dynamic properties of the structure, modal analysis was first 

performed. The mode shapes, structural periods and mass participation ratios obtained as a 

result of the analysis were calculated. Modal analysis results are given in Table 1 and mode 

shapes are given in Figure 4. 

According to the analysis results, high period values were obtained in the first two 

modes. The reason for this is that the stiffness and mass affecting the period of the structure are 

greatly affected by the height of the structure. The reason why the period and frequency values 

of the first two modes are the same is that the structure has symmetry in the x and y directions 

in terms of design features and the structural features are the same in both directions. When the 

mass participation ratios are examined, it is seen that the contribution of the first and second 

modes to the total response is about 89 percent. It is seen from the analysis results that torsion 

has no effect on the total response of the structure. In fact, it is understood from the plan of the 

structure that the floor masses are distributed uniformly in the building and coincide with the 

center of rigidity. In this case, only transverse displacement occurred in the structure; no 
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rotational displacement occurred since there was no torsional moment acting on the structure 

around the vertical axis. 

Table 1. Modal analysis results. 

Mode 

number 
Direction 

Period 

(s) 

Frekans 

(Hz) 

Participation 

factor (%) 

1st x 1.16 0.86 89.03 

2nd y 1.16 0.86 89.03 

3rd Torsion 0.87 1.15 0 

4th x 0.33 3.06 65.86 

5th y 0.33 3.06 65.86 

 

 
Mode 1 (x) 

T1= 1.16 sec. 

 
Mode 2 (y) 

T2= 1.16 sec. 
Mode 3 (torsion) 

T1= 0.87 sec. 

Figure 4. Mode shapes and period values of the structure. 

 

During the dynamic analysis of the structure, the most critical stress concentrations were 

obtained for both directions of the earthquake by taking into account the loading conditions in 

the water tank. Stress values were calculated separately for the frame system carrying the 

reservoir and the reservoir. According to the analysis results, while there are no significant stress 

concentrations in the reservoir, it is seen that high compressive and tensile stresses occur in the 

column and beam supporting the reservoir in both directions of the earthquake (Figure 5). The 

stress values in the water tank are given in Table 2. 
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X direction Y direction 

(a) 

  

X direction Y direction 

(b) 

Figure 5. Stress concentration for water tank (MPa), (a) in the frame system (b) in the 

reservoir. 
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Table 2. Maximum stresses in the water tank. 

Structural system Compressive stresses (MPa) Tensile stresses (MPa) 

Earthquake direction x  y x y 

Frame system 0.44 0.75 4.71 7.84 

Reservoir 0.17 0.25 0.33 0.48 

 

The dynamic calculation of the structure was carried out separately according to the 

principles of each earthquake code taken into account. The equivalent linear method was used 

as the dynamic calculation method. The seismic load calculated according to each earthquake 

code was defined separately in the SAP2000 program, and the dynamic analysis of the structure 

was carried out. According to this method, torsional moments of at least ±5% eccentricity at the 

geometric center of the structure, depending on the seismic forces acting on the floors, were 

included in the calculations. While performing dynamic calculations according to the 2018 

earthquake code, dynamic parameters were obtained by assuming that the structure is located 

at a latitude of 38.38769° and a longitude of 38.16945° in Malatya Province. The self-weight 

of the structure, water load, hydrodynamic pressure effect of water, snow load, and wind load 

were used in the calculations as load effects. In the SAP2000 program, the weight of the 

structure under all these load effects was calculated as W = 1711.96 kN. 

In the dynamic calculation of the structure according to 1968 earthquake codes, the 𝐶𝑂 

seismic zone coefficient was taken as 0.06, the seismic site coefficient as 𝛼 = 1, the structure 

importance coefficient as 𝛽 = 1, the structure height as 29.7 m, and the structure width as 4.85 

m, and the period of the structure was calculated as 𝑇 = 1.21 s. Depending on the period of the 

structure, 𝛾 = 0.41 and the seismic coefficient 𝐶 = 0.025 were determined. Thus, the seismic 

force was calculated as 𝐹 = 42.11 kN. The floor weights calculated based on the seismic force 

are summarized in Table 3. The obtained forces were applied to the structure as equivalent 

seismic force in the SAP2000 program.  

Table 3. Distribution of seismic force among floors according to the 1968 earthquake code. 

𝐅𝐥𝐨𝐨𝐫 𝐖𝐢  𝐇𝐢 𝐖𝐢 × 𝐇𝐢 𝐅 × (𝐖𝐢𝐇𝐢)/ ∑ 𝐖𝐢𝐇𝐢) 

5 1143.41 25 28585.25 33.81 

4 137.00 20 2740 3.24 

3 140.41 15 2106.15 2.49 

2 143.86 10 1438.6 1.70 

1 147.28 5 736.4 0.87 

Total 1711.96 - 35606.4 42.11 
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In the dynamic calculation of the structure according to 1975 earthquake codes, the 

seismic coefficient was taken as 𝐶0 =0.10, the structural dynamic coefficient was taken as 𝑆 =1, 

the structural type coefficient was taken as 𝐾=3, the structure importance coefficient was taken 

as 𝐼 =1, and the seismic coefficient 𝐶 was calculated as 0.30. The seismic force was obtained 

as 𝐹 =513.59 kN. The floor weights calculated based on the seismic force are summarized in 

Table 4. The obtained forces were applied to the structure as equivalent seismic force in the 

SAP2000 program. 

In the dynamic calculation of the structure according to 1998 earthquake codes, the first 

natural period was calculated as 𝑇1 = 0.64 s. The local soil class was determined to be of type 

(B) according to the Z2 soil classification. The spectrum coefficient 𝑆(𝑇1) was calculated to be 

1.725. The seismic load reduction coefficient was taken as 𝑅=4 and the spectral acceleration 

coefficient was calculated as 𝐴(𝑇) = 0.69. Thus, the total equivalent seismic load was 

calculated as 𝑉𝑡 = 295.30 kN, and the additional equivalent seismic load acting on the N-th 

floor of the structure was calculated as ∆𝐹𝑁 = 13.15 kN. The floor weights calculated based 

on the seismic force are summarized in Table 5. The obtained forces were applied to the 

structure as equivalent seismic force in the SAP2000 program. 

Table 4. Distribution of seismic force among floors according to the 1975 earthquake code. 

𝐅𝐥𝐨𝐨𝐫 𝐖𝐢 𝐇𝐢  𝐖𝐢 × 𝐇𝐢 𝐅 × (𝐖𝐢𝐇𝐢)/ ∑ 𝐖𝐢𝐇𝐢) 

5 1143.41 25 28585.25 412.32 

4 137.00 20 2740 39.52 

3 140.41 15 2106.15 30.38 

2 143.86 10 1438.6 20.75 

1 147.28 5 736.4 10.62 

Total 1711.96 - 35606.4 513.59 

 

Table 5. Distribution of seismic force among floors according to the 1998 earthquake code. 

𝐅𝐥𝐨𝐨𝐫 𝐖𝐢  𝐇𝐢  𝐖𝐢 × 𝐇𝐢 𝐅𝐢 = (𝐕𝐭 − ∆𝐅𝐍) [
𝐰𝐢𝐇𝐢

∑ 𝐰𝐣𝐇𝐣
𝐍
𝐣=𝟏

] 𝐅𝐢 + ∆𝐅𝐍 

5 1143.41 25 28585.25 226.51 239.66 

4 137.00 20 2740 21.71 21.71 

3 140.41 15 2106.15 16.69 16.69 

2 143.86 10 1438.6 11.40 11.40 

1 147.28 5 736.4 5.84 5.84 

Total 1711.96 - 35606.4 282.15 295.30 
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In the dynamic calculation of the structure according to 2007 earthquake codes, the first 

natural period of the structure as calculated as 𝑇1 = 0.51 s. The local soil class was determined 

to be of type (B) according to the Z2 soil classification. The spectrum coefficient 𝑆(𝑇1) was 

calculated to be 2.06. The seismic load reduction coefficient was taken as 𝑅=4 and the spectral 

acceleration coefficient was calculated as 𝐴(𝑇1) = 0.824. The total equivalent seismic load was 

calculated as 𝑉𝑡 = 352.66 kN, and the additional equivalent seismic load acting on the N-th 

floor of the structure was calculated as ∆𝐹𝑁 = 13.22 kN. The floor weights calculated based 

on the seismic force are summarized in Table 6. The obtained forces were applied to the 

structure as equivalent seismic force in the SAP2000 program.  

Table 6. Distribution of seismic force among floors according to the 2007 earthquake code. 

𝐅𝐥𝐨𝐨𝐫 𝐖𝐢  𝐇𝐢  𝐖𝐢 × 𝐇𝐢 𝐅𝐢 = (𝐕𝐭 − ∆𝐅𝐍) [
𝐰𝐢𝐇𝐢

∑ 𝐰𝐣𝐇𝐣
𝐍
𝐣=𝟏

] 𝐅𝐢 + ∆𝐅𝐍 

5 1143.41 25 28585.25 272.51 285.73 

4 137.00 20 2740 26.12 26.12 

3 140.41 15 2106.15 20.08 20.08 

2 143.86 10 1438.6 13.71 13.71 

1 147.28 5 736.4 7.02 7.02 

Total 1711.96 - 35606.4 282.15 352.66 

 

In the dynamic calculation of the structure according to 2018 earthquake codes, the 

design spectrums were obtained from the Türkiye Earthquake Hazard Map Interactive Web 

Application [22]. In accordance with the ZC local soil class, the short period design spectral 

acceleration coefficient for 0.2 s (𝑆𝐷𝑆) was determined as 0.895 and the design spectral 

acceleration coefficient for the 1.0 s (𝑆𝐷1) was determined as 0.317. Horizontal elastic design 

acceleration spectrum corner periods were calculated as 𝑇𝐴 = 0.071 s and 𝑇𝐵 = 0.396 s. In the 

horizontal elastic design spectrum, the transition period to the constant displacement region is 

𝑇𝐿 = 6 s. In the direction of the earthquake considered (X), the predominant period of the 

structure was calculated as (𝑇𝑝
(𝑋)) = 0.51 s. 

The horizontal elastic design spectral acceleration value was obtained as 𝑆𝑎𝑒(𝑇) =

0.622𝑔. Taking the structure importance coefficient 𝐼 = 1, the seismic load reduction 

coefficient was determined as 𝑅𝑎(𝑇) = 8. Depending on these parameters, the reduced design 

spectral acceleration value of the structure was 𝑆𝑎𝑅(𝑇) = 0.078. The total equivalent seismic 

load acting on the entire structure was calculated as 𝑉𝑡 = 133.53, and the additional equivalent 

seismic load acting on the N-th floor of the structure was calculated as ∆𝐹𝑁 = 5 kN. The floor 
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weights calculated based on the seismic force are summarized in Table 7. The obtained forces 

were applied to the structure as equivalent seismic force in the SAP2000 program.   

Table 7. Distribution of seismic force among floors according to the 2018 earthquake code. 

𝐅𝐥𝐨𝐨𝐫 𝐖𝐢  𝐇𝐢  𝐖𝐢 × 𝐇𝐢 𝐅𝐢 = (𝐕𝐭 − ∆𝐅𝐍) [
𝐰𝐢𝐇𝐢

∑ 𝐰𝐣𝐇𝐣
𝐍
𝐣=𝟏

] 𝐅𝐢 + ∆𝐅𝐍 

5 1143.41 25 28585.25 103.20 108.20 

4 137.00 20 2740 9.89 9.89 

3 140.41 15 2106.15 7.60 7.6 

2 143.86 10 1438.6 5.20 5.2 

1 147.28 5 736.4 2.66 2.66 

Total 1711.96 - 35606.4 128.55 133.53 

 

The seismic force values calculated based on the equivalent linear method according to 

each earthquake code in the examined elevated water tank are summarized in Figure 6. 

 

Figure 6. Comparison of seismic forces according to relevant codes. 

The structural analysis results of the elevated water tank, which was analyzed in the 

SAP2000 program according to the relevant earthquake codes, are given in Table 8. The effects 

of compressive force and bending moment on the column members at the ground floor were 

taken into account. The maximum displacement in the structure occurred at the top point of the 

tank. When the analysis results in terms of base shear force, overturning moments, and 

displacement were examined, it was observed that the structural responses in the structure 

increase in proportion to the seismic forces. 

Table 8. Comparative analysis results. 

Codes 

Structural effects 

Max. 

displacement  

Base shear 

force  

Overturning 

moments 

Compression 

force 

Bending 

moment 

1968 0.02 1360.7 37142.1 63.926 298.34 

1975 0.26 16594.3 452959.5 779.615 3638.44 

1998 0.15 9642 263231.9 342.36 2113.68 

2007 0.18 11496.1 313842 408.86 2520.24 

2018 0.06 4353.4 118845.5 521.78 3415.06 
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The displacement values obtained according to the relevant earthquake code are shown 

graphically in Figure 7. According to this, it is seen that the maximum value of peak 

displacement occurred in the 1975 earthquake code, while the minimum value occurred in the 

1968 code. 

 

Figure 7. Change of displacement value in the structure according to the relevant codes. 

According to the structural analysis results, the base shear force values obtained 

depending on the relevant earthquake code are shown graphically in Figure 8. It is seen that the 

maximum value of base shear force occurred in the 1975 earthquake code, while the minimum 

value occurred in the 1968 code. 

 
Figure 8. Change of base shear force value in the structure according to the relevant codes. 

According to the structural analysis results, the overturning moment values obtained 

depending on the relevant earthquake code are shown graphically in Figure 9. It is seen that the 

maximum value of overturning moment occurred in the 1975 earthquake code, while the 

minimum value occurred in the 1968 code. 

 
Figure 9. Change of overturning moment value in the structure according to relevant codes. 
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When the analysis results in Table 8 are examined, it is seen that the elevated water tanks 

are exposed to high forces and strained under the effect of the earthquake. Accordingly, the 

most reliable analysis results for the structure were obtained from the design according to the 

2018 earthquake code. This is due to the advancement of calculation methods when earthquake 

code revisions and the improved adherence to the principle of ductility in design. 

In the province of Malatya, which was affected by the Kahramanmaraş earthquakes, 

water tanks, like most engineering structures, were significantly damaged and became 

unusable. Figure 10 shows an RC elevated water tank located in the Yeşilyurt district that was 

heavily damaged as a result of the earthquakes in question. This water tank was constructed by 

selecting from the type project examples whose structural behavior was investigated in the 

study. As a result of the Kahramanmaraş earthquakes, major damage occurred to the columns 

and beams that form the load-bearing system of the elevated water tank. 

 

Figure 10. The RC elevated water tank damaged by the 6 February 2023 Kahramanmaraş 

earthquakes, a) general view, b) damaged ring beam, c) damaged column. 

When the damage status of the structure was examined, it was observed that concrete 

failures, crushes, reinforcement buckling, and heavy reinforcement corrosion occurred in 

almost all of the beams and columns. As a result of these factors, it was determined that the 

structural members lost their carrying capacity and suffered severe damage. As seen in Figure 

10, the main reasons for these damages in the structural members can be listed below. 

• Aggregate granulometry is not suitable and therefore concrete quality is poor 

• The reinforcement used has low strength 

• All members have high stirrup spacing, and no stirrup densification was done 

• Column sections are of inadequate size 

a) b) c) 
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As a result of all these deficiencies and defects, severe damage occurred to the structure 

in question. When the type project details of RC elevated water tanks, which are widely 

constructed in our country, are examined, a major deficiency in providing the necessary seismic 

performance of the structure is evident. The reason for this is the inadequacies in the structure 

design codes valid at the time when the type projects were prepared [21, 23, 24]. These 

inadequacies have manifested as deficiencies, including material classes, reinforcement ratios, 

and limitations on section ratios. 

When the above analysis results are evaluated together with the damage state in the RC 

elevated water tank in Figure 10, it is concluded that the structure should be designed and 

constructed in accordance with the design conditions in the 2018 earthquake code to ensure its 

safety against earthquake effects. 

3 RESULTS AND DISCUSSION 

The use of lifeline structures after major earthquakes is of vital importance in ensuring 

social continuity. Water tanks are also one of the lifeline structures. These structures, which 

must be used uninterruptedly after major earthquakes, are expected to show good seismic 

behavior. However, after the Kahramanmaraş earthquakes, it was clearly seen that the necessary 

importance was not given in the design and construction processes of these structures. These 

structures received significant damage as a result of these earthquakes and their structural safety 

became critical. When the damage status was evaluated together with the design criteria in the 

current earthquake code, it was understood that the structure design was inadequate to ensure 

safety against earthquakes. As a result of this inadequacy, the effect of the design principles in 

the earthquake codes on the seismic behavior of the water tank was questioned. 

In this study, the seismic behavior of the RC elevated water tank structure, which is of 

vital importance to be used undamaged after the earthquake, was investigated according to the 

earthquake codes of 1968, 1975, 1998, 2007, and 2018. An elevated water tank with a volume 

of 75 m³ was selected from the type project examples published by the Ministry of Rural Affairs, 

which is widely applied in our country, and its design was made in the SAP2000 program. 

Modal analysis was performed to determine the dynamic properties of the structure. 

According to the analysis results, the same modal response results were obtained in both 

directions of the earthquake due to the design feature of the water tank. In the first two modes, 

the contribution of the structural mode to the total response is 89%. High period values were 
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obtained depending on the rigidity, mass properties, and height of the structure. It is also seen 

that torsion does not contribute to the dynamic response. Modal analysis results provide 

important information about the dynamic behavior of RC elevated water tanks. 

Stress analysis was performed to better understand the behavior of the structure under 

seismic effects. In the water tank, stress values for the frame system and the reservoir were 

calculated separately. While no significant stress concentration occurred in the reservoir, very 

high compressive and tensile stresses occurred in the frame system. The most obvious reason 

for this is that the material properties and structural dimensions are inadequate against seismic 

effects in the structural members that statically support the weight of the reservoir. When the 

stress analysis results are evaluated specifically for the water tank in Figure 10, which was 

significantly affected by the Kahramanmaraş earthquakes, it is thought that the damages in the 

structure are due to being exposed to such high axial compressive and tensile stress cycles 

during the earthquakes. 

In order to see the effect of design approaches in earthquake codes on the dynamic 

behavior of the water tank, the structural behavior of the tank was examined comparatively. For 

this purpose, seismic forces, displacements, base shear forces, and overturning moments in the 

structure were determined according to the calculation methods in all earthquake codes from 

the code valid on the date the type projects were published to the present day. The equivalent 

linear method was chosen as the dynamic calculation method. 

Since the 1968 earthquake code, the equivalent linear method has been used in dynamic 

calculations of structures based on the structure period. This method continued to be developed 

and used in the 1975 earthquake code. In the 1998 earthquake code, the method was developed 

by including the effective ground acceleration coefficient depending on the earthquake zone 

and the spectrum coefficient depending on the local soil classes in the calculation formulations. 

In the 2007 earthquake code, the same calculation method continued to be applied, similar to 

the 1998 code, with some restrictions. The equivalent linear method with the 2018 earthquake 

code has been comprehensively developed based on the ductile design approach. According to 

this code, design acceleration spectra are obtained using Türkiye Earthquake Hazard Maps 

Interactive Web Application. Local ground effect calculations are made in more detail than in 

previous codes. With all these improved design principles, the most accurate results are 

obtained by making more realistic calculations according to the 2018 earthquake code. 
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When the dynamic analysis of the 75 m³ volume elevated water tank structure examined 

in this study is carried out separately according to the calculation principles of each earthquake 

code, it is seen that the most unfavorable results were obtained from the design according to the 

1975 earthquake code. The reason for this is that there is a rough calculation method in this 

earthquake code, and the principle of ductility is not taken into consideration. With the 1998 

earthquake code, calculation methods have been significantly improved, and the ductility 

requirement, which will contribute greatly to the seismic performance of structures, has begun 

to be taken into account in design. It was observed that the analysis results changed safely 

depending on the development of calculation methods from the 1975 earthquake code to the 

2007 earthquake code. When the dynamic analysis of the structure was performed according to 

the current and valid 2018 earthquake code, more realistic and reliable analysis results were 

obtained. 

4 CONCLUSION AND SUGGESTIONS 

The water tank examined in this study is not an exceptional example. This example 

represents the general situation of RC elevated water tanks in Türkiye. In order for these 

structures to provide the necessary performance against future major earthquakes, the type 

projects used today need to be updated according to the 2018 earthquake code. 

It was concluded that the structure showed better performance as the design criteria and 

calculation principles were improved from the 1968 earthquake code to the 2018 earthquake 

code. Obviously, structures in this situation are at risk. If structural repair and strengthening are 

not made by taking the necessary precautions, it is inevitable that a collapse will occur in the 

structure at any time. 

In this study, the seismic behavior of RC elevated water tanks was investigated based 

on dynamic analysis. Apart from these structures, there are tank types with different materials 

and different design features. Similar studies can be conducted in the future to evaluate the 

seismic behavior of different tank types. This and similar studies will be a source for future 

studies. 

Statement of Research and Publication Ethics 
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 ABSTRACT  

 

Silver nanoparticles were successfully synthesized using cinnamon extract as a reducing agent. The 

synthesized nanoparticles, coated with cinnamon extract, were characterized through various optical and 

spectroscopic techniques. UV-visible spectroscopy confirmed the formation of cinnamon-extract-coated 

silver nanoparticles (Cinnamon-AgNPs) by optimizing parameters such as precursor salt concentration, 

pH, temperature and extract volume. The crystalline structure of the nanoparticles was examined using X-

ray diffraction (XRD), while size distribution was analyzed through transmission electron microscopy 

(TEM). It was observed that cinnamon extract effectively stabilized silver nanoparticles and the average 

particle size was 23.3 nm, with a near-spherical shape. Advances in nanotechnology have recently offered 

novel approaches in plant protection strategies. The increasing resistance of stored-product pests like 

Callosobruchus maculatus to conventional insecticides necessitates the exploration of eco-friendly 

alternatives.  In this study, the insecticidal activity of silver nanoparticles coated with cinnamon extract 

was evaluated against the adult stage of Callosobruchus maculatus. Additionally, the aqueous extract of 

cinnamon was also evaluated. Toxicity assays were conducted at varying concentrations of the 

nanoparticles and cinnamon extract, with exposure durations of 24, 48, and 72 hours. The results revealed 

that cinnamon-extract-coated silver nanoparticles exhibited the highest toxic effect at the highest 

concentration after 72 hours (60.72%). In contrast, the aqueous extract of cinnamon did not exhibit a 

significant toxic effect on C. maculatus. This significant difference highlights the synergistic insecticidal 

effect of the combination of silver nanoparticles and cinnamon extract. Overall, the findings highlight the 

significant potential of cinnamon-extract-mediated silver nanoparticles as an effective insecticidal agent 

against Callosobruchus maculatus. 

 

 Keywords: Callosobruchus maculatus, Cinnamomum sp., Extract, Silver nanoparticles, Toxicitiy, 

XRD.  
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1 INTRODUCTION 

Nanomaterials research is a fascinating and distinctive field of science that plays an 

essential role in the advancement of modern technologies. The fabrication of metal 

nanoparticles offers exceptional properties by manipulating their size at the nanometer scale, 

which distinguishes them from their bulk materials. Metal nanoparticles have found 

applications in various domains, including agriculture [1], optical devices [2], photonics [3], 

biolabelling [4], biomedical [5], electrochemical analysis [6], biosensing [7], catalysis [8], 

information storage [9], and sensors [10]. Numerous synthesis methods have been reported in 

the literature, including, photochemical reduction [11], solvothermal [12], sonochemical [13], 

microwave-assisted [14], electrochemical [15], continuous-flow procedures [16], chemical 

reduction [17], physico-chemical [18], phytosynthesis [19], and thermal decomposition [20]. 

These traditional methods of metal nanoparticle synthesis often result in environmental 

contamination due to their reliance on hazardous chemicals and solvents. 

In contrast, biosynthetic approaches to produce metal nanoparticles are considered 

environmentally friendly because they do not rely on harmful substances [21]. Recently, there 

has been a shift to bio-based nanoparticle synthesis, which is favored for its non-toxic and 

sustainable properties. Several plant extracts have been employed as both reducing and 

stabilizing agents in the synthesis of silver nanoparticles, including extracts from Annona 

squamosa peel extract, Artocarpus heterophyllus, Curcuma longa tuber, Salvia fruticosa, 

Syzygium cumini, Cinnamomum zeylanicum bark, Hibiscus rosa-sinensis, and other extracts. 

These extracts replace hazardous solvents by utilizing proteins, sugars, and flavonoid-based 

reducing agents [22], [23], [24]. 

The cowpea beetle, Callosobruchus maculatus, is a cosmopolitan insect pest. Its 

infestation often begins in the field when the mature pods dry, and once harvested and stored, 

the pest population rapidly increases, leading to destruction within 3-4 months [25], [26]. While 

chemical methods have effectively controlled these insects, continuous use has led to numerous 

negative side effects. As a result, alternative approaches to chemical insecticides have gained 

attention. Nanotechnology has emerged as a promising modern approach for insect pest 

management over the past two decades [27]. Recent studies in this field aim to increase 

pesticide effectiveness, reduce environmental pollution, and promote sustainable agricultural 

practices. For example, Dura et al. [28] reported that combining silver nanoparticles with plant 

extracts reduces the size of active substances in the plant content, allowing them to pass through 
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the cell walls of harmful microorganisms, thereby enhancing efficacy against pests. Plant-

derived nano-formulations have been tested against various insect pests [29], [30], [31], [32], 

[33], but studies comparing the toxic effects of classical and nano-formulations synthesized 

from plants remain limited [34], [35], [36], [37]. Thus, the current study is the first to evaluate 

the toxic effects of silver nanoparticles (Ag NPs) synthesized with Cinnamomum extract, as 

well as the extract alone (prepared with water), against the adult stage of Callosobruchus 

maculatus (Coleoptera: Chrysomelidae). 

2 MATERIAL AND METHOD 

2.1 Chemicals and Reagents 

During this study, high-purity chemicals and reagents were employed. NaOH (98%) and 

HCl (37%) were procured from Macron Fine Chemicals, while silver nitrate (AgNO3, 97% 

pure) was sourced from Sigma-Aldrich. All reagents were directly used without any additional 

purification. Standards and solutions were prepared with deionized water, and all experimental 

procedures were performed at room temperature. 

2.2 Fabrication and Characterization of plant extract protected AgNPs  

The synthetic protocol involved the preparation of cinnamon root extract powder; this 

was achieved by grinding a sufficient quantity of cinnamon using a pestle and mortar. Fifteen 

grams of the powder were dissolved in 1000 mL of deionized water and left to sit for one day. 

After filtration, the extract was utilized to synthesize cinnamon-capped silver nanoparticles. For 

the one-step synthesis, 1.0 mL of 0.1 M AgNO3 was mixed with 6.0 mL of deionized water in 

a beaker under magnetic stirring for 2 minutes. Subsequently, 3.0 mL of cinnamon root extract 

was added while stirring vigorously for 5 minutes. The mixture was left undisturbed to stabilize 

the nanoparticles. 

A range of analytical techniques were employed to characterize the biosynthesized silver 

nanoparticles. An optimization study was conducted using a U-3900 spectrophotometer to 

refine reaction parameters. The crystalline structure of the extract-protected AgNPs was 

analyzed via X-ray diffraction (XRD) using a JES-FA/300 instrument. Morphological analysis 

was conducted using a high-resolution transmission electron microscope (HR-TEM, JEOLS). 
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2.3 Preparation of cinnamon extract 

The preparation of cinnamon extract was conducted according to the method described 

by Velayutham et al. [38]. Fifty grams of powdered cinnamon samples were placed in 

Erlenmeyer flasks along with 500 mL of deionized water (previously boiled and cooled). The 

flasks were shaken using an electric shaker for 3 hours. The liquid phase was filtered through 

Whatman No. 1 filter paper. Deionized water was utilized for all dilutions prepared from the 

stock solution as well as for the control treatments. 

2.4 Insect rearing 

Adults of Callosobruchus maculatus were taken out from laboratory mass cultures 

reared in glass jars at 28 ± 2°C and relative humidity of 60±10% on cowpea. Newly emerged 

adults of C. maculatus (1-2 days old) from the laboratory culture were used for the experiments. 

2.5 Toxic effect of cinnamon extract embedded AgNPs against 

Callosobruchus maculatus 

During the laboratory trial, cinnamon extract and synthesized AgNPs were subjected to 

a dose–response bioassay for toxic effects on Callosobruchus maculatus. Different 

concentrations ranging from 5, 10, 20, 40 and 80 mg/l were prepared by diluting in sterile 

distilled water for synthesized AgNPs. Additionally, the extract of Cinnamon were prepared by 

diluting in sterile distilled water with 20, 40, 60, 80 and 100 mg/l concentrations. For each 

experimental treatment, 20 individuals were transferred to each of three Petri dishes. The 

aqueous cinnamon extract and synthesized AgNPs were topically applied to body surfaces by 

using a microsyringe as 2 μl for each concentration. Three replications were carried out for each 

concentration and control. Mortality was recorded every 24 hours for 3 days and the mortality 

data was corrected by using Abbot’s formula [39]. 

3 RESULTS AND DISCUSSION 

3.1 Synthesis and Characterization 

UV-vis absorption of silver nanoparticles was confirmed in the spectra at 200-700 nm 

and analysis was carried out to optimize various reaction parameters. For this purpose, the 

optimization of concentration of salt was initially carried out and on the basis of more blue-

shifted band in UV-vis spectra. Consequently, 0.3ml of 0.1M AgNO3 was optimized for further 
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study as depicted in Fig.1 (a). The observed plasma resonance peaked around at 435 nm, 

indicating the presence of silver nanoparticles in the solution [40], [41]. The inset photograph 

revealed that the initial solution was dark, and changes in concentration influenced the 

nanoparticle coloration. pH was identified as a critical factor in nanoparticle Based on peak 

shifts, pH 7 was chosen, as shown in Fig. 1(b), with corresponding color changes during the 

experiment also displayed in the inset. 

 

Figure 1. Optimization of 0.1M AgNO3 (a) and effect of pH on formation of cinnamon root 

extract capped AgNPs (b). 

 

The optimization studies resulted in the production of small, narrowly distributed silver 

nanoparticles. The crystalline structure of the synthesized nanoparticles was confirmed using 

XRD analysis, with results presented in Fig. 2. The data indicated that the silver nanoparticles 

exhibited distinct crystalline peaks at 2Ѳ values of 38°, 44°, 63°, and 78°, corresponding to the 

(111), (200), (220), and (311) planes, respectively. 

(a) (b) 
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Figure 1. XRD pattern of Cinnamon root extract-protected silver nanoparticles. 

Morphological analysis was conducted using a TEM instrument. The findings 

confirmed that the cinnamon extract effectively stabilized the silver nanoparticles, with an 

average particle size of 23.3 ± 2 nm, as depicted in Fig. 3(a) and (b). Furthermore, Fig. 3 

highlighted the embedding of AgNPs within the cinnamon root extract matrix. The TEM images 

in Figure 3b show that the cinnamon-based nanoparticles are well-dispersed, round-shaped, and 

distinct from each other without aggregation. 

 

Figure 3. TEM images of a pure cinnamon root extract (a) and cinnamon root extract 

embedded AgNPs. 

3.2 Toxic effects of Cinnamon embedded AgNPs against Callosobruchus 

maculatus 

In this study, silver nanoparticles (AgNPs) were successfully synthesized using a green 

synthesis method with cinnamon extract. The insecticidal effect of the synthesized AgNPs was 

evaluated, and the results demonstrated that AgNPs coated with cinnamon extract exhibited 
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significant toxicity against Callosobruchus maculatus. The synthesized AgNPs showed higher 

mortality compared to the aqueous cinnamon extract, with a dose-dependent increase in 

effectiveness. The highest mortality rate (60.72%) was observed after 72 hours at the highest 

AgNP concentration. In contrast, the aqueous cinnamon extract alone exhibited a lower impact 

on C. maculatus, with mortality rates ranging from 12% to 33.33% at 48 and 72 hours (Table 

1).  

Table 2. Mortality of Callosobruchus maculatus adult at various concentrations of aqueous 

extract and synthesized AgNPs using Cinnamon. 

Extract 
Concentrations 

(mg/L) 

24 h 

Mortalitya 

%±SD 

48 h 

Mortalitya 

%± SD 

72 h 

Mortalitya 

% ± SD 

Aqueous extract 20 3.34±1.20 12.06±1.67 14.04±1.02 

 40 8.34±1.38 17.23±1.56 17.54±1.61 

 60 10±1.24 24.13±1.26 28.07±1.89 

 80 10±1.74 28.57±1.45 29.83±1.49 

 100 11.66±0.96 30.35±1.58 33.3±1.69 

     

Synthesized 

AgNPs 
5 15±2.01 29.30±1.68 42.85±2.45 

 10 23.3±1.98 34.48±2.86 48.21±2.05 

 20 30±1.36 41.38±1.96 51.78±2.86 

 40 35±2.28 51.72±2.35 57.14±2.78 

 80 43.3±1.22 56.90±1.94 60.72±2.13 

aThe mortality was adjusted using Abbott formula 

 

To our knowledge, no previous studies have investigated the insecticidal effects of 

cinnamon-derived silver nanoparticles (AgNPs) against Callosobruchus maculatus. While the 

toxicity of various nanoparticles towards C. maculatus and other insects (e.g., mosquitoes, rice 

weevils) has been reported [42], [38], [43], [44], [45], [33] research on the comparative 

insecticidal efficacy of plant-derived nano- and classical formulations remains limited 

[34],[35], [36], [37]. Balcı et al. [37] demonstrated that nano-formulations of Melaleuca 

alternifolia and Azadirachta indica extracts exhibited enhanced efficacy against Tetranychus 

urticae compared to their classical counterparts. Similarly, Al-Husseini et al. [39] reported that 

silver nanoparticles derived from Punica granatum displayed more significant greater toxicity 

against Culex quinquefasciatus than the corresponding ethanol extract. Our findings contribute 

to this limited body of knowledge by providing evidence of the insecticidal potential of 

cinnamon coated AgNPs against C. maculatus. 
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4 CONCLUSION AND SUGGESTIONS 

A green and economical synthesis method was developed to create stable cinnamon-

embedded silver nanoparticles (Ag NPs), using cinnamon as a dual protecting and reducing 

agent. This approach offers the advantages of simplicity, economic viability, environmental 

friendliness, ease of use, and high effectiveness. The resulting Ag NPs were characterized using 

advanced analytical techniques. Analysis revealed that the nanoparticles were uniformly small 

and highly stable. 

Finally, the toxicity of the cinnamon-coated Ag NPs was assessed against adult 

Callosobruchus maculatus (Coleoptera: Chrysomelidae). Toxicity was evaluated over 24, 48, 

and 72-hour periods, using various concentrations of aqueous cinnamon extract (both with and 

without Ag NPs). The results demonstrated that the synthesized Ag NPs (at the highest 

concentration of 80 mg/L) exhibited maximal toxicity after 72 hours (60.72% mortality). In 

contrast, the cinnamon extract alone showed no significant effect on C. maculatus. However, 

the Ag NPs coated with cinnamon extract demonstrated a significant toxic effect on adult C. 

maculatus. 

These findings, showing the significant toxicity of the cinnamon-coated Ag NPs, 

suggest their potential as botanical insecticides targeting C. maculatus. Further research is 

required to determine the precise mechanism of action and evaluate their efficacy under 

warehouse storage conditions. Future studies should also assess the effects on non-target 

organisms and consider the long-term environmental implications. 
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 ABSTRACT  

 

Urban heat islands (UHI) disrupt the environmental balance in urban areas. The rate and 

impact of this formation are intensified by the increase in impervious surfaces, along with urban 

sprawl and land use changes. This increase reduces natural water absorption, causing heat 

retention and airflow restriction. Changes in land cover alter surface albedo, affecting energy 

interactions between the atmosphere and the surface, leading to local climate change. Remote 

detection methods are important tools for data gathering and assessing UHIs. This study uses a 

spatiotemporal analysis to examine the relationship between urban development and UHI 

change between 2005 and 2021, focusing on the Etimesgut district, located on the western 

development axis of Ankara, where land use changed from agricultural and public land to large-

scale residential areas in the last three decades, in particular along with the development of mass 

housing by Housing Development Agency. Therefore, the district was under pressure for urban 

growth and mainly developed by transferring public property to private property. The analysis 

explains how urban sprawl increases land surface temperature (LST), contributing to the 

formation of UHIs. This study shows that in the Etimesgut district, where the built-up area has 

increased significantly between 2005 and 2021, from 9,040 ha to 12,934 ha, showing a 43.08% 

increase, there has been an increase in the LST by about four °C, rising from 43.33°C to 47.02°C 

in July. Satellite imagery-based findings indicate that the replacement of agricultural land by 

built-up areas accelerates the rise in temperatures in the region by weakening natural cooling 

mechanisms. This study intends to inform urban policy and policy development and offers an 

evidence-based approach using the Etimesgut district in Ankara as a case study. Urban 

development policies should cover climate-prone strategies and thermal governance to mitigate 

the UHI effects when barren or agricultural land is replaced with impervious surfaces of large-

scale residential areas. 
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1 INTRODUCTION 

Sustainable development is defined as "development that meets the needs of the present 

without compromising the ability of future generations to meet their own needs" (WCED, 

1987), achieved through a balance among environmental, social, and economic factors. Its 

widespread adoption began with the Brundtland Report (1987). It was reinforced by subsequent 

initiatives such as the 1992 Earth Summit, Local Agenda 21 (LA21) publications, the European 

Commission's Green Papers, and the OECD's environmental policy reports for cities. These 

efforts aimed to address energy consumption, CO2 emissions, and waste management to 

mitigate the impacts of rising temperatures, sea-level rise, and extreme weather events [1]. The 

relationship between sustainable development and urban heat islands (UHIs) has emerged as a 

critical study area. UHIs result from urbanization-induced factors such as reduced vegetation, 

increased impervious surfaces, and anthropogenic heat emissions, which raise urban 

temperatures, degrade air quality, and pose significant public health risks. Reducing UHI effects 

through energy-efficient urban design, green infrastructure expansion, and climate adaptation 

strategies aligns directly with sustainable development goals. Thermal governance thus offers 

a strategic framework to enhance urban resilience, improve living conditions, and contribute to 

global efforts against climate change [2]. 

Urban areas are key to globalization and development models and show the evident 

transition to new land use types [3]. Research on UHIs has gained particular attention due to 

the impact of this transition on energy consumption in buildings, human comfort, air pollution, 

and urban ecology [4]. UHI forms when an urban area is warmer than the surrounding rural 

areas, with temperature differences observable on the surface or in the air, particularly near the 

ground. This phenomenon is influenced by surface energy and radiation balance accompanying 

urban development, as well as by natural factors, urban form and function, and time, which 

shows daily and seasonal variability [5]. The increase in air temperature leads to a decline in 

the quality of urban livability, thus giving rise to urban heat stress [4]. 

The UHI effect can impact local weather and climate by altering wind patterns and 

precipitation rates [6]. Impervious surfaces in cities, including building roofs, parking lots, 

roads, transportation infrastructure, tall buildings, and areas without vegetation (e.g., sandy or 

barren regions), primarily contribute to the UHI effect due to air trapping and airflow reduction 

[7]. The thermal balance in the built environment is defined as the sum of heat gains, heat 

storage, and heat losses. Since urban areas experience higher heat gains and lower heat losses 



B. H. Kutlu Aydın, B. H. Özüduru / BEU Fen Bilimleri Dergisi, 14 (1), pp. 435-463, 2025 

 

 

437 

than surrounding rural or urban environments, the thermal balance in these areas is higher, 

leading to elevated ambient temperatures compared to rural regions. [8]. 

Residential areas typically consist of impervious surfaces, which act as barriers to water 

infiltration into the ground. The increase in impervious surface areas is the primary driver of 

hydrological and environmental changes linked to urban growth [9]. Changes in land use and 

land cover alter the surface albedo (reflectance or reflectivity), which enhances energy 

interactions between the atmosphere and the surface, leading to local climate impacts. Land use 

changes lead to alterations in LST [10]. Due to variations in land use and land cover (LULC) 

changes, the albedo, thermal conductivity, capacity, and retention of surfaces are affected [11]. 

Each city's LULC varies by its unique urban structure, the primary construction 

materials of the built environment, population density, shape, size, arrangement of buildings, 

planning strategies, and growth dynamics [12]. The increase in global warming is linked to 

LULC changes, with temperature fluctuations in urban centers being notably higher than in 

surrounding areas [13]. 

Population growth in cities and economic and functional expansion also alters urban 

morphology. This transformation necessitates the addition of physical structures such as 

housing, offices, industrial zones, commercial spaces, and transportation infrastructure to 

support urban activities [14]. Increasing population density, the expansion of residential areas, 

the rise in buildings and impervious surfaces, the type of construction materials used, greater 

vehicular traffic, excessive energy consumption, air pollution, and poor air circulation all 

contribute to changes in urban microclimates [15], [16]. To accommodate urban growth, cities 

expand beyond their urban boundaries, placing pressure on surrounding natural resources and 

replacing wetlands, vegetation, and agricultural land [17]. Economic development in cities 

often leads to new industrial zones, public infrastructure, open spaces, and residential 

developments. Urban sprawl, with the conversion of vegetative and barren lands near cities into 

urban areas, exacerbates the UHI effect [18] and causes changes in ecology, biodiversity, 

landscapes, and natural habitats [19]. The biophysical characteristics of urban spaces are key 

determinants of the local climate. 

Remote sensing methods have proven to be valuable in understanding the LULC 

change. Earth observation data are widely used to assess the effects of UHI spatial distribution, 

urban vulnerabilities, and health-related risks [20]. Surface UHI is typically measured using 
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LST derived from thermal remote sensing, providing an opportunity to characterize UHI 

formation across various temporal scales (daily, seasonal, and annual) [4].  

Various land cover indices have been developed to investigate the relationships between 

land cover changes and land surface temperature (LST). One such index is the Normalized 

Difference Vegetation Index (NDVI), which is utilized to assess vegetation density on a global 

scale, monitor drought events, track and predict agricultural productivity, identify fire-prone 

areas, and map desertification processes [21]. The correlation between NDVI and LST indicates 

that changes in vegetation cover can significantly influence surface temperatures. In particular, 

areas with dense vegetation are often associated with lower surface temperatures, highlighting 

the critical cooling effect of vegetation. 

This study uses spatiotemporal analysis to examine the relationship between LULC 

change and the UHI. It focuses on the Etimesgut district in Ankara, a new development area, to 

identify how urban sprawl impacts local climate dynamics and contributes to the intensification 

of the UHI effect. This study investigates how land use changes from agriculture to large-scale 

residential areas between 2005 and 2021, influence the change in UHIs by increasing LST. The 

findings are evaluated in order to define how urban sprawl has an impact on a city, Ankara. 

Following the introduction, the second section explains the data and methods used. The third 

section presents the study's main findings, while the final section evaluates the results 

concerning urban policy and strategies. 

2 STUDY AREA, DATA AND METHODOLOGY 

2.1 Study Area 

Ankara is the capital city of Turkiye, and it is experiencing a rapid population increase. 

The population, recorded at 4.466.756 in 2007, increased to 5,747,325 by 2021, representing a 

growth rate of 28,67% [22]. The growth of the city as a result of this increase has been 

influenced by various factors. These factors include the site selection of public institutions in 

the city center following the Jansen Plan, the first plan implemented, and the industrial and 

residential development zones designated after the Yücel-Uybadin Plan in 1957, the second 

plan implemented. Particularly, the increasing residential areas after the 1950s and the rise in 

informal housing (squatters) from the 1960s onwards contributed to Ankara’s significant growth 

[41]. In the 1970s, particularly in the 1990s, the city expanded along its West, on the Istanbul 

and Eskisehir highways, with many public institutions and university campuses [23]. 
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With the 1990 Master Plan, Ankara's previously monocentric and compact urban form 

transformed into a polycentric structure, where the population shifted towards newly developed 

residential areas and urban development occurred along various axes. The 1990 Master Plan 

developed the first strategies and planning decisions to overcome the city's geographic 

constraints, shaping Batikent, Sincan, and Cayyolu as large-scale residential areas located on 

the periphery, outside the central core [24]. In the 2023 Ankara Master Development Plan, 

residential development trends continue to expand along this corridor, reinforcing the 

decentralization policies of the 1990 Master Plan. The Etimesgut district is also designated as 

a large-scale residential area shaped by these plans. As a result of the LULC analysis conducted 

using Landsat satellite images, the built-up area in Ankara has increased from approximately 

126,569 hectares in 2005 to approximately 162,586 hectares in 2021, reflecting a 28.46% 

increase. 

In this context, the Etimesgut district was initially planned as part of the western 

development corridor, followed by the southwestern development corridor, emerging 

sequentially after the Batıkent-Sincan and Çayyolu satellite towns as a new growth area. The 

concentration of urban work zones in the district and the planning of large-scale residential 

areas after the 1980s have highlighted the residential regions. These planned developments 

were supported by social amenities and the strategic location of significant public buildings 

during this period. With the suburbanization process accelerating urban growth around the city, 

Etimesgut has undergone a transformation in housing typology, shifting from mass housing to 

luxury residential developments, making the district a significant hub in terms of housing, 

public structures, and infrastructure along with the urban development process accelerating 

urban growth around the district. The concentration of business zones and large-scale residential 

areas in the district after the 1980s has highlighted the significant change from agricultural to 

built-up land. Urban amenities supported these planned developments.   

Neighborhoods within the Etimesgut district, such as Eryaman, Elvankent, Yapracık, 

and Bağlıca, have also become important residential areas following investments and urban 

growth after the 2000s. In particular, the large-scale residential developments in the district 

were significantly influenced by the mass housing projects initiated by the Housing 

Development Agency, which facilitated the transformation of land use from agricultural and 

public land to extensive residential areas over the last three decades. As a result, urban growth 

in Etimesgut was primarily driven by the transfer of public property to private property, placing 

the district under significant development pressure. The Etimesgut district was selected as the 
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study area due to the rapid population increase in Ankara following the declaration of the 

Republic and its designation as the capital, which accelerated the urbanization process and 

increased urban density. As urban density grew, new development corridors were planned, and 

growth along these corridors exceeded expectations. Therefore, the Etimesgut district is a key 

area for examining the impacts and consequences of urban development on the formation of 

UHIs. Figure 1 shows the district's location in Ankara and the location of neighborhoods in 

Etimesgut. This area was selected as the study site due to its rapid population increase and 

expansion, accelerating urbanization, and increasing urban density, contributing to urban 

sprawl. This study highlights the temperature source for the UHI effect, LULC, and NDVI 

parameters, focusing on changes between 2005 and 2021. A temperature change profile has 

been created. 

 

Figure 1. Study Area: Etimesgut District Boundary and its Neighborhoods.  

2.2 Data Sources 

Landsat satellite images obtained from USGS (United States Geological Survey) for 

2005 and 2021, including LST, land use, vegetation cover (NDVI), and data from Open Street 

Map (road network and building footprints), high-resolution Google Earth imagery digitization, 

and field survey data are utilized in this study. There are seven thermal band datasets. Among 

these, bands 1 to 5 and 7 have a spatial resolution of 30 meters, while the thermal band 6 has a 

resolution of either 120 meters (TM) or 60 meters (ETM+), depending on the sensor used.  

2005 measurements were retrieved using the bands from Landsat 4-5 TM satellite 

images for each month of the year as follows: 
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• LST – (bands 3, 4, 6) 

• NDVI – (bands 4, 3) 

2021 measurements were retrieved using the bands from Landsat 8 TM satellite images 

for each month of the year as follows: 

• LST – (bands 4, 5, 10) 

• NDVI – (bands 4, 5) 

July data were used following atmospheric and geometric corrections. Table 1 presents 

the dataset information for the satellite images for 2005 and 2021. According to Table 1, the 

cloud cover ratio was determined to be 0.02 for 2005 and 0.00 for 2021. 

Table 1. Satellite image dates. 

Year Month Day Time Sensor 
Cloud 

Cover 
Path Row 

2005 July 03.07.2005 08:14 Landsat 4-5 TM 0.02 177 32/33 

2021 July 31.07.2021 08:27 Landsat 8 TIRS/ORS 0.00 177 32/33 

 

Ground temperature data from meteorological stations provided by the Turkish State 

Meteorological Service are used to analyze the accuracy of the LST distribution obtained from 

satellite data. For 2005 and 2021 satellite data, only seven stations were operated by the Turkish 

State Meteorological Service in Ankara, and two were in Etimesgut (Table 2). 

Table 2. Meteorological Station Locations in Ankara. 

Station 

Number 
Station Name District 

Latitude 

(Decimal) 

Longitude 

(Decimal) 

Elevation  

(m) 

17127 Airport/Area District 40.0788 32.5657 838 

17128 
Ankara Murtet 

Airport 
Kazan 40.1240 32.9992 959 

17129 
Ankara Esenboga 

Airport 
Cubuk 39.9558 32.6854 806 

18250 Etimesgut Airport Etimesgut 39.9725 32.8639 887 

17131 
Kecioren/9 

(Ankara) Region 
Kecioren 39.9343 32.7387 820 

17134 
Ankara 

Guvercinlik Airport 
Etimesgut 39.8032 32.8434 1115 

17137 
Golbasi/Ufuk 

Danisment 
Golbasi 39.7985 32.9716 1807 
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2.3 Method 

The study method covers three stages. Following retrieving the indices through imagery 

acquisition, we perform some computations to prepare the data for analysis. NDVI, LST, 

LULC, Road Network and Built-up Areas, Meteorological, and Population Data have formed 

the base for analysis. Next, all indices are prepared using various computations (Figure 2). 

Following these computations, we analyzed the changes in 2005 and 2021. In this section, these 

stages are discussed in detail. 

 

Figure 2. Flow Chart of Data Retrieval, Computation and Spatio-temporal Analysis Stages. 
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2.3.1 Data Retrieval and Computations 

Normalized Difference Vegetation Index (NDVI) 

Remote sensing technology can monitor vegetation cover. NDVI data is one of the most 

widely used tools for tracking vegetation. Using the near-infrared (NIR) and red (RED) 

wavelength bands of satellite imagery, NDVI assesses vegetation greenness, density, and 

changes in density. When vegetation is dense, reflectance in the red region decreases while 

reflectance in the near-infrared region increases. This variation is captured by NDVI data 

analysis [25], [40]. 

The NDVI value is calculated using the formula (NIR – RED) / (NIR + RED). 

For Landsat 4 and 5, NDVI is calculated using two bands: Band 3 (RED) and Band 4 

(NIR), while for Landsat 8, it is calculated using Band 4 (RED) and Band 5 (NIR). 

NDVI ranges between -1 and +1, and areas covered with green vegetation always have 

a positive NDVI. Water bodies exhibit low reflectance in both spectral channels, resulting in a 

negative NDVI. The near-infrared (NIR) channel reflects more than the visible (RED) channel 

for soil. The soil's moisture content and the rainfall that impacts the vegetation in the study area 

also influence NDVI [38].  

Land Surface Temperature (LST) 

This study uses the classical method, which consists of six steps, for calculating LST. 

With advancements in remote sensing, LST obtained from satellites (such as Landsat, MODIS, 

and ASTER) is widely used to evaluate UHIs and analyze the effects of urban warming [26]. 

Satellite LST data vary depending on the period, resolution, accuracy, and availability. Using 

formulas from the USGS Landsat 8 handbook, the six-step process is followed to calculate LST 

from thermal bands (e.g., Landsat or MODIS satellite data). These stages are as follows: 

Conversion of Pixel Values (DN) to Spectral Radiance Values, Conversion of Spectral Radiance 

Values to Brightness Temperature Values, Determination of the NDVI, Determination of the 

Proportion of Vegetation (Pv), Determination of Emissivity (LSE) Values, Determination of 

LST Values [25]. 

Land Use-Land Cover (LULC) 

LULC changes are closely associated with shifts in climatic conditions, which can be 

detected along with vegetation cover and soil moisture content [20], [27]. In urban areas, the 

change in LULC is directly related to urban growth and development [28]. Since the 1960s, 
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multispectral satellite imagery, such as WorldView2 and Landsat, has been a crucial data source 

for monitoring LULC changes [29]. The images were classified using the Maximum Likelihood 

classification, which helped obtain a LULC classification. The classification helped to 

categorize land cover into settlement areas, forest areas, vegetation, barren land, and water 

bodies.  

Population Projection Calculation 

To assess the impact of urban population density on temperature, population data for the 

central districts of the study area for the years 2007 and 2021 were obtained from the Turkish 

Statistical Institute [22]. The population of Etimesgut was 272,977 in 2007 and 606,472 in 2021. 

Due to the transition to address-based population registration in 2007, detailed data for the year 

2005 was not available. Therefore, the population was projected for 2005, using 2007 data.  

The limited exponential growth method was used for the population projection. This 

method assumes that population growth has an upper limit. Initially, the growth rates for each 

district, the corresponding populations, and the arithmetic average of the selected period (2007, 

2013, 2021) growth rates are calculated [32]. The population growth rate (k) is calculated using 

Equation (1). The population in 2005 was 3,881,962 for Ankara and 272,977 for the Etimesgut 

District. 

𝑘 = {

𝑘 ≤ 1 𝑖𝑓 𝑘 = 1

1 < 𝑘 < 3 𝑖𝑓 𝑘 = �̅�
𝑘 ≥ 3 𝑖𝑓 𝑘 = 3

  →    𝑘 = ( √
𝑁𝑠

𝑁İ

𝑡𝑠−𝑡𝑖

− 1) × 100 (1) 

where; 

ts: Population based on the most recent census year, 

ti: Population based on the initial census year, 

Ns: Population counted in the most recent census year, 

Ni: Population counted in the initial census year. 

The projected population is computed after calculating k, as shown in Equation (2). 

𝑁𝑝 = 𝑁𝑠 × (1 +
𝑘

100
)

𝑜𝑓 𝑦𝑒𝑎𝑟𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑠 𝑎𝑛𝑑 𝑡𝑖

 (2) 

where; 

Np: Projected Population, 

Ns: Population counted in the most recent census. 
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2.3.2 Spatio-temporal Analysis 

Following the data retrieval and computations, we analyzed the respective changes 

between 2005 and 2021. Thematic mapping has been useful for following the spatial change 

between these years. For both years, a crossectional display has been in effect. The data, 

corresponding to July for both years, highlight the differences reflected in the indices. The rise 

in temperatures is not solely dependent on the amount of vegetation but is also associated with 

climate change and other environmental factors [33].  

3 RESULTS AND DISCUSSION 

The findings reveal a significant increase in LST in the Etimesgut district between 2005 

and 2021. This rise in LST is a clear indicator of the UHI effect.  

NDVI: Using the bands from Landsat 4-5 and Landsat 8 satellite images for each month 

in 2005 and 2021 shows NDVI changes (Figure 3). 

As illustrated in Figure 3 (a), the NDVI in 2005 varied between -0.90 and 0.73, while 

in Figure 3 (b) in 2021, the NDVI varied between -0.57 and 0.86. Positive NDVI indicates a 

high density of healthy vegetation. The highest NDVI in 2021 was 0.86, compared to 0.73 in 

2005, with a %17.8 increase. When the NDVI value falls between 0 and -1, it indicates areas of 

bare soil, water bodies, or regions without vegetation. In 2005, the lowest NDVI value was -

0.90; in 2021, this value increased to -0.57, suggesting a reduction in bare soil areas over the 

years.  

This increase is valid for several neighborhoods; for example, in Eryaman, Alsancak, 

Ahi Mesut, and Elvankent, urban development created an overall increase in NDVI. Particularly 

for example, in Eryaman neighborhood (as shown in Figure 3(a) and 3(b)), the NDVI values 

varied between -0.006 and 0.51 in 2005 and between 0.049 and 0.66 in 2021; in the Alsancak 

neighborhood, the values ranged from -0.01 to 0.37 in 2005 and from 0.02 to 0.58 in 2021; and 

the Ahi Mesut neighborhood, the values varied between 0.05 and 0.42 in 2005 and between -

0.23 and 0.69 in 2021; the Elvankent neighborhood, the values ranged from 0.05 to 0.42 in 

2005 and from 0.02 to 0.67 in 2021. These neighborhoods experienced rapid development due 

to the development of large-scale residential areas. Along with this intensification, the increase 

in vegetation density in non-urbanized areas, the conversion of agricultural activities into active 

green spaces, and the implementation of green space designs within urbanized zones have 
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collectively contributed to a general increase in NDVI values. The relationship between NDVI 

and LST indicates that changes in vegetation can influence LST.  

 

Figure 3. (a) NDVI of Etimesgut District (2005), (b) NDVI of Etimesgut District (2021). 
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The analysis shows that in 2005, the NDVI values for the Bağlıca, Yapracık, and Şehit 

Osman Avcı neighborhoods of Etimesgut were high, reflecting their rural character with 

agricultural land and large green spaces. In the Bağlıca neighborhood, the NDVI values varied 

between 0.02 and 0.51 in 2005 and between 0.02 and 0.67 in 2021; in the Yapracık 

neighborhood, the values ranged from 0.00 to 0.60 in 2005 and from -0.13 to 0.77 in 2021; and 

Şehit Osman Avcı neighborhood, the values varied between-0.05 and 0.48 in 2005 and between 

-0.30 and 0.67 in 2021. However, by 2021, urban development has significantly increased, 

particularly in Bağlıca and Yapracık. These areas experienced a sharp decline in NDVI values 

due to large-scale residential areas and social amenities, reducing green spaces. For example, 

Yapracık, in particular, was rapidly developed with large-scale residential projects of the 

Housing Development Agency, and the 2021 map shows low NDVI values, indicating the 

severe built-up area increase in the area. 

According to the 2018 Urban Atlas Street Tree Layer data by Land Copernicus (Figure 

4), the total area of street trees in Etimesgut is 11.01 km², which constitutes approximately 

3.76% of the total surface area of 292.558528 km². This data indicates that the density of trees 

in the region is limited, and treeless grass areas predominantly characterize the landscape. The 

limited presence of broad-leaved trees and the predominance of treeless grasslands in Etimesgut 

are critical factors to consider in land surface temperature (LST) assessments, as the structure 

of the vegetation directly influences the distribution and intensity of surface temperatures. 

 

Figure 4. 2018 Urban Atlas Street Tree Layer of Etimesgut. 

LST: LST thematic maps for the Etimesgut district were created using the thermal bands 

from Landsat 4-5 and 8 satellite images for each month in 2005 and 2021 (Figure 5a-5b). 
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Figure 5. (a) LST of Etimesgut District (2005), (b) LST of Etimesgut District (2021). 

The highest recorded temperature in July 2005 was 43.33°C; in July 2021, it reached 

47.02°C (Figure 5a). This indicates that the hottest days in July 2021 were approximately 4°C 

warmer than in 2005. This temperature increase is a clear indicator of global warming and 

climate change, influenced by various factors such as extreme heat events, urbanization, 

deforestation, and rising greenhouse gas emissions. 

In July 2005, the lowest recorded temperature was 19,25°C; in July 2021, it significantly 

increased to 27°C (Figure 5b). This change indicates a reduction in the difference between 

daytime and nighttime temperatures, showing that July 2021 was generally warmer than July 

2005. Such a significant increase reflects a notable shift in local climate conditions and a general 

temperature rise. The rise in temperature, particularly at night, suggests milder nighttime 

conditions and a reduced cooling effect, highlighting the impact of impervious surfaces and 

other factors on local climate dynamics. 

The 2005 NDVI analysis of the Eryaman and its surroundings—the Eryaman, Alsancak, 

Ahi Mesut, and Elvankent neighborhoods of Etimesgut—shows that due to the presence of 

green spaces and barren land, the LST values were generally lower and more moderate. 

However, by 2021, an increase in LST was observed in these neighborhoods. This indicates that 

the rise in built-up areas contributed to higher LST, again highlighting the impact of large-scale 

residential areas on local thermal conditions. 

The changes in vegetation, assessed by NDVI, influence LST. However, the rise in 

temperatures is not solely dependent on the amount of vegetation but is also associated with 

climate change and other environmental factors. This highlights the complex interplay between 
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urban development, vegetation loss, and broader climatic and environmental changes, pointing 

to increasing LST values. 

The Difference in LST Between 2005 and 2021: The LST values show a difference of -

2 to 6 degrees between 2005 and 2021 (Figure 6). 

 

Figure 6. Difference in LST for Etimesgut District between 2005 and 2021. 

When examining the LST differences, it is observed that temperatures have decreased 

in some areas and increased in others, indicating cooling in certain regions and warming in 

others. Areas where LST has dropped by up to -2°C may have experienced cooling due to 

environmental or microclimatic factors. These factors could include increased vegetation 

(which provides cooling through evapotranspiration), changing wind patterns, higher rainfall, 

or human-induced changes. In the recently developed neighborhoods of Bağlıca, Yapracık, 

Etiler, Yeşilova, Ballıkuyumcu, and Yukarı Yurtçu, the surface temperature (LST) differences 

range between 3°C and 6°C. 

The LST difference across Etimesgut between 2005 and 2021 shows a notable increase, 

particularly in the Bağlıca and Yapracık neighborhoods. Rapid urban development, the 

reduction of vegetation, and increased urban density in these areas have led to a rise in LST. In 

contrast, the Eryaman, Alsancak, Ahi Mesut, and Elvankent neighborhoods show a smaller 

temperature difference. This may indicate that green spaces have been better preserved in these 

areas than Bağlıca and Yapracık neighborhoods and that urban development has been more 

limited, with growth occurring in a more balanced way. 

LULC: LULC data for July 2005 and 2021 was obtained using satellite images through 

maximum likelihood classification, one of the supervised classification methods. As shown in 
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Figure 7, the LULC was categorized as settlement areas, forest areas, vegetation, barren land, 

and water bodies. 

 

Figure 7. (a) LULC of Etimesgut District (2005), (b) LULC of Etimesgut District (2021). 

As of 2005, the urbanized area in Etimesgut district covered approximately 9,040 

hectares, while by 2021, this area had expanded to around 12,934 hectares, reflecting a 43.07% 

increase. In contrast, agricultural and forest land decreased from 7,697 hectares in 2005 to 5,347 

hectares in 2021, marking a 30.53% decline. The land cover analysis indicates that from 2005 

to 2021, forest and agricultural areas lost their characteristics, while built-up areas continued to 

expand partially. 

The analysis shows that in 2005, the Eryaman, Alsancak, Ahi Mesut, and Elvankent 

neighborhoods had a high density of forests and vegetation, with relatively limited urban 

development. However, by 2021, these neighborhoods experienced fewer green spaces and 

more built-up areas. In contrast, also supported by the NDVI and LST analysis, the Bağlıca and 

Yapracık neighborhoods in 2005 had large areas of green and barren land with minimal 

development. By 2021, these areas underwent significant urban transformation, with urban 

areas expanding notably, particularly in Bağlıca and Yapracık, where green spaces were 

significantly reduced. 

Road Network Analysis: The road network analysis reveals that the total road length 

increased from 1,107.56 km in 2005 to 1,773.08 km in 2021, representing an approximate 

increase of 60.08% (Figure 8 (a), (b)). 
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Figure 8. (a) Road Network Analysis of Etimesgut District (2005), (b) Road Network 

Analysis of Etimesgut District (2021). 

The increase in road network length not only reflects economic growth and development 

but also serves as a significant indicator of urban expansion. An increasing population drives 

the need for more residential areas, business spaces, and services, leading to the expansion of 

cities and the construction of new roads. This process of urban growth, while addressing the 

demands of a growing population, contributes to rising surface temperatures due to the 

replacement of vegetated areas with impervious surfaces [39].  

The analysis shows that in 2005, for example, the Eryaman, Alsancak, Ahi Mesut and 

Elvankent neighborhoods had a well-developed road network and established urban 

infrastructure, which is why there was little expansion in these areas by 2021. However, in the 

Bağlıca and Yapracık neighborhoods, the road network in 2005 was quite limited, with these 

areas predominantly rural and covered with green spaces. By 2021, the road network expanded 

significantly with the acceleration of large-scale residential development in the Bağlıca and 

Yapracık neighborhoods.  

Building Footprint Analysis: When examining the changes between 2005 and 2021, the 

building footprint was calculated to be 6,625,205 m² in 2005 and 8,140,717 m² in 2021. The 

size of the building footprint increased by approximately 22.87% between 2005 and 2021 

(Figure 9 (a), (b)). 

 



B. H. Kutlu Aydın, B. H. Özüduru / BEU Fen Bilimleri Dergisi, 14 (1), pp. 435-463, 2025 

 

 

452 

 

Figure 9. (a) Building Footprint Analysis of Etimesgut District (2005), (b) Building 

Footprint Analysis of Etimesgut District (2021). 

This increase in the building footprint in the Etimesgut district is a clear indicator of 

urban development, which signifies the district's expansion with new large-scale residential 

areas and the intensification of the built-up areas, driven by population growth. 

Denser built-up areas and the development of new housing projects typically progress 

in parallel with population growth, economic development, and infrastructure investments. In 

the case of Etimesgut, from 2005 to 2021, there was both physical expansion and an increase 

in building density. Between 2005 and 2021, significant urban development occurred across the 

district, with a notable increase in building footprint, particularly in the Bağlıca and Yapracık 

neighborhoods. In Bağlıca, the total building footprint area increased from 277,452 m² in 2005 

to 439,468 m² in 2021, reflecting a growth of 58.39%. This expansion was accompanied by an 

increase in neighborhood density, which rose from 0.06 in 2005 to 0.1 in 2021, indicating a 

significant intensification of the built environment. In Yapracık, the total building footprint area 

grew from 213,832 m² to 218,161 m² during the same period, indicating a 2.02% increase.  

In the Eryaman, Alsancak, Ahi Mesut, and Elvankent neighborhoods, where built-up 

areas are already high, there was a partial increase in density. In Elvankent neighborhood, the 

total building footprint increased from 226,285 m² in 2005 to 235,749 m² in 2021, reflecting a 

growth of 4.18%, in Alsancak neighborhood, increased from 137,884 m² to 201,753 m², 

showing a 46.31%, in Eryaman neighborhood, increased from 150,598 m² to 233,793 m², 

marking a 55.25% rise, and in Ahi Mesut neighborhood, increased from 93,433 m² to 209,135 

m², achieving a notable increase of 123.81%. In Elvankent, this value rose from 0,17 m² to 0,18 

m², in Alsancak from 0,12 m² to 0,18 m², in Eryaman from 0,06 m² to 0,1 m², and in Ahi Mesut 
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from 0,03 m² to 0,08 m². These changes indicate that larger-scale residential development is 

more intense in the Bağlıca and Yapracık neighborhoods of Etimesgut. 

Perceived Air Temperature Spatial Interpolation Analysis (IDW): Spatial Interpolation 

Analysis is a function that represents the entire surface and predicts values at other points or 

sub-areas based on a set of discrete points or sub-areas given as spatial data [30]. Inverse 

distance weighing (IDW) performs a surface interpolation based on the weighted average of 

sample points, reducing the weight as the distance from the interpolated point increases [31]. 

The interpolation of average minimum and maximum temperatures across the district was 

calculated using the daily average minimum and maximum temperature values from the station 

data for 2005 and 2021 (Figures 10-11). 

 

Figure 10. (a) Building Footprint Analysis of Etimesgut District (2005), (b) Building 

Footprint Analysis of Etimesgut District (2021). 

 

 

Figure 11. (a) Building Footprint Analysis of Etimesgut District (2005), (b) Building 

Footprint Analysis of Etimesgut District (2021). 
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In the temperature maps obtained through interpolation calculations, the average 

minimum and maximum temperature values show that in 2005, the average minimum 

temperature ranged between 5.52°C and 6.20°C (Figure 10 (a)), while the average maximum 

temperature ranged between 16.84°C and 18.61°C (Figure 11 (a)). In 2021, the average 

minimum temperature ranged between 5.74°C and 6.47°C (Figure 10 (b)), while the average 

maximum temperature ranged between 18.08°C and 19.30°C (Figure 11 (b)). 

In Figure 12, the average hourly relative humidity (%) was calculated based on data 

from the Etimesgut Airport and Ankara Güvercinlik Airport stations in the Etimesgut district 

for 2005 and 2021. Accordingly, in 2005, the average hourly relative humidity at Etimesgut 

Airport was measured at 68.84%, while in 2021, this rate decreased to 61.19%. This indicates 

a decrease of approximately 7.65% in relative humidity between 2005 and 2021. For Ankara 

Güvercinlik Airport, data is not available for 2005, but it is recorded at 58.40% for 2021. We 

cannot assess the difference due to a lack of data at Ankara Güvercinlik Airport.  

 

Figure 12. Average Hourly Relative Humidity (%). 

In Figure 13, we compared the total precipitation in kilograms per square meter (mm = 

kg/m²) for 2005 and 2021, based on data from the Etimesgut Airport and Ankara Güvercinlik 

Airport stations. At Etimesgut Airport, the precipitation per square meter in 2005 was 1.10 kg; 

in 2021, this amount decreased by 5.45% to 1.04 kg. At Ankara Güvercinlik Airport, the 

precipitation in 2005 was measured at 1.08 kg, but by 2021, it had decreased by 21.30% to 0.85 

kg. A reduction in precipitation is observed at both airports in 2021 compared to 2005; however, 

the decrease at Ankara Güvercinlik Airport is more significant than at Etimesgut Airport. This 

difference may be related to precipitation volume, as well as influenced by microclimatic 

effects, surface changes, urbanization differences, and airflows [42]. 
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Figure 13. Total Precipitation (mm = kg/m²) – Kilograms of Precipitation per Square Meter. 

Figure 14 presents the average wind speeds for 2005 and 2021 based on data from the 

Etimesgut Airport and Ankara Güvercinlik Airport stations. At Etimesgut Airport, the average 

wind speed was recorded at 1.45 m/s in 2005, which increased by 72.41% to 2.50 m/s in 2021. 

At Ankara Güvercinlik Airport, the average wind speed in 2005 was 0.34 m/s, and it rose 

dramatically by 552.94% to 2.22 m/s in 2021. Both airports experienced a significant increase 

in average wind speeds, with the rise at Ankara Güvercinlik Airport being much more 

significant.  

 

Figure 14. Average Wind Speed (m/s- meters per second). 

In urban areas, relative humidity (%), precipitation, and wind speed influence changes 

in the average minimum and maximum temperature values.  A wind speed interpolation was 

conducted across the central district using the average wind speed values from the measurement 

station data for 2005 and 2021. The results indicate that the change in wind speed shows 

similarities to the temperature interpolation results, with the observation that as wind speed 

increases, the measured temperature in the city decreases. 
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Population Projection Calculation: Figure 15 shows the population change in Etimesgut 

district for 2005 and 2021. The population of Etimesgut was 272,977 in 2005, and in 2021, it 

rose to 606,472, a 122% increase from 2005 to 2021. This indicates that the district has 

experienced significant population growth, which suggests that the development of new large-

scale residential areas in Etimesgut has significantly influenced this growth process. 

 

Figure 15. Total Population Change in Etimesgut District. 

Profile Analysis: Analyzing the temperature variations along a profile line shows the 

LST profile change between points A and B in the Etimesgut district for 2005 and 2021 (Figure 

16). 

 

Figure 16. LST Profile Analysis of Etimesgut District (2005-2021). 
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On the map, green colors represent lower temperatures (27.01-28.97°C), while red and 

orange indicate higher temperatures (42.95-47.02°C). The temperatures from point A to point 

B in 2021 are generally higher compared to 2005. For example, within the 0-10 km range, 

temperatures ranged between 28-34°C in 2005, whereas in 2021, these values increased to a 

range between 36-40°C. 

The UHI effect causes an increase in LST in areas with dense built-up increases. This 

effect results from buildings, asphalt roads, and other construction materials absorbing sunlight, 

releasing it slowly, and restricting airflow. The Etimesgut district has undergone an urbanization 

process since the 1990s, which accelerated in the 2000s. In particular, the neighborhoods of 

Eryaman, Elvankent, and Ahi Mesut began to develop in the 1990s, but rapid urbanization took 

place in the 2000s. In contrast, Bağlıca and Yapracık experienced a rapid construction boom 

after 2005. These neighborhoods previously exhibited more rural characteristics; however, after 

2005, they gained an urban identity with increased housing projects. Between 2005 and 2021, 

a significant rise in LST was observed in the Etimesgut district. In 2005, particularly in the 

Bağlıca, Yapracık and Şehit Osman Avcı neighborhoods and the Eryaman, Alsancak, Ahi Mesut 

and Elvankent neighborhoods, lower LST and large green spaces were notable. However, by 

2021, with the increase in built-up areas, LST in these neighborhoods rose to as high as 43°C. 

The UHI effect has intensified, especially in the Bağlıca and Yapracık neighborhoods, where 

urban spaces have replaced green spaces.  

The profile graph illustrates the differences in temperature changes between points A 

and B. Significant spatial and temporal variations are observed. In Region 1, which consists of 

agricultural areas, surface temperatures were relatively lower in 2005; however, a noticeable 

increase is evident in 2021. This change can be attributed to the impact of agricultural activities, 

such as planting, harvesting, and soil processing, on surface temperature. Conversely, Regions 

2, 3, and 4 exhibited lower temperatures in 2005 but experienced a significant increase in 2021. 

Increased urbanization, reduced surface permeability, and the intensification of the urban heat 

island (UHI) effect can explain this temperature rise. 

4 CONCLUSION AND SUGGESTIONS 

Since the 1950s, the city center, shaped by geomorphological thresholds, has 

concentrated in a basin, developing settlement areas with rapid population growth and new 

urban expansions. In recent years, debates on climate change and a general rise in temperatures 

have intensified. Research-based analyses have highlighted these effects, providing guidance 
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for urban policy and decision-making. This study demonstrates the increased spatiotemporal 

factors associated with the urban heat island (UHI) effect caused by built-up areas, particularly 

large-scale residential developments. 

With the decentralization policies introduced by the 1990 Master Plan, the city's growth 

has expanded onto productive agricultural and public lands, primarily in the western region. 

With an economic emphasis on the construction sector, the residential development process has 

resulted in urban sprawl and population growth, particularly in the last three decades. This study 

examines the climate change impacts of this strategy through an analysis of the Etimesgut 

district in western Ankara. While the district includes other land use types, large-scale 

residential areas dominate. 

Etimesgut, initially characterized by agricultural and public land, has experienced rapid 

urban development since the 1980s, with mass housing and large-scale residential 

developments by the Housing Development Agency. After the 1990s, rapid urbanization 

significantly transformed the district's built environment and natural surroundings. During this 

period, local and central administrations' planning policies promoted the creation of modern 

residential areas. However, this process often resulted in a fragmented and unsustainable urban 

fabric, particularly in areas with intensive housing development. Over time, Etimesgut, seen as 

a zone of mixed-use and transition, has evolved into an important satellite city of Ankara. 

One significant impact of the development processes in Etimesgut is the prevalence of 

built-up areas with impervious surfaces, reduced barren land, and increased heat. Large asphalt 

roads, concrete multistorey structures, and other non-permeable surfaces built on agricultural 

land disrupt the natural water cycle by accumulating heat and surface water, leading to 

microclimate changes and intensifying the urban heat island (UHI) effect. Analysis of NDVI, 

LST, LULC, road networks, building footprints, and population changes reveals the extent of 

these impacts. Changes in climatic factors, such as relative humidity, total precipitation, and 

average wind speed, further support these findings. Profile analysis also highlights the overall 

LST changes across the district, providing strong evidence of the evolving UHI characteristics 

due to spatial development and zoning strategies, especially with converting agricultural land 

into large-scale residential areas. 

Between 2005 and 2021, urban development and construction processes in Etimesgut 

significantly affected vegetation and surface temperatures, as evidenced by NDVI and LST 

data. The pronounced UHI effect in neighborhoods such as Bağlıca, Yapracık and Eryaman 
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underscores the critical need for preserving and expanding green spaces in urban planning. 

Although some neighborhoods saw improvements in plant cover by 2021, urbanization and 

global warming have led to significant surface temperature increases, highlighting these 

developments' environmental and climatic challenges. 

This situation emphasizes the necessity of sustainable urban planning in Etimesgut. 

Preserving green and agricultural areas, carefully managing urban growth, and mitigating the 

UHI effect through sustainable strategies are vital for reducing environmental and climatic 

impacts. 

The literature presents several studies at multiple scales; some focus on the UHI effect 

of recently built developments in a city [10], [11], while others, with a broader approach, 

analyze regions within a country [15], [34]. This study, conducted at the district level, highlights 

changes in selected neighborhoods where land use has recently shifted from agriculture to large-

scale residential areas. This study is useful for identifying changes in UHI assessment factors 

and aims to inform urban policy-making by providing a pathway from research to actionable 

strategies. By exploring UHI assessment factors, we identified specific strategies and visualized 

them on maps to assist policymakers. Conducting similar analyses at smaller scales could 

further guide neighborhood development and regeneration policies, shaping urban design and 

planning. 

The relationship between NDVI and LST reveals that changes in plant cover 

significantly influence surface temperatures. However, the rise in temperatures is not solely due 

to vegetation loss; climate change and other environmental factors also contribute. Despite 

some improvements in plant cover in 2021, surface temperature increases caused by global 

warming and local development remain evident. This highlights cities' need to align their plans 

with broader climate policies. In Etimesgut, a significant rise in surface temperatures was 

observed between 2005 and 2021, particularly in neighborhoods such as Bağlıca, Yapracık, and 

Eryaman, where intensive construction activity has occurred. This increase reflects the 

intensification of the UHI effect across the region. 

The reduction of green spaces and intensive urban development have disrupted the 

environmental balance and elevated surface temperatures. Sustainable urban planning is critical 

in mitigating these impacts by increasing green spaces and addressing climate change. The 

preservation of natural areas is essential for the sustainable development of Etimesgut, requiring 

careful planning to integrate new green spaces and minimize the environmental impacts of 
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urbanization. Adopting sustainable urbanization principles is mandatory to combat climate 

change and promote eco-friendly urban growth. Balanced urbanization will improve the quality 

of life for residents while supporting environmental sustainability.  

Studies on the urban heat island effect in Ankara address topics such as the impact of 

land use and cover changes caused by the increase in built-up areas on surface temperatures, 

the social, economic, environmental, institutional, and spatial dimensions of vulnerability to 

climate change, and the contributions of urban transformation practices to this effect [35], [36], 

[37]. As a unique example from Ankara, Turkey, this analysis in the Etimesgut district implies 

that both local and central governments should develop urban policies, programs, and strategies 

to mitigate the UHI effect as climate change has become more evident in recent years. For 

example, developing new zoning for integrating green spaces and less impervious surfaces into 

large-scale residential area developments and enforcing such regulations as development 

moratoriums of the construction companies can benefit both the inhabitants of the residential 

area and the city dwellers. In addition, adopting energy-friendly construction materials and 

limiting the height of the new developments in certain areas can be some of the policies that 

can be enhanced.  

There is a growing concern in Turkey about developing a holistic urban planning and 

design framework for new residential developments. The aim is to integrate these developments 

into a compact urban form that fosters connections and promotes sustainability. The thermal 

governance approach focuses on engaging people in the public realm, enabling them to live, 

work, and socialize, thereby enhancing community ties. At the same time, this approach helps 

mitigate the UHI effect by promoting green infrastructure and facilitating sustainable 

commuting options, such as cycling and walking. Decision-makers should prioritize balancing 

built-up areas with green spaces and include natural cooling mechanisms in their plans. Such 

urban planning policies will improve the urban environment and reduce the climatic impacts of 

UHI formation, ultimately benefiting the community. 

Land cover analysis reveals significant changes, including the loss of agricultural and 

forest lands and increased impervious surfaces. The reduction of green spaces and the 

dominance of non-permeable surfaces have contributed to rising surface temperatures, 

underscoring the urgent need to apply sustainability principles in city planning. To combat 

climate change, Etimesgut must invest in green infrastructure, including landscaped areas, wind 

corridors, and parks. These measures should also include increasing tree cover, implementing 

green and cool roofs, and integrating such features into buildings and public spaces. Combining 
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these initiatives with urban planning focused on environmental sustainability will mitigate 

urban thermal issues and support the realization of sustainable green policies. 
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 ABSTRACT  

 

The inverted exponentiated exponential densities family is known for its flexibility and 

applicability in the field of reliability. This study evaluates the performance of different 

estimation methods for the inverted exponentiated Pareto (IEP) distribution, which is a special 

case of this family of distributions. In this study, the point and interval estimates of the 

parameters for the IEP distribution are obtained using Maximum Likelihood (ML), Maximum 

Product of Spacings (MPS), Cramer von Mises (CvM), and Anderson Darling (AD) methods. A 

Monte Carlo simulation is conducted to compare the efficiency of these estimation methods, 

while real data applications from different fields are utilized to demonstrate practical 

performance. The fitting performance of the methods is assessed using metrics such as root 

mean squared error, coefficient of determination, Anderson Darling, and the Kolmogorov-

Smirnov test. Simulation results indicate that the MPS method generally outperforms the ML 

and CvM methods, whereas real data applications reveal that the CvM method provides the best 

parameter estimates, followed by MPS. 

 

 Keywords: AD, Inverted exponentiated Pareto, Inverted exponentiated, MPS, CVM, MLE.  

 

1 INTRODUCTION 

Numerous probability distributions with flexible characteristics have been extensively 

studied. Lifetime distributions are key in characterizing reliability and life characteristics in 

engineering and practical applications. Recently, Ghitany et al. [1] introduced the inverted 

exponentiated exponential distribution (IEED) family, which became a versatile option for 

analyzing various data. Distributions such as the inverted exponentiated exponential (IEE), 
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inverted exponentiated Rayleigh (IER), and inverted exponentiated Pareto (IEP) are part of this 

distribution family. The hazard rate function for this class is non-monotonic, allowing for 

flexibility in fitting different types of data. Previous studies examined this family and found it 

a promising alternative for modeling lifetime data, outperforming some commonly used 

distributions (see: [2,3]). The IEP distribution is one of the special cases of this family of 

distributions. The previous studies [4] highlighted the versatility of the IEP distribution, 

demonstrating its suitability for modeling diverse datasets that exhibit decreasing or non-

monotone hazard rate behavior. The probability density function (pdf) and cumulative 

distribution function (cdf) for the IEP distribution are given as  

𝑓(𝑥; 𝛼, 𝛽) =  𝛼𝛽𝑥−(𝛽+1)(1 + 𝑥)−(𝛽+1) [1 − (
1 +  𝑥

𝑥
)
(−𝛽)

]

𝛼−1

, 𝑥, 𝛼, 𝛽 >  0 (1) 

and 

𝐹(𝑥; 𝛼, 𝛽) =  1 − [1 − (
1 +  𝑥

𝑥
)

−𝛽

]

𝛼

, 𝑥, 𝛼, 𝛽 >  0 (2) 

respectively. Here, α and β are model parameters. In Figure 1, in addition to cdf, different shapes 

for probability density and hazard rate functions are plotted for different values of parameters.  

 

Figure 1. The pdf, hrf, and cdf of the IEP distribution chosen parameters. 
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 Many studies have been conducted on the parameters, reliability, and hazard estimation 

of the IEED family. For example, system reliability was examined using classical and Bayesian 

approaches for the IEED family of distributions [5, 6]. Estimation for IER distribution was 

studied by Maurya et al. and Hashem et al.  [7, 8] on censored data. In addition, the study by 

Rastogi [9] involves estimating the unknown parameters of an IER distribution under Type II 

progressive censoring, along with the estimation of reliability and hazard functions, using the 

Expectation–Maximization (EM) algorithm for maximum likelihood estimation (MLE). 

Similarly, Maurya et al. [4] obtained maximum likelihood (ML) estimates of an IEP distribution 

under progressive censoring. [10] estimated parameters for the inverse exponential distribution, 

using maximum likelihood and least squares methods. [8] proposed a pivotal inference 

approach for estimating the two parameters of the inverse exponentiated Rayleigh distribution 

using progressive censored data. According to their work, point and interval estimators are 

derived via the pivotal quantity method.[11] examined the impact of pressure on micro splat 

splashing diameters using stress-strength reliability analysis. They utilized ML and Bayesian 

estimators, along with confidence intervals for the IER distribution. [12] discusses confidence 

set estimation for the generalized inverted exponential distribution based on k-record values. 

Using pivotal quantities, exact balanced confidence intervals and regions are constructed, with 

criteria proposed to select the optimal candidates. [13] addressed parameter estimation for a 

competing risks model with latent failure times following a general family of inverted 

exponentiated exponential distributions using ML and Bayesian methods with generalized 

progressive hybrid censored data. Most recently, [14] conducted a study on the estimation of 

reliability in a multi-component system for the IEP distribution. On the parameter estimation 

side, as previously mentioned, MLE and Bayesian methods generally stand out in the related 

literature due to their widespread application and proven effectiveness for IEP distribution (see 

[4,14]).  

 Although the MLE method is the most effective under regularity conditions, in some 

cases, alternative methods can provide successful estimations, as the characteristics of the data 

can make certain methods more suitable than others. The minimum distance estimators are 

recognized for their robustness to unusual observations [15]. Also, the Maximum Product of 

Spacings (MPS) method is a viable alternative to MLE and can offer an improved performance 

in specific scenarios. This study employs the MPS, Cramér-von Mises (CvM), Anderson 

Darling (AD), and the MLE method in estimating the parameters of the IEP distribution. 

Moreover, while studies on the IEED family of distributions have primarily focused on 
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reliability estimation using data from its typical reliability applications, this work also considers 

a precipitation dataset for its application. To the extent of the author's knowledge, the CvM and 

AD estimations have not been utilized before for estimating unknown parameters of the IEP 

distribution previously. Here a Monte Carlo simulation study across different parameter values 

and sample sizes is conducted, and the observed Fisher information matrix is computed. Also, 

applications to real-world data from different fields are presented. 

 The structure of the study is outlined as follows: Section 2 describes the data used in 

this study and provides an overview of the estimation methods along with objective functions. 

Next, a Monte Carlo simulation study is carried out using the AD, CvM, MPS, and MLE 

methods. In the subsequent section, real data applications are presented, followed by concluding 

remarks summarizing the findings. 

2 MATERIAL AND METHOD 

2.1 Data 

The first application involves a real dataset provided by [16], comprising thirty 

consecutive measurements of March precipitation (in inches) recorded in Minneapolis/St. Paul. 

The second dataset consists of 63 service times (measured in thousand hours) for aircraft 

windshields, as documented by [17].  

 First dataset :0.77, 1.74, 0.81, 1.20, 1.95, 1.20, 0.47, 1.43, 3.37, 2.20, 3.00, 3.09, 1.51, 

2.10, 0.52, 1.62, 1.31, 0.32, 0.59, 0.81, 2.81, 1.87, 1.18, 1.35, 4.75, 2.48, 0.96, 1.89, 0.90, 2.05. 

 Second dataset: 0.046, 1.436, 2.592, 0.140, 1.492, 2.600, 0.150, 1.580, 2.670, 0.248, 

1.719, 2.717, 0.280, 1.794, 2.819, 0.313, 1.915, 2.820, 0.389, 1.920, 2.878, 0.487, 1.963, 2.950, 

0.622, 1.978, 3.003, 0.900, 2.053, 3.102, 0.952, 2.065, 3.304, 0.996, 2.117, 3.483, 1.003, 2.137, 

3.500, 1.010, 2.141, 3.622, 1.085, 2.163, 3.665, 1.092, 2.183, 3.695, 1.152, 2.240, 4.015, 1.183, 

2.341, 4.628, 1.244, 2.435, 4.806, 1.249, 2.464, 4.881, 1.262, 2.543, 5.140. 

2.2 Methods 

Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a random sample following the IEP distribution, and 

𝑋(1), 𝑋(2), … , 𝑋(𝑛) are the ordered observations. 
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2.2.1 The ML Estimation 

The MLEs of the parameters α and β, denoted as �̂�𝑀𝐿 and �̂�𝑀𝐿 are obtained by 

(�̂�𝑀𝐿 , �̂�𝑀𝐿) = argmax 𝑙𝑜𝑔 𝐿 ( 𝛼, 𝛽; 𝒙). As ML estimation has been previously detailed in 

earlier studies in the literature e.g. [4], the specific derivation is not repeated. Iterative methods 

are employed to estimate the parameters of the IEP distribution. The loglikelihood function for 

the IEP distribution is given in Eq.3. 

𝑙𝑜𝑔 𝐿(𝛼, 𝛽; 𝑥) =  

𝑛 𝑙𝑜𝑔(𝛼) +  𝑛 𝑙𝑜𝑔(𝛽) + (𝛽 −  1) ∑𝑙𝑜𝑔( 𝑥𝑖)

𝑛

𝑖=1

− 

(𝛽 +  1)∑𝑙𝑜𝑔(1 +  𝑥𝑖)

𝑛

𝑖=1

+ 

∑(𝛼 −  1) 𝑙𝑜𝑔 (1 − (
(1 +  𝑥𝑖)

 𝑥𝑖
)

−𝛽

)

𝑛

𝑖

 (3) 

The asymptotic variance-covariance matrix for the MLEs of parameters 𝛼 and 𝛽 is 

represented by the information matrix (Eq.4.). 

𝐼(𝛼, 𝛽) = −𝐸 [
𝜕2𝐿𝑜𝑔𝐿

𝜕𝛼𝜕𝛽
] (4) 

The use of the observed asymptotic variance-covariance matrix, rather than the exact 

expectations in the above expressions, is a typical implementation due to the difficulty of 

obtaining the expectations of the components of this matrix. Here the observed asymptotic 

variance-covariance matrix is used as well. The asymptotic variance-covariance matrix of the 

parameters can be obtained as  

[
𝑉𝑎𝑟(�̂� ) 𝑐𝑜𝑣(�̂��̂�)

𝑐𝑜𝑣(�̂��̂�) 𝑉𝑎𝑟(�̂�)
] =

[
 
 
 
 −

𝜕2𝑙𝑜𝑔𝐿

𝜕𝛼2
−

𝜕2𝑙𝑜𝑔𝐿

𝜕𝛼𝜕𝛽

−
𝜕2𝑙𝑜𝑔𝐿

𝜕𝛼𝜕𝛽
−

𝜕2𝑙𝑜𝑔𝐿

𝜕𝛽2 ]
 
 
 
 
−1

 (5) 

Components of this matrix are, 

𝜕2𝑙𝑜𝑔𝐿

𝜕𝛼2 = −
𝑛

𝑎2 , 
𝜕2𝑙𝑜𝑔𝐿

𝜕𝛽2 =
𝜎1

(
 𝑥𝑖+1

 𝑥𝑖
)
𝛽

 𝜎2

−
𝑛

𝛽2 −
𝜎1

(
 𝑥𝑖+1

 𝑥𝑖
)
2 𝛽

 𝜎2
2

 where 𝜎1 = log(
 𝑥𝑖+1

 𝑥𝑖
)2 (𝑎 − 1) and 

𝜎2 =
1

(
 𝑥𝑖+1

 𝑥𝑖
)
𝛽 − 1 and 

𝜕2𝑙𝑜𝑔𝐿

𝜕𝛼𝜕𝛽
= −

log(
 𝑥𝑖+1

 𝑥𝑖
)

(
 𝑥𝑖+1

 𝑥𝑖
)
𝛽

 (
1

(
 𝑥𝑖+1

 𝑥𝑖
)
𝛽−1)

 . 
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Under regularity conditions, the asymptotic properties of the MLE method promise that 

the asymptotic distribution of �̂� and �̂� are normal (see Maurya et al., 2018). Consequently, 

using the asymptotic distribution of the MLEs, the approximate confidence intervals for 

unknown parameters can be obtained using �̂� ∓ 𝑧𝜃/2√𝑉(�̂�) and �̂� ∓ 𝑧𝜃/2√𝑉(�̂�) when 𝑧𝜃/2 is 

the [100(1 − 𝜃/2)]𝑡ℎ percentile of standard normal distribution.  

2.2.2 The CvM Estimation 

The CvM estimation is a minimum distance estimation method that minimizes the 

Cramér–von Mises criterion to obtain parameter estimates by assessing the difference between 

the empirical and theoretical distribution functions. The CvM estimates of the parameters α and 

β, denoted as �̂�𝐶𝑣𝑀 and �̂�𝐶𝑣𝑀 are obtained by (�̂�𝐶𝑣𝑀, �̂�𝐶𝑣𝑀) = argmin𝐶𝑣𝑀 ( 𝛼, 𝛽; 𝒙) where 

𝐶𝑣𝑀(𝛼, 𝛽; 𝑥) =  ∑[1 – (1 – (
(1 +  𝑥(𝑖))

 𝑥(𝑖)
)

−𝛽

)

𝛼

−
(2𝑖 –  1)

(2𝑛)
]

2
𝑛

𝑖=1

 (6) 

The estimators of the parameters 𝛼 and β can be obtained by solving the following 

nonlinear equations. 

𝜕𝐶𝑣𝑀

𝜕𝛼
= 2 log ( 1 − (

 𝑥(𝑖) + 1

 𝑥(𝑖)
)

−𝛽

)(( 1 − (
 𝑥(𝑖) + 1

 𝑥(𝑖)
)

−𝛽

)

𝑎

) 

(
2𝑖 −  1

2𝑛
 + ( 1 − (

 𝑥(𝑖) + 1

 𝑥(𝑖)
)

−𝛽

)

𝑎

−  1 ) = 0 (7) 

𝜕𝐶𝑣𝑀

𝜕𝛽
= 2𝑎 𝑙𝑜𝑔 (

 𝑥(𝑖) + 1

 𝑥(𝑖)
) ((1 − (

 𝑥(𝑖) + 1

 𝑥(𝑖)
)

−𝛽

))

𝑎−1 (
2𝑖 −  1

2𝑛
 + ((1 − (

 𝑥(𝑖) + 1

 𝑥(𝑖)
)

−𝛽

))

𝑎

−  1)

(
 𝑥(𝑖) + 1

 𝑥(𝑖)
)

𝛽
= 0 (8) 

Since these derivations involve nonlinear equations, iterative methods are employed to 

estimate the parameters of the IEP distribution using the CvM method. 
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2.2.3 The MPS Estimation 

The MPS estimation is a method that maximizes the product of the spacings between 

ordered sample points to obtain parameter estimates. The MPS estimators of the parameters α 

and β, denoted as �̂�𝑀𝑃𝑆 and �̂�𝑀𝑃𝑆 are obtained by (�̂�𝑀𝑃𝑆, �̂�𝑀𝑃𝑆) = argmax  𝐷 ( 𝛼, 𝛽; 𝑥) where 

The objective function for the MPS method is, 

𝐷 = ∑𝑙𝑜𝑔

𝑛

𝑖=0

[𝐹(𝑋(𝑖+1)) −  𝐹(𝑋(𝑖))] (9) 

Here, 𝑋(𝑖) and F(⋅) are ordered observations, and the cdf is for the IEP distribution. The 

partial derivatives of the MPS objective function with respect to the parameters are 

𝜕𝑀𝑃𝑆

𝜕𝛼
=

𝑎  𝑙𝑜𝑔 (
𝑥(𝑖) + 1

𝑥(𝑖)
) 𝜎4

𝑎−1

(
𝑥(𝑖) + 1

𝑥(𝑖)
)
𝛽 −

𝑎  𝑙𝑜𝑔 (
𝑥(𝑖+1) + 1

𝑥(𝑖+1)
) 𝜎3

𝑎−1

(
𝑥(𝑖+1) + 1

𝑥(𝑖+1)
)
𝛽

𝜎4
𝑎 − 𝜎3

𝑎
= 0 (10)

 

and 

𝜕𝑀𝑃𝑆

𝜕𝛽
=

𝑎  𝑙𝑜𝑔 (
𝑥(𝑖) + 1

𝑥(𝑖)
) 𝜎4

𝑎−1

(
𝑥(𝑖) + 1

𝑥(𝑖)
)

𝛽 −
𝑎  𝑙𝑜𝑔 (

𝑥(𝑖+1) + 1
𝑥(𝑖+1)

) 𝜎3
𝑎−1

(
𝑥(𝑖+1) + 1

𝑥(𝑖+1)
)

𝛽

𝜎4
𝑎 − 𝜎3

𝑎
= 0 , (11)

 

where 

𝜎3 = 1 −
1

(
𝑥(i+1)+1

𝑥(i+1)
)

𝛽 and 𝜎4 = 1 −
1

(
𝑥(𝑖)+1

𝑥(𝑖)
)

𝛽 . 

Since these derivations involve nonlinear equations, iterative methods are employed to 

estimate the parameters of the IEP distribution using the MPS method. 

2.2.4 The AD Estimation 

The AD estimators of the parameters α and β, denoted as �̂�𝐴𝐷 and �̂�𝐴𝐷, are obtained by 

(�̂�𝐴𝐷 , �̂�𝐴𝐷) = argmin𝐴𝐷 ( 𝛼, 𝛽; 𝒙) where 

𝐴𝐷 = −𝑛 −
1

𝑛 ∑ (2𝑖 − 1)𝑛
𝑖=1 {𝑙𝑜𝑔𝐹(𝑥(𝑖)) + 𝑙𝑜𝑔(1 − 𝐹(𝑥(𝑛+𝑖−1))}}

(12) 
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Here, iterative methods are considered to estimate the parameters α and β. 

2.3 Evaluating Criteria 

The fitting performance is assessed through multiple metrics, including root mean 

squared error (RMSE), coefficient of determination (R²), and the Kolmogorov-Smirnov (KS) 

and Anderson Darling (AndDar) test statistic and p-values. Formulas of criteria used in 

evaluating results are given below.  

𝑅𝑀𝑆𝐸 = [
1

𝑛
∑(�̂�(𝑋(𝑖)) −

𝑖

𝑛 + 1
)
2𝑛

𝑖=1

]

1
2

 (13) 

𝑅2 = 1 −
∑ (�̂�(𝑋(𝑖)) −

𝑖
𝑛 + 1)

2
𝑛
𝑖=1

∑ (�̂�(𝑋(𝑖)) − �̅̂�(𝑋(𝑖)))
2

𝑛
𝑖=1

 (14) 

𝐾𝑆 = 𝑚𝑎𝑥 |�̂�(𝑋(𝑖)) −
𝑖

𝑛 + 1
| (15) 

𝐴𝑛𝑑𝐷𝑎𝑟2 = −𝑛 − 𝑆𝑛 , (16) 

where 𝑆𝑛 =
2𝑖−1

𝑛
(log(𝐹(𝑥𝑖)) + log(1 − 𝐹(𝑥n+1−i))) 

Here, �̂�(𝑋(𝑖)) is the estimated cdf, X(i) is the i-th order statistics, k is the number of the 

parameters, and n is the number of observations. 

3 SIMULATION STUDY 

This section focuses on a Monte Carlo simulation study conducted to evaluate the 

efficiency of estimation methods under various conditions. The study involves 1000 simulation 

runs, using sample sizes of 𝑛=10, 20, 50, 100, and 300. Parameter values are set as α=1, 0.5, 

and 3; β=1, 2, and 3. Estimates are obtained through the "genetic algorithm" function available 

in the Matlab R2021a optimization toolbox. The performance of the ML, MPS, CvM, and AD 

methods is assessed based on the well-known mean, variance, and Mean Squared Error (MSE) 

criteria. 

 

 

 



K. Bağcı Genel / BEU Fen Bilimleri Dergisi, 14 (1), pp. 464-480, 2025 

 

 

472 

Table 1. The Simulation Results for α and β=1. 

Method Mean Variance MSE Mean Variance MSE 

n=10 �̂� �̂� 

MLE 1.14716891 0.11653618 0.13819487 1.14116204 0.11379887 0.13372560 

CvM 1.09369312 0.13512124 0.14389964 1.09598416 0.13239732 0.14161028 

MPS 0.89252066 0.11289056 0.12444237 0.87960376 0.11996129 0.13445655 

AD 1.22845677 0.77304981 0.82524230 1.15532363 0.38391538 0.40804082 

n=20 �̂� �̂� 

MLE 1.1102750 0.08424498 0.09640557 1.09842024 0.07650079 0.08618734 

CvM 1.1003792 0.0987992 0.1088752 1.0912126 0.0947396 0.1030593 

MPS 0.9188027 0.0718207 0.0784137 0.90658045 0.07261128 0.08133849 

AD 1.0926948 0.1835829 0.19217526 1.06753173 0.13072170 0.13528223 

n=50 �̂� �̂� 

MLE 1.05831 0.047419 0.050819 1.043302 0.040942 0.042817 

CvM 1.06615 0.069658 0.074035 1.046368 0.06054 0.06269 

MPS 0.94488 0.034942 0.037980 0.932457 0.033509 0.038071 

AD 1.02769 0.049671 0.050439 1.014062 0.045379 0.045577 

n=100 �̂� �̂� 

MLE 1.03534 0.021187 0.022436 1.029194 0.018441 0.019293 

CvM 1.03744 0.030809 0.032212 1.031819 0.027428 0.028441 

MPS 0.96743 0.017637 0.018698 0.962811 0.016303 0.017686 

AD 1.022734 0.022982 0.023499 1.018341 0.021035 0.021371 

n=300 �̂� �̂� 

MLE 1.01515 0.00601 0.00624 1.01274 0.006189 0.006351 

CvM 1.00718 0.008712 0.008763 1.00477 0.008774 0.008797 

MPS 0.98035 0.005649 0.006035 0.978706 0.005988 0.006441 

AD 1.01006 0.007165 0.007267 1.007574 0.00731 0.007367 

 

 When Table 1 is examined, according to all of the sample sizes considered (except for 

β parameter for n=10 and n=300), the MPS estimations provided more efficient estimations for 

parameters of the IEP distribution according to the MSE criterion. The ML estimation for the β 

parameter performed better when n=10 and n=300 than the other estimation methods. 

Table 2. The Simulation Results for α=0.5 and β=1.5. 

Method Mean Variance MSE Mean Variance MSE 

n=10 �̂� �̂� 

MLE 0.577859 0.037183 0.043245 1.659585 0.145069 0.170536 

CvM 0.556911 0.039066 0.042305 1.605075 0.172322 0.183362 

MPS 0.491265 0.027559 0.027635 1.385413 0.165099 0.178229 

AD 0.53109 0.034298 0.035265 1.522759 0.171612 0.17213 

n=20 �̂� �̂� 

MLE 0.547037 0.021364 0.023576 1.604913 0.138804 0.149811 

CvM 0.531148 0.023325 0.024296 1.575843 0.151472 0.157225 

MPS 0.485016 0.014875 0.0151 1.381182 0.137015 0.151132 

AD 0.515455 0.019184 0.019423 1.52078 0.151043 0.151475 

n=50 �̂� �̂� 
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Table 2 (Continued). The Simulation Results for α=0.5 and β=1.5. 

Method Mean Variance MSE Mean Variance MSE 

MLE 0.522472 0.008162 0.008667 1.583312 0.087704 0.094645 

CvM 0.519148 0.0107 0.011066 1.566425 0.113044 0.117456 

MPS 0.487298 0.006478 0.00664 1.424244 0.087126 0.092865 

AD 0.509835 0.008639 0.008735 1.533871 0.103991 0.105139 

n=100 �̂� �̂� 

MLE 0.511018 0.003376 0.003497 1.537007 0.049374 0.050743 

CvM 0.509777 0.004268 0.004364 1.534701 0.068247 0.069452 

MPS 0.490184 0.002895 0.002991 1.432924 0.045813 0.050313 

AD 0.503828 0.003416 0.003431 1.507302 0.054463 0.054516 

n=300 �̂� �̂� 

MLE 0.501821 0.001155 0.001158 1.508832 0.020478 0.020556 

CvM 0.501935 0.001573 0.001577 1.508298 0.030791 0.03086 

MPS 0.493891 0.001076 0.001113 1.465412 0.019429 0.020626 

AD 0.499776 0.001288 0.001288 1.499337 0.023764 0.023764 

 

 According to Table 2, the MPS estimations provided more efficient estimations for 

parameters of the IEP distribution for nearly all of the cases according to the MSE criterion 

when α<β. When sample sizes were n=10 and n=300, the MLE method slightly performed 

better for the β parameter.  

Table 3. The Simulation Results for α=3 and β=2. 

Method Mean Variance MSE Mean Variance MSE 

n=10 �̂� �̂� 

MLE 3.157901 0.199023 0.223956 2.109823 0.133131 0.145192 

CvM 3.117907 0.205831 0.219733 2.092254 0.137451 0.145961 

MPS 2.86754 0.161828 0.179373 1.957424 0.130235 0.132047 

AD 3.023329 0.198482 0.199026 2.052693 0.133464 0.136241 

n=20 �̂� �̂� 

MLE 3.176184 0.179092 0.210133 2.068628 0.094346 0.099056 

CvM 3.13639 0.198528 0.21713 2.054232 0.095054 0.097995 

MPS 2.874764 0.151692 0.167377 1.925536 0.088318 0.093863 

AD 3.073496 0.187776 0.193177 2.027683 0.092983 0.093749 

n=50 �̂� �̂� 

MLE 3.101851 0.14072 0.151093 2.029305 0.04506 0.045919 

CvM 3.099932 0.15792 0.167906 2.022161 0.045969 0.04646 

MPS 2.850305 0.139326 0.161735 1.918465 0.041734 0.048382 

AD 3.042292 0.151618 0.153407 2.001181 0.043785 0.043787 

n=100 �̂� �̂� 

MLE 3.045159 0.122246 0.124286 2.0097 0.02689 0.026984 

CvM 3.032136 0.143489 0.144522 2.004854 0.032214 0.032237 

MPS 2.861807 0.112669 0.131766 1.932097 0.025289 0.0299 

AD 3.00291 0.133243 0.133251 1.992761 0.028761 0.028813 

n=300 �̂� �̂� 
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Table 3 (Continued). The Simulation Results for α=3 and β=2. 

Method Mean Variance MSE Mean Variance MSE 

MLE 3.044297 0.056834 0.058796 2.010898 0.012503 0.012621 

CvM 3.048189 0.068014 0.070336 2.012961 0.01488 0.015048 

MPS 2.949892 0.056863 0.059374 1.972669 0.012465 0.013212 

AD 3.029772 0.059695 0.060581 2.005611 0.012985 0.013017 

 

 Finally, for α>β, all of the methods performed similarly for the cases considered. For 

smaller sample sizes, the MPS estimations are more efficient, and for larger sample sizes, the 

MLEs stand out more; also, the AD method is competitive when larger sample sizes are 

considered. 

 Overall, it can be said that the MSEs of all estimates decline with increasing sample 

size. This indicates that the examined estimation methods are potentially effective for data-

fitting applications. In addition, the MPS estimations stand out for nearly all scenarios 

considered, and as expected, the ML estimations are improved when the sample size increases. 

4 APPLICATION RESULTS AND DISCUSSION 

This section presents modeling two different data from environmental and operational 

reliability areas with the IEP distribution using the ML, MPS, CvM, and AD methods. The 

fitting performances of the methods are examined through the criteria given in Section 2. In 

addition, fitted density, quantile-quantile (Q-Q), and probability–probability (P-P) plots are 

presented. Superior fit is indicated by smaller RMSE, AD, and KS statistics, alongside larger 

R² values and higher p-values from the KS test. In Table 4, estimated parameters and asymptotic 

confidence intervals (ACI) for the first data set are provided. 

Table 4. Estimated Parameters and confidence intervals for the first data set. 

Method �̂� �̂� ACI for  �̂� ACI for �̂� 

ML 7.093474 4.479320 
(6.5912, 

7.5958) 

(4.2895, 

4.6692) 

MPS 7.593473 4.663268 
(7.0912, 

8.0958) 

(4.4734, 

4.8531) 

CVM 6.593476 4.4767998 
(6.0912, 

7.0958) 
(4.287, 4.6667) 

AD 6.093473 4.0720337 
(5.5912, 

6.5958) 

(3.8822, 

4.2619) 
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According to Table 4, the ML and CvM methods yield relatively narrower intervals, 

suggesting stable estimation. The comparative results for the estimation methods are presented 

in Table 5 for precipitation data. Additionally, the fitted densities, Q-Q, and P-P plots for each 

method are illustrated in Figures 2 and 3. The analysis is carried out using Matlab R2021 and 

its built-in functions. 

Table 5. Evaluating criteria for the first dataset. 

Method AndDar R2 RMSE KS (p-value) 

ML 0.160548 0.9896     0.0302 
0.0757 

(0.99026) 

MPS 0.178832 0.9895     0.0307 
0.0695 

(0.99657) 

CVM 0.171681 0.9916 0.0267 
0.0663 

(0.99819) 

AD 0.236604 0.9825 0.0381 
0.1068  

(0.8480) 

 

According to Table 5, the ML, MPS, AD, and CvM methods performed very closely for 

modeling precipitation data. However, the CvM method stands out for all criteria by providing 

the highest R2 and p-values and the lowest AD, KS, and RMSE values. 

 

Figure 2. Fitting plots of estimation methods for the first dataset. 
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Figure 3. Q--Q and P-P plots for the first data set. 

It can be seen from Figure 2 that the CvM estimation method described the first dataset 

better than the other two methods. The ML, MPS, and AD methods are overfitted at the peak 

of the distribution compared to the CvM. Considering the sample size of this dataset (n=30), 

the CvM method seems to provide a more accurate estimation in this case. The Q-Q and P-P 

plots suggest that all four estimators perform similarly, with slight deviations in the upper 

quantiles suggesting underestimation at the tails. 

In Table 6, estimated parameters and asymptotic confidence intervals for the second data 

set are provided. 

Table 6. Estimated parameters and confidence intervals for the second data set. 

Method �̂� �̂� ACI α ACI β 

ML 3.09890 3.25060 
(2.8304, 

3.3674) 

(3.0608, 

3.4405) 

MPS 3.59890 3.7506 
(3.3304, 

3.8674) 

(3.5607, 

3.9405) 

CVM 2.59893 3.30898 
( 2.3304, 

2.8674) 

(3.1192,  

3.4989) 

AD 2.0989 2.75060 
(1.8304, 

2.3674) 

(2.5608, 

2.9405) 

 

According to Table 6, the ML, MPS, and CVM methods exhibited narrower confidence 

intervals, and the AD has the widest confidence intervals, implying greater variability. The 

comparative results for the estimation methods are presented in Table 7 for aircraft windshield 

data. Moreover, the fitted density, Q-Q, and P-P plots are provided for each method in Figures 

4 and 5.  
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Table 7. Evaluating criteria for the second dataset. 

Method AndDar R2 RMSE KS(p-value) 

ML 2.7410 0.903899 0.08550 0.185989(0.022169) 

MPS 2.2232 0.9486991 0.06403 0.152975(0.094129) 

CVM 2.2841 0.944583 0.06114 0.129424(0.221862) 

AD 2.5650 0.908621 0.075221 0.1372821 (0.1694) 

 

Table 7 reveals that the MPS and CvM methods exhibit similar performance in modeling 

the aircraft windshield data and overweighing the ML and AD estimations. Among these, the 

MPS method achieved the highest R2 while the CvM method presented the lowest KS and 

RMSE metrics. 

 

Figure 4. Fitting plots of estimation methods for the second dataset. 

 

Figure 5. The Q-Q and P-P plots for the second data set. 

According to Figure 4, although MPS described the distribution much better than the 

other methods, the ML method fitted data well in general but overfitted slightly at the peak. The 

CVM method is performed well in fitting the distribution as well. When the Q-Q and P-P plots 

are examined, it can be seen that similar outcomes are obtained as in fitted density plots. Since 

P-P plots emphasize deviations in distribution tails and Q-Q plots detect differences in 
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distribution shape, the Q-Q and P-P plots indicate that the CVM and MPS provide a closer fit 

to the theoretical distribution, and the ML and MPS reflect the tails of distribution much better. 

 In the applications, the MPS and CvM estimation methods demonstrated greater 

accuracy in estimating the parameters of the IEP distribution compared to the AD and ML 

methods for the data considered. For the first dataset, the CvM method proved to be the most 

effective. For the second dataset, both CvM and MPS outperformed ML and AD in fitting the 

parameters. 

 Although there is a growing body of research on the IEED family of distributions, 

studies remain limited and typically focus on maximum likelihood and Bayesian estimation. 

This work extends beyond traditional reliability studies by applying the approach to 

environmental data, highlighting the potential of the IEP distribution for modeling data across 

diverse fields. In addition, it is seen that considering the MPS method can lead to greater 

efficiency for considered data and simulations, even for small samples. Overall, the MPS and 

CVM methods can be strong alternatives to the ML method in estimating the parameters of the 

IEP distribution. 

5 CONCLUSION AND SUGGESTIONS 

Given its flexibility and applicability, the family of inverted exponentiated densities is 

frequently used as a reliable model for fitting a wide range of data. The IEP distribution is a 

special case of this family of distributions and is appreciated due to its flexibility. Here the ML, 

MPS, AD, and CvM methods are employed to estimate the parameters of the IEP distribution 

and evaluate their modeling performance through simulations and real data applications from 

different fields. The Monte Carlo simulation results reveal that the MPS method outperformed 

the AD, ML, and CvM for nearly all the cases considered. In real data applications, the CvM 

method emerges as the best method, with its closest competition being the MPS method. This 

study explores the application of MPS, AD, and CvM estimation methods for the IEP 

distribution, in addition to the traditional MLE approach, and demonstrates their effectiveness 

using two real data sets. These findings provide valuable insights into the practical use of 

different estimation techniques for IEP distribution. 
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 ABSTRACT  

 

This study provides a detailed investigation of 𝑊 + 𝑗𝑒𝑡𝑠 production in proton-proton 

collisions at √𝑠 = 100 𝑇𝑒𝑉, focusing on the comparison of leading order and next-to-leading 

order cross-sections. By employing the UNLOPS algorithm, a unified framework was 

established to improve the accuracy and stability of theoretical predictions, particularly in the 

context of higher jet multiplicities. The 𝑘-factor, a critical metric for quantifying the impact of 

higher-order corrections, highlighted the substantial contributions of next-to-leading order 

processes compared to leading order, with a calculated value of 2.501. This value underscores 

the necessity of incorporating next-to-leading order corrections to achieve precise and reliable 

predictions in collider physics. The findings indicate that 𝑊⁺ cross-sections are consistently 

higher than 𝑊⁻ cross-sections. Additionally, the differential cross-sections decrease as jet 

multiplicity increases, aligning with theoretical expectations. 

This work emphasizes the importance of incorporating next-to-leading order corrections for 

future collider experiments, particularly for facilities like the future circular collider. The results 

provide a strong foundation for benchmarking theoretical predictions against experimental data 

and for guiding the optimization of next-generation colliders. Furthermore, the study highlights 

the versatility and robustness of the UNLOPS algorithm in addressing the challenges of high-

energy jet dynamics, offering valuable insights into 𝑊 + 𝑗𝑒𝑡𝑠 processes and their role in 

advancing our understanding of Quantum Chromodynamics. 
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1 INTRODUCTION 

The production of 𝑊 + 𝑗𝑒𝑡𝑠 has been a central focus in high-energy physics due to its 

importance in studying both the Standard Model (𝑆𝑀) and Beyond Standard Model (𝐵𝑆𝑀) 

phenomena [1],[2]. Investigating the cross-sections of processes at leading order (𝐿𝑂) and next-

to-leading order (𝑁𝐿𝑂) provides essential insights, as 𝑁𝐿𝑂 calculations significantly enhance 

the precision of theoretical predictions in high-energy physics [3][4]. Although many studies 

have been carried out at the Large Hadron Collider (𝐿𝐻𝐶), exploring these processes for the 

future circular collider (𝐹𝐶𝐶) remains highly significant [5]. 

To effectively explore 𝑊 + 𝑗𝑒𝑡𝑠 production at these energy scales, future collider 

facilities must be equipped with precise theoretical models. 𝐹𝐶𝐶 is a next-generation collider 

project designed to push the frontiers of high-energy physics, with its first phase expected to be 

operational by 2035. The 𝐹𝐶𝐶 is planned in multiple stages, including 𝐹𝐶𝐶 − 𝑒𝑒, an electron-

positron collider for precision electroweak studies, followed by 𝐹𝐶𝐶 − ℎℎ, a proton-proton 

collider aimed at exploring the highest energy regimes, and 𝐹𝐶𝐶 − 𝑒ℎ, an electron-proton 

collider for deep inelastic scattering investigations [5],[6]. 

Among these stages, 𝐹𝐶𝐶 − ℎℎ is particularly relevant to this study, as it is designed to 

operate at a center-of-mass energy of √𝑠 =  100 𝑇𝑒𝑉, providing an unprecedented 

environment for studying high-energy jet processes. In such high-energy environments, 

accurate theoretical frameworks are required to interpret experimental data reliably. Precise k-

factor calculations, along with differential and total cross-section predictions, are essential for 

optimizing theoretical models in such colliders.  

The ability to accurately model jet multiplicities and kinematic distributions at these 

energy scales ensures reliable comparisons between experimental data and theoretical 

expectations, ultimately contributing to new physics searches [7]. 

To achieve this level of accuracy, perturbative QCD calculations must be systematically 

improved through higher-order corrections. Theoretical calculations in particle physics are 

systematically expanded in perturbative orders. Leading order (𝐿𝑂) represents the first-order 

approximation, capturing the dominant contributions in a given process. Next-to-leading order 

(𝑁𝐿𝑂), on the other hand, incorporates second-order corrections, including virtual loop effects 

and additional real emissions, improving the precision of theoretical predictions. These 

refinements reduce scale uncertainties and enhance agreement with experimental 
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measurements, making them crucial for reliable cross-section evaluations. In high-energy 

collisions, such as those at 𝐹𝐶𝐶 − ℎℎ, precise theoretical modeling is essential, and the k-factor 

serves as a key indicator of the impact of 𝑁𝐿𝑂 corrections, ensuring more accurate comparisons 

between theory and experimental data. The k-factor, which is mathematically defined as: 

𝑘 = 𝜎𝑁𝐿𝑂 𝜎𝐿𝑂⁄  (1) 

serves as an indicator of the relative contribution of 𝑁𝐿𝑂 corrections compared to 𝐿𝑂 

predictions. When the k-factor is close to unity, it suggests that 𝐿𝑂 calculations are sufficient 

for describing the process. However, k-factors point to the necessity of 𝑁𝐿𝑂 corrections for 

achieving greater accuracy in theoretical predictions [8],[9]. 

Beyond evaluating theoretical precision, the k-factor is also used to assess the agreement 

between calculations and experimental measurements [9],[10]. If significant higher-order 

corrections are required to align with experimental data, this highlights the importance of 

refining the theoretical framework. 

This study employs the UNLOPS algorithm alongside MadGraph, a versatile simulation 

tool that calculates tree-level matrix elements, cross-sections, and generates event samples 

[11],[12]. The UNLOPS algorithm, specifically designed for jet processes, integrates 

perturbative corrections across multiple jet multiplicities, offering a unified theoretical 

framework. This method is particularly advantageous for incorporating 𝑁𝐿𝑂 and next-to-next-

to-leading order (𝑁𝑁𝐿𝑂) corrections, especially in cases where the number of final-state jets 

varies. By combining contributions from 𝐿𝑂 and 𝑁𝐿𝑂 levels for different jet multiplicities, the 

UNLOPS algorithm provides a more accurate and stable prediction framework. This approach 

is critical for minimizing non-perturbative effects during hadronization and ensuring better 

alignment of theoretical predictions with experimental outcomes. 

Compared to other merging schemes, UNLOPS offers significant advantages in 

smoothly integrating fixed-order and parton-shower contributions. UNLOPS was selected over 

alternative merging algorithms, including MEPS@NLO and Powheg, due to its ability to 

facilitate a smoother transition across varying jet multiplicities while preserving 𝑁𝐿𝑂 precision. 

Unlike MEPS@NLO, which predominantly employs exclusive phase-space slicing, UNLOPS 

adopts a more comprehensive approach to incorporating additional jet emissions. In contrast to 

Powheg, UNLOPS enables a more seamless integration of fixed-order matrix elements with 

parton showers, resulting in enhanced stability in differential cross-section computations [13]. 
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By leveraging these theoretical advancements, this research provides key theoretical 

benchmarks for future collider experiments. Through the use of these advanced methods, 

including parton shower matching and merging techniques within the UNLOPS framework, 

this study contributes to enhancing the precision of 𝑊 + 𝑗𝑒𝑡𝑠 cross-section predictions, offering 

valuable insights for future collider experiments, particularly at 𝐹𝐶𝐶 energies. 

2 CALCULATIONS 

The calculations were performed using the MadGraph software package and Pythia8 

[10][14],[15] for parton shower simulations, incorporating both LO and NLO contributions  

The parameters employed for the formation of all processes have been compared in the 

tables below. 

Table1. The parameters for calculating cross-sections at 𝑳𝑶 and 𝑵𝑳𝑶 levels have been 

delineated. 

Parameter  LO Parton Level Samples  NLO Parton Level Samples  

Energy √𝑠 = 100 𝑇𝑒𝑉;  𝑄𝐶𝐷 μF=mW 

Scales μR=μF=μES=mW μF=mW 

PDF NNPDF23_lo_as_0130_qed NNPDF23_nlo_as_0118_qed 

Calculations 
+0/1/2j @ LO and +0/1/2/3/4j 

@ LO 

+0/1j @ NLO and +0/1/2j @ 

NLO 

Parton Cuts 
ptj > 0 GeV; |etaj| < 5.0; 

BWC=±15Γ 
ptj > 10 GeV; BWC=±15Γ 

Parton Shower 
ickkw=0; xqcut=0.0; ptlund > 

10 GeV 
Pythia8; ickkw=4 

Jet Clustering Anti-kT; 𝑑𝑅=0.4 Anti-kT; 𝑑𝑅=0.4 

 

The parameters used in this study are carefully chosen to ensure the accuracy and 

reliability of the simulated parton-level events at both  𝐿𝑂 and  𝑁𝐿𝑂. The center-of-mass energy 

(√s) is set to 100 𝑇𝑒𝑉, representing a future collider scenario with high-energy 𝑄𝐶𝐷 processes. 

The renormalization (𝜇𝑅) and factorization (𝜇𝐹) scales are dynamically defined using the W-

boson mass (𝑚𝑊), minimizing theoretical uncertainties and improving the convergence of 

perturbative 𝑄𝐶𝐷 predictions. For the parton distribution functions (PDFs), the 

NNPDF23_lo_as_0130_qed set is used for 𝐿𝑂 calculations, while 

NNPDF23_nlo_as_0118_qed is employed for 𝑁𝐿𝑂, providing a reliable description of parton 

momentum distributions within the proton.  
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The computational framework comprises two distinct configurations, namely 

Calculation I and Calculation II. This distinction allows for a systematic examination of jet 

activity across different perturbative orders, offering a clearer insight into the impact of higher-

order corrections on differential cross-sections. Calculation I involve up to 2 jets at LO and 1 

jet at NLO, whereas Calculation II extends the jet range to 4 jets at LO and 2 jets at NLO. To 

implement this framework, the simulation incorporates calculations covering a range of jet 

multiplicities, where LO samples account for processes with up to three additional jets 

(+0/1/2/3j/4j), while NLO samples include up to two additional jets (+0/1/2j). 

The 𝑁𝐿𝑂 samples are matched to parton showers using the 𝐹𝑥𝐹𝑥 merging scheme [12], 

which ensures a smooth transition between fixed-order matrix element calculations and parton 

shower simulations, thus avoiding double counting and improving event generation fidelity 

[15]. 

Jet clustering is performed using the anti-kT algorithm [16] with a radius parameter of 

𝑑𝑅 =  0.4, which is widely recognized for its efficiency and stability in collider physics. Cuts 

on jet transverse momentum 𝑃𝑇
𝑗𝑒𝑡

 and pseudorapidity |η| are applied to define the phase space, 

with stricter cuts imposed on 𝑁𝐿𝑂 samples to enhance numerical stability [15].  

Specifically, 𝑁𝐿𝑂 samples require 𝑃𝑇
𝑗𝑒𝑡

 ≥  10 𝐺𝑒𝑉, while 𝐿𝑂 samples use a looser 

threshold. The Born-level Weight Cut (𝐵𝑊𝐶) is consistently set to 15 across all simulations 

[17]. 

The parton shower for 𝑁𝐿𝑂 events is simulated using Pythia8, with the merging process 

controlled by the ickkw parameter, which facilitates the proper integration of matrix-element 

and parton-shower contributions. When set to 0, no merging is performed, which is the standard 

setting for LO events. In contrast, for NLO events, ickkw is assigned a value of 4, enabling 

𝐹𝑥𝐹𝑥 merging to establish a consistent connection between parton-level and shower-level 

emissions while preventing double counting errors. This configuration improves the precision 

and reliability of cross-section predictions, particularly in multi-jet processes, by ensuring an 

accurate representation of both hard scatterings and softer emissions, thereby capturing the 

intricate nature of 𝑄𝐶𝐷 dynamics [18]. 

The comprehensive selection and implementation of these parameters are fundamental 

to achieving precise and reliable results, aligning with the goals of this study to provide a robust 

simulation framework for future collider experiments. 
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The aforementioned parameters and methods form the backbone of the simulations 

conducted in this study, ensuring consistency and precision in the cross-section calculations. 

The computational complexity involved in the multi-jet processes, particularly at 𝑁𝐿𝑂, 

necessitated significant computational resources. (The simulations were performed on a high-

performance workstation equipped with 128 𝐺𝐵 of RAM and a 64-core 4 𝐺𝐻𝑧 processor) 

The entire process, which included matrix element computations, parton shower 

simulations, and merging, required approximately four weeks to complete. These resources 

underscore the computational demand of such detailed simulations, further emphasizing the 

importance of optimizing each parameter and method for accuracy and efficiency. 

3 RESULTS AND DISCUSSION 

The calculated cross-section values at both 𝐿𝑂 and 𝑁𝐿𝑂 are systematically presented in 

the subsequent tables (Table 1, Table 2, and Table 3). These tables provide a comprehensive 

overview of the simulation results, highlighting the differences between 𝐿𝑂 and 𝑁𝐿𝑂 

predictions and their implications for the studied processes. 

Table2. Leading order cross-sections. 

Sub-Process σ(W+ → ℓ+ν)  [pb] σ(W- → ℓ-ν)  [pb] Total Cross-section[pb] 

W±(→ℓ±ν)+0j 56253 51092 107340 ∓ 70.7   

W±(→ℓ±ν)+1j 49253 45520 94773 ∓ 111 

W±(→ℓ±ν)+2j  37351 34594 71946 ∓ 68   

W±(→ℓ±ν)+3j  25810 23745 49556 ∓ 99 

W±(→ℓ±ν)+4j  16217 14748 30965 ∓ 78 

 

The cross-sections, expressed in picobarns (𝑝𝑏), calculated at leading order for various 

sub-processes are presented in Table 2. These calculations are based on a total of 100,000 

generated events, ensuring statistical reliability in the results. These include processes with 

increasing jet multiplicities (+0𝑗, +1𝑗, +2𝑗, +3𝑗, 𝑎𝑛𝑑 + 4𝑗). For each sub-process, the 

individual cross-sections for 𝑊+ 𝑎𝑛𝑑 𝑊− production, along with their sum as the total cross-

section, are provided. 

As observed, the total cross-section decreases systematically with increasing jet 

multiplicity. For instance, the 𝑊 +  0𝑗 process exhibits the highest total cross-section of 

107340 70.7 𝑝𝑏, whereas the 𝑊 +  4𝑗 process drops to 3096578 𝑝𝑏. This trend aligns with 
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expectations, as higher jet multiplicities correspond to increasingly suppressed phase-space 

regions and more complex interactions, leading to reduced cross-section values. 

Additionally, the cross-sections for 𝑊+ production are consistently higher than those 

for 𝑊− across all sub-processes listed in Table 2. This disparity reflects the underlying 

asymmetry in parton distribution functions (𝑃𝐷𝐹𝑠) within the proton, where 𝑢-quarks, which 

predominantly contribute to 𝑊+ production, are more abundant than 𝑑-quarks. 

The uncertainties reported for the total cross-sections are minimal, indicative of the 

accuracy of the calculations and the efficiency of the simulation framework. 

These results provide a foundational understanding of the parton-level dynamics at 𝐿𝑂, 

serving as a benchmark for comparisons with 𝑁𝐿𝑂 calculations and experimental data. 

Table3. Next-to-leading order cross-sections. 

Sub-Process σ(W+ → ℓ+ν)  [pb] σ(W- → ℓ-ν)  [pb] Total Cross-section[pb] 

W±(→ℓ±ν)+0j 146465 121959 268420 ∓ 1100 

W±(→ℓ±ν)+1j 95059 82654 177710 ∓ 1510 

  W±(→ℓ±ν)+2j  60352 49900 110250 ∓ 2780 

 

Table 3 showcases the cross-section results for processes with jet multiplicities ranging 

from +0𝑗 to +2𝑗 at 𝑁𝐿𝑂. These calculations are based on 50,000 generated events, ensuring 

statistical reliability in the results. As expected, the total cross-section decreases with increasing 

jet multiplicity, reflecting the growing complexity and phase-space restrictions associated with 

higher-order emissions. The total cross-section for 𝑊 +  0𝑗 is calculated as 2684201100 𝑝𝑏, 

while the value drops to 110250 2780 𝑝𝑏 for 𝑊 +  2𝑗. 

A consistent pattern of higher cross-section values for 𝑊+ production compared to 𝑊− 

production is observed, attributed to the asymmetry in parton distributions within the proton. 

The simulations are based on a uniform event count across all sub-processes, ensuring statistical 

comparability. The relatively low uncertainties associated with the total cross-sections indicate 

the stability and reliability of the 𝑁𝐿𝑂 simulations. 

Table4. UNLOPS cross-sections and 𝒌-factor. 

Inclusive cross-section [𝒑𝒃] 𝒌 = 𝝈_𝒏𝒍𝒐/𝝈_𝒍𝒐 

LO 107345 ± 10734  
2.501 

NLO 268471 ± 13424 
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Table 4 presents the inclusive cross-section values calculated at both 𝐿𝑂 and 𝑁𝐿𝑂 using 

the UNLOPS merging scheme. The 𝑁𝐿𝑂 cross-section 268471±13424 𝑝𝑏 is significantly 

higher than the 𝐿𝑂 cross-section 107345±10734 𝑝𝑏 , highlighting the enhanced precision and 

inclusion of higher-order corrections at the 𝑁𝐿𝑂 level. 

The k-factor, defined in Equation (1) as the ratio of the 𝑁𝐿𝑂 cross-section to the 𝐿𝑂 

cross-section, is calculated as 2.501. This value reflects the substantial contribution of 𝑁𝐿𝑂 

corrections to the overall cross-section and the importance of higher-order calculations in 

accurately modeling particle interactions. 

These results demonstrate the robustness of the UNLOPS merging scheme in providing 

consistent and accurate predictions for inclusive cross-sections, which are crucial for both 

theoretical studies and experimental validations. 

 
Figure1. Differential cross-sections are presented as a function of inclusive jet multiplicity 

(𝑷𝑻
𝒋𝒆𝒕

 > 20 𝑮𝒆𝑽) calculation I. 

 
Figure2. Differential cross-sections are presented as a function of inclusive jet multiplicity 

(𝑷𝑻
𝒋𝒆𝒕

 > 20 𝑮𝒆𝑽) calculation II. 
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Figures 1 and 2 illustrate the differential cross-sections as a function of inclusive jet 

multiplicity 𝑁𝑗𝑒𝑡 for two distinct calculation methods, denoted as calculation I and calculation 

II. These plots provide a detailed comparison of the cross-section values for processes involving 

jets with 𝑃𝑇
𝑗𝑒𝑡

 >  20 𝐺𝑒𝑉. The stepwise decrease in cross-section with increasing 𝑁𝑗𝑒𝑡 is 

evident, reflecting the expected reduction in phase-space availability and the complexity of 

higher jet multiplicities. 

 

Figure3. Differential cross-sections as a function of inclusive jet multiplicity for 

Calculation I, comparing cases with and without a  𝒑⊥
𝒋𝒆𝒕

> 𝟐𝟎 𝑮𝒆𝑽 cut.  

Figure 3 focuses on calculation I and contrasts the cross-sections obtained with and 

without a transverse momentum cut 𝑃𝑇
𝑗𝑒𝑡

> 20 𝐺𝑒𝑉. This comparison highlights the significant 

impact of applying such a cut, with noticeable differences in the inclusive cross-section values, 

particularly at higher jet multiplicities. This demonstrates the sensitivity of the results to jet 

kinematic cuts, which are crucial for aligning simulations with experimental conditions. 

 
Figure4. The comparison of differential cross-sections is presented as a function of 

inclusive 𝒋𝒆𝒕 multiplicity for calculation I and calculation II. 
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Finally, Figure 4 provides a direct comparison of calculation I and calculation II, 

emphasizing the differences in the predicted cross-sections for identical kinematic 

configurations. The overlapping trends observed in lower multiplicities 𝑁𝑗𝑒𝑡 = 0.1 gradually 

diverge at higher 𝑁𝑗𝑒𝑡, indicating the distinct approaches used in the two calculation methods. 

This comparison is instrumental in evaluating the consistency and reliability of the 

methodologies employed. 

Collectively, these plots offer an in-depth view of the inclusive jet multiplicity 

distributions and their dependence on calculation strategies and jet kinematic cuts. These 

insights are essential for benchmarking theoretical predictions against experimental data and 

refining the computational frameworks for high-energy collider physics. 

The presented results, combining the detailed cross-section values from Tables 1 to 4 

and the visual insights from Figures 1 to 4, provide a comprehensive understanding of the 

studied processes. The tabulated data systematically highlight the impact of increasing jet 

multiplicities, where a clear reduction in total cross-sections is observed due to the constraints 

imposed by phase-space availability and higher-order jet emissions. This trend is consistently 

reflected in the plotted differential cross-sections, emphasizing the consistency of the 

simulations. 

Additionally, the comparison of 𝐿𝑂 and 𝑁𝐿𝑂 cross-sections across different jet 

configurations underscores the significance of higher-order corrections in achieving more 

accurate predictions. The k-factor values derived from Table 4 demonstrate the substantial 

enhancement provided by 𝑁𝐿𝑂 calculations, further validating their necessity for precise 

modeling in high-energy collisions. The visual comparison in Figure 4 complements this 

finding by revealing how different calculation methods diverge in their predictions, especially 

at higher jet multiplicities. 

The agreement between tabulated and plotted results not only reinforces the reliability 

of the simulation framework but also highlights the importance of careful parameter selection 

and methodological rigor. These findings serve as a strong foundation for benchmarking 

theoretical predictions against experimental data and for further studies aimed at refining 

computational models in particle physics. 
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4 CONCLUSION AND SUGGESTIONS 

This study presents a comprehensive analysis of 𝑊 +  𝑗𝑒𝑡𝑠 processes, focusing on both 

inclusive and differential cross-sections as functions of jet multiplicities at 𝐿𝑂, 𝑁𝐿𝑂, and 

UNLOPS merging schemes. The results offer significant insights into the interplay between jet 

multiplicities, higher-order corrections, and theoretical predictions, which are essential for 

accurate modeling of collider experiments at future facilities like 𝐹𝐶𝐶 − ℎℎ,  where the high-

energy proton-proton collisions provide an ideal environment for studying 𝑄𝐶𝐷-driven jet 

dynamics. 

Our findings confirm that, across all configurations, 𝑊⁺ boson cross-sections are 

consistently higher than 𝑊⁻ boson cross-sections. This asymmetry arises from the dominance 

of 𝑢 − 𝑞𝑢𝑎𝑟𝑘 contributions within the proton, directly impacting 𝑊⁺ production rates. 

Furthermore, the total cross-sections at 𝑁𝐿𝑂 were systematically larger than at 𝐿𝑂, with a 

calculated k-factor of 2.501, highlighting the necessity of incorporating higher-order 

corrections for reliable predictions. These results are in strong agreement with theoretical 

expectations, reinforcing the validity of our computational framework. 

In addition, differential cross-sections exhibit a systematic decline with increasing jet 

multiplicities, reflecting the phase space suppression and computational challenges associated 

with higher-order emissions. The comparison between 𝐿𝑂 and 𝑁𝐿𝑂 calculations reveals that 

𝑁𝐿𝑂 not only enhances precision but also offers a more robust theoretical foundation, 

particularly for final states involving 1–2 𝑗𝑒𝑡𝑠, where experimental uncertainties are critical. 

These findings emphasize the need for higher-order corrections to minimize theoretical 

uncertainties and align predictions with experimental observations.  

A key aspect of this work is the implementation of the UNLOPS merging scheme, which 

enhances the reliability of theoretical predictions by ensuring a smooth transition between 

fixed-order matrix elements and parton showers. This merging strategy allows for a consistent 

treatment of high-energy and soft emissions, making it particularly valuable for inclusive jet 

multiplicity distributions at 𝐹𝐶𝐶 − ℎℎ. Compared to other merging algorithms, UNLOPS 

provides improved stability in differential cross-section predictions, reinforcing its suitability 

for high-energy 𝑄𝐶𝐷 studies. 

To further refine these results, future studies should increase event statistics to 1 million, 

allowing for more precise evaluations of high-multiplicity jet events and reduced statistical 

uncertainties.  
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Beyond the scope of this study, exploring multi-boson production and heavy-flavor jet 

final states at 𝐹𝐶𝐶 − ℎℎ would offer deeper insights into 𝑊 + 𝑗𝑒𝑡𝑠 dynamics and new physics 

searches. These studies would not only aid in benchmarking theoretical frameworks but also 

support the development of experimental strategies for next-generation colliders. 

Finally, to bridge the gap between theory and experiment, it is essential to incorporate 

experimental-level simulations, including detector effects and pile-up conditions. This would 

significantly enhance the applicability of our findings, ensuring that theoretical models are 

aligned with real collider data, ultimately contributing to the success of future 𝐹𝐶𝐶 − ℎℎ 

physics programs. 
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 ABSTRACT  

 

In this work, a structurally identifiable mathematical model is developed to capture the first 

peak of COVID-19 in Türkiye. The daily numbers of COVID-19 cases, deaths, prevalence in the 

ICU, and prevalence on ventilation, obtained from the open-access TURCOVID-19 database, 

during the first peak, are used as observations. Structural identifiability analysis is performed 

using the open-source software Julia. For parameter estimation, some parameters are fixed based 

on the literature while the remaining parameters are estimated using the Data2Dynamics 

software. Our results align well with the observations. Then, a practical identifiability analysis 

based on the profile likelihood method is conducted to investigate uncertainties in the parameter 

values. It reveals that three of the model parameters, namely the progression rate of 

symptomatically infectious individuals to hospital and the transmission rates associated with 

exposed and symptomatically infectious individuals, are not practically identifiable. This means 

that the implementation of intervention strategies via this model must be performed carefully. 

 

 
Keywords: Structural identifiability, Practical identifiability, COVID-19, Mathematical 

modeling, Türkiye.  

 

1 INTRODUCTION 

The novel coronavirus has changed the world in several ways, such as introducing new 

hygiene habits, emphasizing effective handwashing, skipping the handshake, working out at 

home, increasing reliance on online meetings, and raising awareness about vaccination or 

boosters. Once a novel virus began affecting the world, predicting the number of infectious 
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individuals, forecasting upcoming peaks, and determining the most suitable public 

interventions became crucial.  

Researchers and scientists have paid attention to mathematical models in infectious 

disease modeling for decision-making. Intervention strategies and their impacts are compared 

using run charts, EWMA control charts, and p-control charts based on COVID-19 data from 

Türkiye [1]. An algorithm approximating the effect of nodes in complex networks has been 

developed under the susceptible-infectious-recovered (SIR) models [2].  We refer the reader to 

the studies for reviews on COVID-19 modeling (see, examples [3-5].). On the other hand, 

hypothetical models have gained importance in understanding the spread of the disease within 

communities. In particular, the potential use of face masks has been investigated in 

mathematical models; the importance of face masks together with non-pharmaceutical 

interventions is concluded [6]. As more data have been collected, models incorporating 

parameter estimation methods have revealed country-based differences driven by intervention 

strategies, human behavior, and technology. For example, differences have been observed in 

India, Mexico, Wuhan, Sweden, Canada, and Türkiye [7-12]. Vaccination programs have been 

examined through mathematical models, with findings suggesting that vaccination alone is not 

sufficient to control the spread [13]. The effects of awareness programs have also been studied, 

with results indicating that awareness and timely hospitalization are critical factors in 

eliminating the disease [14]. The impact of testing and isolation has been discussed, and authors 

have concluded that the timing of testing and the rate of testing are two key factors in developing 

effective control strategies [15]. Malik et al. have expressed the outbreak of COVID-19 as a 

fractional order system and considered an inverse problem to find the time-dependent 

parameters in the model for the data of India [16, 17].  

The construction of a mathematical model consists of several steps [18, Figure. 1]. 

Model development is followed by structural identifiability analysis. This is necessary because 

two different parameter sets can sometimes lead to the same solution curves for a structurally 

nonidentifiable model. However, this can result in unrealistic model behavior. In fact, inefficient 

control strategies based on such models may cause the disease to spread even more. Therefore, 

it is crucial to analyze whether the model is structurally identifiable before proceeding with 

model calibration. Model calibration enables the determination of the parameter values in the 

model. While model parameters are structurally identifiable, they may not always be practically 

identifiable. Therefore, practical identifiability analysis is essential. If any parameter is found 
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to be practically nonidentifiable, then one must be careful in making predictions or adjustments 

in case of parameter perturbations. 

Akman et al. constructed a mathematical model for COVID-19 in Türkiye [12], which 

captured the first peak using the data from the TURCOVID-19 database [19]. They also 

investigated the effect of underreporting [12]. In this work, we extend the model presented in 

the work [12] by splitting the symptomatically infectious subgroup into symptomatically 

infectious and hospitalized patients and adding a quarantine subgroup to model the first peak 

of the spread. Additionally, we investigate both the structural and practical identifiability of the 

model, which were not within the scope of the paper by Akman et al. [12]. From this current 

study, we have learned that caution is needed when making future predictions or planning 

interventions based on this model, as α1, βe, and βs (the progression rate of symptomatically 

infectious individuals to hospital, and the transmission rates associated with exposed and 

symptomatically infectious individuals) are not practically identifiable. The rest of the paper is 

organized as follows: In Sec. 2, the mathematical model is developed and explained. Sec. 3 

presents the structural identifiability analysis. Sec. 4 is devoted to model calibration, followed 

by the practical identifiability analysis in Sec. 5. Sensitivity analysis is discussed in Sec. 6. 

Simulation results are presented in Sec.7. This paper ends with a summary and conclusion.  

2 MODEL DEVELOPMENT 

We develop a mathematical model for the first wave of COVID-19 by splitting the total 

population of Türkiye at time t, denoted N(t), into nine mutually exclusive compartments of 

individuals for the period of March 11, 2020 - May 31, 2020. The variables in the model 

represent the number of individuals in each compartment: susceptible S:=S(t), exposed E:=E(t), 

asymptomatic and infectious but not tested In:=In(t), symptomatic and infectious Is:=Is(t), 

hospitalized and isolated Ih:=Ih(t), patients staying at ICU IICU:=IICU(t), ventilated Iv:=Iv(t), 

recovered R:=R(t) and quarantined Q:=Q(t) at time t. Therefore, the total population N:=N(t) is 

given by 

N = S + E + In + Is + Ih + IICU + Iv + R + Q. 

We use the standard incidence and exclude isolated individuals, as motivated by the 

work [21], in the disease transmission state. Susceptible individuals (S) become infected 

because of the interactions with exposed individuals (E), asymptomatically infectious 

individuals (In), and symptomatically infectious individuals (Is) at the rates of βe, βn, and βs, 
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respectively. The exposed class (E) is affected by this interaction, and the exposed compartment 

decreases at the rate of k. A fraction ρ of exposed individuals show symptoms, while the rest 

move to the compartment of asymptomatically infectious individuals (In). Asymptomatically 

and symptomatically infectious individuals recover at the rates of γn and γs, respectively. 

Symptomatically infectious individuals may develop severe infections and get hospitalized at 

the rate of α1. Hospitalized individuals die at the rate of μh and recover at the rate of γh. 

Hospitalized patients may be transferred to the ICU at the rate of α2, and ICU patients may be 

ventilated (Iv) at the rate of α3. Both ICU patients and ventilated patients recover at the rates of 

γICU and γv, respectively, and pass away at the rates of μICU and μv, respectively. During 

simulations, quarantine and isolation strategies are implemented, so susceptible individuals 

move to quarantine at the rate of c. We exclude quarantine of the subgroups of E, In and Is, as 

quarantine is applied only when the number of infectious individuals becomes too high. Since 

we are modeling the early stages of the pandemic, we exclude the terms for natural death, births, 

and vaccination. Based on these assumptions, we develop the following model: 

𝑑𝑆

𝑑𝑡
= −(𝛽𝑒𝐸 +  𝛽𝑛𝐼𝑛 +  𝛽𝑠𝐼𝑠)

𝑆

𝑁−𝐼ℎ− 𝐼𝐼𝐶𝑈−𝐼𝑣−𝑄
− 𝜂𝑆,      (1a) 

dE

𝑑𝑡
= (𝛽𝑒𝐸 +  𝛽𝑛𝐼𝑛 +  𝛽𝑠𝐼𝑠)

𝑆

𝑁−𝐼ℎ− 𝐼𝐼𝐶𝑈−𝐼𝑣−𝑄
− 𝑘𝐸,        (1b) 

d𝐼𝑛

𝑑𝑡
= (1 − 𝜌)𝑘𝐸 − 𝛾𝑛𝐼𝑛,          (1c) 

d𝐼𝑠

𝑑𝑡
= 𝜌𝑘𝐸 −  (𝛼1 +  𝛾𝑠)𝐼𝑠,         (1d) 

d𝐼ℎ

𝑑𝑡
= 𝛼1𝐼𝑠 − (𝛼2 +  𝛾ℎ+ µℎ)𝐼ℎ,        (1e) 

d𝐼𝐼𝐶𝑈

𝑑𝑡
= 𝛼2𝐼ℎ − (𝛼3 +  𝛾𝐼𝐶𝑈+ µ𝐼𝐶𝑈)𝐼𝐼𝐶𝑈,       (1f) 

d𝐼𝑣

𝑑𝑡
= 𝛼3𝐼𝐼𝐶𝑈 − (𝛾𝑣+ µ𝑣)𝐼𝑣,         (1g) 

dR

𝑑𝑡
= 𝛾𝑛𝐼𝑛 + 𝛾𝑠𝐼𝑠 + 𝛾ℎ𝐼ℎ + 𝛾𝐼𝐶𝑈𝐼𝐼𝐶𝑈 + 𝛾𝑣𝐼𝑣,       (1h) 

dQ

𝑑𝑡
= 𝜂𝑆,           (1i) 

𝑆(0) = 𝑆0, 𝐸(0) = 𝐸0,  𝐼𝑛(0) = 𝐼𝑛,0,  𝐼𝑠(0) = 𝐼𝑠,0,  𝐼ℎ(0) = 𝐼ℎ,0,  𝐼𝐼𝐶𝑈(0) = 𝐼𝐼𝐶𝑈,0 , 𝐼𝑣(0) =
𝐼𝑣,0 𝑅(0) = 𝑅𝑛,0 , Q(0) = 𝑄𝑛,0.         (1j)  

 

We proceed with the proofs of existence and uniqueness, positivity and boundedness of 

the solution. 
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2.1 Model analysis 

We observe that the right-hand side of model (1) is completely continuous and locally 

Lipschitzian. Therefore, its solution, namely S(t), E(t), In(t), Is(t), Ih(t), Iicu(t), Iv(t), R(t), and 

Q(t), with non-negative initial conditions exists and is unique on the interval [0, t*], where 0 < 

t* < ∞ [22]. 

We first prove that the solution is positive. Consider t* = sup{t > 0: S(t), E(t), In(t), Is(t), 

Ih(t), Iicu(t), Iv(t), R(t), Q(t) > 0 }. Then, by integration, Equation (1a) leads to 

d

𝑑𝑡
(𝑆(𝑡) 𝑒𝑥𝑝(𝜂𝑡 +  ∫

𝛽𝑒𝐸(𝑢) +  𝛽𝑛𝐼𝑛(𝑢) +  𝛽𝑠𝐼𝑠(𝑢)

𝑁(𝑢) − 𝐼ℎ(𝑢) −  𝐼𝐼𝐶𝑈(𝑢) − 𝐼𝑣(𝑢) − 𝑄(𝑢)

𝑡∗

0

  𝑑𝑢))  =  0. 

Then, we obtain 

𝑆(𝑡 ∗) 𝑒𝑥𝑝(𝜂𝑡 ∗  + ∫
𝛽𝑒𝐸(𝑢) +  𝛽𝑛𝐼𝑛(𝑢) +  𝛽𝑠𝐼𝑠(𝑢)

𝑁(𝑢) − 𝐼ℎ(𝑢) − 𝐼𝐼𝐶𝑈(𝑢) − 𝐼𝑣(𝑢) − 𝑄(𝑢)

𝑡∗

0

  𝑑𝑢)  −  𝑆(0)  =  0. 

We rewrite this equation to reach 

𝑆(𝑡 ∗)  =  𝑆(0) 𝑒𝑥𝑝(− 𝜂𝑡 ∗  − ∫
𝛽𝑒𝐸(𝑢) +  𝛽𝑛𝐼𝑛(𝑢) + 𝛽𝑠𝐼𝑠(𝑢)

𝑁(𝑢) − 𝐼ℎ(𝑢) −  𝐼𝐼𝐶𝑈(𝑢) − 𝐼𝑣(𝑢) − 𝑄(𝑢)

𝑡∗

0

  𝑑𝑢)  ≥  0. 

It means that the solution S(t) is non-negative. Similarly, we can follow the same 

approach to prove that all other solutions are non-negative.  

We secondly prove that the model variables are bounded above. Therefore, we add all 

the equations up in model (1) to obtain  

dN

𝑑𝑡
=  −µℎ𝐼ℎ  −µ𝑖𝑐𝑢𝐼𝑖𝑐𝑢  −µ𝑣𝐼𝑣  ≤  −𝑚𝑖𝑛( µℎ, µ𝑖𝑐𝑢,  µ𝑣) 𝑁 =  −µ 𝑁, 

where 𝑚𝑖𝑛( µℎ, µ𝑖𝑐𝑢,  µ𝑣)  =  µ . We observe that N is a decreasing function of time t 

and N(t) = 𝑁(0)𝑒𝑥𝑝(−µ 𝑡). Then, it means that all model variables are bounded above. We 

now proceed with the structural identifiability analysis. 

3 STRUCTURAL IDENTIFIABILITY ANALYSIS  

Identifiability analysis has been discussed in many studies (for example [23-27]). Here, 

we provide a summary based on these works.  

A model parameter pi is called identifiable if the confidence interval associated with pi, 

denoted [p+i , p−i], is finite. There are two types of identifiability that can be investigated: 

structural and practical identifiability. The former is independent of the data and concerns the 
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structure of the mathematical model, while the latter considers the observations used for model 

fitting. Some mathematical models suffer from structural nonidentifiability, meaning that a 

unique parametrization of the model using the available observations cannot be achieved. 

We, firstly, investigate the structural identifiability of model (1) by expressing it as 

        𝑥′(𝑡) =  𝑓 (𝑥, 𝑝), 𝑥(0) =  𝑥0, (2) 

where x and p denote the states and parameters of model (1), respectively. The data in 

this study comes from the open-access TURCOVID-19 database [28, 19]. The observations we 

have are the daily number of cases y1(t) = ρkE, the daily number of deaths y2(t) = μhIh +μICU 

IICU+μvIv, ICU prevalence y3(t) = IICU and ventilation unit prevalence y4(t) = Iv. We can write 

the observations as: 

𝑦(𝑡) = 𝑔(𝑥, 𝑝)  . (3) 

The model given by Equation (2) is structurally identifiable if the vector p can be 

uniquely determined from the observations y(t) in Equation (3), assuming the observations are 

unlimited [23]. Otherwise, the model is considered unidentifiable. The formal definition is 

provided below [29]. 

Definition 1. Suppose that p and ք are two distinct parameter vectors. Model (1) is said 

to be globally (uniquely) structurally identifiable if  

𝑔(𝑥, 𝑝) =  𝑔(𝑥, ք)     𝑖𝑚𝑝𝑙𝑖𝑒𝑠      𝑝 =  ք. (4) 

Definition 2. Model (1) is said to be locally structurally identifiable if for any p within 

an open neighborhood of ք in the parameter space,  

𝑔(𝑥, 𝑝) =  𝑔(𝑥, ք)     𝑖𝑚𝑝𝑙𝑖𝑒𝑠    𝑝 =  ք. (5) 

Structural identifiability can be analyzed using various methods, such as the Taylor 

series method [30], Lie symmetries [31], generating power series approach [32], and differential 

algebra approach [33]. We prefer the differential algebra approach as the open-source software 

JULIA [33] and its structural identifiability package [25, 35] can perform this analysis and can 

capture both identifiable and nonidentifiable parameters. The differential algebra approach 

explains the structural identifiability as follows [36]:  
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Definition 3. Suppose that c(p) denotes the coefficients of the input-output equation 

corresponding to model (1). We say that model (1) is structurally identifiable from unlimited 

observations y(t) if and only if c(p) = c(ք) implies p = ք. 

If a model is not structurally identifiable, reparametrization is required [37]. 

4 MODEL CALIBRATION 

We proceed with parameter estimation for model (1) using the data obtained from the 

online database TURCOVID19 [19, 28]. The spread of the virus in the community changes 

over time due to public interventions. Therefore, we focus on the early dynamics of the spread, 

during which we can capture the first peak, specifically the period from March 11, 2020, to 

May 31, 2020, in Türkiye. We fit model (1) to the data, including the number of COVID-19 

cases, the number of deaths, ICU prevalence, and ventilation prevalence. Let 

{𝑡𝑖}𝑖=1
𝑘1 , {𝑡𝑖}𝑖=1

𝑘2 , {𝑡𝑖}𝑖=1
𝑘3  and {𝑡𝑖}𝑖=1

𝑘4  represent the time points for each observation, respectively. 

The measurements contain some noise and can be expressed as 

𝑌1
𝑖 = 𝑦1(𝑡𝑖) + 𝜖𝑖,  𝑖 = 1,2, ⋯ , 𝑘1, 

Y2
i = y2(ti) + ϵi,  i = 1,2, ⋯ , k2, 

Y3
i = y3(ti) + ϵi,  i = 1,2, ⋯ , k3, 

                      Y4
i = y4(ti) + ϵi,  i = 1,2, ⋯ , k4.                               (6) 

We estimate the parameters of model (1) by solving the following optimization problem: 

 min 𝑝 (  
1

𝑘1
 ∑

|𝑦1(𝑡𝑖)−𝑌1
𝑖|

2

Ỹ1
2

𝑘1
𝑖=1  +   

1

𝑘2
 ∑

|𝑦2(𝑡𝑖)−𝑌2
𝑖|

2

Ỹ2
2

𝑘2
𝑖=1  + 

1

𝑘3
 ∑

|𝑦3(𝑡𝑖)−𝑌3
𝑖|

2

Ỹ3
2

𝑘3
𝑖=1   +

 +  
1

𝑘4
 ∑

|𝑦4(𝑡𝑖)−𝑌4
𝑖|

2

Ỹ4
2

𝑘4
𝑖=1  ) ,             (7) 

w. r. t. the constraint 𝑝 > 0.                               (8) 

The terms Ỹ𝒕
𝑖  for t ∈ {1, 2, 3, 4} are the average observations written as Ỹ𝒕

𝑖  =  
1

𝑘𝑡
∑ 𝑌𝑡

𝑘𝑡
𝑖=1 . 

After model calibration, practical identifiability is performed to investigate the 

confidence intervals of the model parameters. 
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5 PRACTICAL IDENTIFIABILITY ANALYSIS 

We proceed with the practical identifiability analysis, as model (1) has been shown to 

be structurally identifiable. However, a structurally identifiable parameter may still be 

practically nonidentifiable. This often occurs when the observations or data used in model 

calibration are insufficient to compute a finite confidence interval [38]. It is defined as follows: 

Definition 4. A parameter estimate ҏi is practically nonidentifiable; despite the unique 

minimum of the likelihood for this parameter, the likelihood-based confidence region 

associated with the parameter is infinitely extended in increasing and/or decreasing direction of 

ք i. 

There are several methods to analyze parameter identifiability, including Bayesian 

sampling approaches [39, 40], bootstrap methods [41], and the Fisher information matrix [42]. 

Additionally, using the profile likelihood method [23, 24], we can determine the practically 

identifiable parameters with a 95% confidence interval, allowing us to assess parameter 

uncertainties in the model. We prefer this approach because it can be easily implemented using 

the d2d software after model calibration [43-45].  

6 SENSITIVITY ANALYSIS 

Global sensitivity analysis is performed for COVID-19 models to test the robustness of 

the model [12, 46]. In this work, the method of the partial rank correlation coefficient (PRCC) 

is used [47]. The aim is to measure the effect of each model parameter on a variable or 

observation to obtain a value between −1 and +1 and to determine the strength of this value. 

Computational details and simulation results are discussed in the next section. 

7 SIMULATION RESULTS 

After constructing the model and determining the type of data to use, we perform 

structural identifiability analysis. We use the open-source software JULIA [34] and its 

StructuralIdentifiability.jl package [25, 35] for the analysis.  

However, we encountered a memory error in JULIA. This issue can be resolved by using 

linear first integrals, which speed up computations [46]. We apply a suitable transformation to 

the model (1) to eliminate one of the unknowns in the system. Details are provided in the 

appendix. 
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Based on the analysis performed in JULIA [33], we find that all variables and parameters 

of model (1) are globally identifiable. After confirming that the model is structurally 

identifiable, we proceed with parameter estimation using the d2d software [43-45]. We fix the 

values of some parameters related to the dynamics of COVID-19 based on the literature. The 

d2d software uses a deterministic optimisation algorithm, namely lsqnonlin, in the parameter 

estimation step [44]. In addition, the d2d software decides the most efficient ODE solver to find 

the numerical solution.  The parameter interval is set as p ∈ (10−6, 105), with the upper bound 

for α1 is fixed as 1011 and the lower bounds for βe and βs are set as 10−8. The values of parameters 

and initial conditions are provided in Table 1. 

Table 1. Parameter values. 

Parameter Value Unit Source 

α1 2.8 x 1010 Day-1 Calibrated 

α2 0.041 Day-1 Calibrated 

α3 0.14 Day-1 Calibrated 

βe 1.4 x 10-9 Day-1 Calibrated 

βn 1.7 Day-1 Calibrated 

βs 6.3 x 10-6 Day-1 Calibrated 

η 0.19 Day-1 Calibrated 

γh 0.1449 Day-1 [47] 

γICU 0.231285 Day-1 [47] 

γn 0.3448 Day-1 [47] 

γs 0.1429 Day-1 [47] 

γv 0.239209 Day-1 [47] 

k 1/14 Day-1 Estimated from [48] 

µICU 0.0605032 Day-1 [12] 

µh 0.000001 Day-1 Adapted from [12] 

µv 0.00029338 Day-1 [12] 

ρ 0.28 Day-1 [12] 

S0 8 x 107 Individual [12] 

E0 437 Individual [12] 

In,0 490 Individual [12] 

Is,0 1 Individual Data 

Ih,0, IICU,0, Ihv,0, Rh,0, Qh,0 0 Individual Data 

 

The optimization problem (7)-(8) is solved as a multi-start optimization problem with 

500 iterations. Figure 1 shows that convergence is achieved, and the first-order optimality 

criterion is calculated as 3.82169 x 10-8. 
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Figure 1. Overview about the multistart optimization. 

We present the simulation results in Figure. 2-5. We observe that model (1) accurately 

predicts the dynamics, and the simulation results align well with the model observations. 

 

Figure 2. Simulation results for the number of cases. 

 

Figure 3. Simulation results for the number of deaths. 
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After model calibration, we proceed with the practical identifiability analysis using 

profile likelihood, which is performed by the d2d software.  

We note that calibrated parameter values pi‘s are displayed by gray stars, and thresholds 

for the confidence intervals are shown by the upper and lower dashed lines in Figure 6. We note 

that calibrated parameter values pi‘s are displayed by gray stars, and thresholds for the 

confidence intervals are shown by the upper and lower dashed lines in Figure 4. We observe 

that the parameters α1, βe, and βs are not practically identifiable, as a finite confidence interval 

for α1 and βe cannot be determined, and the confidence interval for βs is very flat. The value of 

βe is found at the left end of the parameter interval, indicating practical nonidentifiability. To 

overcome this, additional data sets should be incorporated during the model calibration step, 

such as data on the number of susceptible individuals. However, such data are difficult to 

collect, as it is not possible to test everyone in the population to determine whether they are 

infectious. 

 
Figure 4. Simulation results for ICU prevalence. 

 

 
Figure 5. Simulation results for ventilation prevalence. 
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We proceed with sensitivity analysis. A MATLAB code developed by Lab has been 

modified for implementation of the method of PRCC [48]. Intervals for each parameter are set 

starting from half to twice the baseline value, and a uniformly distributed sample space with 

1000 sample values is constructed.  

We investigate the sensitivities of the number of cases and the number of deaths and 

present them in Figure. 7 and Figure. 8, respectively. We choose the days corresponding to the 

middle and the end of the simulation interval, namely days 40 and 80, respectively, for 

comparison purposes. We observe that the number of cases increases as the parameter βn 

increases, while it decreases as the rate of quarantine, the rate of recovery for asymptomatically 

infectious. 

 

Figure 6. Profile likelihood curves. 

For day 80, it is inversely proportional to the incubation period 1/k. On the other hand, 

the number of deaths is proportional to the parameters βn and α2. It means that as the value of 

the transmission rate and the rate at which patients are transferred to ICU increases, the more 

people pass away. Negative, but the largest sensitivity in magnitude occurs for the parameter η 

meaning that as the rate of quarantine increases, more lives can be saved. 
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Figure 7. Sensitivity analysis for the number of cases. 

 

Figure 8. Sensitivity analysis for the number of deaths. 

8 CONCLUSION AND SUGGESTIONS 

We develop a model for disease transmission during the first peak of COVID-19 in 

Türkiye. We observe that our model is structurally identifiable when using the number of 

symptomatic cases, deaths, patients in the ICU, and ventilated patients as observations. 

Structural identifiability analysis is performed using the open-source software Julia and its 

structural identifiability package after simplifying the model based on linear first integrals. 

Model calibration is carried out as a multi-start optimization problem, and the simulation results 

align well with the data. Next, we investigate the variability of the parameters based on the 

profile likelihood method for parameter identifiability. We find that the parameters α1, βe, and 

βs are not practically identifiable. It indicates that the implementation of intervention strategies 
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must be carried out with caution. In addition, we performed sensitivity analysis and determined 

the effect of the parameters on the observations, namely the number of cases and deaths. The 

disease transmission rate of asymptomatically infectious individuals and the rate of quarantine 

have the biggest impact on the observations. Indeed, the former is positively correlated, the 

latter is negatively correlated with the observations.   

 As future work, this model can be extended to model subsequent waves of the pandemic 

by incorporating delay terms, and the identifiability of the models developed for vaccination 

strategies can be investigated.  
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APPENDIX 

We present the details of the transformation applied to model (1) to speed up the analysis 

in Julia, where the variable x1 t0 x9 represents the variables in model (1).  

 

# Transformation #1 

# Observe that: x1' + x2' + x9' +  y1 / rho = 0 

# Therefore: x1 + x2 + x9 + int_y1 / rho = C1 for some constant C1 

# We introduce new state int_y1' = 1/14 * rho * x2 and make it an output 

# Then we can use x1 = C1 - x2 - x9 - int_y1 / rho to eliminate x1 from the system 

 

# Transformation #2 

# Observe that: x3' + x4' + x5' + x6' + x7' + x8' -  y1 / rho + y2 = 0 

# Therefore: x3 + x4 + x5 + x6 + x7 + x8 - int_y1 / rho + int_y2 = C2 for some constant 

C2 

# We introduce new state int_y2' = muh*x5 + muICU*x6 + muv*x7 and make it an 

output 

# Then we can use x4 = C2 - x3 - x5 - x6 - x7 - x8 + int_y1 / rho - int_y2 to eliminate 

x4 from the system 

 

The code for structural identifiability analysis is given below: 

 

ode = @ODEmodel( 

    x2'(t) = (betae*x2(t) + betan*x3(t) + betas*(C2 - (x3(t)+x5(t)+x6(t)+x7(t)+x8(t)) + 

int_y1(t) / rho - int_y2 ))*((C1 - x2(t) - x9(t) - int_y1(t) / rho)/((C1 - x2(t) - x9(t) - int_y1(t) / 

rho)+x2(t)+x3(t)+(C2 - (x3(t)+x5(t)+x6(t)+x7(t)+x8(t)) + int_y1(t) / rho - int_y2 

)+x8(t)+x9(t))) - (1/14)*x2(t), 

    x3'(t) = (1-rho)*(1/14)*x2(t) - (gamman)*x3(t), 
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    x5'(t) = alpha1*(C2 - (x3(t)+x5(t)+x6(t)+x7(t)+x8(t)) + int_y1(t) / rho - int_y2 ) - 

(alpha2+gammah + muh)*x5(t), 

    x6'(t) = alpha2*x5(t) - (alpha3+gammaICU+muICU)*x6(t), 

    x7'(t) = alpha3*x6(t) - (gammav + muv)*x7(t), 

    x8'(t) = gamman*x3(t) + gammas*(C2 - (x3(t)+x5(t)+x6(t)+x7(t)+x8(t)) + int_y1(t) 

/ rho - int_y2 ) + gammah*x5(t) + gammaICU*x6(t) + gammav*x7(t), 

    x9'(t) = eta*(C1 - x2(t) - x9(t) - int_y1(t) / rho), 

    int_y1'(t) = (1/14) * rho * x2(t), 

    int_y2'(t) = muh*x5(t) + muICU*x6(t) + muv*x7(t), 

    y1(t) = (1/14)*rho*x2(t), 

    y2(t) = muh*x5(t) + muICU*x6(t) + muv*x7(t), 

    y3(t) = x6(t), 

    y4(t) = x7(t), 

    y5(t) = int_y1(t), 

    y6(t) = int_y2(t), 

) 

 

println(assess_identifiability(ode, known_ic=[x2,x3,x5,x6,x7,x8,x9])) 
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 ABSTRACT  

 

Cement production is a major contributor to global energy consumption and CO2 emissions, 

prompting the need for sustainable alternatives in the construction industry. This study 

investigates the potential of Pistachio Vera Shell Ash (PSA), an agricultural waste, as a partial 

replacement for cement in concrete. PSA was substituted at 3%, 5%, and 10% by weight of 

CEM I 42.5 R cement in concrete mixtures, and its effects on the physical, mechanical, and 

microstructural properties of concrete were evaluated. The results indicate that as the PSA 

substitution rate increased, the water demand of the concrete mixtures rose, leading to reduced 

workability. At the 3% replacement level, the compressive strength of the concrete remained 

comparable to that of plain concrete and only a 10% reduction was observed at 28 days. 

However, higher substitution rates (5% and 10%) resulted in significant strength losses, with 

reductions of 21% and 42.7%, respectively. Despite its non-pozzolanic nature, PSA 

demonstrated potential as a supplementary cementitious material (SCM), particularly in regions 

with abundant pistachio production. The study concludes that PSA can contribute to sustainable 

construction practices by reducing the environmental impact of concrete production and 

promoting the recycling of agricultural waste. Further research is recommended to optimize 

PSA substitution levels and enhance its compatibility with concrete matrices. 
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1 INTRODUCTION 

Concrete is the world's most popular construction material [1,2]. Cement, the main 

material of concrete, uses a lot of energy during its production and causes significant CO2 

emissions [2,3]. It is estimated that 5 to 8 % of global CO2 emissions are caused by the cement 

sector [4]. The development of sustainable materials that could reduce the financial and 

environmental costs associated with cement production is essential [5]. 

In recent years, the utilisation of agricultural and industrial wastes in the concrete 

industry has emerged as a promising approach both environmentally and economically. 

Agricultural wastes (e.g. rice husk ash, coconut husk, wheat straw) and industrial wastes (e.g. 

fly ash, blast furnace slag, silica fume, waste glass) can be used as cement or aggregate 

substitutes in concrete mixes, reducing natural resource consumption and alleviating waste 

management problems. These materials also offer an attractive option due to their generally low 

cost and abundant availability. The world has entered a rapid industrial development with the 

twenty-first century. Although this development provides great benefits in terms of civilization, 

considering the negative effects of industrial wastes on the environment, major problems arise 

[6–12]. The utilization of these waste materials with useful recycling mechanisms is important 

in terms of cost and at the same time in terms of improving environmental impacts. Reuse of 

waste materials reduces raw material procurement costs. The use of recycled materials also 

earns points in green building certifications such as BREEAM, LEED and DGNB [13]. 

Recycling of industrial and agricultural waste materials such as silica fume, fly ash [3,14], waste 

glass [15] and rice-husk ash [16], which is used in the construction sector, which is 

environmentally problematic, will contribute greatly to humanity in terms of both 

environmental aspects and improving the properties of concrete.  

According to the 2019 data of the European Ready Mixed Concrete Association 

(ERMCO), the European Union (EU) produces approximately 0.60 m3 of concrete per year, 

while this amount is 0.8 m3 in Türkiye [17]. In this way, researches on increasing the 

performance and economizing of concrete are constantly ongoing [17]. 

There are many studies to increase the compressive strength and durability of concrete. 

The use of mineral additives in the concrete mixture is one of these methods. Mineral additives 

fly ash (FA), silica fume (SF), blast furnace slag (BFS) play an active role in increasing the 

mechanical properties and durability of concrete when used in appropriate proportions [18–21].  
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Recently, there are studies investigating the effect of agricultural wastes on concrete 

performance, rice husk ash is added to the concrete mixture and gives positive results [22,23]. 

The use of pistachio shell ash, which is a pozzolanic material, in cement and concrete provides 

advantages such as reducing the permeability of concrete, resistance to chemical effects, 

resistance to alkali-silica reaction, improvement in workability properties, and thus strength and 

durability of concrete [24]  

According to TUIK data, Türkiye ranks third after Iran and the USA in pistachio 

production. The amount of pistachio produced in 21 countries in the world is 1.158.519 tons 

[25]. Pistachio production in Turkish cities including Gaziantep, Şanlıurfa, and Siirt is 

increasing due to growing demand. According to TUIK data, it has been stated that pistachio 

production has doubled in the last 15 years [25]. According to global statistical review data, 

world pistachios production (in shell basis) reached more than 638.000 tons in 2014 [18]. 

Burning rate of pistachio shell is 99 %. The rate of ash is 1.2 % [26–28]. Shell obtained from 

pistachio, one of the most important production resources of Siirt province, is used as fuel in 

furnaces, but the ash formed remains as waste. 

In the study by Baran et al. (2020) [29] Hazelnut shell ash was substituted up to 30 wt. 

% in normal CEM I 42.5R ordinary Portland cement (OPC) mixtures. Compared to OPC, the 

addition of hazelnut shell ash reduced the setting time by 96% and increased the water 

requirement for standard consistency by 59%. As the ash content increased, the compressive 

strength results decreased significantly. The addition of more than 5% hazelnut shell ash 

resulted in an unsatisfactory 28-day compressive strength value.  

In the study by Tekin et al. (2021) [24], the substitution of PSA up to 30 wt. % instead 

of OPC in cement mortars caused a significant increase in the water requirement of the mortar 

and a significant delay in the setting time of the cement due to the presence of carbon-based 

structures. PSA substitution up to 10% gave similar early strength development (2 days) to plain 

cement mortar. With longer curing times, the compressive strength values of plain cement 

mortars can be increased by up to 17% with the use of PSA (10%). A 30% PSA substitution 

significantly reduced the compressive strength value of cement mortars, which was 

significantly aided by higher porosity properties. Between 500 and 900 ° C, PSA has a higher 

specific surface area [30]. Using a variety of techniques, the possible synthesis of graphitic 

carbon structures from waste and bio-recycles has recently been reported [31]. The partial 

replacement of cement with biomass ash after incineration has been proposed as an important 

solution due to the possibility of hazardous heavy metal and substance contamination leaching 
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into the environment [32]. Furthermore, these carbon-based materials have recently gained 

popularity as a research topic for cement-based composites to improve their properties [33]. 

Therefore, the use of PSA as an SCM can bring significant economic and environmental 

benefits to the cement industry, particularly in countries with higher pistachio production [24]. 

This study aims to investigate the potential of PSA as a partial replacement for cement 

in concrete, focusing on its impact on workability, compressive strength, and microstructural 

properties. While previous studies have explored the use of other agricultural wastes in 

concrete, the unique chemical composition of PSA, characterized by high alkali content and 

low pozzolanic activity, presents both opportunities and challenges. By substituting PSA at 3%, 

5%, and 10% by weight of cement, this research seeks to determine the optimal substitution 

level that balances environmental benefits with mechanical performance. Advanced 

microstructural analyses, including SEM, EDX, and XRD, were employed to understand the 

interaction between PSA and the concrete matrix. 

The findings of this study are expected to contribute to the growing body of knowledge 

on sustainable construction materials, particularly in regions with high pistachio production, 

such as Türkiye. By recycling PSA, this research not only addresses waste management issues 

but also offers a viable solution to reduce the carbon footprint of concrete production. 

Furthermore, the study provides insights into the potential of PSA as a SCM, paving the way 

for future research on its long−term durability and performance in concrete applications. 

2 MATERIAL AND METHOD 

In this study, CEM I 42.5 R Portland cement and pistachio vera shell ash (PSA) obtained 

from the furnace flue filter of the pistachio shell burned at 300 −350°C in an industrial oven 

were used. Approximately 1.2 % of the burnt pistachio shell was obtained as ash. The sodium 

oxide (Na2O), potassium oxide (K2O), sulphite (SO3), magnesium oxide (MgO) ratios in the 

structure of pistachio vera shell ash are higher than cement, while the amounts of calcium mono 

oxide (CaO) and silicon dioxide (SiO2) are lower Table 1. While this has an effect on reducing 

the initial and final setting times, the low aluminum trioxide (Al2O3) and silicon dioxide (SiO2) 

amount in pistachio vera shell ash has an effect on increasing the initial and final setting times. 

PSA is a cementitious waste material with a high specific surface area consisting of graphene, 

alumina, quartz and calcite-based structures [24]. According to ASTM C618 [34], for 

pozzolanic activity, the amount of silicon dioxide + aluminum trioxide + iron trioxide (SiO2 + 

Al2O3 + Fe2O3) should be more than 70 % in natural pozzolan [35]. However, the sum of SiO2 
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+ Al2O3 + Fe2O3 components in the structure of PSA is approximately 4 %. This shows that 

PSA is not pozzolanic. The results reported by Shakouri et al. [36] and Kamau et al. [37] are 

consistent with the possibility that the aggregation of particles is due to high K+ content. 

Shakouri et al. [36] state that the K+ content of crops is influenced by plant species and 

fertilizers applied. Therefore, since the total alkali content of PSA is high (Na2Oeq > 0.60 %), it 

is important not to use it with aggregates containing reactive silica such as andesite, dacite, 

rhyolite, etc. in order not to cause alkali-silica reaction with PSA substitute [38]. Loss on 

ignition 18.33 % indicated that PSA was not fully calcined and should be burnt at higher 

temperatures. The fact that the Blaine value of PSA is similar to that of cement shows that it 

can be physically substituted for cement. In addition, the fact that the specific density value of 

PSA is lower than cement may enable the production of lightweight concrete (Table 1).  

Natural stone in the range of 0–5 mm, 5–15 mm and 15–25 mm was used as aggregate. 

The density of sand consisting of fine aggregate is 2.62 g/cm3, medium aggregate is 2.69 g/cm3, 

and coarse aggregate is 2.72 g/cm3. The sieve analysis of the aggregate mixture used in the 

experiment is given in Figure 3 according to the limit values. In addition, chryso delta brand 

superplasticizer was used. The density of the superplasticizer is 1153 kg / m3.  

Table 1. Physical and chemical values of PSA and Portland cement. 

  
Portland 

Cement 
PSA 

C
o
m

p
o
n

en
ts

 (
%

) 

SiO2 19.61 2.4 

Al2O3 4.92 0.65 

Fe2O3 3.15 0.77 

CaO 63.66 17.07 

MgO 2.19 5.92 

SO3 2.54 12.96 

K2O 0.75 33.77 

Na2O 0.29 8.13 

Na2Oeq 0.78 30.35 

Loss on ignition 2.89 18.33 

(S+A+F) 27.68 3.82 

 Density (kg/m3) 3130 2350 

 Blaine (cm2/g) 3274 3167 

 Fineness (45 µ) 9.5 26.6 

Na2Oeq* = Na2O + 0.658 K2O 
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Figure 1. (a) Cement plant (b) macro images of Portland cement (c) Pistachio Shell 

Burning Industrial Furnace (d) macro images of PSA. 

 
(a) (b) 

Figure 2. SEM images of (a) Portland cement (b) PSA. 

 

Figure 3. Sieve analysis. 

In order for the materials in Figure 1, where macro images are presented, to be 

considered interchangeable, the chemical and physical properties presented in Table 1 must be 

similar.  The close Blaine values of both materials are supported by the similar granules shown 

in the SEM images in Figure 2. 
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2.1 Method 

In this study, mix proportions for 1m3 target concrete C25/30 design are given in Table 

2 according to TS EN 196-1 [39]. In concrete production, 0, 3, 5 and 10 % by weight of PSA 

was substituted for Portland cement. The first mix was plain concrete (denoted by PL) and was 

used as the control group. PSA replaced cement at 3% (denoted by PSA3), 5% (denoted by 

PSA5) and 10% (denoted by PSA10) of the cement mass, respectively. In order to determine 

the 7-day and 28-day compressive strength of PSA-substituted concrete and plain concrete, 6 

cube specimens of 150 mm × 150 mm × 150 mm3 were cast for each mix (see Figure 4). 

Specimens were demoulded after 24 hours and cured in saturated lime solution at 20 ± 2 ° C 

and R.H. ≈ 95% for 7, 28 days. 

After determining the physical and mechanical properties of the concrete specimens, the 

specimens were pulverised and the hydration products were observed by scanning electron 

microscopy (SEM), energy dispersive spectrometry (EDS) and X-ray diffraction (XRD) 

analyses.  

 

 

Figure 4. Sample preparation. 

Table 2. Mix ratio of 1 m3 concrete and slump values. 

Material PL PSA3  PSA5 PSA10 

Portland cement, kg 300 291 285 270 

PSA, kg - 9 15 30 

Water, kg 190 190 190 190 

Admixture, kg 4.2 4.2 4.2 4.2 

Fine aggregate  

0-5mm, kg  
983 981 981 978 

Coarse aggregate  

5-15 mm, kg 
369 368 368 367 

Coarse aggregate 15-25 

mm,kg   
404 403 403 402 

Water/Binder 0.63 0.63 0.63 0.63 

Unit weight, kg/m3 2250 2247 2245 2241 
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Cube specimens with dimensions of 150 × 150 × 150 mm3 was subjected to compressive 

tests in accordance with TS EN 12390-2 [40] after 28 days of curing in accordance with TS EN 

12390-3 [41]. Compressive strength values were calculated by averaging three specimens from 

each design group after testing. The compressive strength was measured using a hydraulic 

concrete press machine with a load of 0.6 N/mm2/sec.  

For SEM, XRD analyses, samples were taken from the samples exposed to ambient and 

high temperature and brought into a form suitable for analysis.  Firstly, the samples were made 

suitable for the SEM device. In order to take the images of the prepared samples, the surfaces 

to be imaged were made conductive with the help of Au coating device. The samples were 

placed in the chamber of the SEM device and then the process started. The surface 

morphologies of the samples were characterized at various scales by scanning electron 

microscopy (SEM, Hitachi SU3500).  

XRD analyses were performed at a wavelength of 1.5406 (λ) between 10 and 90 ° at a 

step rate of 0.02 ° and a scan rate of 2 ° per minute. 

3 RESULTS AND DISCUSSION 

3.1 Slump values 

Slump classification of the specimens was performed according to TS EN 206-1 [42] 

and EN 12350-2. 

 

Figure 5. Slump values of (a) PL; (b) PSA10. 

As the PSA substitution rate in the concrete increased, the water requirement of the 

specimens increased and workability decreased (see Figure 5). The slump value of plain 

concrete was 160 mm (slump class S4). Although the workability of the concrete did not change 

at 3% PSA substitution, the slump values decreased to 105 (slump class S3) and 80 mm (slump 

class S2) at 5% and 10% substitution, respectively (see Figure 6). The reason for the increase 

(a) (b)
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in the need for water is thought to be the increase in surface area because of the small particle 

size of PSA. This increase in the amount of water resulted in an increase in the initial and final 

setting time. 

 
Figure 6. Slump values. 

3.2 Compressive strength 

This study examines the effects of agricultural waste PSA on the early and long-term 

compressive strength of concrete. According to the 7-day early strength results, the compressive 

strength of the PSA3 sample (27.4 MPa) is nearly identical to that of the reference concrete 

(PL) (27.5 MPa). This indicates that low substitution ratios of PSA do not significantly affect 

the early strength of concrete. However, it was observed that strength losses increased as the 

substitution ratio increased. In the 28-day strength values, compared to the reference concrete 

(34.40 MPa), the strength of PSA-containing concrete decreased with each increase in the 

substitution ratio. Particularly, the strength of the PSA10 sample dropped to 24.1 MPa, 

suggesting that high substitution ratios of PSA may negatively impact the mechanical properties 

of concrete Table 3. These results demonstrate that the use of agricultural waste PSA in concrete 

can be considered a sustainable solution, but the substitution ratio needs to be optimized. 

Additionally, investigating chemical or physical modifications to enhance the compatibility of 

PSA with the concrete matrix could be beneficial in minimizing strength losses. 

Table 3. The effect of PSA substitution on the compressive strength values of concrete. 
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× 100% 

0

20

40

60

80

100

120

140

160

180

0 3 5 10

S
lu

m
p

 (
m

m
)

PSA substitution,  (%)

 Day 7 Day 28 

 Measured σ1 
Strength 

Effectiveness2 
Measured σ1 

Strength 

Effectiveness2 

 (MPa) (%) (MPa) (%) 

PL 27.5 1.20 - 34.4 1.05 - 
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Figure 7. The effect compressive strength of PSA substitution. 

Eq. (2) was obtained by applying regression analysis to the compressive strength value 

in Figure 7. 

𝑓𝑐𝑓 
′ (𝑀𝑃𝑎) =  𝑓𝑐

′ +  𝑎𝑉𝑠 +  𝑏𝑉𝑠
2  (1) 

𝑓𝑐𝑓 
′ (𝑀𝑃𝑎) =  34.49 − 1.281𝑉𝑠 +  0.023𝑉𝑠

2       (2) 

Figure 7 was obtained by using the regression analysis and substituting f'c = 34.40 MPa 

in Equation. (1). Table 3 shows a favourable agreement between the test results and the 

compressive strength (day 28) predictions made using Equation. (2). Prediction errors are less 

than 1.07%. 

3.3 Microstructure analyses 

In this study, the interactions of PSA with the concrete matrix were investigated in detail 

using advanced microstructural analysis techniques such as SEM, EDX and XRD to better 

understand the mechanical effects. 

Cement hydration products were observed with the SEM test of the 3 % of PSA-

substituted sample. X-ray diffraction and energy dispersive spectrometry experiments show the 

interaction of calcium, chlorine and alkali ions in oxidised cement concrete with cement PSA, 

alite (Ca-Si-O), combeite (Na-Ca-Si) and wadeite (K-Si-O) compositions in cement. 

The hydration products formed in concrete, portlandite (P), calcium hydroxide (Ca 

(OH)2) crystals in the structure of calcium silicate hydrate gel (C-S-H) bind with pozzolans and 

form products with pozzolanic properties. Slab portlandite (P) crystals and ettringite structures 

(E) in the concrete sample were observed by scanning electron microscopy, Figure 8. 
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Figure 8. Hydration products of PSA3 P: portlandite (CH), E: ettringite (C6AŚ3H32), 

calcium silicate hydrate gel (C-S-H).  

The high alkali content of PSA added in the cement paste caused the increase. The high 

alkali content of PSA caused the formation of calcium belit (2CaSO4.K2SO4) in the cement 

paste. Thus, ettringite crystals in a needle-like shape, calcium alumina formation hydrates, and 

calcium monosulfoalumina hydrates are thought to reduce the viscosity of cement paste [29]. 

Additionally, ettringite crystals are quite stable and cause an enormous expansion in the cement 

paste, Figure 9. 

 
Figure 9. Analysis of PSA3 (a) SEM image; (b) EDS.  

According to Figure 5, which shows the SEM-EDX analysis of 3% PSA-substituted 

concrete, calcium (Ca), silicon (Si), calcium (C) and oxide (O) ratios are high. Accordingly, the 

presence of calcium (Ca), silicon (Si) and oxide (O) is evidence of calcium silicate hydrate gel 

(C-S-H) formation. In addition, the presence of calcium (Ca) may have caused the formation of 

calcium carbonate (calcite). 

According to Figure 10, Indicates the results of the XRD analysis of the concrete, The 

peak of quartz was observed at the position of 2 theta = 29.04 °. In addition, predominant 

mineral phases (calcite) at different Bragg angle positions (2 theta = 23.62 °, 31.02 °, 39.46 °) 

80 μm

a) b) 
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stand out in XRD diffsubstitution patterns. It would be correct to say that higher calcite peaks 

occur in PSA-substituted concretes since shell ash is used. Portlandite (Ca (OH)2) peaks can 

give us an idea for the strength product C-S-H in the amorphous structure. The similar intensity 

of the free-moving Ca (OH)2 peaks in the two samples indicates that the samples have similar 

strength [43]. PSA substitution increased the amount of ettringite. The viscosity lowering effect 

of ettringite may be the reason for the decrease in slump analysis consistency in Figure 5 with 

increasing PSA substitution [44]. In addition, the volumetric expansion caused by the Ettringite 

needles can cause capillary cracks on the concrete surface due to internal forces and reduce the 

durability of the concrete [45,46]. 

 

Figure 10. XRD analysis of (a) PL (b) PSA3. 

4 CONCLUSIONS 

This study highlights the importance of using agricultural waste as a cement substitute 

in concrete production from a sustainability perspective. Although pistachio shell ash (PSA), 

an agricultural waste, has no binding properties, it has significant potential to reduce the 

environmental impact of concrete and increase resource efficiency. The use of these wastes in 

concrete mixes helps to conserve natural resources, reduce the carbon footprint and alleviate 

waste management problems. 

1- The workability of concrete showed an inverse relationship with PSA replacement 

rates. While a 3% PSA substitution maintained the original workability, a 10% substitution 

caused a 50% reduction in slump values. This high water demand resulting from the loss of 
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workability due to PSA can potentially promote crack formation and adversely affect the long-

term durability of concrete. 

2- The experimental results show that concrete with 3% PSA substitution achieved a 

compressive strength comparable to that of plain concrete at early age. However, there was a 

10% decrease in compressive strength at 28 days. The decrease in compressive strength became 

more pronounced with higher substitution rates, showing strength reductions of 10%, 21% and 

42% for 3%, 5% and 10% PSA substitutions, respectively, compared to the control mix. 

3- SEM-EDX and XRD analyses revealed intense calcite peaks in the 3% PSA-

substituted concrete specimen, which can be attributed to its agricultural waste origin. However, 

the observed intense ettringite formation is probably responsible for the decrease in both slump 

and compressive strength values. 

4- Since the amount of silicon dioxide + aluminium trioxide + iron trioxide (SiO2 + 

Al2O3 + Fe2O3) = 3.87 % < 70.00 % is low, it was that PSA is not a pozzolanic material. 

However, it is thought to have pozzolanic properties when used with cement. 

5- This study demonstrates that incorporating PSA as a SCM —specifically at a 3% 

cement replacement level—delivers notable environmental and economic advantages by 

valorizing agricultural waste in alignment with global sustainability objectives. Beyond 

reducing reliance on conventional cement, the adoption of PSA contributes to natural resource 

conservation and mitigates CO2 emissions inherent in cement manufacturing. This approach is 

particularly beneficial for regions with high pistachio cultivation, offering a dual solution for 

sustainable waste management and eco-conscious construction practices. 
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 ABSTRACT  

 

This study investigates the causal relationships between Bitcoin and the US Dollar (USD), 

Gold, and BIST100 Index as alternative investment instruments. Employing Hong’s variance 

causality test, the research explores spillover effects in mean and volatility. Using daily data 

from September 17, 2014, to October 13, 2023, the study reveals a one-way average causality 

from Bitcoin to BIST100 and the USD. Variance test results show a two-way volatility spillover 

between Bitcoin and USD, Gold, and BIST100. Hacker-Hatemi-J symmetric causality test 

detects a one-way causality from Bitcoin to the USD, while Hatemi-J asymmetric test reveals a 

unidirectional causality from positive Bitcoin shocks to negative shocks of BIST100 and Gold, 

and bidirectional causality with USD's negative shocks. Additionally, a bidirectional causality 

exists from Bitcoin's negative shocks to Gold's positive shocks and a unidirectional causality to 

USD's negative shocks. Recognizing Bitcoin as a financial asset sheds light on its interaction 

with traditional markets, aiding investors in refining strategies. In summary, this study enhances 

comprehension of cryptocurrency's role by emphasizing the causal link between Bitcoin and the 

USD. 

 

 Keywords: Hong’s causality test, Hatemi-J causality test, Bitcoin, USD, BIST100 index.  

 

1 INTRODUCTION 

Bitcoin (BTC) is the first virtual or cryptocurrency designed to operate on a distributed 

computer network, beyond the control of any individual, group, or entity, serving as both a 

currency and a means of payment [1,2]. Introduced by its creator Satoshi Nakamoto in 2008, 
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BTC's genesis involved the registration of the bitcoin.org domain in August 2008. In October 

of the same year, Nakamoto published the seminal paper titled "Bitcoin: A Peer-to-Peer 

Electronic Cash System," meticulously detailing the system required to create an "electronic 

system for transactions without relying on trust" [3,4]. The inaugural Bitcoin block, known as 

the genesis block (or block 0), was mined on January 3, 2009. 

The primary goal behind the emergence of cryptocurrencies was to establish a unique 

digital payment system allowing unlimited financial transactions without the need for 

intermediaries such as banks or governments. This would eliminate the involvement of third 

parties in financial transactions. The distributed architecture provided by blockchain 

technology, coupled with cryptographic techniques, makes Bitcoin highly resistant to attacks 

and fraud [2]. Moreover, the transparency facilitated by blockchain technology ensures that 

transactions are recorded on the publicly accessible Bitcoin network, constituting one of 

Bitcoin's major advantages [5]. 

While digital currencies have recently gained prominence, the roots of blockchain 

technology trace back to 1982. Computer scientist, cryptographer, and inventor David Lee 

Chaum is recognized as the creator of digital currency. His 1982 thesis titled "Computer 

Systems Established, Maintained, and Trusted by Mutually Suspicious Groups" is the earliest 

known proposal for blockchain protocol [6,7]. 

Today, BTC stands undoubtedly as the most well-known and valuable digital currency. 

Initially traded for less than $1 in its early years (2010), it quickly soared to over $65,000 in a 

relatively short time (2021). With over 20,000 cryptocurrencies existing today, the emergence 

of new digital currencies is partly attributed to the fame of BTC. Furthermore, the proliferation 

of cryptocurrency exchanges and their increasing use for payments and transfers have 

transformed various digital currencies, including BTC, into significant investment instruments. 

2 LITERATURE REVIEW 

Sarker et al. [8] employed the nonlinear ARDL method and Granger causality test to 

investigate the impact of climate policy uncertainty and changes in energy prices on Bitcoin 

prices. Using data from October 1, 2013, to December 1, 2021, they analyzed monthly climate 

policy uncertainty (CPU), global energy price index (GPEI), and Bitcoin prices. Their findings 

showed that increases in climate policy uncertainty and decreases in the global energy price 

index positively affected Bitcoin in the short term. They highlighted those changes in climate 
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policy uncertainty and the global energy price index had significantly higher effects on Bitcoin 

in the long term. The Granger causality test revealed a bidirectional causality between Bitcoin 

and climate policy uncertainty, while a unidirectional causality from the global energy price 

index to Bitcoin was observed. 

Fasanya et al. [9] explored the relationship between Bitcoin and gold markets in 

uncertainty caused by infectious diseases using jump and causality tests. Analyzing daily data 

from July 19, 2010, to May 26, 2020, encompassing Bitcoin, gold, and the Infectious Diseases 

Uncertainty (EMV-ID) index, their spillover tests suggested a low-level connection between 

the two markets. They emphasized that gold markets acted as a clear volatility transmitter, while 

Bitcoin markets acted as receivers of shocks. Moreover, during downward market movements, 

Bitcoin and gold markets were reported to be less correlated. 

Tunçel et al. [10] investigated the causality relationship between Bitcoin prices and the 

BIST100 index. Using daily data from July 19, 2010, to January 10, 2020, they conducted Lee-

Strazicich unit root tests, indicating that the Bitcoin variable stabilized at level I(0), while the 

BIST100 variable stabilized at level I(1). Employing the Toda-Yamamoto causality test, they 

identified a bidirectional causality relationship between the variables at a 5% significance level. 

Kaymak and Koç [11] examined the causality relationship between Bitcoin and Borsa 

Istanbul based on transaction volumes. Covering the period from January 1, 2017, to December 

1, 2021, they conducted ADF and PP unit root tests to ascertain the stationarity of the series. 

The results indicated stationarity after taking the first differences. Contrary to expectations, the 

Toda-Yamamoto causality test suggested no causality relationship between Bitcoin and Borsa 

Istanbul variables during the identified period. 

Li et al. [12] investigated the causality relationship between Bitcoin and crude oil 

markets under extreme and non-extreme shocks such as terrorist attacks, political issues, or 

financial crises. Utilizing weekly closing prices for Bitcoin and crude oil, their findings 

suggested that the interaction between the variables varied over time, with stronger causal 

connections during periods of significant movements in oil returns. Asymmetric causal 

connections were identified during extreme shocks. 

Özmerdivanlı [13] explored the relationship between Covid-19 pandemic indicators and 

various financial markets representing Turkey, including gold, BIST100, Bitcoin, and the US 

dollar. Using daily data from March 11, 2020, to July 31, 2021, they applied the Johansen 

cointegration test, revealing long-term cointegration among the variables. The VECM-based 
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causality test indicated long-term causality relationships in models where Bitcoin, interest rates, 

oil, and gold variables were dependent. In the short term, a unidirectional causality relationship 

was identified only between the US dollar and BIST100. 

Kubar and Toprak [14] examined the relationship between Bitcoin and other top 10 

cryptocurrencies (Ethereum, Tether, Ripple, etc.) during the period from August 21, 2020, to 

January 7, 2021. Employing Granger causality tests with daily closing prices in USD, they 

found a positive strong relationship between Bitcoin and all cryptocurrencies except Tether 

(USDT). Bidirectional causality was identified between Bitcoin and Ethereum, while 

unidirectional causality was observed between Bitcoin and other cryptocurrencies. 

Soyaslan [15] investigated the short and long-term relationships and causality between 

Bitcoin and BIST100, BIST Banks, and BIST Technology variables. Using daily closing prices 

from April 21, 2011, to February 11, 2020, ADF and PP unit root tests indicated the removal of 

unit roots when first differences were taken. The Johansen cointegration test revealed a 

balanced relationship between Bitcoin and the BIST100 index, while no relationship was 

identified with BIST Banks and BIST Technology indices. Granger causality test results showed 

no causality relationship between Bitcoin and BIST100, BIST Banks, and BIST Technology 

indices in the short term. 

3 MATERIAL AND METHOD 

This study examines the causality relationship between Bitcoin (BTC) and the USD, 

Gold and BIST100 index using daily data between September 17, 2014 and October 13, 2023. 

Bitcoin and Gold prices are obtained from Yahoo Finance [16] database in US Dollars. The 

exchange rate is taken from the Central Bank of the Republic of Turkey (CBRT) [17] database 

as the USD/TL effective selling rate and BIST100 as the index value based on closing prices. 

Dates when the series are not traded are excluded from the analysis. All series subject to analysis 

are transformed into logarithmic return series (𝑙𝑜𝑔 𝑌𝑖,𝑡 = 𝑙𝑜𝑔( 𝑋𝑖,𝑡/𝑋𝑖,𝑡−1)𝑥100). 

In the study, firstly, the outlier values of the series converted into logarithmic return 

series were calculated and the outlier values were corrected by taking the average of 10 

observations as suggested by Bodart and Candelon. After the correction of the outliers, the 

stationarity levels of the series were investigated with Augmented-Dickey Fuller and Phillips 

Perron unit root tests. After determining the stationarity levels of the series, the appropriate 

ARMA (p,q) models are examined within the framework of Akaike Information Criterion. After 
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determining the appropriate ARMA(p,q) models, the ARCH test was applied to the series to 

investigate whether there is an ARCH effect in the series. The ARCH effect is tested under the 

null hypothesis of no ARCH effect and the alternative hypothesis of an ARCH effect. The 

rejection of the null hypothesis of no ARCH effect at the 1%, 5% and 10% significance levels 

indicates that the series are suitable for Generalized Autoregressive Conditional Variance 

(GARCH) model structure. The series with the appropriate GARCH(p,q) model are estimated 

using GARCH, EGARCH, GJR-GARCH, IGARCH, APARCH, FIEGARCH and FIAPARCH 

models and the most appropriate GARCH(p,q) model is determined according to the model 

selection criteria. 

In this study, the causality relationship between Bitcoin and USD, Gold and BIST100 

index was estimated with the mean and variance causality tests developed by Hong [18] and 

calculated with the help of Generalized Autoregressive Conditional Variance with Variance 

(GARCH) models, and the cross-correlations between the squares of the standardized error 

terms obtained from the most appropriate GARCH model were calculated. Unlike classical 

causality tests (e.g. Granger [19]; Toda-Yamamoto [20]), the Hong [18] test for causality in 

variance proposes an asymptotic N (0,1) test procedure to measure volatility spillovers between 

two time series where the error terms are not constant variance and the two variables exhibit 

conditional variance and may have infinite conditional variance. This test procedure is based 

on the Cheung and Ng [21] test for causality in variance. Cheung and Ng [21] defined the 

condition for 𝑌𝑡 to be the cause of 𝑋𝑡 in variance in two stationary and conditional variance 

series such as 𝑋𝑡+1 and 𝑌𝑡 with information sets 𝐼𝑡 = {𝑋𝑡−𝑗, 𝐽} ≥ 0 and 𝐽𝑡 = {𝑋𝑡−𝑗 , 𝑌𝑡−𝑗, 𝐽} ≥ 0, 

where 𝜇𝑥,𝑡+1 is the conditional mean of 𝑋𝑡+1 conditional on information set 𝐼𝑡 through equation 

(1): 

𝐸 {((𝑋𝑡+1 − 𝜇𝑥,𝑡+1)
2
|𝑙𝑡)} ≠ 𝐸 {((𝑋𝑡+1 − 𝜇𝑥,𝑡+1)

2
|𝐽𝑡)} (1) 

In order to test for causality in variance, the univariate GARCH (p,q) model must first 

be calculated. ℎ𝑖𝑡
0  GARCH (p,q) equation is calculated from equation (2) to define the 

conditional variance calculated from the GARCH model: 

ℎ𝑖𝑡
0 = 𝜔𝑖

0 +∑𝛼𝑖𝑗
0

𝑞

𝑗=1

𝜀𝑖𝑡−𝑗
2 +∑𝛽𝑖𝑗

0

𝑝

𝑗=1

ℎ𝑖𝑡−𝑗
0  (2) 

For 𝑖 = 1,2 in equation (2), it is defined as 𝜀𝑖𝑡 = 𝑌𝑖𝑡 − 𝜇𝑖𝑡
0  and 𝜀𝑖𝑡 = 𝑌𝑖𝑡 − 𝜇𝑖𝑡

0 . 

Parameters 𝐸(𝜀𝑖𝑡|𝑙𝑖𝑡−1) = 0and 𝐸(𝜀𝑖𝑡
2 |𝑙𝑖𝑡−1) = ℎ𝑖𝑡

0  represent the conditional variance of 𝜀𝑖𝑡
2 . 
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Under the assumption that parameters 𝜔𝑖
0 > 0; 𝛼𝑖𝑗

0  and 𝛽𝑖𝑗
0  ensure the strict positivity of ℎ𝑖𝑡

0 , the 

squared standardized errors for series 𝑋𝑡 and 𝑌𝑡 are calculated with the help of the equations in 

equation (3): 

�̂�𝑡 = {
(𝑌𝑖𝑡 − 𝜇𝑖𝑡,𝑌)

2

ℎ̂𝑖𝑡,𝑌
}    and   𝑣𝑡 = {

(𝑋𝑖𝑡 − 𝜇𝑖𝑡,𝑋)
2

ℎ̂𝑖𝑡,𝑋
}  (3) 

Following Chung and Ng [21], Hong [18] defines the cross-correlation formulation 

between �̂�𝑡 and 𝑣𝑡 as the following equation, where T is the sample size, parameter �̂�𝑢𝑣(𝐽) is 

the cross-correlations of �̂�𝑡 and 𝑣𝑡 at lag 𝐽, and parameters �̂�𝑢𝑢(0) and �̂�𝑣𝑣(0) are the sample 

variances of �̂�𝑡 and 𝑣𝑡: 

�̂�𝑢𝑣(𝐽) = {�̂�𝑢𝑢(0)�̂�𝑣𝑣(0)}
−
1
2𝐶𝑢𝑣(𝐽) (4) 

Equation (4) imposes two conditions on the calculation of the cross-correlations of �̂�𝑡 

and 𝑣𝑡 at lag 𝐽. When �̂�𝑢𝑢(0) = 𝑇
−1∑ �̂�𝑡

2𝑇
𝑡=1  and �̂�𝑣𝑣(0) = 𝑇−1∑ 𝑣𝑡

2𝑇
𝑡=1 , this condition is 

expressed by equation (5). 

�̂�𝑢𝑣(𝐽) =

{
 
 

 
 𝑇−1 ∑ �̂�𝑡𝑣𝑡−𝑗, 𝐽 ≥ 0

𝑇

𝑡=𝑗+1

𝑇−1 ∑ �̂�𝑡+𝑗𝑣𝑡, 𝐽 ≺ 0

𝑇

𝑡=−𝑗+1 }
 
 

 
 

  (5) 

Hong [18] improves the Chung and Ng [21] variance causality test and uses a weighting 

function of 𝑘(•)to calculate the variance causality relationship between 𝑋𝑡 and 𝑌𝑡, where M is 

a positive integer and the number of lags is defined. This weighted function is defined through 

kernel functions such as Bartlett, Daniell, Parzen and Tukey-Hanning [22]. In this context, 

based on 𝑘(•)weighting functions, the Hong [18] test for causality in variance is calculated 

through equation (6), which shows 𝐶𝑇(𝑘) = ∑ (1 −
𝐽

𝑇
𝑇−1
𝐽=1 )𝑘2(

𝐽

𝑀
) mean equations and 𝐷𝑇(𝑘) =

∑ (1 −
𝐽

𝑇
𝑇−1
𝐽=1 ) {1 −

(𝑗+1)

𝑇
} 𝑘4(

𝐽

𝑀
) variance equations: 

𝑄 =
{𝑇 ∑ 𝑘2(

𝐽
𝑀)�̂�𝑢𝑣2 (𝐽) − 𝐶𝑇(𝑘)

𝑇−1
𝐽=1 }

2𝐷𝑇(𝑘)
1
2

   (6) 

In the study, the causality relationship between these variables is also investigated with 

the Hacker-Hatemi-J [23] and Hatemi-J [24] symmetric and asymmetric causality tests, which 
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allow the effects of positive and negative shocks on the series to be observed. Under the 

assumption that the causality relationship between the two series defined as 1ty
 and 2ty

 is 

investigated, the equations for series 𝑦1𝑡 and 𝑦2𝑡 will be formed as follows [25-27]: 

𝑦1𝑡 = 𝑦1𝑡−1 + 𝜀1𝑡 = 𝑦1,0 +∑𝜀1𝑖

𝑖

𝑖=1

   and   𝑦2𝑡 = 𝑦2𝑡−1 + 𝜀2𝑡 = 𝑦2,0 +∑𝜀2𝑖

𝑖

𝑖=1

 (7) 

𝑦1,0 and 𝑦2,0 are the initial values, 𝜀1𝑖 and 𝜀2𝑖 are the error terms, and the positive and negative 

shocks in the error terms are the white noise error terms consisting of the sum of the positive 

and negative shocks of the error terms expressed as 𝜀1𝑖
+ = 𝑚𝑎𝑥( 𝜀1𝑖, 0), 𝜀1𝑖

− = 𝑚𝑖𝑛( 𝜀1𝑖, 0) and 

𝜀2𝑖
+ = 𝑚𝑎𝑥( 𝜀2𝑖 , 0), 𝜀2𝑖

− = 𝑚𝑖𝑛( 𝜀2𝑖, 0) (𝜀1𝑖 = 𝜀1𝑖
+ + 𝜀1𝑖

− ,𝜀2𝑖 = 𝜀2𝑖
+ + 𝜀2𝑖

− ). In the Hatemi-J 

causality test, the positive and negative shocks in the variables with causality relationship are 

defined as 𝑦1𝑡
+ = ∑ 𝜀1𝑖

+𝑡
𝑖=1 , 𝑦1𝑡

− = ∑ 𝜀1𝑖
−𝑡

𝑖=1 , 𝑦2𝑡
+ = ∑ 𝜀2𝑖

+𝑡
𝑖=1 , 𝑦2𝑡

− = ∑ 𝜀2𝑖
−𝑡

𝑖=1  in cumulative form. 

Under the assumption that the positive cumulative variable is equal to (𝑦𝑡
+ = (𝑦1𝑡

+ , 𝑦2𝑡
+ )) and 

the negative cumulative variable is equal to (𝑦𝑡
− = (𝑦1𝑡

− , 𝑦2𝑡
− )), the causality relationship is 

tested through the following model with the help of p. Lagged VAR(p) model: 

𝑦𝑡
+ = 𝛼 + 𝐴1𝑦𝑡−1

+ +⋯+ 𝐴𝑝𝑦𝑡−1
+ + 𝑢𝑡

+ (8) 

In equation (8), 𝑦𝑡
+ is the vector of variables, 𝛼 is the fixed variable and 𝑢𝑡

+ is the error 

term vector. The Hacker-Hatemi-J [23] causality test allows estimating the causality 

relationship with boostrap simulation when the error terms are not normally distributed and 

there is an ARCH effect. In the application of Hacker-Hatemi-J [23] and Hatemi-J [24] 

causality tests, Akaike (AIC), Schwarz (SC) and Hannan-Quinn (HQ) information criteria can 

be used. However, in response to the fact that different results may emerge in models solved 

with SIC and HQ information criteria, Hatemi-J [24] developed the HJC information criterion 

based on the average of SIC and HQ information criteria. The HJC information criterion is 

defined as follows: 

 

𝐻𝐽𝐶 = 𝑙𝑛( |�̂�𝑗|)+j (
𝑛2 𝑙𝑛 𝑇 + 2𝑛2 𝑙𝑛( 𝑙𝑛 𝑇)

2𝑇
) (9) 

𝑗 = 0,1, . . . , 𝑝 In equation (9), parameter �̂�𝑗 is the variance-covariance matrix of the 

error term of the VAR(p) model estimated at lag, n is the number of VAR model equations, and 

T is the number of observations [25,26]. After determining the appropriate lag length for the 

application of Hacker-Hatemi-j [23] and Hatemi-J [24] symmetric and asymmetric causality 
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tests, the null hypothesis H0: There is no Granger causality relationship between variables and 

the alternative hypothesis H1: There is a Granger causality relationship between variables are 

tested at 1%, 5% and 10% significance levels according to the calculated Wald test results. If 

the results obtained from the Wald test are greater than the critical values determined at the 1%, 

5% and 10% significance levels, the null hypothesis is rejected and the causality relationship 

between the variables is accepted. 

4 RESULTS AND DISCUSSION 

The study first investigated the outlier values of the variables converted into return 

series. Accordingly, it is determined that there are 5 deviant observation values for BTC series, 

36 for BIST100 series, 21 for USD series and 15 for Gold series. These deviant observation 

values were corrected by taking the average of 10 observations as suggested by Bodart and 

Candelon [28]. Graphs of the adjusted return series are presented in Figure 1. According to 

Figure 1, the years 2020 and 2022 indicate the periods with the highest volatility in the 

BIST100, USD and Gold series. When the said situation is evaluated daily BTC series, it is 

seen that the periods with the highest increase in volatility are 2017 and 2019. 

 

Figure 1. Adjusted series of BTC, BIST100, USD and Gold variables. 

Table 1 presents descriptive statistics, ARCH(p,q) estimation results and Augmented-

Dickey Fuller (ADF) and Phillips-Perron (PP) unit root test results. Table 1 shows that the mean 

of the BTC series is higher than the other series. The standard deviation value, which is a 

measure of volatility, is higher in the BTC series compared to other series. The standard 

deviation values of the BIST100 and USD series are higher than those of the Gold series. The 
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skewness coefficient indicates that the BTC, BIST100 and Gold series are left skewed while 

the USD series is right skewed. The kurtosis coefficient indicates that all series have a steep 

structure. Jarque-Bera test statistic results indicate that all series are not normally distributed. 

ARCH test results reveal that all series exhibit conditional variance characteristics. Box-Pierce 

autocorrelation test results daily series and their squares indicate the presence of ARCH effect. 

ADF and PP unit root test results indicate that all series are stationary at their level values. 

Table 1. Descriptive statistics. 

 BTC BIST100 USD GOLD 

Average 0.0789 0.0588 0.0491 0.0084 

Minimum -10.368 -1.9616 -1.4153 -1.4320 

Maximum 8.6277 2.0206 2.0402 1.3493 

Std.Error 1.842 0.580 0.345 0.368 

Kurtosis 7.320 3.766 6.606 4.366 

Skewness -0.2361 -0.0490 0.5669 -0.0422 

J-Bera 
1787.454 

[0.000] 

56.436  

[0.000] 

1352.375 

[0.000] 

177.477 

[0.000] 

ARCH(5) 
16.617  

[0.000] 

10.880  

[0.000] 

110.48  

[0.000] 

6.8536  

[0.000] 

Q(50) 
65.422  

[0.0704] 

71.2512  

[0.025] 

248.519    

[0.097] 

54.338   

[0.312] 

QS(50) 
269.403  

[0.000] 

387.694  

[0.000] 

2333.84   

[0.000] 

220.494   

[0.000] 

ADF -46.919*** -46.292*** -39.253*** -48.600*** 

PP -46.945*** -46.417*** -41.350*** -48.600*** 

Number of 

Observation 
2271 2271 2271 2271 

Note: *, ** and *** denote stationarity at 10%, 5% and 1% significance levels, respectively. Values in parentheses 

are p probability values for rejecting the null hypothesis that the series are non-stationary at level values. ARCH(5) 

stands for LM conditional variance test. Q(50) and QS(50) are the Box-Pierce autocorrelation test results for the 

series and their squares, respectively. Q(p) values considered in the Box-Pierce autocorrelation test are determined 

as approximate integer values by taking the square root of the total number of observations i 
 

After determining the stationarity levels of the series, the appropriate ARMA (p,q) 

models were determined within the framework of the Akaike Information Criterion. 

ARMA(2,2) model for BTC, ARMA (3,3) for BIST100, ARMA (2,3) for USD series and 

ARMA (2,2) for Gold series were determined as the most appropriate ARMA(p,q) models. 

After determining the appropriate ARMA(p,q) models, ARCH test was applied to the series and 

the null hypothesis of no ARCH effect was rejected at the 1%, 5% and 10% significance levels. 

This indicates that the series are suitable for the GARCH model structure. The conditional 

variance equations of the series with ARCH(p,q) model are analyzed with the help of GARCH 

models. Accordingly, FIEGARCH(2,2) for BTC series, GARCH(3,3) for BIST100 series, 
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FIEGARCH(2,3) for USD series and IGARCH(2,2) for Gold series are determined as the most 

appropriate models. Since the Jarque-Bera test results indicate that the series are not normally 

distributed, student-t distribution is used in GARCH model estimations. GARCH volatility 

estimation results for the series are presented in Table 2. 

Table 2. Volatility model results. 

Periods ω ν α β d θ1 θ2 Ø t Log(L) Q(50) QS(50) 

BTC 
0.068 

[0.000] 

2.026 

[0.020] 
- 

0.750 

[0.000] 

0.667 

[0.000] 

0.053 

[0.020] 

0.317 

[0.000] 

-0.475 

[0.013] 

2.505 

[0.000] 

-

4178.218 

71.059   

[0.111] 

30.851   

[0.974] 

BIST100 
0.059 

[0.000] 

 0.002 

[0.204] 

 0.033 

[0.002] 

0.959 

[0.000] 
- - - - 

 8.629 

[0.000] 

-

1901.555 

46.567 

[0.367] 

36.917  

[0.877] 

USD 
0.010 

[0.000] 

-2.138 

[0.020] 
- 

 -0.937 

[0.000] 

 0.713 

[0.000] 

 0.037 

[0.346] 

 0.698 

[0.000] 

1.005 

[0.000] 

 3.192 

[0.000] 
 34.905 

 64.940 

[0.057] 

78.019 

[0.903] 

GOLD 
0.009 

[0.128] 

0.000        

[0.149] 

0.0243 

[0.003] 

0.975      

[-] 
- - - - 

4.652 

[0.000] 
-847.171 

 43.756   

[0.566] 

37.3745   

[0.865] 

Note: Values in parentheses are probability values. ω  is the constant term for the variance equation, v is the 

constant term for the mean equation, α and β are the ARCH-GARCH parameters denoting the asymmetric effect 

of shocks on volatility and persistence in the volatility set, respectively, and d is the long memory parameter for 

volatility. The parameters θ1 and θ2 denote the leverage effect. Ø is the ARCH parameter, t is the Student 

distribution parameter, Log(L) is the maximum likelihood, (50) and QS(50) are the Box-Pierce autocorrelation test 

results for the series and their squares, respectively. In the IGARCH (2,2) model calculated for the gold series, the 

β parameter is calculated by the (1- α) method. Therefore, the probability value is not observed. 

 

According to the results presented in Table 2, the coefficient β , which expresses the 

persistence in volatility, is statistically significant at 1% significance level in the estimated BTC, 

BIST100 and USD models. This result indicates that the persistence of shocks in volatility is 

high. In the FIEGARCH models calculated for BTC and USD series, which include the leverage 

effect, the coefficients θ1 and θ2 are positive and statistically significant at 1% significance level. 

According to this result, good news in the market increases volatility more than bad news. In 

the models estimated for BTC and USD series, the d parameter, which indicates the presence 

of long memory in volatility, is positive and statistically significant at 1% significance level. 

The d > 0.5 condition of this parameter, which is defined as continuously stationary under the 

0 < d < 0.5 condition, indicates that the persistence of shocks in volatility lasts longer, in other 

words, shocks in volatility are effective for a longer period of time. 

Following the appropriate GARCH model estimations, the causality relationship 

between BTC, BIST100, USD and Gold series in the mean and variance were estimated using 

the squares of the standardized error terms obtained from the GARCH model estimations. 

According to the mean causality test results presented in Table 3, a unidirectional causality 

relationship was found from BTC to BIST100 at 5% and 1% significance levels, respectively, 

and from BTC to USD at 10% significance level. 
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Table 3. Causality test results at the mean. 

Direction of 

Causality 
M1 M2 M3 M4 M5 

BIST100=>BTC 
-0.080  

[0.532] 

-0.164  

[0.565] 

-0.323  

[0.627] 

-0.396  

[0.654] 

-0.621  

[0.733] 

BTC=>BIST100 
-0.419  

[0.662] 

0.862  

[0.194] 

2.182** 

[0.015] 

2.616*** 

[0.004] 

2.916*** 

[0.002] 

USD=>BTC 
0.026  

[0.490] 

0.245  

[0.403] 

0.735  

[0.231] 

1.074  

[0.142] 

1.168  

[0.121] 

BTC=>USD 
0.239  

[0.405] 

0.011  

[0.496] 

0.069  

[0.473] 

0.052  

[0.479] 

-0.042  

[0.517] 

GOLD=>BTC 
-0.754  

[0.774] 

-0.712  

[0.762] 

-0.961  

[0.832] 

-0.879  

[0.810] 

-0.847  

[0.801] 

BTC=>GOLD 
-0.463  

[0.678] 

0.563  

[0.287] 

1.346* 

[0.089] 

1.575* 

[0.058] 

1.643* 

[0.052] 

Note: *, ** and *** denote 10%, 5% and 1% significance levels, respectively. Values in parentheses are p 

probability values. M is the maximum number of lags. Daniell Kernel function is used in the estimation of causality 

analysis. 

 

Table 4 shows the variance causality test results between BTC, BIST100, USD and Gold 

series. In the light of the information presented in the Table, it is seen that there is a bidirectional 

causality relationship between BTC and BIST100, USD and Gold series at 1% significance 

level. This result also indicates that there is a strong volatility spillover between BTC and the 

BIST100, USD and Gold markets, which are defined as alternative investment instruments. 

This result shows that the BTC market has gained an important place in Turkey and that the 

development of financial technologies and information has led to a high level of pass-through 

among all the markets subject to the study. The high volatility spillovers observed in BTC and 

other alternative investment instruments not only increase the likelihood of unexpected losses 

for investors, but also point to the existence of excessive risk in the markets. 

Following the tests for causality in the mean and variance, the symmetric and 

asymmetric causality relationship between BTC and the BIST100, USD and Gold series were 

analyzed. Table 5 presents the results of the Hacker-Hatemi-J causality test. As a result of 

VAR(p) model estimation, the appropriate lag length was determined as 2 according to the 

Akaike Information Criterion. Since all variables subject to the analysis were found to be 

stationary at their level values, no lag length was added and the model was tested with the HJC 

information criterion considering the appropriate lag length. The results of the causality test 

indicate that the null hypothesis of no causality from BTC to USD is rejected at the 10% 

significance level and there is a unidirectional causality relationship from BTC to USD when 

the variables are not divided into positive and negative shocks. Apart from the causality 
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relationship in question, no causality relationship was detected between the other variables 

subject to the study for all levels of significance. 

Table 4. Causality test results for variance. 

Direction of 

Causality 
M1 M2 M3 M4 M5 

BIST100=>BTC 
3.484  

[0.000] 

6.062  

[0.000] 

8.153  

[0.000] 

10.013 

[0.000] 

11.143 

[0.000] 

BTC=>BIST100 
4.957  

[0.000] 

7.501  

[0.000] 

9.923  

[0.000] 

11.928 

[0.000] 

12.225 

[0.000] 

USD=>BTC 
24.865   

[0.000] 

25.899  

[0.000] 

25.744 

[0.000] 

25.659 

[0.000] 

24.732 

[0.000] 

BTC=>USD 
4.307  

[0.000] 

5.831 

[0.000] 

7.034  

[0.000] 

8.257  

[0.000] 

8.249 

[0.000] 

GOLD=>BTC 
9.535  

[0.000] 

9.929  

[0.000 ] 

9.580  

[0.000] 

9.812  

[0.000] 

10.638 

[0.000] 

BTC=>GOLD 
7.212  

[0.000] 

9.673  

[0.000] 

12.151 

[0.000] 

13.638 

[0.000] 

14.433 

[0.000] 

Note: *, ** and *** denote 10%, 5% and 1% significance levels, respectively. Values in parentheses are p 

probability values. M is the maximum number of lags. Daniell Kernel function is used in the estimation of causality 

analysis. 

 

Table 5. Hacker-Hatemi-J bootstrap causality test results. 

Null Hypothesis (H0) 
W Test 

Statistics 
1% 5% 10% 

BTC≠>GOLD 0.921 6.704 3.740 2.237 

GOLD≠>BTC 0.289 4.563 2.867 2.227 

BTC≠>BIST100 0.066 5.305 3.226 2.552 

BIST100≠>BTC 0.045 6.740 3.590 2.773 

BTC≠>USD 3.448* 5.082 3.644 2.454 

USD≠>BTC 1.779 6.206 4.832 3.778 

Note: ***, ** and * indicate that the coefficient is significant at 1%, 5% and 10% significance levels, respectively. 

The optimal lag length is set as 1 based on k+dmax. HJC information criterion is chosen as the information 

criterion. Bootstrap number is taken as 1000. 

 

The results of the Hatemi-J asymmetric causality test are presented in Table 6. 

According to the calculated Wald test results, there is a unidirectional Granger causality 

relationship from the positive shocks of BTC to the negative shocks of BIST100 and Gold, and 

a bidirectional Granger causality relationship to the negative shocks of USD. It is concluded 
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that there is a bidirectional Granger causality relationship from the negative shocks of BTC to 

the positive shocks of Gold and unidirectional Granger causality relationship towards the 

negative shocks of Gold, while there is a unidirectional Granger causality relationship from the 

negative shocks of BTC to the negative shocks of USD. 

Table 6. Hatemi-J asymmetric causality test results. 

Null Hypothesis (H0) 
W Test 

Statistics 
1% 5% 10% 

BTC+≠>BIST100+ 1.268 6.764 6.204 4.778 

BIST100+≠>BTC+ 193.583*** 16.367 5.511 4.891 

BIST100-≠>BTC- 0.729 11.611 5.768 4.311 

BTC-≠>BIST100- 208.500*** 10.680 8.436 5.278 

BIST100+≠>BTC- 150.680 *** 10.901 6.739 4.687 

BTC-≠>BIST100+ 2.447 11.730 6.920 4.273 

BIST100-≠>BTC+ 0.812 7.916 6.030 4.471 

BTC+≠>BIST100- 141.333*** 9.471 6.242 5.066 

GOLD+≠>BTC+ 280.801*** 10.670 5.845 4.367 

BTC+≠>GOLD+ 2.411 10.172 7.286 6.064 

GOLD-≠>BTC- 1.759 8.727 5.176 3.982 

BTC-≠>GOLD- 253.702*** 9.154 5.870 4.482 

GOLD+≠>BTC- 173.613*** 7.482 6.084 5.264 

BTC-≠>GOLD+ 4.202* 10.617 5.255 4.068 

GOLD-≠>BTC+ 3.979 14.954 8.675 5.828 

BTC+≠>GOLD- 151.294*** 13.743 8.355 6.690 

USD+≠>BTC+ 189.302*** 8.147 7.209 5.722 

BTC+≠>USD+ 5.444 9.455 8.005 6.754 

USD-≠>BTC- 1.266 7.178 5.389 4.565 

BTC-≠>USD- 117.011*** 11.073 7.413 5.687 

USD+≠>BTC- 357.211*** 11.352 8.005 5.076 

BTC-≠>USD+ 0.011 9.446 5.485 4.708 

USD-≠>BTC+ 7.412* 12.654 8.478 6.410 

BTC+≠>USD- 382.851*** 10.483 7.176 4.950 

Note: ***, ** and * indicate that the coefficient is significant at 1%, 5% and 10% significance levels, respectively. 

The optimal lag length is set as 2 based on k+dmax. HJC information criterion is chosen as the information 

criterion. The number of bootstraps is taken as 1000. + sign indicates positive shocks and – sign indicates negative 

shocks. 
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5 CONCLUSION AND SUGGESTIONS 

This study examines the causal relationships between Bitcoin (BTC), the BIST100 

index, the US Dollar (USD), and gold using daily data spanning from September 17, 2014, to 

October 13, 2023. To analyze both symmetric and asymmetric causal interactions among these 

financial instruments, the study employs Hong’s mean and variance causality tests [18], as well 

as the symmetric (Hacker-Hatemi-J [23]) and asymmetric (Hatemi-J [24]) causality tests. 

The empirical findings reveal various causality relationships among the examined 

variables. The results from the mean causality test indicate a weak unidirectional causality from 

BTC to USD, whereas variance causality tests identify significant volatility spillover effects 

across all four financial instruments. The asymmetric causality test further detects a 

unidirectional causality from BTC’s positive shocks to the negative shocks of the BIST100 and 

gold, along with a bidirectional causality between BTC’s positive shocks and USD’s negative 

shocks. 

These results align with previous studies investigating the interactions among these 

financial assets. Prior research by Sarker et al. [8], Li et al. [12], and Fasanya et al. [9] highlights 

Bitcoin’s heightened sensitivity to external shocks, such as economic uncertainty and 

commodity price fluctuations, corroborating our findings on volatility spillovers. Similarly, 

Özmerdivanlı [13] identifies a long-term relationship between Bitcoin and major financial 

indicators, reinforcing the strong connection observed between BTC and USD. The literature 

also indicates that Bitcoin interacts with traditional financial assets, particularly during periods 

of economic instability. However, some studies present divergent findings. For instance, 

Kaymak and Koç [11] assert that BTC does not exhibit significant causality with Borsa Istanbul 

transaction volumes, contradicting our findings on volatility spillovers with the BIST100. 

Additionally, studies by Bouri et al. [14] and Dyhrberg [15] suggest that Bitcoin operates largely 

independently of traditional financial assets, functioning primarily as a speculative asset rather 

than an integrated investment instrument. These perspectives indicate that Bitcoin’s price 

dynamics may be structurally distinct from those of conventional financial markets. 

The findings of this study underscore the interconnectedness of Bitcoin, the BIST100, 

the US dollar, and gold within financial markets. The observed volatility spillovers suggest that 

price movements in these assets can influence one another, emphasizing the need for investors 

to consider these interdependencies when constructing diversified portfolios. Furthermore, the 

growing prominence of Bitcoin and its increasing interactions with traditional financial 
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instruments necessitate enhanced regulatory oversight in the development of monetary policies 

and risk management strategies. Future research could extend this analysis by incorporating 

macroeconomic variables to further elucidate these relationships, as well as employing 

advanced econometric and machine learning methodologies to improve predictive accuracy. 

Comparative studies across various financial markets could provide additional insights into the 

differential impacts of these instruments. The significant volatility spillovers identified among 

BTC, USD, gold, and the BIST100 highlight the importance of further research on risk 

management strategies for cryptocurrency-inclusive portfolios. 
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 ABSTRACT  

 

Deepfake is a technology that employs artificial intelligence to generate fake images and 

videos that closely mimic real ones. The rapid growth and dissemination of digital modifications 

generate considerable concern in the media, politics, and social networking. Among the 

concerns faced include the dissemination of misinformation, reputational damage, and threats 

to physical security. Given these concerns, prompt and reliable identification of Deepfakes is 

crucial for protecting information security and mitigating its negative impacts. Therefore, the 

development of effective technologies for Deepfake detection is essential to counter this 

increasing threat. This study aims to identify Deepfake images and examine the efficiency of 

transfer learning algorithms in Deepfake identification. This study employed the most 

commonly utilized transfer learning models, including InceptionV3, EfficientNet, NASNet, 

ResNet, DenseNet, Xception and ConvNeXt, to perform the detection task. An extensive public 

dataset of 190,000 images, including both real and artificially generated, was utilized in the 

study. The performance of each model was assessed by using the metrics of accuracy, precision, 

recall, and F1-score. DenseNet was the most successful model with a test accuracy of 93%. The 

obtained results have shown that transfer learning models can effectively detect the Deepfake 

images, providing a practical approach to the challenge with reasonable performance scores. 

 

 Keywords: Deepfake detection, Information security, Transfer learning  

 

1 INTRODUCTION 

Advancements in artificial intelligence and deep learning have made Deepfake 

technology possible, transforming the production of realistic synthetic media content. Deepfake 
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is a combination of "deep learning" and "fake," referring to the technology that processes visual 

and auditory data to generate impressively realistic imitation images and movies. Although 

Deepfake offers benefits in diverse domains like entertainment, advertising, and education, they 

also present significant risks. The utilization of Deepfakes, especially for the malicious aims of 

misinformation, privacy violation, cyberbullying, and fraud, has raised significant ethical and 

security issues. Once shared over social media, this type of content can be utilized to influence 

the community, damage faith in digital interactions, incur economic consequences, and 

potentially increase social unrest [1]. 

The rapid proliferation and growing complexity of Deepfake media necessitate the 

urgent development of reliable detection methods. The consequences of undercover and 

undetectable Deepfakes are severe, involving electoral manipulation, financial deception, and 

societal unrest. Consequently, there is an urgent demand for innovative technology capable of 

consistently and effectively identifying "fake" materials. 

In the literature, there exist some studies considering detection of Deepfake media. For 

instance, Afcharve et al. [2]  presents a deep learning method for detecting face forgeries 

produced by hyper-realistic fake video generation techniques such as Deepfake and Face2Face. 

For this purpose, two different low-layer and fast networks capable of extracting mesoscopic 

or medium-scale features of images were designed. The proposed networks provided successful 

results even in video formats where traditional image analysis techniques are inadequate due to 

the information degradation caused by data compression. The method was tested on an existing 

dataset and a custom dataset compiled from online videos. In the tests, over 98% detection 

success was achieved for Deepfake videos and over 95% for Face2Face videos. The CNN-

based model used in the study achieved 98.40% accuracy on the FaceForensics++ dataset. 

Prajapati et al. [3] aimed to develop deep learning-based generic models to detect 

Deepfakes, which are synthetic videos created by replacing the face in an original image with 

the face of another person. The paper proposed a new Generative Adversarial Network (GAN) 

based model, called MRI-GAN, which detects fake videos using perceptual differences in 

images. The proposed MRI-GAN model was tested on the Deepfake Detection Challenge 

dataset while evaluating perceptual differences with structural similarity index. Experimental 

results showed that the model based on flat frames achieves 91% test accuracy, while the MRI-

GAN framework achieves 74% accuracy.  
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Miao et al. [4]  presented a new method that improves the generalization ability and 

robustness in the field of face forgery detection to prevent the malicious use of face 

manipulation technology. The proposed model encodes the relationships between patches by 

extending the Transformer structure with a bag-of-local-feature approach, which allows the 

model to learn local forgery features without any explicit supervision. The effectiveness of the 

method had been extensively tested on the FaceForensics++, Celeb-DF and DeeperForensics-

1.0 datasets. According to the test results, 87.86% accuracy was achieved on FaceForensics++ 

dataset, 82.52% AUC on Celeb-DF dataset and 97.01% accuracy on DeeperForensics-1.0 

dataset. 

Deepfake detection was considered as a fine discrimination-oriented classification 

problem instead of traditional binary classification to capture fine details in [5]. The proposed 

multi-attention network-based model combined both low-level textural and high-level semantic 

features using attentional mechanisms to highlight forgery traces. In order to improve the 

learning process of the model, regional loss of independence and an attention-guided data 

augmentation strategy were also added. In the test studies on various datasets, it outperformed 

other models with 97.60% accuracy on the FaceForensics++ dataset and 0.1679 loss value on 

the DFDC dataset. 

Since there is a challenge between different types of GANs for detecting deepfake 

images, Kanwal et al. [6] proposed a general solutions. In their work, they aimed to detect 

deepfake images using Siamese Networks with triplet loss function. The experiments were 

performed in two different cases. In the first case, the training and test sets were chosen from 

the same dataset, which consisted of real images from the FFHQ dataset and fake images 

generated by StyleGAN. In the second case, the training and test sets were chosen from different 

datasets, in which case the model was trained on the FFHQ dataset and StyleGAN and tested 

on images generated by PGAN. The results showed that using contrast loss or triplet loss instead 

of cross-entropy or MSE improves the generalization ability of the model. An accuracy of 

94.80% was achieved in the study 

In a study by Rafique et al. [7], fake face detection was addressed using two machine 

learning algorithms based on features extracted by AlexNet and ShuffleNet models. A new 

image descriptor is also developed to improve the predictive power of the proposed network. 

The authors claimed that there are differences in compression levels between the original and 

fake images. In this context, the proposed approach evaluates the difference between the 

original image and its versions with 85% compression. This method is called Error Level 
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Analysis (ELA), which reveals the lost details due to the compression level. The images 

obtained by ELA are given to AlexNet and ShuffleNet models for feature extraction. The 

generated feature vector was passed to SVM and k-NN classifiers for classification as real or 

fake. In the experiments, on the Real and Fake Face Detection dataset, ShuffleNet achieved the 

highest accuracy with 88.2% when combined with k-NN classifier and 87.9% when combining 

with SVM classifier. 

In another study, Nida et al. [8] aimed to detect real and fake face images using transfer 

learning. Since it is difficult to detect forgery by visual inspection alone, this research uses the 

“Real and Fake Face Detection” dataset created by the Computational Intelligence Photography 

Lab, in Yonsei University. In the proposed method, images are normalized as a first step and 

then preprocessed with Error Level Analysis. These normalized images are trained with various 

pre-trained deep learning models to classify fake and real faces. The VGG models showed the 

highest performance with fewer epochs than the other techniques; VGG-16 achieved 91.97% 

training accuracy and VGG-19 achieved 92.09% training accuracy. Model performances were 

evaluated by comparing with confusion matrix and existing methods. 

Patel et al. [9] proposed an end-to-end method that combines features extracted by 

various CNN models to detect deepfake videos at frame level. Using the DFDC dataset, frames 

in videos are processed as individual images and features are extracted from these images. 

These features were then used for deepfake detection with a Random Forest classifier. Thanks 

to the features extracted with MobileNet CNN, 90.2% accuracy was achieved.  

Joshi et al. [10] used the Xception model for the detection of deepfake images and 

videos. They used a dataset obtained from Kaggle, which contains 90,000 images of real and 

deepfake content. The model was trained by fine-tuned transfer learning. Data replication and 

regularization techniques were applied to increase the robustness of the model. With 93.01% 

accuracy on the test dataset, this method provided an effective solution against deepfake content 

spread on the internet and social media. The results showed that the Xception model provides 

a reliable deepfake detection method thanks to its strong classification capabilities. 

Liao el al. [11] proposed a Transformer network that uses the self-attention mechanism 

to model long-range dependencies and global reception domains. A dual-branch feature 

extraction framework was developed and the extracted features are combined with transformer's 

encoder structure and the cross-attention mechanism to model them efficiently. The proposed 

method achieved 83.5%, 70.25% and 78.5% accuracy on Deepfake, Face2Face and 

NeuralTextures datasets respectively. 
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Table 1. Comparison of the studies in the literature 

Study Method Success Rate 

[2] MesoNet 98.40% 

[3] 
MRI-GAN + SSIM and Simple Frame 

Model 

91% (Simple Frame Model),  

74% (MRI-GAN) 

[4] Transformer + Bag-of-Local-Feature 

87.86% (FaceForensics++) 

82.52% (Celeb-DF), 97.01% 

(DeeperForensics) 

[5] Multi-attentional Network 97.60%  

[6] Siamese Network 94.80% 

[7] AlexNet, ShuffleNet, ELA, k-NN, SVM 
88.2% (ShuffleNet + k-NN) 

87.9% (ShuffleNet + SVM) 

[8] VGG16 and VGG19 
91.97% VGG16 

92.02% VGG19 

[9] 
Frame-Based MobileNet + Random Forest 

Classifier 
90.2% 

[10] Xception 93.01% 

[11] Transformer 

83.5% (Deepfake) 

70.25% (Face2Face) 

78.5% (NeuralTextures) 

 

The rest of this paper is organized as follows. The Materials and Methods section details 

the dataset, the computational environment and the transfer learning models employed in this 

paper. In particular, it also explains the performance metrics used for evaluation indicators. 

Experimental studies give the details about the experiments and provides a comparative 

analysis of the model performance in terms of the metrics of accuracy, precision, recall, and 

F1-score. It also discusses the strengths and weaknesses of each model, and demonstrate that 

DenseNet performs best among others in the detection of deepfake. Finally, the Conclusion 

summarizes the achievement of the study's results, presenting the effectiveness of DenseNet for 

such a real-world application and pointing to the directions of future work, i.e., the use of 

ensemble method, and video-oriented deepfake detection. 

2 MATERIAL AND METHODS 

In this section, the materials and methods used in the study are explained. 

2.1 Dataset Description 

This work used a dataset of 190,000 labeled images obtained from the reference [12], 

which includes real and GAN-generated deepfake images. The dataset used is a modified and 
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enhanced version of the OpenForensics dataset, utilizing various manipulation methods such as 

face swapping and reenactment. Each image was created in 256 x 256 JPG format. Some 

samples from real and fake image are shown in Figure1. 

 

Figure 1. Real and fake image samples. 

2.2 Transfer Learning Models 

Transfer learning has become a promising method in machine learning, especially when 

training samples are small or computational power is limited. It is possible to repurpose a model 

pre-trained on a huge dataset (e.g., ImageNet) for a given task by means of transfer learning, 

which not only does this save the computational cost, but also to exploit the knowledge 

contained within pre-trained features. In the following sections, seven leading transfer learning 

model were briefly explained.  

2.2.1 InceptionV3 

InceptionV3 stands out among deep learning architectures with its multi-scale feature 

extraction capability. Thanks to Inception modules, it learns both fine details and general 

features by using kernel filters of different sizes simultaneously. This is particularly 

advantageous for detecting manipulations in fake content. Auxiliary classifiers minimize the 

problem of damped gradients and provide more stable learning during model training. 

InceptionV3 offers a strong balance between accuracy and computational efficiency when 
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working on large data sets, making it ideal for complex tasks such as deep fake detection [13]. 

InceptionV3 has the ability to learn features at different scales simultaneously, which is an 

important factor in deepfake detection. In this study, the purpose of using this model is that it 

can detect both the overall structure and small anomalies in face manipulations. Moreover, the 

ability to capture distortions at different frequencies in forged images with versatile convolution 

kernels makes the model a powerful option for deepfake analysis. 

2.2.2 EfficientNet 

EfficientNet is a model specifically designed for processing large datasets, and the 

EfficientNet variant used in this study is pre-trained on ImageNet, which is characterized by its 

computational efficiency in resource-limited environments [14]. EfficientNet is a model that 

can achieve high accuracy with less computational power thanks to its optimized balance of 

depth, width and resolution. It is preferred for large datasets used in deepfake image detection 

due to its fast-training process and low parameter requirement. It is also good at capturing small 

and subtle changes in manipulated facial images.  

2.2.3 ResNet  

ResNet achieves training of deep multilayer networks with damped gradient with the 

help of residual connections. Through these connections, the gradients can be returned more 

efficiently and models can be trained on deeper layers. ResNet architecture with layered scheme 

is capable of visualizing the complex visual damages in fake images. The ResNet model 

employed in the work performed well, maintaining an optimal trade-off between depth and 

computational cost. ResNet was tested on particularly large and diverse datasets [15]. ResNet 

offers high generalization capacity by learning from deep layers. In particular, it produces more 

stable results by minimizing feature loss in the detection of images containing a wide variety 

of manipulation techniques such as deepfakes. In this study, this model was employed since it 

can analyze fake images successfully by supporting multi-layer information flow. 

2.2.4 DenseNet 

DenseNet maximizes information flow by connecting the output of each layer to all 

subsequent layers. These dense connections allow the model to both avoid gradient loss and 

learn more effectively with fewer parameters. This feature of DenseNet yields powerful results, 

especially for large and diverse data sets [16]. Thanks to the strong information sharing between 
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layers, DenseNet can learn fine details in fake images more effectively. Its high accuracy in 

transfer learning provides an advantage in a task where fine details are critical, such as deepfake 

detection. In particular, we preferred to use this model since it is effective in determining the 

differences between real and fake faces by learning small manipulations better. 

2.2.5 Xception 

Xception is computationally efficient, since it uses less parameters than conventional 

convolutions. It uses depthwise separable convolutions. In this model, it is possible to learn 

channel-based as well as spatial features in separate steps, and thus the model is a versatile tool 

for the identification of low-level as well as high-level manipulations. By its optimized design, 

Xception can achieve accuracy on difficult problems, including deep fake detection [17]. 

Xception is a particularly computationally efficient model. Its ability to achieve high accuracy 

using fewer parameters in the transfer learning process is a critical advantage in the 

classification of deepfake images. In this study, it is especially preferred because of its ability 

to detect facial manipulations and fine details. Its ability to better analyze deep forgery traces 

used in forged content increases its effectiveness in deepfake detection. 

2.2.6 NasNet 

The main benefits of NasNet include the possibility of finding an automated architecture 

that is best suited to a given task, along with high resistance to different manipulations. The 

purpose of this model is to find the best architecture for individual tasks without direct human 

supervision. Nevertheless, the model applied in the study did not achieve a good performance 

because other models performed much better. This indicates that the model needs to be fine-

tuned for certain tasks e.g., detection of deep fakes [18]. In this paper, since the deepfake 

problem involves complex and dynamic data, NasNet was used for better performance thanks 

to its large model search space. Another advantage is that it reduces manual hyperparameter 

tuning in transfer learning processes and can be easily adapted to different datasets. 

2.2.7 ConvNeXt 

ConvNeXt integrates some architectural developments proposed in recent years as 

image transformers into a ResNet-type hierarchical backbone of low, medium and high levels, 

instead of a traditional CNN-conceptual model. The large kernel size and the application of 

Layer Normalization help this approach to generalize well in terms of both computational and 
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representation learning performance. It serves as a backbone for computer vision tasks as we 

are able to efficiently capture local and global spatial features in the model. With an optimized 

structure, ConvNeXt achieves high performance in challenging areas such as object detection 

and image classification [19]. In this study, ConvNeXt, one of the latest versions of modern 

CNN architectures, was chosen for its fast adaptation in transfer learning processes, deep 

feature learning capability and superior performance on large datasets. The ability to capture 

subtle textural differences in deepfake images gives this model an advantage in detection 

processes. 

2.3 Model Implementation 

This study employed transfer learning with fine-tuning to optimize efficiency and 

accuracy. Rather than training models from scratch, we utilized pre-trained deep networks to 

preserve general feature representations while fine-tuning the deeper layers for enhanced 

adaption to deepfake-specific characteristics. This methodology enabled us to decrease 

computing cost, prevent overfitting, and enhance classification precision on our dataset. Our 

findings validate its efficiency, with DenseNet having 93% accuracy, illustrating the benefits of 

integrating transfer learning with fine-tuning for deepfake detection. While there exist many 

variations of CNNs, we preferred to use mostly used transfer learning techniques such as 

InceptionV3, EfficientNet, NasNet, ResNet, DenseNet, Xception and ConvNeXt in our study.  

 

Figure 2. The workflow of the model implementation. 

Figure 2 presents the workflow of the experimental implementations. In the workflow 

of the model implementation, firstly, the image dataset was loaded for the processing purpose. 

Every image was labelled as "fake" or "real" and the dataset was structured taking these labels 

into account. Data loaded was formatted according to the desired format for each model layer. 

Then in preprocessing, the size of each image was standardized to 224x224. The aim of resizing 

image is making the model run fast, stable and effectively. The dataset was divided into 75% 

training, 20% validation and 5% test. During this process, the balanced structure of the dataset, 

with 50% fake and 50% real images, was maintained, meaning the number of images in each 

class was kept equal. Subsequently, transfer learning models were developed and fine-tuned 
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using the training dataset, followed by validation with the validation dataset. The models’ 

performances through the trained model were evaluated using the test dataset. Accuracy, 

precision, recall and F1-score were used as performance indicators. Those metrics allowed to 

account for the goodness of the model and its performance by class. The results were then 

presented in tables and confusion matrix in the following subsections. 

Sigmoid activation function was used due to its application in binary classification and 

that the output of the network gets transformed into a value between 0 and 1. In addition, the 

Adam optimization algorithm was used for weight optimization of the learned model. Binary 

Cross-Entropy was chosen as loss function as it is normally applied in the case of binary 

classification problems. Each model was trained during the learning phase for 10 epochs. Batch 

size was determined as 32. The learning rate was left at its default value.  

3 EXPERIMENTAL RESULTS AND DISCUSSION 

Accurate detection and classification of Deepfake images is crucial. In this section, the 

performances of seven transfer learning methods were obtained and then compared. A 190,000 

labelled image dataset was used in the experiments. Accuracy, precision, recall and F1-Score 

metrics were employed for evaluations [20-23]. 

According to the obtained results, DenseNet achieved the highest test accuracy 

demonstrating its ability to accurately differentiate real and manipulated content. InceptionV3 

and Xception followed closely with test accuracies of 92.60% and 92.15%, respectively. The 

performance metrics obtained in the experimental studies are presented in Table 2. 

Table 2. Performance results of the transfer learning algorithms. 

Model  
Train Accuracy 

(%) 

Test Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

InceptionV3 99.17 92.60 93 92 92 

EfficientNet 99.31 91.67 92 91 91 

ResNet 99.12 90.54 91 90 90 

DenseNet 98.90 93.00 93 93 93 

Xception 99.33 92.15 92 92 92 

NasNet 99.30 86.16 88 86 86 

ConvNeXt 99.33 91.36 92 91 91 
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Figure 3. The confusion matrices of the transfer learning models. 
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For a more detailed analysis of model performances, the confusion matrix of all the 

models were given in Figure 3. These matrices summarize true positives, false positives, true 

negatives, and false negatives, providing a more nuanced picture of the classification behavior 

of each of the models. As can be seen from Table 2, the best test accuracy is obtained by 

DenseNet across all the categories with scarce misclassifications. Conversely, NasNet provides 

generally worse detection test results. 

According to the results provided in Figure 3, InceptionV3 presented 635 FP and 201 

FN, EfficientNet had 729 FP and 207 FN, DenseNet resulted 542 FP and 266 FN, ResNet 

presented 884 FP and 201 FN, NasNet produced 1324 FP and 185 FN, Xception had 536 FP 

and 353 FN and finally ConvNeXt resulted in 860 FP and 117 FN. These results show that 

DenseNet is the most successful model in terms of total number of FP and FN. 

The dataset employed in this work, which contains 190,000 GAN-generated images, is 

one of the largest studied in the deepfake detection tasks. This extensive and multimodal dataset 

offered a valuable chance to evaluate the models' generalization across different kinds of 

manipulations. Within these conditions, DenseNet performed well and resulted in the best 

performance. 

DenseNet architecture has the merit of feature reuse, and thus has been effective as its 

datasets are large and training data is heterogeneous. The dense connectivity between layers 

allowed the model to efficiently capture complex patterns and subtle inconsistencies in 

deepfake manipulations. InceptionV3 and Xception also performed well because of their ability 

to capture multi-scale features. These models accounted for the variety of distortions in the 

dataset, however, because of their slightly lower F1 scores as compared with DenseNet, there 

is still potential to be fully exploited in the context of also dealing with subtle artifacts. 

ConvNeXt presented the highest training accuracy of 99.33%, highlighting its capability to 

adapt to the training data, followed by EfficientNet with 99.31% accuracy. But, test accuracy 

of ConvNeXt (91.36%) is a little overfitting, highlighting the needs for methods including 

regularization, and advanced data augmentation to promote generalization. In the ConvNeXt 

model, performance metrics show 91% test accuracy and an F1-score of 91%. ResNet and 

NasNet have the worse testing performances. While ResNet’s deep architecture provided some 

benefits, it may not have fully leveraged the dataset’s diversity, leading to less effective 

generalization. That reliance on automated architecture design of NasNet might have made it 

less able to retain the complex features necessary for this task. The large dataset played a crucial 

role in evaluating the models’ robustness. Models like DenseNet are resistant to these 
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conditions, while others like NasNet failed to generalize effectively. However, the variety of 

manipulations in the dataset probably uncovered weaknesses in architectures that are not well-

suited for fine-grained pattern recognition. The strong performance of DenseNet shows that it 

is suitable for real-world deployment, which is especially important for applications where 

understanding the situation's accuracy and recall is crucial. The capacity to process large 

amounts of data quickly makes it a good candidate for real application deepfake detection 

systems. 

4 CONCLUSION 

This study evaluated seven transfer learning models InceptionV3, EfficientNet, ResNet, 

DenseNet, Xception, NasNet and ConvNeXt for the task of deepfake detection using a dataset 

of 190,000 images including both real and fake images. The main objective was to compare 

these architectures in terms of performance in the detection of manipulation in terms of 

accuracy, precision, recall and F1-score. 

DenseNet was obtained as the best-performing model, achieving the highest test 

accuracy among all evaluated architectures. Its densely connected layers and feature reuse 

capability allowed it to excel in identifying subtle manipulations present in deepfake images. 

This robust performance, underlines its usefulness for real-world applications.  

The dataset played an important role in shaping the outcomes of the models. Containing 

many kinds of manipulations, it offered an evaluation not only of model robustness, but also of 

model generalization power. The large number of samples in the dataset also validated the 

comparative analysis, providing a stable used as a benchmark. However, while DenseNet 

demonstrated superior performance, other models like InceptionV3, Xception and ConvNeXt 

also achieved commendable results, with high accuracy, indicating their capability to handle 

such tasks effectively. 

Future studies will investigate ensemble methodologies to enhance robustness through 

a combination of different models. Furthermore, we plan to expand our methodology to 

encompass video-based deepfake detection, and using more advanced models to detect 

deepfake images. 
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 ABSTRACT  

 

The energy consumption of Bitcoin mining has emerged as a critical topic in cryptocurrency 

research, influenced by the significant environmental and economic impacts of blockchain 

activities. This study examines the energy consumption of Bitcoin mining with a dataset that 

includes essential blockchain variables such as overall hash rate, network difficulty, daily 

confirmed transactions, mempool size, average block size, and daily Bitcoin output. A new 

energy consumption indicator is proposed to contribute to the research domain. The proposed 

indicator better accurately reflects the dynamics of blockchain energy utilization. Various 

machine learning models, such as Random Forest, Gradient Boosting, Support Vector 

Regression, and Multi-layer Perceptron, are evaluated, with particular emphasis on k-Nearest 

Neighbors Regression (k-NNR). The k-NNR model surpassed all other models, with a 𝑅2 value 

of 0.80427 and a Mean Squared Error (MSE) of 0.00441, indicating its high prediction accuracy. 

Analysis of feature importance indicated that daily Bitcoin production and block size are 

significant determinants of energy use. The findings underscore the efficacy of k-NNR in energy 

modeling, offering insights into Bitcoin's energy dynamics and establishing a foundation for 

more energy-efficient blockchain systems. 

 

 
Keywords: Bitcoin, Energy consumption, Hash rate, k-Nearest neighbor regression, 

Machine learning.  

 

1 INTRODUCTION 

Blockchain is a disruptive form of distributed ledgers, developed by Satoshi Nakamoto 

[1] in 2008. A blockchain is a distributed, decentralized, and securely maintained peer-to-peer 
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network that facilitates the management of information and trust among users without requiring 

a trusted third party [2]. This could diminish the influence of central authorities within financial 

ecosystems, consequently lessening the necessity for intermediaries like banks or government 

agencies to maintain trust. Blockchain technology, as a distributed database, facilitates the 

sharing of digital events among all members in the blockchain. The information included in 

each block is encrypted with a "hash" value. Every block in a blockchain encompasses the hash 

value of the preceding block [2], [3]. This approach can diminish fraud attempts by enhancing 

transparency, thereby significantly reducing the likelihood of data manipulation. The 

cryptocurrency market has experienced substantial growth in recent years [4]. This growth 

could require the implementation of new regulations within financial markets. Since 2009, 

various cryptocurrencies have developed, beginning with Bitcoin, the initial prominent 

implementation of Satoshi Nakamoto's blockchain technology announced in 2008 [5]. Bitcoin, 

as articulated by Satoshi Nakamoto, is a decentralized peer-to-peer electronic cash system that 

employs a consensus protocol to avoid double spending across different nodes [5]. 

Bitcoin mining is a decentralized computing procedure in which transactions are 

authenticated and included into the public ledger, referred to as the blockchain. The procedure 

for generating bitcoins is termed mining, and the individuals involved are referred to as miners. 

All transactions are executed and recorded on a decentralized ledger: the blockchain [6]. This 

may result in heightened individual engagement within the financial system, motivating users 

to actively participate in the blockchain, thereby assisting in the mitigation of fraud and data 

manipulation. The energy consumption of cryptocurrencies has emerged as a prominent topic 

of discourse in recent years [6]. An increased electricity cost per bitcoin mining indicates 

increased consumption of energy [7]. Substantial discrepancies exist in the calculations of 

bitcoin's energy usage because to numerous uncertainties in the process, including the type of 

hardware utilized in mining and its operational duration. Estimating future energy consumption 

for Bitcoin mining is challenging, as Bitcoin values directly influence mining activities and, 

consequently, energy usage [6]. A significant number of recent studies have been released, all 

of which anonymously emphasize the escalating energy issue associated with bitcoin mining 

[4], [6], [8]–[10]. Several significant studies in the literature examine bitcoin mining and energy 

consumption, which we addressed in our research. 

Maiti [7] examined the non-linear correlation between Bitcoin prices and energy 

consumption from 2010 to 2021 with a Threshold Regression  model. It delineates six regimes 

of price fluctuations influenced by energy consumption thresholds, revealing substantial effects 
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just in high consumption regimes, hence highlighting the disparate impact of energy on Bitcoin 

price dynamics. Sapra and Shaikh [4] examined the influence of market indices and Ethereum 

prices on Bitcoin energy use, employing Autoregressive Distributed Lag modeling with data 

from 2018 to 2023. The study indicates that rising Ethereum prices and cryptocurrency indices 

lead to increased Bitcoin energy consumption and emissions, implying the necessity for green 

investments in cryptocurrencies that employ alternatives to proof-of-work (PoW) techniques. 

Kevser [11] analyzed the correlation of geopolitical dangers, global economic policy 

uncertainty, and Bitcoin energy use. Analysis of data from 2011 to 2022, employing Hatemi-J 

causality tests, indicates that global concerns elevate Bitcoin demand and energy consumption, 

positioning Bitcoin as a safeguard in times of uncertainty while exacerbating its environmental 

consequences. Tissaoui et al.  [12] utilized the Quantile Nonlinear Autoregressive Distributed 

Lags (QNARDL) model and Extreme Gradient Boosting (XGBoost) to evaluate the influence 

of Bitcoin prices on energy consumption. Short-term price increases result in rapid energy 

surges, however long-term impacts diminish energy consumption, with XGBoost surpassing 

conventional forecasting techniques. Sapra et al. [13] analyzed the causal relationships among 

Bitcoin's energy use, pricing, and market volatility. The study concludes that Bitcoin prices 

Granger-cause energy use, whereas the reverse is not true, positioning price as a net contributor 

and consumption as a recipient in market dynamics. Syzdykova [14] analyzed the energy 

requirements of Bitcoin mining, emphasizing its substantial contribution to world electricity 

usage, amounting to 204.5 Terawatt hours (TWh) per year by 2022. The research highlights the 

shortcomings of the PoW process and promotes the incorporation of renewable energy in 

mining operations. Kohli et al. [5] compared the energy usage of cryptocurrencies with 

centralized systems such as Visa, highlighting Bitcoin's environmental impact comparable to 

that of national energy usage. The research commends Ethereum 2.0's shift to proof-of-stake as 

a significant achievement in sustainability. Zaghdoudi et al. [15]employed machine learning 

methods, including XGBoost, to forecast energy usage affected by uncertainty indices. The 

results underscore economic policy uncertainty and geopolitical risks as major predictors, 

illustrating the effectiveness of sophisticated modeling tools. Bublyk et al. [16] projected 

Bitcoin's energy consumption would attain 142 TWh by 2026, incurring substantial 

environmental consequences. It advocates for the association of mining activities with 

renewable energy sources to reduce their environmental impact. Adewuyi et al. [17] conducted 

an investigation into Bitcoin's energy consumption employing structural break and non-linear 

analytics. It recognizes bubbles associated with market activities and advocates for sustainable 

investments and policies to mitigate the environmental impact of cryptocurrency mining.  
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Table 1 indicates summary of literature on Bitcoin energy consumption. 

Table 1. Literature on Bitcoin Energy Consumption. 

Study Objective Methodology Variables 

Time 

Period 

(Frequency) 

Key Findings Contribution 

Maiti [7] 

Investigate the 

non-linear 

relationship 

between Bitcoin 

prices and energy 

consumption. 

Threshold 

Regression 

Model 

Bitcoin price 

November 

2010 - 

October 

2021 

(Monthly) 

Bitcoin prices are 

significantly influenced 

by energy consumption 

only in high-consumption 

regimes, highlighting 

uneven impacts. 

Explores complex 

price-energy 

dynamics and 

identifies energy-

related thresholds 

in price 

fluctuations. 

Sapra & 

Shaikh [4] 

Assess the impact 

of crypto indices 

and Ethereum 

prices on Bitcoin 

energy usage. 

Autoregressive 

Distributed Lag 

(ARDL) 

CBECI, Average 

Block size, Hash 

rate, No of 

transactions, 

Cix200, 

Etherium price 

December 

2018 - 

January 

2023 

(Monthly) 

Rising Ethereum prices 

and crypto indices drive 

Bitcoin energy 

consumption and 

emissions. Suggests green 

investment in non-PoW 

mechanisms. 

Advocates for 

environmentally 

sustainable crypto 

practices through 

alternative 

technologies. 

Kevser [11] 

Analyze the link 

between 

geopolitical risks, 

global policy 

uncertainty, and 

Bitcoin energy 

use. 

Hatemi-J 

Causality Test 

Global 

economic 

political 

uncertainty, 

geopolitical risk 

May 2011 - 

February 

2022 

(Monthly) 

Global uncertainties 

increase Bitcoin demand 

and energy consumption, 

positioning Bitcoin as a 

hedge but exacerbating 

environmental concerns. 

Highlights 

Bitcoin’s dual role 

as a financial hedge 

and an 

environmental 

burden in uncertain 

scenarios. 

Tissaoui et al. 

[12] 

Evaluate Bitcoin 

price effects on 

energy 

consumption. 

QNARDL 

Model, 

XGBoost 

Bitcoin price 

1 July 2010 

- 1 

December 

2022 (Daily) 

Short-term price increases 

lead to energy surges, but 

long-term effects reduce 

consumption. XGBoost 

excels in prediction. 

Demonstrates 

XGBoost's 

predictive accuracy 

in energy 

modeling. 

Sapra et al. 

[13] 

Explore causal 

relationships 

between Bitcoin 

energy use, prices, 

and market 

volatility. 

Vector Auto 

Regression 

based Granger 

Causality, 

Diebold-Yilmaz 

Connectedness  

Analysis 

CBECI, Crypto 

volatility index, 

bitcoin closing 

price 

31 March  

2019 - 30 

March 2023 

(Daily) 

Bitcoin prices Granger-

cause energy use; prices 

act as net contributors, 

while energy use is a 

recipient in market 

dynamics. 

Provides insights 

into Bitcoin’s 

market energy 

feedback loops. 

Syzdykova 

[14] 

Examine Bitcoin’s 

energy 

consumption and 

mining 

inefficiencies. 

Literature 

Review 
- - 

Bitcoin’s annual 

electricity usage reached 

204.5 TWh by 2022. 

Advocates for renewable 

energy in mining. 

Emphasizes PoW 

inefficiencies and 

recommends 

renewable energy 

adoption. 

Kohli et al. 

[5] 

Compare 

cryptocurrency 

energy use with 

centralized 

systems like Visa. 

Comparative 

Analysis 
- - 

Bitcoin’s energy use is 

equivalent to that of some 

nations. Ethereum 2.0’s 

shift to proof-of-stake is 

highlighted as a 

sustainability milestone. 

Stresses the need 

for transitions to 

proof-of-stake and 

energy-efficient 

practices. 

Zaghdoudi et 

al. [15] 

Predict CBECI 

influenced by 

uncertainty 

indices using 

machine learning. 

Machine 

Learning 

(XGBoost, 

Support Vector 

Regression, 

CatBoost) 

CBECI, 

Economic 

politicy 

uncertainty 

index, 

geopolitical risk 

index, energy 

uncertainty 

index 

1 July 2010 

– 1 

December 

2022 

(Quarterly) 

Economic and 

geopolitical risks are 

significant predictors of 

Bitcoin energy use. 

XGBoost outperforms 

other models. 

Demonstrates the 

utility of advanced 

machine learning 

tools for energy 

prediction. 
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Table 1 (Continued). Literature on Bitcoin Energy Consumption. 

Study Objective Methodology Variables 

Time 

Period 

(Frequency) 

Key Findings Contribution 

Bublyk et al. 

[16] 

Forecast spending 

on digital 

transformation 

technologies and 

services 

worldwide 

Regression 

Analysis 

Total 

cryptocurrency 

market cap, 

bitcoin energy 

consumption, 

etherium energy 

consumption 

2017 – 2022 

(Quarterly) 

Bitcoin energy 

consumption projected to 

reach 142 TWh by 2026; 

recommends linking 

mining to renewable 

energy sources. 

Proposes 

renewable energy 

integration in 

mining operations. 

Adewuyi et 

al. [17] 

Investigate 

Bitcoin’s energy 

use and carbon 

footprint, focusing 

on bubbles and 

structural breaks. 

Structural Break 

and Non-Linear 

Analytics 

Maximum and 

optimal 

electricity 

consumption, 

maximum and 

optimal average 

emissions, 

global economic 

policy index, no 

of transactions, 

the level of 

credit risk, VIX 

index, google 

trend, 

geopolitical risk, 

volatility, 

volume, bitcoin 

energy 

consumption, 

bitcoin carbon 

footprint 

7 July 2010 

– 4 

December 

2021 (Daily) 

Identifies market-driven 

energy bubbles and 

advocates for sustainable 

investments and policies 

to reduce the 

environmental impact of 

mining. 

Calls for regulatory 

and investment 

measures to 

mitigate crypto 

mining's ecological 

footprint. 

 

Research gaps identified in literature and our contributions are as follows: 

• Many studies utilize restricted factors such as price, market indices, or geopolitical 

threats, yet fail to comprehensively incorporate blockchain data (e.g., hash rate, network 

difficulty, mempool size). We employ various blockchain parameters, including hash 

rate, network difficulty, mempool size, block size, and daily confirmed transactions, to 

enhance our analysis of energy consumption. 

• Current research frequently employs long-term aggregate data (monthly, yearly), but 

short-term, granular analyses (daily data) are infrequently conducted. We concentrate 

on detailed, short-term blockchain data (61 days), providing new insights into daily 

energy consumption trends. 

• Limited studies emphasis on developing supplementary measures for energy 

consumption related to particular blockchain activities. We introduce an extra indicator 

for energy consumption, facilitating improved analysis of blockchain energy dynamics. 

The estimated energy consumption indicator, which is based on daily total hash rate and 

daily electricity usage, reflects the energy requirements of systems in a more dynamic 
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and realistic way. This approach not only refines energy estimations but also provides 

valuable insights for policymakers and researchers studying sustainable blockchain 

operations. 

• Our study is distinguished by its comparative investigation of various machine learning 

techniques to model and forecast Bitcoin's energy consumption. We assess the efficacy 

of multiple algorithms, including prevalent methods such as Random Forest, Gradient 

Boosting, Support Vector Regression, and Multi-layer Perceptron. We concentrate on 

the k-Nearest Neighbors Regression (k-NNR), which remains inadequately examined 

in the current literature. 

This paper is organized as follows: after the introduction, the Material and Method 

section elucidates the data collection and preprocessing procedures, the feature selection 

process, the development of an additional energy consumption metric, and detailed analysis of  

k-NNR. The Results and Discussion section delineates the findings from the model 

comparisons, underscores the preeminence of k-NNR, and elucidates the ramifications of the 

results within the framework of blockchain energy dynamics. Conclusion encapsulates the 

principal contributions of the study, delineates its limits, and proposes avenues for further 

research. 

2 MATERIAL AND METHOD 

This section outlines the processes of data collection and preprocessing, the feature 

selection stage, the calculation of an additional metric energy consumption, data normalization, 

k-NNR, and model evaluation. The stages applied in this section is summarized in Figure 1. 

The dataset used in this study was obtained from publicly available blockchain data 

[18], including metrics such as total hash rate, network difficulty, daily confirmed transactions, 

mempool size, average block size, and daily Bitcoin output. The dataset was cleaned by 

removing any unnecessary spaces in column names and filtering out rows with missing data. 

The hash rate, an indicator of the processing power allocated to protecting a blockchain via 

proof-of-work consensus, is essential for thwarting various attacks [19]. In Bitcoin mining, 

difficulty quantifies the challenge miners face in locating a valid block, which is standardized 

across the whole network and is recalibrated every 2016 blocks [20]. Daily confirmed 

transactions indicates the daily volume of processed confirmed transactions. The mempool 

effectively illustrates the increase in transactions pending confirmation, serving as a leading 
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signal of prospective cash flows that may influence bitcoin's trading volumes and market prices 

[21]. Block size denotes the quantity of transactions contained within the block [22]. Namely, 

the Bitcoin block size denotes the maximum data capacity of an individual block within the 

Bitcoin blockchain. Each block encompasses transaction data, and its size dictates the number 

of transactions that can be incorporated within a single block. Daily Bitcoin output denotes the 

total quantity of Bitcoin processed each day. Data for the specified entries was gathered from 

blockchain.com [18] over a period of 61 days, from October 4 to December 5. Bitcoin mining 

and energy consumption are influenced by variables such as market volatility, mining difficulty, 

and transaction volume. A 61-day dataset provides a sufficient time frame to analyze changes 

in these variables. In the literature, datasets spanning 30 to 90 days are frequently used for short- 

and medium-term forecasts [23], [24]. A 61-day period strikes a suitable balance for effective 

model training and testing in short-term predictions. These entries were recognized as essential 

for comprehending energy consumption within the blockchain network. Table 2 presents the 

sample data from our investigation, encompassing a duration of 14 days. 

 

Figure 1. Methodological stages of the study. 
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Table 2. Sample Data from Bitcoin Mining Dataset. 

Date 
Total hash 

rate (TH/s) 

Network 

difficulty 

Daily 

confirmed 

transactions 

Mempool 

size 

Average 

block 

size 

(MB) 

Daily 

Bitcoin 

output 

5 November 

2024 

702351988.69

2 

101646843652

784 
501641 

111112.22

4 
1.740 

1268937.22

3 

6 November 

2024 

773092476.76

2 

101646843652

784 
553047 

109742.37

5 
1.670 902154.559 

7 November 

2024 

788251152.77

7 

101646843652

784 
497146 

117335.38

0 
1.700 953404.938 

8 November 

2024 

717510664.70

7 

101646843652

784 
577146 

133364.32

3 
1.630 551065.648 

9 November 

2024 

702351988.69

2 

101646843652

784 
558278 

137806.07

8 
1.550 808961.400 

10 November 

2024 

747828016.73

7 

101646843652

784 
462458 

141248.55

7 
1.640 

1204667.96

6 

11 November 

2024 

687193312.67

7 

101646843652

784 
503677 

143844.45

8 
1.630 

1383872.63

1 

12 November 

2024 

737722232.72

7 

101646843652

784 
570979 

169088.87

5 
1.610 

1222908.30

6 

13 November 

2024 

697299096.68

7 

101646843652

784 
503566 

186026.77

1 
1.560 

1058121.42

2 

14 November 

2024 

641717284.63

3 

101646843652

784 
562223 

186044.26

6 
1.570 928123.081 

15 November 

2024 

757933800.74

7 

101646843652

784 
602655 

168264.26

0 
1.610 524803.198 

16 November 

2024 

793304044.78

2 

101646843652

784 
598496 

157410.71

9 
1.670 444772.304 

17 November 

2024 

757933800.74

7 

101646843652

784 
673308 

179352.19

3 
1.710 888920.856 

18 November 

2024 

789177471.48

0 

101766294632

436 
810805 

190610.73

4 
1.600 943414.474 

 

The supplied data delineates daily indicators pertaining to the Bitcoin network from 

November 5 to November 18, 2024. In previous studies (see Table 1), the major indicators - the 

total hash rate, network difficulty, daily confirmed transactions, mempool size, and daily 

Bitcoin output – have been used extensively to evaluate the energy consumption of the Bitcoin 

network. This dataset offers an overview of the Bitcoin network's performance and activity, 

emphasizing the relationship among hash rate, difficulty, transaction volume, and mining 

rewards over time. In this study, we add another indicator, namely energy consumption, which 

measures the energy needs of systems by looking at the daily total hash rate and daily power 

usage. This gives a more accurate and updated picture of energy use.  

2.1 Energy Consumption Analysis of Bitcoin Mining 

The energy usage of Bitcoin mining is closely associated with the processing power 

necessary for its PoW method. The energy requirement can be assessed by integrating the 
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network's hash rate with the energy efficiency of mining equipment [6]. There are considerable 

differences in the calculations of bitcoin's energy consumption because to numerous 

uncertainties in the process, including the type of device utilized in mining and the duration of 

its operation [6]. 

We utilized data from the Cambridge Bitcoin Electricity Consumption Index (CBECI)  

[25]. CBECI offers current estimates of Bitcoin's daily energy requirements and an annualized 

electricity consumption prediction. Due to the decentralized structure of the network, the exact 

power demand cannot be ascertained; therefore, numerous assumptions were made, including 

hypothetical lower-bound and upper-bound estimates. These two borders represent an informed 

estimate, providing a more precise representation of the real power demand. The lower-bound 

estimate represents the potential minimum overall power requirement predicated on the optimal 

scenario that all miners consistently utilize the most energy-efficient equipment. The upper-

bound estimate represents the theoretical maximum total power requirement predicated on the 

worst-case scenario wherein all miners consistently utilize the least energy-efficient hardware, 

provided that operating the equipment stays economically viable concerning electricity 

expenses. The estimate is predicated on the more plausible premise that miners utilize a blend 

of profitable hardware [25]. The data obtained from the CBECI on December 27, 2024, is as 

follows: Theoretical Lower Bound: an annual consumption of 92.610 TWh, Estimated 

Consumption: with an annual consumption of 180.970 TWh, Theoretical Upper Bound: with 

an annual consumption of 417.520 TWh. TWh refers terawatt-hour. The formula for daily 

electricity consumption is presented in Equation 1. 

𝐷𝑎𝑖𝑙𝑦 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝑇𝑊ℎ) =
𝐴𝑛𝑛𝑢𝑎𝑙𝑖𝑠𝑒𝑑 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝑇𝑊ℎ)

365
 (1) 

This study assessed daily electricity usage by utilizing estimated electrical consumption 

data in accordance with Equation 1. 

𝐷𝑎𝑖𝑙𝑦 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝑇𝑊ℎ) =
180.970

365
= 0.496  

The rationale for utilizing estimated energy consumption data is its enhanced realism. 

Daily energy consumption is determined by multiplying the daily total hash rate by the daily 

electricity usage, as specified in Equation 2. 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 =

𝑇𝑜𝑡𝑎𝑙 ℎ𝑎𝑠ℎ 𝑟𝑎𝑡𝑒 (𝑇𝑊ℎ) ∗ 𝑑𝑎𝑖𝑙𝑦 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝑇𝑊ℎ) (2)
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The determined energy consumption factor will serve as the dependent variable in the 

proposed study. 

The purpose of this study's proposed extra indicator is to improve the precision of 

estimates regarding the energy usage of Bitcoin mining. This metric incorporates essential 

blockchain metrics that impact energy consumption, such as hash rate, block size, and 

transaction volume. This indication offers a more dynamic approach to energy estimation by 

reflecting fluctuations in network conditions, as opposed to traditional methods that focus 

exclusively on mining difficulty or electricity costs. 

2.2 k- Nearest Neighbors Regression (k-NNR) 

k-NNR is one of the most ancient and straightforward regression techniques [26]. k-

NNR is a form of supervised learning technique. Supervised learning deduces a function 

(learner) from a dataset, which comprises a collection of training instances referred to as 

samples. Each sample consists of a pair including an input vector (instance) and the 

corresponding output value. Upon completing the training set, the learner aims to accurately 

ascertain the output for novel situations. [27]. k-NNR generates estimates by analyzing the 

results of the k nearest neighbors to the specified position. Consequently, to facilitate 

predictions using k-NNR, a metric for assessing the distance between the query point and 

instances from the sample cases is required [28]. The method calculates the distance between a 

query point and all data points in the training set to make a prediction. The Euclidean distance 

is one of the most prevalent methods for measuring this distance. Therefore, Euclidean distance 

is utilized in this study. The algorithm determines the 𝑘 nearest neighbors to the query point 

utilizing the selected distance measure. In regression, the predictions are the mean of the 

outcomes of the k nearest neighbors [28]. Equation 3 is the formula for generating predictions. 

𝑦 =
1

𝑘
∑ 𝑦𝑖

𝑘

𝑖=1

 (3) 

where 𝑦 is the predicted value, 𝑘 is the number of neighbors, 𝑦𝑖 is the energy 

consumption value at index i. 

First, all features are normalized to a range of 0 to 1 using Min-Max scaling in order to 

guarantee comparability across variables of different scales. This action enhanced the results' 

interpretability and lessened bias in the regression models. Network difficulty, daily confirmed 

transactions, mempool size, average block size, and daily Bitcoin output are utilized as input 
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variables to predict the energy consumption. Using equations 1 and 2, the dependent variable, 

energy consumption, is calculated by multiplying the daily electricity usage by the overall hash 

rate. To assess model performance, the dataset is split into subsets for testing (20%) and training 

(80%). k-NNR is utilized as the modeling technique because of its interpretability and efficacy 

in analyzing linear relationships. Through trial and error, we determine that the number of 

neighbors, 𝑘, is 8. Figure 2 demonstrates the impact of varying the number of neighbors (𝑘) on 

the test R² score k-NNR across different training set sizes (85, 80, and 75). 

 

Figure 2. Test R2 score vs. number of neighbors(𝑘) for k-NNR. 

This analysis highlights that the optimal number of neighbors for k-NNR lies around     

k = 7 to 9, depending on the training set size. Based on this trend, we selected k=8 as the optimal 

value, as it provides a strong balance between generalization and performance across different 

training sizes. 

To ensure the reproducibility of our study, we use a fixed random seed (42) for train-test 

splits and model training. Features are normalized using Min-Max scaling, and energy cost per 

transaction is calculated. Python programming software is utilized for analysis. Experiments 

are performed on a system with an 11th Gen Intel Core i7-11370H processor (3.30GHz) and 

16GB RAM. 
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3 RESULTS AND DISCUSSION 

This section delineates the outcomes of the k-NNR model employed to forecast energy 

consumption in Bitcoin mining. The k-NNR model produced a 𝑅2 (coefficient of determination) 

value of 0.804, signifying that the model accounts for 80% of the variance in energy 

consumption. This elevated 𝑅2 indicates the efficacy of the k-NNR model in elucidating the 

correlation between the chosen features network difficulty, daily confirmed transactions, 

mempool size, average block size, and daily Bitcoin output and the goal variable, energy 

consumption. The Mean Squared Error (MSE), which quantifies the average squared deviation 

between anticipated and actual values, is determined as 0.004. The little error underscores the 

model's accuracy in predictions and its capacity to generalize effectively to novel inputs. The 

conjunction of a high 𝑅2 and low MSE substantiates the dependability and precision of the k-

NNR model in evaluating energy consumption within blockchain networks. These results 

confirm the significance of preprocessing operations, including normalization and feature 

selection, which assured the model efficiently utilized the input data. 

The results are corroborated by feature importance analysis and comparisons of 

anticipated and actual performance. These visuals and data elucidate the model's efficacy and 

the significance of each feature. Figure 3 depicts the simulated feature importance for the k-

NNR model, highlighting the relative contributions of input variables to energy consumption 

prediction. 

 

Figure 3. Feature Importance for Energy Consumption Prediction. 
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Daily Bitcoin output proves to be the most significant variable, underscoring its essential 

function in influencing energy usage. Average block size and Network difficulty demonstrates 

substantial contributions, highlighting their influence on mining operations and energy 

consumption. Daily confirmed transactions and mempool size exhibites moderate significance, 

indicating their relevance to network activity while demonstrating a lesser direct impact on 

energy use. Figure 4 displays the scatter plot comparing estimated energy consumption with 

actual values for the test dataset. The red dashed line denotes the optimal fit where forecasts 

align precisely with the actual values. 

 

Figure 4. Predicted vs. Actual Energy Consumption (TWh) Per Transaction. 

 

The majority of points are concentrated near the optimal fit line, signifying high 

prediction accuracy of the model. The 𝑅2 value of 0.804 indicates the model's robust predictive 

performance, accounting for 80% of the variance in energy consumption. This performance 

confirms the efficacy of k-NNR regression in examining blockchain data.  

3.1 Comparison of various machine learning methods 

This study evaluated and contrasted various machine learning algorithms according to 

their efficacy in regression tasks. Figure 5-8 present a comparative analysis of multiple machine 

learning models based on their training R², test R², training MSE, and test MSE across different 

training sizes. 
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Figure 5. Training R2 score vs. training size. 

 

Figure 6. Test R2 vs. training size. 

 

Figure 7. Training MSE vs. training size. 
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Figure 8. Test MSE vs. training size. 

The Decision Tree Regression model attains a R² value approaching 1, indicating a 

significant likelihood of overfitting. This indicates that the model retains training data instead 

of generalizing patterns. Gradient Boosting Regression shows a large gap between training and 

test MSE. Gradient Boosting appears to exhibit somewhat elevated test errors across all training 

sizes, indicating a potential failure to adequately capture the complexity of the data, resulting 

in under fitting. It appears that Support Vector Regression is unable to adequately capture data 

variance. Regardless of training amount, k-NNR consistently maintains one of the lowest test 

MSE values. According to the stability of its test MSE, k-NNR is not severely over fitted or 

under fitted. k-NNR has a more moderate training R2 value than Decision Tree, which has an 

R2 near 1, indicating overfitting. This indicates that k-NNR is not memorizing the training data, 

implying it is probably generalizing effectively to novel data. k-NNR constantly ranks among 

the foremost models regarding test R² performance. 

The outcomes are presented in Table 3 below, whereby the algorithms are evaluated 

based on two principal metrics: 𝑅2 and MSE. Elevated 𝑅2 values represent enhanced predictive 

accuracy, and diminished MSE values indicate reduced prediction mistakes. 
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Table 3. Comparison of various machine learning algorithms. 

Methods 
Training 

Size 
Test Size 

Training 

R2 
Test R2 

Training 

MSE 
Test MSE 

Multi-layer 

Perceptron 

Regression 

85 15 0.8129 0.6787 0.0064 0.0047 

80 20 0.8205 0.7721 0.0060 0.0051 

75 25 0.7643 0.7208 0.0081 0.0059 

70 30 0.7424 0.6959 0.0096 0.0052 

65 35 0.7427 0.4904 0.0096 0.0103 

Linear 

Regression 

85 15 0.8407 0.6307 0.0054 0.0061 

80 20 0.8459 0.7062 0.0051 0.0066 

75 25 0.8452 0.7143 0.0053 0.0061 

70 30 0.8578 0.6451 0.0050 0.0069 

65 35 0.8679 0.5691 0.0047 0.0078 

AdaBoost 

Regression 

85 15 0.9647 0.5529 0.0011 0.0074 

80 20 0.9638 0.7087 0.0012 0.0076 

75 25 0.9660 0.7405 0.0011 0.0055 

70 30 0.9706 0.7183 0.0010 0.0055 

65 35 0.9727 0.6865 0.0009 0.0057 

Random 

Forest 

Regression 

85 15 0.8935 0.7028 0.0036 0.0049 

80 20 0.8841 0.7740 0.0039 0.0050 

75 25 0.8940 0.7482 0.0036 0.0053 

70 30 0.8871 0.7099 0.0040 0.0057 

65 35 0.9005 0.6571 0.0035 0.0062 

Gradient 

Boosting 

Regression 

85 15 0.9989 0.4450 3.6616 0.0092 

80 20 0.9991 0.6871 3.0207 0.0070 

75 25 0.9996 0.6729 1.2383 0.0070 

70 30 0.9997 0.7191 7.7044 0.0055 

65 35 0.9998 0.6711 6.5582 0.0059 

Support 

Vector 

Regression 

85 15 0.8598 0.5067 0.0047 0.0082 

80 20 0.8532 0.7021 0.0049 0.0067 

75 25 0.8578 0.6956 0.0048 0.0065 

70 30 0.8641 0.6680 0.0048 0.0065 

65 35 0.8705 0.3185 0.0046 0.0124 

Decision 

Tree 

Regression 

85 15 1.0 0.1865 0 0.0135 

80 20 1.0 0.3424 0 0.0148 

75 25 1.0 0.6158 0 0.0082 

70 30 1.0 0.5850 0 0.0081 

65 35 1.0 0.4689 0 0.0096 

k-NNR 

85 15 0.6996 0.7067 0.0102 0.0048 

80 20 0.6610 0.8042 0.0114 0.0044 

75 25 0.6481 0.7958 0.0121 0.0043 

70 30 0.6402 0.7617 0.0127 0.0046 

65 35 0.6368 0.7119 0.013 0.0052 

 

Among the assessed approaches, the k-NNR proved to be the most efficient model, 

attaining the greatest 𝑅2 value of 0.804 and the lowest MSE of 0.004. The results reveal that 

the k-NNR exhibited enhanced predicted accuracy and reduced error relative to other models, 

establishing it as the ideal selection for this investigation.  
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The performance of ensemble models, including Random Forest Regression and 

AdaBoost Regression, is commendable; yet, their findings are somewhat inferior to those of the 

k-NNR. Linear Regression, Support Vector Regression, and Multi-layer Perceptron Regression 

exhibit satisfactory performance but do not attain equivalent accuracy levels. The Gradient 

Boosting Regression and Decision Tree Regression exhibit inferior performance, with the 

former demonstrating a comparatively lower 𝑅2 and a larger MSE, while the latter is the least 

effective of all models. The restricted application of the k-NNR technique in forecasting Bitcoin 

mining energy usage can be ascribed to various factors. The majority of research in the domain 

supports tree-based methodologies (Random Forest, Gradient Boosting) and Support Vector 

Regression because of their capacity to manage intricate nonlinear interactions. This study's 

findings indicate that k-NNR surpasses previous models, exhibiting a high R² of 0.804 and a 

low MSE of 0.004, thereby establishing it as a formidable alternative. Its efficacy is rooted in 

its capacity to identify local patterns in energy use, adeptly represent short-term variances, and 

sustain a robust equilibrium between training and testing performance, hence avoiding the 

overfitting observed in models such as Decision Tree Regression. Due to its simplicity, 

interpretability, and robust generalization capabilities, k-NNR offers a largely overlooked but 

highly effective method for blockchain energy modeling. In conclusion, the comparison 

analysis identifies the k-NNR as the most effective method for the specified regression problem. 

This study's findings highlight numerous innovative additions to Bitcoin energy 

consumption modeling. This study presents a novel energy consumption indicator that offers a 

more accurate and dynamic depiction of blockchain energy usage, in contrast to prior research 

that predominantly depends on economic indicators or long-term aggregated data. The 

suggested indicator integrates critical blockchain variables—namely hash rate, network 

difficulty, mempool size, block size, and daily confirmed transactions—to provide a more 

thorough comprehension of energy consumption trends in Bitcoin mining. This innovative 

method improves the precision of energy assessments and offers a significant metric for 

researchers and policymakers seeking to boost energy efficiency in blockchain systems. 

Our study presents key innovations and differences relative to current research on k-

nearest neighbors (KNN) in bitcoin prediction applications. The following is existing research 

on KNN in blockchain: 
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Table 4. Existing research on KNN in bitcoin applications. 

Authors Application Methods Used Approach Key Findings 

Chevallier 

et al. [29] 

Bitcoin Price 

Forecasting 

KNN, ANN, SVM, Random 

Forest, AdaBoost, Ridge 

Regression 

Segmentation of 

Bitcoin with 

Alternative Assets 

Random Forest and 

AdaBoost Performed 

Best 

Gu et al. 

[30] 

Investment 

Model 

KNN, ANN, Grey Prediction, 

LSTM 

Comparison of 

Various Prediction 

Models 

LSTM was Found 

Superior 

Cortez et 

al. [31] 

Crypto vs. Fiat 

Market 

Liquidity 

KNN, ARMA, GARCH 
Bid-Ask Spread 

Prediction 

KNN Performed Better 

for Short-Term 

Predictions 

Da Silva et 

al. [32] 

Bitcoin Price 

Forecasting 

KNN, SVR, ANN, GLM, 

Cubist 

VMD-STACK 

Framework for 

Multi-Step 

Forecasting 

Ensemble Learning 

Improved Prediction 

Mayo & 

Elgazzar 

[33] 

Cryptocurrency 

Price Prediction 

KNN, ANN, SVM, Naïve 

Bayes, Random Forest 

Analyzing Supply-

Side Factors for 

Prediction 

ANN and Random 

Forest Performed Best 

Freeda et 

al. [34] 

Bitcoin Price 

Forecasting 

KNN, Random Forest, 

Gaussian Naïve Bayes, SVM, 

RNN 

Comparison with 

Deep Learning 

Models 

RNN Outperformed 

KNN 

Ahmed et 

al. [35] 

Bitcoin Price 

Prediction 

KNN, XGBoost, Gradient 

Boosting, Random Forest, 

Linear Regression, SVM 

Performance 

Evaluation Across 

Models 

Gradient Boosting 

Achieved Highest 

Accuracy 

Benjamin 

et al. [36] 

Crypto 

Investment 

Strategy 

KNN, Random Forest, Linear 

Regression 

Financial Market 

Prediction 

Random Forest Was 

More Effective 

Jenifel et 

al. [37] 

Bitcoin Price 

Forecasting 

KNN, Linear Regression, 

Ridge Regression, Decision 

Tree, Random Forest, SVM, 

Neural Networks 

Performance 

Analysis of 

Various ML 

Models 

KNN Was Tested but 

Not Best Performing 

Kawli et al. 

[38] 

Cryptocurrency 

Price Prediction 

KNN, LSTM, Bayesian 

Regression, SVM, Random 

Forest 

Multi-Asset Price 

Forecasting 

Random Forest and 

LSTM Achieved Best 

Results 

Akyildirim 

et al. [39] 

Bitcoin Futures 

Price Prediction 

KNN, Logistic Regression, 

Naïve Bayes, Random Forest, 

SVM, Extreme Gradient 

Boosting 

High-frequency 

Intraday Data 

Analysis 

SVM Outperformed 

KNN in Prediction 

Accuracy 

Li et al. 

[40] 

 

Stock and 

Bitcoin Price 

Forecasting 

Mask-LSTM, Mask-BiLSTM, 

Mask-GRU, KNN 

Feature Fusion for 

Time-Series 

Prediction 

Hybrid Model 

Outperformed 

Individual Models 

 

The proposed study differs significantly from existing research by focusing on Bitcoin 

mining energy consumption rather than price prediction, fraud detection, or transaction 

classification. Unlike previous studies that rely on market indicators or macroeconomic factors, 

we incorporate direct blockchain metrics such as hash rate, network difficulty, mempool size, 

and daily Bitcoin output to develop a more precise energy consumption model. Additionally, 

while k-NNR has been underutilized in blockchain energy research, our study demonstrates its 

superior performance over Random Forest, Gradient Boosting, and Support Vector Regression, 

achieving the highest predictive accuracy (R² = 0.804, MSE = 0.004). 
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4 CONCLUSION AND SUGGESTIONS 

This research employed the k-NNR model to forecast energy usage in Bitcoin mining, 

using essential parameters such network difficulty, daily confirmed transactions, mempool size, 

average block size, and daily Bitcoin output. The findings indicated that the k-NNR model 

attained robust predictive efficacy, evidenced by a 𝑅2 value of 0.80 and a MSE of 0.004. These 

results underscore the model's reliability and precision in elucidating the intricate links between 

input features and energy consumption. The results emphasize the importance of daily Bitcoin 

production and average block size as key determinants of energy usage, highlighting the 

relevance of these parameters in mining activities. The study offers significant insights into 

Bitcoin's energy dynamics, although certain limits should be recognized. The investigation was 

confined to a 61-day dataset, which, although providing precise short-term insights, may not 

reflect longer-term trends or anomalies in blockchain activity. Although the 61 days dataset 

provides sufficient insights for short-term trend analysis, longer datasets may be required to 

capture seasonal and long-term fluctuations in Bitcoin mining energy consumption. The 

analysis presupposes that mining equipment and energy efficiency are constant, perhaps failing 

to capture real-world fluctuations. Further study can address these shortcomings by augmenting 

the dataset with longitudinal data, integrating fluctuations in mining hardware efficiency, and 

evaluating supplementary machine learning techniques. This study's findings establish a 

robust foundation for formulating energy-efficient solutions in bitcoin mining and directing 

sustainable blockchain operations. 

Future research could enhance forecast accuracy by merging real-time blockchain 

indicators with external economic and environmental variables. Subsequent research could 

investigate the effects of alternate consensus processes, such as proof-of-stake, on energy 

efficiency. Enhancing the comparison study with deep learning models could provide more 

profound insights into energy use trends. 
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 ABSTRACT  

 

In this study, we aim to investigate the novel application of the Optical Faraday effect in 

manipulating the longitudinal component of optical vortex beams, which are characterized by 

their unique orbital angular momentum and helical phase structure. The Optical Faraday effect, 

induced by the interaction of a magnetic field with a specific optical crystal, results in a rotation 

of the polarization plane of light. This phenomenon is harnessed to exert precise control over 

the longitudinal component of optical vortex beams, a feature not typically present in 

conventional light beams. Our theoretical analysis explores the modulation of the longitudinal 

component, revealing a significant influence on the beam’s polarization characteristics, intensity 

distribution, and phase characteristics. This manipulation breaks new grounds for increasing the 

precision of optical systems, with potential applications in advanced optical communication, 

high-density data storage, and quantum information processing. The findings show that by 

finely tuning the magnetic field and material properties, it is possible to achieve a new kind of 

control mechanism over the propagation and interaction of optical vortex beams. This work 

paves the way for further exploration into the dynamic control of structured light, offering 

promising prospects for future photonic technologies. 

 

 Keywords: Faraday effect, OAM, Longitudinal component, Optical vortex.  

 

1 INTRODUCTION 

The manipulation and control of light's properties are fundamental in the progression of 

optical sciences and the development of innovative technologies [1-4]. Among the various types 
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of light beams, optical vortex beams have emerged as a particularly fascinating subject due to 

their unique capability of carrying orbital angular momentum (OAM) [5,6] This property can 

be described as a direct result of their helical phase front, which imparts a characteristic 'twist' 

to the wavefront, resulting in a doughnut-shaped intensity profile with a central null point [7-

9]. The potential applications of optical vortex beams are extensive, spanning from advanced 

optical communication [10,11] systems to quantum information processing [12,13] and high-

resolution imaging [14-16]. 

Optical vortex beams offer a unique avenue for encoding information within the phase 

structure of the light beam itself [17,18]. This feature can be harnessed to significantly enhance 

data transmission capacities by using OAM states as an additional degree of freedom for 

multiplexing [10,11]. Such an approach is crucial in optical communication systems. 

Furthermore, the distinctive phase and intensity profile of these beams can improve resolution 

and contrast in imaging applications, which is critical for detailed observations in biological 

research and materials science [14-16]. 

One of the key challenges in fully exploiting the potential of optical vortex beams lies 

in the precise control of their properties, particularly the longitudinal component of the electric 

field. In traditional light beams, the longitudinal component is typically minimal; however, in 

optical vortex beams, this component can be substantial due to the complex phase structure and 

because of reducible beam waist parameters. Controlling this longitudinal component allows 

for more meaningful and useful manipulation of the beam’s phase and intensity, which is 

essential for applications requiring precise beam shaping, such as optical trapping and laser 

machining [19-22]. 

The Optical Faraday effect offers a compelling theoretical framework for manipulating 

the properties of light, including the longitudinal component of optical vortex beams. This 

magneto-optical phenomenon, first observed by Michael Faraday, involves the rotation of the 

polarization plane of light as it passes through a material under the influence of a magnetic field 

aligned with the direction of propagation. The degree of rotation, known as the Faraday rotation, 

depends on the Verdet constant of the material, the strength of the magnetic field, and the 

wavelength of the light. The ability to control these parameters allows for precise modulation 

of the light's polarization and, consequently, its intensity and phase characteristics [23-26]. 

In this theoretical exploration, we aim to develop a comprehensive understanding of 

how the Optical Faraday effect can be utilized to manipulate the longitudinal component of 

optical vortex beams. We will explore the mathematical foundations underlying the interaction 
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between optical vortex beams and the magnetic field-induced birefringence. This involves 

analyzing the propagation dynamics of the beams passing through a magneto-optical material 

under varying magnetic fields and assessing how these interactions alter the beam's 

polarization, intensity, and longitudinal component. Theoretical models have been developed 

to predict the outcomes of these interactions, focusing on identifying the conditions under which 

the longitudinal component can be most effectively controlled. 

The theoretical investigation leads also to the implications of this control for practical 

applications. In optical communication, for instance, manipulating the longitudinal component 

could allow for more sophisticated modulation schemes, potentially increasing data throughput. 

In quantum information processing, precise control over the optical beam's properties is crucial 

for the manipulation and measurement of quantum states. Additionally, in the realm of optical 

sensing and metrology, the ability to finely tune the beam's properties could enhance the 

sensitivity and accuracy of measurements. 

By providing a theoretical framework for the manipulation of the longitudinal 

component of optical vortex beams using the Optical Faraday effect, this study aims to bridge 

the gap between fundamental optical theory and potential practical applications. The insights 

gained from this research will not only contribute to the broader understanding of light-matter 

interactions but also suggest new pathways for technological advancements in fields as diverse 

as telecommunications, materials science, and quantum computing. 

Therefore, the application of the Optical Faraday effect to optical vortex beams 

represents a promising new frontier in photonics. By leveraging this phenomenon to manipulate 

the longitudinal component of these beams, we open up new possibilities for their use in a 

variety of advanced optical systems. This theoretical study lays the groundwork for future 

experimental validation and technological innovation, positioning optical vortex beams at the 

forefront of next-generation optical technologies. 

Now, we will present the theoretical framework employed to analyze the interaction of 

an optical vortex beam with a magneto-optic crystal under the influence of an external magnetic 

field. The analysis begins with the description of polarization modes using the Poincaré sphere, 

a powerful tool for visualizing and understanding the state of polarization in terms of spherical 

coordinates. By mapping the polarization states onto this sphere, we can effectively describe 

the dynamic behavior of the light as it propagates through the crystal. 
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Next, we introduce the optical vortex structure of the light, characterized by its 

Laguerre-Gaussian (LG) mode, which features a helical phase front and a doughnut-shaped 

intensity profile. The optical vortex beam exhibits vector polarization, where the electric field 

is structured as a superposition of two circularly polarized components with opposite winding 

numbers. These components, representing right-hand and left-hand circular polarizations, are 

critical in defining the unique phase and intensity characteristics of the vortex beam. 

2 MATERIAL AND METHOD 

The electric field of the light after passing through the magneto-optic crystal is 

mathematically expressed as the combination of these two oppositely polarized components. 

Importantly, the magneto-optic effect causes the refractive indices of the crystal for the right-

hand and left-hand circular polarizations to differ, leading to a phase shift between them. This 

differential phase shift, induced by the external magnetic field, is crucial in understanding the 

resultant electric field distribution and the modifications in the polarization state. 

Through this theoretical framework, we calculate the resultant electric field by 

considering the refractive index changes due to the magneto-optic effect, which encompasses 

the influence of the magnetic field on the crystal. These calculations are pivotal in predicting 

the behavior of the optical vortex beam as it interacts with the magneto-optic medium, 

providing insights that align with the experimental observations. 

A polarized electric field vector can be effectively described using the polarization 

modes on the Poincaré sphere. The expression for the polarization state is given by 

𝜖�̂� = ⅇⅈ𝑙𝜙(�̂� − ⅈ�̂�)𝑢𝑃 + ⅇ−ⅈ𝑙𝜙(�̂� + ⅈ�̂�)𝒱𝑃 (1) 

where 𝑢𝑃 and  𝒱𝑃 are defined as  

𝑢𝑃 =
1

√2
𝑠ⅈ𝑛 (

𝛩𝑃

2
) ⅇ

−ⅈ𝛷𝑃
2  ;  𝒱𝑃 =

1

√2
𝑐𝑜𝑠 (

𝛩𝑃

2
) ⅇ

ⅈ𝛷𝑃
2  (2) 

 

where 𝜣𝑷 and 𝜱𝑷 parameters are angular variables on Poincar'e sphere. These parameters 

determine the orientation and ellipticity of the polarization state. The electric field components 

can be expressed as 

𝐹𝑙,𝑝
(1)(𝑟) = 𝑢𝑃ⅇⅈ𝑙𝜙�̃�𝑙,𝑝(𝜌); 𝐹𝑙,𝑝

(2)(𝑟) = 𝒱𝑃ⅇ−ⅈ𝑙𝜙�̃�𝑙,𝑝(𝜌) (3) 
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where �̃�𝒍,𝒑(𝝆) is the vector potential amplitude function, described by the Laguerre-Gaussian 

mode as 

�̃�𝑙,𝑝(𝜌) = 𝐴0√
𝑝!

(𝑝 + |𝑙|)!
ⅇ

−
𝜌2

𝜔0
2

(
√2𝜌

𝜔0
)

|𝑙|

𝐿𝑝
|𝑙|

(
2𝜌2

𝜔0
2 ) (4) 

where ρ is the radial coordinate, 𝐴0 is the normalization constant. This function depends solely 

on the radial distance ρ and the electric field 𝑬 can be explicitly written as 

𝐸 = (�̂� − ⅈ�̂�)𝐹(1)ⅇⅈ𝑛−𝑘𝑧𝑧 − �̂�𝑐 {
𝜕𝐹(1)

𝜕𝑥
− ⅈ

𝜕𝐹(1)

𝜕𝑦
} ⅇⅈ𝑛−𝑘𝑧𝑧 + (�̂� + ⅈ�̂�)𝐹(2)ⅇⅈ𝑛+𝑘𝑧𝑧

−�̂�𝑐 {
𝜕𝐹(2)

𝜕𝑥
+ ⅈ

𝜕𝐹(2)

𝜕𝑦
} ⅇⅈ𝑛+𝑘𝑧𝑧 (5)

 

where 𝑛−  and 𝑛+ represent the refractive indices of the magneto-optic material for left- and 

right-circularly polarized light, respectively. In vacuum 𝒏(+) = 𝒏(−) = 1.  For the magneto-

optic crystal, it is possible to observe the difference between the 𝑛− and 𝑛+  refractive indices 

due to the change in Faraday angle such that [23] 

𝑛(−) − 𝑛(+) = 𝛾𝛩 (6) 

where Θ is the rotation angle given by the standard expression 

𝛩 = 𝑉𝐵𝐿 (7) 

where V, B and L are the Verdet constant of the material, applied axial magnetic field and the 

thickness of the medium, respectively. And the parameter 𝛾 = 2 𝑐/𝜔𝐿 indicates the relationship 

between the refractive index difference and Faraday angle. The left-hand circular polarisation 

and the right hand one produce equal but opposite change (in sign) of the rotation angle 

suggesting the following forms 

𝑛(−) = 𝑛0 + (
𝛾𝛩

2
) ;    𝑛(+) = 𝑛0 − (

𝛾𝛩

2
) (8) 

where 𝑛0 is the refractive index in the absence of the magnetic field. 

The z-component in the equation refers to the longitudinal electric field component, 

indicating that the electric field is polarized in all three spatial dimensions:  

x, y and z. It is important to note that the longitudinal component of the wave becomes 

negligible when the beam waist 𝜔0 is significantly larger than the wavelength 𝜆, i.e. 𝜔0 ≫ 𝜆. 
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However, recent studies have shown that the longitudinal electric field can contribute 

significantly to the total electric field when the beam waist is small, even while adhering to the 

optical diffraction limit (approximately for 𝜔0 > 0,7𝜆).  

In our previous study [25], we observed the effect of an external magnetic field applied 

along the light propagation direction on the polarization of light possessing only a transverse 

electric component as it traversed through a magneto-optic crystal. Notably, no significant 

changes were observed in the radial profile of the light. However, in our current investigation, 

it has become evident that the external magnetic field indeed influences the presence and 

orientation of the longitudinal electric component. This finding underscores the complex 

interplay between the magnetic field and the electric field components of light within the 

magneto-optic medium, suggesting a more nuanced mechanism that governs the light-matter 

interaction in such environments. This discovery challenges the conventional understanding 

and opens new avenues for exploring the manipulation of light in advanced photonic 

applications. 

It is not possible to produce an explicit form of the Equation 5. But, we can revise the 

equation for specific values of 𝑬 

𝐸(𝜌, 𝜙, 𝐿) =
𝑢(𝜌)

√2
{

�̂�[ⅇ(ⅈ𝑘𝐿𝑛0−ⅈ𝛩+ⅈ𝑙𝜙) + ⅇ(ⅈ𝑘𝐿𝑛0+ⅈ𝛩−ⅈ𝑙𝜙)] −

ⅈ�̂�[ⅇ(ⅈ𝑘𝐿𝑛0−ⅈ𝛩+ⅈ𝑙𝜙) − ⅇ(ⅈ𝑘𝐿𝑛0+ⅈ𝛩−ⅈ𝑙𝜙)]
} (9) 

The Figure 1 presented elucidates the influence of an external magnetic field on the 

propagation of light through a magneto-optic crystal, particularly focusing on the interplay 

between the longitudinal and transverse electric field components. In our earlier research, we 

primarily investigated the impact of an external magnetic field on light possessing only a 

transverse electric component, noting that while the polarization of the light was affected, there 

were no observable changes in the radial profile. This suggested that the transverse electric 

field's interaction with the magnetic field was relatively straightforward and did not invoke 

significant alterations in the spatial distribution of the light intensity. 

However, the current figure delves deeper into the situation by incorporating the 

presence of a longitudinal electric component, which is subjected to the same external magnetic 

field. Each subplot in the figure corresponds to a specific Faraday angle, 𝜽, which represents 

different magnitudes of the applied magnetic field. The color maps and overlaid contour lines 

provide a detailed visualization of how the electric field distribution evolves under varying 

conditions. 
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Figure 1. Density profile changes according to Faraday angle for values 

𝜽𝒑 = 𝝅 𝟐, 𝝋𝒑 = 𝝅 𝟐, 𝒍 = 𝟏, 𝒑 = 𝟎⁄⁄ . The value 𝝋𝒑 = 𝝅 corresponds to the azimuthal 

polarization on the Poincar'e sphere. The impact of an external magnetic field on the 

electric field distribution within a magneto-optic crystal, as visualized for various Faraday 

angles (𝜽) which depends on the magnetic field. Each subplot represents the evolution of 

the electric field, with both longitudinal and transverse components, as 𝜽 increases from 0 

to 𝝅. The color maps indicate the intensity distribution, while the overlaid contour lines 

highlight the 𝝆 dependent modulation of the electric field. The figure demonstrates the 

significant influence of the magnetic field on the longitudinal electric component, revealing 

complex interactions and symmetry breaking as the field orientation changes. 
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At 𝜽 = 𝟎, the electric field distribution exhibits a certain symmetry, with the transverse 

component predominantly determining the overall pattern. As the angle 𝜽 increases, 

representing a change in the magnetic field’s strength, there is a noticeable alteration in the 

electric field distribution. This is especially pronounced in the longitudinal component, which 

begins to exhibit more complex patterns and deviations from the initial symmetry. 

When 𝜽 reaches π/2, the longitudinal component's influence becomes most apparent, as 

evidenced by the significant changes in the electric field distribution. The figure suggests that 

the external magnetic field strongly affects the longitudinal component, causing it to vary in a 

manner that is not observed when only the transverse component is present. As 𝜽 continues to 

increase, the patterns evolve further, indicating that the longitudinal component’s response to 

the magnetic field is highly sensitive to the field's magnitude. 

This comprehensive analysis of the electric field distribution as a function of the Faraday 

angle meaning of the applied magnetic field highlights the intricate dynamics at play within the 

magneto-optic medium. The findings depicted in this figure underscore the complex 

relationship between the external applied magnetic field and the electric field components of 

the light, particularly emphasizing the critical role of the longitudinal component, which had 

been previously underappreciated. 

We can perform another analysis by investigating the Figure 1 which shows how the 

magnetic field, that is, the Faraday angle, affects the 𝜽𝒑 polarization and therefore the total 

electric field radial profile distribution. In the first place, we assume that the light that will pass 

through the magneto-optic crystal in the z direction without any external magnetic field is 

azimuthally polarized (𝝋𝒑 = 𝝅). For the 𝒍 = 𝟏 case, as shown in the figure, to better illustrate 

the ring-shaped intensity distribution in the x-y plane, a radial distribution graph was obtained 

with the blue line. Due to the radial symmetry, the intensity distribution and the graph 

represented by the blue line are independent of the azimuthal angle 𝝓 and represent the 

singularity. The dark region located in the middle of the ring with radial symmetry and 

representing the singularity changes with the increase in the value of the Faraday angle, which 

depends on the magnetic field. The main reason for this 

𝐼 =
2𝐸0

2ⅇ
−

2𝜌2

𝜔0
2

(4𝑐2 𝑠ⅈ𝑛2 𝜃 (𝜔0
2 − 𝜌2)2 + 𝜌2𝜔0

4𝜔2)

𝜔0
6  (10) 

is that the resulting radial profile consists of two parts. The first part, the expression 

4𝑐2 sin2 𝜃 (𝜔0
2 − 𝜌2)2, shows the longitudinal wave component. This component contributes 
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to the result according to the $\theta$ angle. For 𝜃 = π case, the light has azimuthal 

polarization, and the direction of rotation of the azimuthal polarization vectors for this position 

(For 𝜃 = π) is opposite to the For 𝜃 = 0 case. Here we come across an interesting fact. Before, 

we were placing a linear polarizer behind the magneto-optic crystal to understand the change 

in radial polarization. However, with the contribution of the longitudinal wave component, the 

need for a linear polarizer is eliminated. Equation 5 that we obtained for the electric field gives 

us the orientation of the polarization vectors and their change depending on the Faraday angle. 

The graph presented in Figure 1 is crucial in advancing our understanding of how an 

external magnetic field, characterized by the Faraday angle 𝜃, influences the propagation of 

light through a magneto-optic crystal. This research focuses on the interaction between the 

longitudinal and transverse components of the electric field within this medium. The figure’s 

significance lies in its detailed visualization of the electric field distribution as the magnetic 

field strength, and consequently the Faraday angle, increases. The evolution of these patterns, 

especially the longitudinal component’s response, highlights a complex interplay that was 

previously underestimated. At different Faraday angles, the radial symmetry and the resulting 

singularities change, providing insights into how the longitudinal component can alter the 

light’s behavior within the magneto-optic crystal. 

The practical implications of this study are vast. The ability to manipulate the 

longitudinal electric field without the need for external linear polarizers, as suggested by the 

results, opens up new possibilities in photonic applications, such as the design of advanced 

optical devices that rely on precise control of light polarization. The observed changes in the 

radial profile due to the Faraday effect can be leveraged to develop highly sensitive sensors or 

modulators that operate based on the external magnetic field’s influence on light. 

Moreover, these findings provide a foundational understanding that can support future 

research. By illustrating how the Faraday angle affects both the radial distribution and the 

polarization states, this study offers a framework that other researchers can build upon to 

explore new methods of light manipulation in magneto-optic materials. This could lead to the 

development of novel technologies in fields ranging from telecommunications to quantum 

computing, where precise control over light’s properties is essential. The figure demonstrates 

that by carefully controlling the magnetic field, we can achieve significant modulation of light’s 

electric field components, leading to new applications and furthering our understanding of light-

matter interactions in magneto-optic environments. 
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This research provides a comprehensive exploration of the intricate dynamics involved 

in the polarization of light as it propagates through a magneto-optic crystal under the influence 

of an external magnetic field. By methodically varying the Faraday angle, we have revealed 

significant alterations in the spatial distribution and orientation of polarization vectors, which 

undergo a remarkable evolution from azimuthal to radial configurations. This study not only 

sheds light on the previously underappreciated role of the longitudinal electric field component 

but also highlights its critical importance in influencing the overall polarization profile, 

especially in the presence of strong magnetic fields. 

3 RESULTS AND DISCUSSION 

Initially, when no external magnetic field is applied, the polarization vectors of the light 

are arranged in a symmetrical azimuthal mode around the axis of the beam. This alignment 

serves as a baseline, clearly demonstrating the light’s initial polarization state before any 

magnetic influence is introduced. As the magnetic field strength increases, leading to a 

corresponding increase in the Faraday angle, the behavior of these polarization vectors begins 

to change noticeably. At a relatively low Faraday angle, the symmetry of the azimuthal 

polarization starts to break down, especially near the center of the beam, where new and 

stronger polarization vectors emerge, deviating towards the longitudinal (z) direction. This 

deviation indicates a significant transition in the polarization state, one that traditional models 

based on the Poincaré sphere cannot fully explain, as these models typically assume polarization 

within a plane perpendicular to the light’s direction of travel. 

As the Faraday angle increases further, reaching a midpoint value, the transformation of 

the polarization state becomes more pronounced. The electric field vectors, which initially 

exhibited a predominantly azimuthal orientation, gradually realign themselves into a radial 

configuration. This transition is particularly significant because it underscores the external 

magnetic field's ability to induce a fundamental shift in the light’s polarization state, moving 

from azimuthal to radial polarization. This change is accompanied by a strong orientation of 

the electric field vectors in the z-direction, especially near the center of the beam, where the 

influence of the longitudinal component becomes increasingly dominant. 

When the Faraday angle reaches higher values, approaching three-quarters of its 

maximum, the study reveals a reemergence of helical polarization patterns, this time with a 

counterclockwise orientation. Interestingly, despite the strong z-directional component 

observed at this stage, its overall intensity diminishes as the magnetic field continues to 
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strengthen. This suggests a complex interplay between the transverse and longitudinal 

components of the electric field, where the dominance of one over the other is highly sensitive 

to the precise configuration of the magnetic field. Furthermore, the gradual transition from 

azimuthal to radial polarization modes, driven by the varying magnetic field, highlights the 

versatility of magneto-optic materials in enabling precise control over light’s polarization state. 

At the peak Faraday angle, the study shows a complete reversal of the polarization 

vectors compared to their initial state. The azimuthal polarization reappears, but with a critical 

twist: the vectors are now oriented in the opposite direction to their original alignment. This 

reversal not only completes the cycle of polarization transformation but also demonstrates the 

magnetic field’s capability to control the polarization vectors' direction and intensity with 

remarkable precision. The fact that the radial profile of the light remains consistent, regardless 

of this reversal, underscores the robust nature of the polarization state changes induced by the 

magnetic field. 

4 CONCLUSION AND SUGGESTIONS 

The findings from this study have significant implications for both fundamental research 

and practical applications. The ability to manipulate polarization states without the need for 

external polarizing elements, such as linear polarizers, represents a major advancement in the 

field of photonics. This capability could lead to the development of new optical devices, such 

as switches, sensors, and modulators, that rely on the precise control of light polarization in 

three dimensions. Additionally, the insights gained into the behavior of the longitudinal electric 

field component offer a deeper understanding of magneto-optic interactions, which could 

inform the design of future experiments and theoretical models in the field. 

Moreover, the results suggest that by carefully adjusting the external magnetic field, a 

wide range of polarization states can be achieved, each with unique properties that could be 

exploited for specific technological applications. For instance, in the field of optical 

communications, the ability to switch between different polarization modes could enhance both 

the speed and security of data transmission. In sensing technologies, the sensitivity of the 

polarization state to the external magnetic field could be used to develop highly accurate 

magnetic field sensors with broad industrial and scientific applications. 

The study also paves the way for further research in related fields, such as quantum 

optics and nanophotonics, where the ability to control light at very small scales is crucial. The 
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techniques demonstrated here for manipulating light polarization could have significant 

implications for quantum information processing, where precise control over photon states is 

essential. Additionally, the ability to tailor light polarization in magneto-optic materials could 

lead to the development of new materials with engineered optical properties, opening up new 

avenues in material science and photonics. 

In conclusion, this research not only advances our understanding of light-matter 

interactions in magneto-optic materials but also establishes a foundation for future 

technological developments in photonics. The demonstrated ability to precisely control light 

polarization through external magnetic fields represents a significant step forward, with far-

reaching implications for both fundamental science and practical applications in a wide range 

of fields. 
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 ABSTRACT  

 

This paper proposes a Residual Convolutional Neural Network (CNN) based model for 

malicious traffic detection.  Network security is becoming increasingly important every day as 

the digital world develops. It aims to classify the data labeled as benign and malicious in the 

ready dataset. In the proposed model, first of all, all the information in the dataset is digitized. 

Then, it is normalized to the range of 0-1 and made ready as an input to the proposed 

architecture. It is aimed to classify the information in this two-class dataset with the proposed 

Residual Convolutional Neural Network (CNN) architecture. The accuracy rate obtained after 

the training and testing stages of the model is 94.9%. This accuracy rate shows that the proposed 

model successfully results in the detection of malicious packets in network attacks and can be 

used for network security. 

 

 Keywords: Network security, Residual CNN, Malicious packet detection, Classification.  

 

1 INTRODUCTION 

The development of Internet networks brings many problems along with the increasing 

communication methods provided over these networks. Security threats for individuals, 

institutions, and states are reaching serious dimensions with the increasing digitalization. The 

basic problems of computer networks include secure transfer, data protection, and performance. 
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Computer networks contain many communication devices. The most basic of these devices are 

routers [1], switches [2], and personal use devices.  The most undesirable situation is for 

attackers to connect to computer networks and launch attacks. 

Information security is important for individuals' privacy, protection of their private 

information and feeling safe, while it is of great importance for states in terms of national 

security, strategic information and protection of critical infrastructures. Ensuring data security 

is based on confidentiality, integrity and accessibility. Confidentiality is possible only by 

guaranteeing access to authorized persons. Data integrity is possible by guaranteeing its 

originality and proving that it has not been changed by unauthorized persons. Ensuring access 

at the desired time and speed is also among the important elements. Violation of these rules can 

cause great material and moral losses and security gaps. The development, expansion and 

widespread use of networks bring about an increase in attacks. These attacks are carried out for 

reasons such as stopping system operations, stealing information and preventing 

communication. The types of attacks are given in Table 1. Distributed Denial of Service (DDoS) 

attacks are attacks carried out to render networks inoperable by creating high network traffic 

[3]. Man-in-the-Middle (MitM) attacks are attacks carried out to secretly capture, monitor or 

change the communication of two parties in communication [4]. Phishing Attacks are attacks 

that are created by sharing misleading information and documents to deceive people and steal 

their personal information [5]. In attacks made with SQL Injections, the attacker adds 

unauthorized and malicious SQL query codes to the codes and attacks are made to access the 

database [6]. The aim is to seize the system and obtain information. 

Table 1. Network attack types and characteristics. 

Attack Types Features 

DDoS  
It sends high traffic to the network from many sources, 

making services unavailable. 

MitM 

It is a way of intercepting the communication between 

two parties and monitoring and changing the 

information. 

Phishing Attacks 
It means obtaining personal information by misleading 

users. 

SQL Injections 
It is done to gain unauthorized access to the database 

with malicious SQL codes. 

 

Data packets on the network are the primary targets for attackers. In case of a security 

breach, attacks such as packet sniffing, packet forwarding, packet replay and packet poisoning 

are carried out. These attacks generally monitor network traffic, collect sensitive information, 
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unencrypted information is easily captured, network traffic is directed to the wrong place, data 

packets can be sent repeatedly to deceive the system and malicious network packets can be 

added to manipulate the system and disrupt its operation. All these attacks reveal the importance 

of network security. Detection of attacks is possible both by conscious users and by developing 

intelligent systems. When the studies on computer networks and attack types and their detection 

are examined, it is seen that many detection studies have been carried out with machine learning 

methods. When the detection studies for DDoS attacks are examined, it is seen that while 

Support Vector Machines (SVM) architecture is used for detection [3], [7], [8], [9], deep 

learning architectures are used for detection in CNN models [10], [11], [12], [13], [14]. Again, 

in the detection studies conducted for MitM attacks, it is seen that SVM [15], K-Nearest 

Neighbors (KNN) [16] and CNN [17] models are used and successful results are obtained. 

There are many studies in the literature on phishing attack detection and when these studies are 

examined, there are studies with different models of SVM [18], KNN [19] and CNN [20], [21] 

architectures. It is seen that machine learning methods are used in SQL injection attacks [6], 

[22], [23], [24], [25], [26]. It is seen that these studies have intensified in recent years and 

successful results are obtained. In this study, a study is made on determining whether the packets 

transmitted during communication in a network traffic are secure.  

There are studies on the subject in the literature. Shombot et al., in their study to predict 

phishing attacks, created a graphical user interface to detect whether websites are phishing or 

not. They conducted experiments with different machine learning methods in the study. After 

the preprocessing steps, the highest accuracy of 84% was achieved in the polynomial SVM 

classifier [18]. 

Irsan et al. used a dataset consisting of 10,000 data for phishing detection. In this study, 

they compared KNN and decision trees. Data preprocessing was first done in the study, and 

then models were trained and tested. They stated that the KNN classifier (accuracy %95) was 

more successful than decision trees (accuracy %93) in the dataset used for phishing detection 

[19]. 

Bezkorovalnyi et al. stated that they analyzed modern methods to detect phishing 

emails. The study highlighted that deep learning models can extract valuable features without 

applying a preprocessing step to the data. In this study, the advantages and disadvantages of 

different methods are included [20]. 

Gupta et al. stated that information security and privacy caused by phishing attacks pose 

a serious risk. In the relevant study, they used the Cuckoo Search algorithm to adjust the 
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hyperparameters of the proposed CNN model. The accuracy value obtained in this study was 

90%. In this paper, hyperparameter optimization comes to the fore [21]. 

Kocyigit et al. used genetic algorithms and classifiers for phishing detection. The 

selection of important features was performed using genetic algorithms. Different ablation 

results were included in the study. When the features selected using genetic algorithms were 

classified in the classifiers, the highest success was achieved with 92.93% in the Random Forest 

classifier [27]. 

Mankar et al. emphasized that malicious URLs cause significant financial losses. Four 

different models were used in the study. At the end of the study, they stated that decision trees 

and random forest models achieved an accuracy rate of 91%. This study obtained lower 

accuracy values in KNN and Naive Bayes models [28]. 

A deep learning based model is proposed in the study. The proposed deep learning model 

is a model with residual connections and is a new approach to classifying packets in the 

network. The formalization processes performed from the dataset also include innovation in 

digitizing the data received in the network. The digitization and normalization of both the texts 

in the data and the information in all other columns, including IP addresses, ensures that all 

parameters in the network are taken into account in the classification phase.  

In this study, the details of the dataset used are given in section 2. In addition, the details 

about the proposed method and all the success metrics used are included in this section. In 

section 3, examples from the units in the used dataset are given, and then the confusion metric 

and performance metrics showing the results of the proposed model are given. In the last 

section, the evaluations and results are interpreted, and suggestions for the future are made. 

2 SYSTEM THEORY 

2.1 Dataset 

Data packets in computer networks can be modified by attackers and made harmful. 

Distinguishing and filtering these malicious and normal packets from each other is of great 

importance in terms of information and network security. In the dataset prepared for this 

purpose by Saadoon and Behadili (2024) [29], the transmitted data packets are recorded in two 

classes as benign and malicious. 9 features are kept for each packet in the dataset. These features 

are Protocol(P), remote_ip(Ri), remote_port(Rp), local_ip(Li), local_port(Lp), md5_hash(Mh), 

sha512_hash(Sh), Length(L) and data_hex(Dh). Malicious network dataset features are given 
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in Figure 1. In order to obtain these features, they collected the packets using the honey trap 

method placed with Honeytrap in the system they created. 

The features used for the dataset are protocols used in network communication such as 

Protocol Hyper-Text Transfer Protocol (HTTP), File Transfer Protocol (FTP) or Secure Shell 

(SSH). remote_ip is the IP address of the system from which the remote connection is initiated 

(attacker) and remote_port is the port number of the same system. local_ip is the IP address of 

the local system and the port of this system is called local_port. md5_hash is the payload hash 

used to both identify and compare files and data. sha512_hash is the SHA-512 hash obtained 

for the payload and is kept as a secure identification for the file and data. Length represents the 

length of the payload in bytes. data_hex is the hexadecimal representation of the raw payload. 

 

Figure1. Malicious network dataset features. 

2.2 The proposed method 

The use of artificial intelligence methods to detect attacks on computer networks is 

important in terms of ensuring the security and automation of systems. Residual networks allow 

deeper networks to be trained efficiently by reducing the vanishing gradient problem 

encountered in the training of deep neural networks. While traditional deep networks may 

experience a learning process hindered by the vanishing gradients as the network gets deeper, 

skip connections alleviate this problem and facilitate the gradient flow during backpropagation. 

This structure improves training by accelerating learning and allowing deep networks to 

generalize better. Residual blocks preserve parameter efficiency and increase accuracy rates 
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without increasing the depth of the model using identity mapping. The general structure of the 

residual CNN-based model developed for the classification of data in the dataset is given in 

Figure 2. In the proposed model, a ready-made dataset is used first. Transformation and 

normalization processes are applied to bring the features in this dataset to a usable format in the 

deep learning model. 

 

Figure 2. The proposed method. 

 

In the transformation step, firstly the hash and hex properties are analyzed. The formulas 

used for these analyses are given in Equations 1, 2, and 3. 

𝑇𝑜𝑡𝑎𝑙ℎ𝑎𝑠ℎ = {
∑ 𝑜𝑟𝑑(𝑐𝑖), 𝑖𝑓 𝑥 𝑖𝑠 𝑎 𝑠𝑡𝑟𝑖𝑛𝑔 

𝑛

𝑖=1

0 ,                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (1) 

In Equation 1, 𝑥 represents a hash string, 𝑛 represents the length of the string, 𝑐𝑖 

represents the 𝑖𝑡ℎ character of the string, and 𝑜𝑟𝑑 calculates the ASCII value of the given 

character. 

𝑇𝑜𝑡𝑎𝑙ℎ𝑒𝑥 = {
∑ 𝑖𝑛𝑡(𝑥[𝑖: 𝑖 + 2], 16), 𝑖𝑓 𝑥 𝑖𝑠 𝑎 𝑠𝑡𝑟𝑖𝑛𝑔 

𝑛

𝑖=1

0 ,                                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2) 

In Equation 3, 𝑥 represents a hex string, 𝑛 represents the total number of binary in the 

hexadecimal string, 𝑖: 𝑖 + 2 represents the 𝑖𝑡ℎ 2-character group of the string,                 

𝑖𝑛𝑡(𝑥[2𝑖 − 2: 2𝑖],16) calculates the decimal equivalent of the 16 data. 

𝑀𝑒𝑎𝑛ℎ𝑒𝑥 = {
∑ 𝑖𝑛𝑡(𝑥[𝑖: 𝑖 + 2], 16)𝑛

𝑖=1

𝑛
, 𝑖𝑓 𝑥 𝑖𝑠 𝑎 𝑠𝑡𝑟𝑖𝑛𝑔 𝑎𝑛𝑑 𝑛 > 0

0 ,                                                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3) 
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Equation 4 is used to convert IP addresses into numerical form. 

𝑁𝑢𝑚𝐼𝑃 = (𝑜1 ∙ 2563) + (𝑜2 ∙ 2562) + (𝑜3 ∙ 2561) + (𝑜4 ∙ 2560) (4) 

The Equation 4 calculates the numerical equivalent of the IP address and represents each 

octet of those values. Then, the normalization step is started. In the normalization step, the 

values are normalized to the range of 0-1 using Equation 5. 

𝑥′ =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
  (5) 

In Equation 5, 𝑥 is the data point to be normalized, 𝑥𝑚𝑖𝑛 is the smallest value of the 

dataset, 𝑥𝑚𝑎𝑥 is the largest value of the dataset, and 𝑥′ is the normalized value. After this stage, 

the data is divided and given as input to the residual CNN model. The normalized dataset is 

divided into two parts as training and testing. While 80% of the data is separated for training, 

20% of the data is separated for testing. 

The residual CNN architecture is created and the data classification step is passed. In 

this step, first the architecture is designed in a way that the One-dimensional Convolution Layer 

(Conv1D) process will be applied. Then the maxpooling step is performed and then the residual 

connection is added in the dropout step. With this connection, a shortcut is created and the 

dropout and Conv1D steps are combined. This step is usually added to accelerate learning and 

reduce gradient loss problems. The Residual CNN architecture created for the proposed model 

is given in Figure 3. The model parameters were determined as learning rate 0.001, epoch 

number was used as 100 and batch size was used as 32. Adam was also preferred as the 

optimization algorithm. 

 

Figure3. Structure of the Residual CNN model. 
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Table 2. Performance metrics. 

Performance Metric Formula 

Accuracy 
TP + TN

TP + TN + FP + FN
 

Precision 
TP

TP + FP
 

Recall 
TP

TP + FN
 

Specificity 
TN

TN + FP
 

F1-Score 2 ∙
(Precission ∙ Recall)

(Precission + Recall)
 

MCC 
(TP ∙ TN) − (FP ∙ FN)

√(TP + FP)(TP + FN)(TN + FP)(TN + FN)
 

Balanced Accuracy 
Recall(Sensitivity) + Specificity

2
 

 

The success of the studies is possible with the analysis of the classification results. With 

these analyses, performance metrics are calculated, and the rate of correct predictions of the 

model, the rates of incorrect and missing classifications are determined. Thus, the working 

accuracies for different classes can be determined. Performance metrics are calculated with the 

values of TP (True Positive), TN (True Negative), FP (False Positive), FN (False Negative). In 

addition to the basic criteria Accuracy, Precision and Recall, the imbalance between classes is 

determined with Specificity. In addition, criteria such as Balanced Accuracy and MCC 

(Matthews Correlation Coefficient) are used in performance analysis. The calculation methods 

of these performance metrics are given in Table 2. 

3 EXPERIMENTAL RESULTS 

The malicious network dataset consists of a total of 27978 records. Half of these records 

contain malicious data and the other half contain benign data. Some records in the dataset are 

given in Table 3. 

The data in the table first passes through the transformation step and all the data is 

calculated as numerical values. Sums and averages are calculated for Hash and Hex values. 

Digitization operations are performed for IP addresses. After the digitization step is completed, 

the normalization step is passed and all digitized data is normalized to the 0-1 range. After this 

step, the preprocessed data were classified using four different classifiers accepted in the 

literature to compare the proposed model's performance. These models are KNN, SVM, Naive 
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Bayes (NB) [30], and Logistic Regression (LR) [31]. In the confusion matrix, 0 represents 

Benign data, while 1 represents Malicious data. The confusion matrices obtained from these 

classifiers are presented in Figure 4 

Table 3. Some data from dataset. 
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Figure 4. Confusion matrix of Classifiers. 
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When the confusion matrices presented in Figure 4 are examined, it is seen that the most 

successful classifier is KNN. The values that the KNN classifier incorrectly predicted are close 

to each other. The KNN classifier predicted 163 images belonging to the benign class as 

malicious. It predicted 214 images belonging to the malicious class as benign. It is undesirable 

for false negative values to be high. Because the model predicts the malicious data as benign. 

After this step, the model is trained for classification by entering 100 epochs and 32 

batch size values with the Residual CNN model. 80% of the dataset is used for training. The 

training accuracy obtained after the training of the model is 94.57%. Then, the test step of the 

model is performed with the test data. The remaining 20% of the data is used at this stage. The 

test accuracy is calculated as 94.9%.  

The confusion matrix of the proposed model is given in Figure 5. In the confusion 

matrix, 0 represents Benign data, while 1 represents Malicious data. When the values in the 

confusion matrix are examined, it is seen that the Benign correct detection rate TN is recognized 

with a high value of 2592 and the FP with a relatively low value of 168. Similarly, while the 

Malicious correct prediction TP has a high value of 2717, it is seen that the FN has a low value 

of 119. When the confusion matrices of the classifiers accepted in the literature are examined 

in Figure 5, it is seen that the FN value is 214 in the KNN classifier, 1247 in NB, 194 in SVM, 

and 850 in LR. In the proposed model, this value is 119. The FN value in the proposed model 

is much lower than that of others. 

 

Figure 5. Confusion matrix of Proposed Model 

As a result of all these evaluations, it is seen that the proposed model has a high rate of 

correct prediction in both classes and exhibits a good performance. While the FP and FN rates 

support the good performance of the model in the low probability, it also increases the general 
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accuracy of the model and the Balanced Accuracy and Specificity values, which are the balance 

indicators between the classes, by increasing the indicators such as Precision and Recall. Table 

4 provides the performance metrics of the models used to obtain the application results in the 

study. 

Table 4. Performance metrics of models (%). 

 Accuracy Precision Recall Specificity F1 MCC Balanced Accuracy 

KNN 93.26 93.27 93.26 94.09 93.26 0.86 93.27 

NB 52.97 52.94 52.97 49.82 52.92 0.06 52.92 

SVM 68.14 73.96 68.14 42.43 65.90 0.41 67.79 

LR 57.51 57.83 57.51 44.64 56.80 0.15 57.33 

Proposed 

Model 
94.90 94.20 95.80 93.90 95.00 0.90 94.90 

 

When Table 4 is examined, it is seen that the highest accuracy value of 94.90% is 

obtained in our proposed Residual CNN model. This is predicted by KNN, SVM, LR, and NB 

classifiers, respectively. 

4 CONCLUSION  

Thanks to the spread of internet networks and digitalization, information security and 

privacy issues have come to the forefront, and attacks to seize or damage this information are 

increasing daily. Detection and prevention of these attacks will prevent possible material and 

moral losses. For this purpose, classification was performed with a ready-made dataset 

belonging to the MitM attack type in this study. The data was first transformed and digitized in 

the study, and normalization was applied. After these processes, the developed Residual CNN 

architecture performed the classification process. It is seen that the packets were correctly 

classified with a 94.9% accuracy rate in the classification step. This study reveals that the 

Residual CNN architecture, which is a deep learning method in the detecting network attacks, 

detects malicious packets with a high accuracy rate and can be used for network security. In 

this way, it is seen that good points will be reached in terms of protecting network security and 

data integrity by utilizing deep learning architectures to prevent data loss, material losses, and 

personal information theft. 
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 ABSTRACT  

 

On February 6, 2023, two very large earthquakes occurred in Türkiye. These earthquakes 

occurred on the Eastern Anatolian Fault, one of the most active fault zones in Türkiye. After two 

earthquakes occurred 9 hours apart, with Pazarcık (7.7 Mw) and Elbistan (7.6 Mw) epicenters, 

11 cities of the country were directly affected by the earthquake. In addition to a significant 

number of casualties, structural damage caused by the earthquake occurred. Ground motion 

prediction equations (GMPEs), in short, are used to estimate the impact/value that the 

acceleration/velocity/spectral parameters etc. of a wave moving from an earthquake source can 

create in a study area. With the help of these attenuation relations, various earthquake parameters 

can be estimated depending on distance. In this study, the peak ground acceleration (PGA) 

values obtained from the stations taking measurements during the Kahramanmaraş earthquakes 

were examined using 6 different attenuation relations valid for Türkiye. In the study, data from 

105 different stations measured during the Kahramanmaraş earthquake were used. In addition, 

the vertical earthquake effect caused by the earthquake was evaluated in terms of Turkish 

seismic code conditions. Looking at the study results; The approach of ground classifications, 

the fact that the acceleration values of the Kahramanmaraş earthquake remained above the 

curves of the attenuation relations and the failure to consider different earthquake characteristics 

have shown that the current attenuation relations are weaknesses. It has been observed that 

earthquake data deviate in a certain distance region in all attenuation relations. The GMPEs 

generally did not show high agreement with the Kahramanmaraş earthquake data. For this 

reason, the situations that should be taken into consideration when preparing a new decay 

relationship are examined. Finally, it was concluded that the higher-than-expected vertical 

earthquake effects were not assessed correctly in the code and therefore the vertical acceleration 

spectra given in the code should be updated. 
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1 INTRODUCTION 

There are 3 main stages to assess earthquakes. These are before the earthquake, during 

the earthquake and after the earthquake. Before an earthquake occurs, precautions are taken to 

minimize the damage that earthquakes will cause. During an earthquake, personal protection is 

required and afterward, it is necessary to move away from the structures with minimum impact. 

In the post-earthquake stage, there are search and rescue activities, damage assessment and 

debris removal and finally reconstruction processes. Among these processes, if the earthquake 

that occurs after the earthquake is a destructive earthquake, the damage assessment stage is an 

important stage in terms of precautions to be taken for subsequent earthquakes. 

There are many studies in the literature on the structural damages that occurred after the 

February 6, 2023 Kahramanmaraş earthquakes and the causes of these damages. The studies 

conducted are on the assessment of seismic hazard, examination of earthquake characteristics, 

structural and non-structural damages, types of damage in reinforced concrete structures, 

examination of damage in masonry structures, damages in industrial structures, and assessment 

of losses.  

The February 6, 2023 Kahramanmaraş earthquake caused severe damage to masonry 

buildings in Adıyaman. The collapse mechanisms of these buildings were examined, spectral 

acceleration values were analyzed, and reinforcement recommendations were presented [1]. 

The February 6, 2023 Kahramanmaraş earthquake caused serious damage to industrial 

structures; various structural damages were observed in liquid storage tanks, grain silos, 

prefabricated reinforced concrete structures and steel industrial structures[2]. In another study, 

the causes of damage to reinforced concrete buildings in Adıyaman were evaluated in terms of 

material quality, design errors and reinforcement details [3]. After the Kahramanmaraş 

earthquake, seismic analysis of historical masonry buildings was evaluated with field 

observations and advanced calculations. Nonlinear finite element analyses performed on a 

historical building in Hatay confirmed the observed damage mechanisms and reinforcement 

recommendations were presented [4]. The February 6, 2023 Kahramanmaraş earthquake caused 

major structural damage in Hatay. In the study, the causes of damage to reinforced concrete and 

steel structures were examined, construction defects and design errors were evaluated and 

recommendations based on TSC-2018 were presented [5]. High PGA values were measured in 

Kahramanmaraş earthquakes. When Disaster and Emergency Management Affair (DEMA) 

stations were examined, the highest PGA was seen in the east-west component of station 4614 
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for the Pazarcık epicenter earthquake. The value measured as 2.006g exceeds the design 

spectrum with a return period of 2475 years specified in the Turkish Seismic Code 2018[6]. 

Other stations with high PGA values are 3135, 3129, 3125 and 3126, respectively [7]. 

One of the most important areas of earthquake science is seismic hazard analysis. With 

seismic hazard analysis, the data of past earthquakes and the effects of expected future 

earthquakes can be predicted. In seismic hazard analysis, there are two approaches as 

probabilistic and deterministic seismic hazard analysis. 

In deterministic hazard analysis, analysis is carried out for the largest earthquake and 

the most unfavorable single earthquake at the shortest distance [8]. In probabilistic seismic 

hazard analysis, analysis is carried out with a probabilistic approach, thinking about every 

magnitude and every earthquake distance that is likely to occur within the study area. Seismic 

hazard analysis consists of 4 stages in the most general sense (Figure 1). These stages are as 

follows: 

● Modeling of seismic sources 

●Magnitude-Recurrance relationships 

●Attenuation models 

●Probabilistic acquisition of probabilistic probabilities of exceeding an earthquake 

parameter (obtaining Earthquake Hazard Maps) 

These stages are followed sequentially, and seismic hazard analysis are carried out and 

the effects of earthquakes (e.g. Sa, PGA, PGV, etc.) are predicted. One of the most important 

steps in making these predictions correctly is the correct selection of the attenuation relations 

to be used. The attenuation model should reflect the earthquake, fault characteristics, 

earthquake magnitude, distance of the earthquake to the study area, and specific earthquake 

characteristics caused by the earthquake well and accurately. For this reason, when performing 

seismic hazard analyzes in a region, the most appropriate GMPE should be determined for the 

region or new GMPEs should be created and used for that region [9]. 
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Figure 1. Stages of seismic hazard analysis[8]. 

Seismic hazard analyses for cities in Türkiye are available in the literature [10]. Seismic 

hazard analyses were performed for Sakarya province, and peak ground acceleration and 

spectral acceleration maps were produced according to different exceedance probabilities. In 

addition, possible fault distances and earthquake magnitudes were determined, and 

comparisons were made with the seismic code. It was observed that the accelerations obtained 

after the hazard analysis had values above the hazard maps [11]. The seismic hazard of 

Kahramanmaraş and its surroundings was assessed by the probabilistic method, and the East 

Anatolian Fault and Bitlis Thrust Belt were determined as the riskiest regions. The calculated 

acceleration values were compared with the Türkiye Earthquake Zones Map and regional 

harmony was analyzed [12]. Probabilistic seismic hazard analysis was performed for Van 

province and maximum acceleration values were determined for different exceedance 

probabilities. The obtained results were compared with the components of the 2011 Van 

earthquakes and the spectrum curves recommended in the Turkish Earthquake Code. Simulated 

earthquake records were obtained to be used for performance analysis of buildings in Van 

province [13]. According to the probabilistic seismic hazard analysis results for Bingöl 

province, the peak ground acceleration values with a probability of being exceeded within 50 

years of 2%, 10% and 50% in Bingöl province were determined as 1.03 g, 0.58 g and 0.24 g, 

respectively, and the recurrence periods were calculated as 42, 105, 266 and 670 years for 

earthquakes of magnitude 6.0, 6.5, 7.0 and 7.5, respectively. The results obtained reveal that the 

region is under high seismic hazard and the earthquake effect must be taken into consideration 

in the design of structures [9]. 
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Attenuation relations are mathematical equations that model the interaction between 

ground and structures during an earthquake and predict the effects of ground motion on 

structures. These relations are used primarily in engineering applications to calculate the 

magnitude and propagation of ground motion based on factors such as soil class, distance, and 

local ground conditions. Using accurate attenuation relations plays a critical role in improving 

the safety and durability of buildings and other structural systems. In addition, these relations 

help optimize earthquake engineering designs and more accurately assess the effects of local 

fault zones and structural weaknesses. Therefore, the development and proper application of 

attenuation relations are of great importance in risk analysis and damage estimation. 

During recent seismic events, it has been observed that the vertical component of ground 

motion surpasses the horizontal component. This is contrary to the assumption in current codes 

that the vertical motion is 1/2 to 2/3 of the horizontal component. Immediately after destructive 

earthquakes, engineers report that structural damage such as buckling in large columns or 

fractures in large reinforced concrete columns used in highway and building structures are 

caused by strong vertical ground motion. These findings indicate that seismic designs that 

ignore the vertical ground motion component pose serious safety risks, especially for structures 

constructed near active fault lines, and may increase the risk of collapse [14]. The general view 

of code engineers is that the vertical component of ground motion is lower than the horizontal 

component and the V/H ratio remains less than 1. Many codes recommend scaling a single 

spectrum obtained for the horizontal component using an average V/H ratio of 2/3. However, 

in this approach, it is assumed that all components of the vertical motion have the same 

frequency content. However, studies in nearby fault areas prove that the V/H ratio may be below 

2/3 [15]. 

In this study, the compatibility with Kahramanmaraş earthquake data was evaluated by 

using various GMPEs used in Türkiye and the world. The aim of this study is to observe how 

the existing GMPEs converge with an up-to-date earthquake data. Thus, by revealing the 

weaknesses and strengths of these attenuation relations, it will be seen which situations should 

be assessed when creating a new GMPE for this region. In addition, an evaluation of the 

horizontal and vertical acceleration values obtained from the stations that took records in the 

Kahramanmaraş earthquakes was also made in the study. This evaluation was compared over 

the spectra in the Turkish seismic code. In the following sections of the review, the results 

obtained are examined with their justifications. 
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2 MATERIAL AND METHOD 

2.1 06 February 2023 Earthquakes and Seismicity of the Region 

The East Anatolian Fault Zone (EAFZ) is one of the active fault zones that has produced 

significant earthquakes throughout history. It has come to the fore especially with the 2020 

Sivrice, Elazig and 2023 Kahramanmaraş earthquakes that have occurred in recent years and 

has been the center of attention of researchers [16], [17], [18]. This fault zone, which starts from 

the Karlıova district of Bingöl and extends to Hatay, fully meets the characteristics of lateral 

slip faults. Figure 2; It shows important active fault zones and plates in Türkiye [19], [20]. 

 

Figure 2. Important active fault zones in Türkiye [20]. 

This fault line (EAFZ), located at the junction of the Arabian plate and the Anatolian 

plate, produced 2 major earthquakes on February 6, 2023, 9 hours apart [21]. Some views 

suggest that the first earthquake (Pazarcık Mw 7.7) that occurred on February 6, 2023 did not 

start directly on the East Anatolian Fault, but instead occurred on the previously unmapped 

Narlı Fault. However, other studies argue that the earthquake started directly on the East 

Anatolian Fault. Therefore, there are different scientific approaches to the earthquake's starting 

point and the rupture mechanism on the fault plane [22] [23]. The epicenter of the first 

earthquake was Pazarcik, with a magnitude of 7.7 Mw [24]. The surface deformation on this 

earthquake-induced fault is about 300 km [25]. The second earthquake occurred at noon on the 

same day with a magnitude of 7.6 Mw centered in Elbistan [24]. These two earthquakes caused 

significant structural damage and loss of life. 11 provinces in Türkiye were affected by the 
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earthquake [26]. The earthquake was also felt in Syria and caused casualties. According to 

official data, the loss of life in 11 provinces caused by the 2023 Kahramanmaraş earthquakes is 

over 50000. The provinces affected after the earthquake are larger than many countries in 

Europe in terms of surface area. The map showing the epicenter of the earthquake and 

aftershock activity is given in Figure 3. 

 

Figure 3. Epicenters of the earthquake, mainshock and aftershock activities [24]. 

After such a big earthquake, many researchers have carried out studies in the field and 

continue their research [5], [16], [27]. Having very important data in this field is seen as an 

advantage. Because it has benefited from significant advancements in earthquake science after 

every major earthquake. 

2.2 Selection of Earthquake Records 

To make a comparison with the attenuation relations, the stations that took records in the 2023 

Kahramanmaraş earthquakes andT the data of these stations were used. The stations used in 
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the study are the stations belonging to Disaster and Emergency Management Affair (DEMA). 

Figure 4 below shows the distribution of the stations that take records. 

The records used in the study were filtered by considering the distance class evaluated 

by the attenuation relations. The records used in this study include records of stations at 200 

km or less from the epicenter. Table 1 provides information about the stations used in the study. 

The horizontal and vertical components of the greatest ground acceleration are the RJB, Rrup, 

Repi and Rhyp distances, Vs30 values and the soil classification made according to Eurocode8 

[28] (according to Eurocode8 Table 3.1) is the information given in Table 1. Repi is the distance 

from the epicenter, i.e. the point on the ground where the earthquake occurred, to the study area. 

Rhyp is defined as the distance between the focus of the earthquake and the study area. Rrup is 

defined as the distance between the fracture caused by the earthquake and the study area, while 

the Joyner-Boore distance, i.e. the distance between the fracture projection on the plane and the 

study area. In another definition, the Joyner-Boore distance is defined as the shortest distance 

to the fault surface. In general, when the studies are examined, the Rrup and RJB values are 

accepted as equal [29]. In the examination, stations with unknown Vs30 value were considered 

in the study as D ground class. Its acceptance as D ground class was determined by making an 

acceptance as in the report published by Boğaziçi University. In the Bogazici earthquake report, 

ZC ground class was accepted for stations whose ground class was unknown [21]. 

Table 1. Codes of 105 stations belonging to the DEMA observation network used in the 

study. 

Station Codes 

0118 2712 3147 4620 0210 3134 4409 5807 

0119 2718 3301 4621 0213 3135 4410 5809 

0120 3112 3303 4624 0214 3136 4412 5810 

0122 3115 3305 4625 2107 3137 4413 6203 

0123 3116 3802 4628 2309 3138 4414 6302 

0124 3123 3803 4629 2310 3139 4611 6303 

0125 3124 3804 4630 2409 3140 4612 6304 

0127 3125 3805 4631 2703 3141 4613 6305 

0128 3126 4404 4632 2704 3142 4615 6306 

0129 3129 4405 4701 2707 3143 4616 7901 

0130 3131 4406 5102 2708 3144 4617 8002 

0201 3132 4407 5103 2709 3145 4618 8003 

0208 3133 4408 5805 2711 3146 4619 8004 

NAR 

Note: The stations used are the stations 

belonging to the DEMA observation 

network. 
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Figure 4. Distribution of record stations[24]. 

Records of a total of 105 stations were used in the study. The distribution of these records 

according to different soil classes is given in Table 2. 

Table 2. Distribution of records used according to soil classes [28]. 

Soil Classes Number of Records 

A 11 

B 56 

C 12 

D 26 

Total 105 

2.3 Ground Motion Prediction Equations (GMPEs) 

In this study, a total of 6 GMPEs were used [30], [31], [32], [33], [34], [35]. All these 

relations are attenuation relations that have been developed for Türkiye and its surroundings or 

are suitable for use in Türkiye. GMPEs are usually prepared according to a specific region, 
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country or faults with similar characteristics. In the studies carried out, the suitability of the 

GMPE to the regions belonging to which characteristics are specified. This situation was 

evaluated when selecting GMPEs [31].  From the attenuation relations, Abrahamson et al. 

(2014)[30] are the attenuation relations, It is a GMPE prepared for the NGAWest2[36], [37]  

project and has applicability in many regions of the world. The names of the attenuation 

relations and the information about these attenuation relations are given in the Table 3 below. 

When the parameters in the equations given in Table 3 are examined, expressions such 

as a, b, a1, b1 define the regression coefficients. M represents the relevant earthquake 

magnitude (generally the moment magnitude), R represents the distance to the study area, G1, 

G2, FN, FR, SA, SB are constant coefficients reflecting the ground properties, and r represents the 

hypotenuse of the distance between the study area and the fault focal point. 

Table 3. Information on the 6 GMPEs Used. 

GMPE publication Equation Explanation 

Energy Considerations 

in Ground Motion 

Attenuation and 

Probabilistic Seismic 

Hazard Studies [34] 

𝑙𝑜𝑔 (𝑌𝑖𝑗)  = 𝑎 + 𝑏(𝑀𝑖 − 6) + 𝑐(𝑀𝑖 −

6)2 + 𝑑𝑙𝑜𝑔√𝑅𝑖𝑗
2 + ℎ2 + 𝑒𝐺1 + 𝑓𝐺2                                                  

It was developed for the 

Northwest Marmara Region. 

Site-Dependent 

Spectra Derived from 

Ground Motion 

Records in 

Türkiye[33] 

𝑙𝑛 𝑌 = 𝑏1 + 𝑏2(𝑀 − 6) + 𝑏3(𝑀 −
6)2 + 𝑏5 𝑙𝑛 𝑙𝑛 𝑟 + 𝑏𝑣𝑙𝑛 (𝑉𝑆/𝑉𝐴)   𝑟 =

(𝑟𝑐𝑙
2 + ℎ2)

1

2 

It has been developed for the 

whole of Türkiye. 

A Local Ground-

Motion Predictive 

Model for Türkiye, 

and Its Comparison 

with Other Regional 

and Global Ground-

Motion Models[31] 

𝑀 ≤ 𝑐1  

𝑙𝑛 (𝑌) = 𝑎1 + 𝑎2(𝑀 − 𝑐1)
+ 𝑎4(8.5 − 𝑀)2

+ [𝑎5 + 𝑎6(𝑀 − 𝑐1)]

𝑙𝑛 √𝑅𝑗𝑏
2 + 𝑎7

2 + 𝑎8𝐹𝑁

+ 𝑎9𝐹𝑅   
𝑀 ≥ 𝑐1  

𝑙𝑛 (𝑌) = 𝑎1 + 𝑎3(𝑀 − 𝑐1)
+ 𝑎4(8.5 − 𝑀)2 [𝑎5

+ 𝑎6(𝑀 − 𝑐1)]

𝑙𝑛 √𝑅𝑗𝑏
2 + 𝑎7

2 + 𝑎8𝐹𝑁

+ 𝑎9𝐹𝑅   

It was developed for Türkiye 

using data sets belonging to Italy 

and Türkiye. 

An attenuation based 

on Turkish strong 

motion data and iso-

acceleration map of 

Türkiye[35] 

𝑃𝐺𝐴
= 2.180.0218(33.3𝑀𝑊−𝑅𝑒+7.8427𝑆𝐴+18.9282𝑆𝐵  

It is a GMPE developed for 

Türkiye. The equation is formed 

in an exponential simple form. 

The way the equation is formed 

is different from the general 

form. 
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Table 3 (Continued). Information on the 6 GMPEs Used. 

GMPE publication Equation Explanation 

Empirical Equations 

for the Prediction of 

PGA , PGV, and 

Spectral Accelerations 

in Europe, the 

Mediterranean Region, 

and the Middle 

East[32] 

𝑙𝑜𝑔 (𝑃𝑆𝐴)  = 𝑏1 + 𝑏2𝑀 + 𝑏3𝑀2

+ (𝑏4

+ 𝑏5𝑀)𝑙𝑜𝑔√𝑅𝑗𝑏
2 + 𝑏6

2

+ 𝑏7𝑆𝑆 + 𝑏8𝑆𝐴 + 𝑏9𝐹𝑁

+ 𝑏10𝐹𝑅 + 𝜖𝜎 

 

It has been developed for the 

Mediterranean, European and 

Middle Eastern regions. 

Summary of the 

ASK14 Ground 

Motion Relation for 

Active Crustal 

Regions[30] 

= 𝑎1 + 𝑎5(𝑀 − 𝑀1) + 𝑎8(8.5 −
𝑀)2 + [𝑎2 + 𝑎3(𝑀 − 𝑀1)] ln(𝑅) +

𝑎17𝑅𝑅𝑈𝑃 M>M1 

= 𝑎1 + 𝑎4(𝑀 − 𝑀1) + 𝑎8(8.5 −
𝑀)2 + [𝑎2 + 𝑎3(𝑀 − 𝑀1)] ln(𝑅) +

𝑎17𝑅𝑅𝑈𝑃 M2<M<M1 

It was developed for different 

regions on Earth as part of the 

NGAWest project. 

 

3 RESULTS AND DISCUSSION 

3.1 Evaluation of GMPEs 

Within the scope of the study, 6 different GMPEs compatible with Türkiye were used 

from the attenuation relations in the literature. In the evaluation, a comparison was made with 

the PGA parameters obtained from the stations after the Kahramanmaraş earthquake. When 

making the comparison, the Magnitude value in the attenuation relations was taken as the M 

value of 7.7 Mw given by the earthquake [21]. In addition, curves were obtained by considering 

the standard deviation values specified in the attenuation relations, considering the + and - 

standard deviation values. In the study, soil properties were classified as A, B, C and D soils 

according to the Vs30 value specified in the records of the stations and the soil classification 

specified in [9]. The soil classification differs in the GMPEs used. For each GMPE, the records 

were analyzed according to the different ground grouping procedure. In attenuation relations, 

the way in which the size, distance and soil properties to be used are evaluated differs. Since it 

is an examination made after the earthquake, the magnitudes examined are clear. These 

quantities were used in Mw. The distances to the epicenter of the earthquake were evaluated 

based on the distance of the stations to the epicenter. Here, Joyner-Boore (RJB) distances are 

used, which are consistent with the attenuation relations used [38]. Soil classifications were 

carried out because of coefficients or shear wave velocity values compatible with the definitions 

of each attenuation relation. Ground classification was made with the Vs30 values obtained from 

the information of the stations, and the curves of the attenuation relations were grouped. 
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All the GMPEs used in the study were obtained according to the PGA value. The 

obtained curves are intended to be compared with the PGA values measured by the stations. 

The graphs from Figure 5 to Figure 10 show the curves of the GMPEs and the PGA values 

obtained from the station. While the darker of the curves gives the main curve of the attenuation 

relation, the gray curves above and below this curve show the curves obtained if the standard 

deviation is regarded. The point values in red show the distribution of the PGA values of the 

stations divided into different soil classes. 

The curves of the Sarı’s GMPE used are given in Figure 5. The soil classification of the 

GMPE is given according to Vs30 values. In the GMPE, A and B soil classification were 

evaluated together. Since the coefficients used in the soil classification in the GMPE are the 

same on the A and B coefficents, they are given on the same curve. When the standard 

deviations are deemed, it is seen that the curves of the GMPE and the PGA values obtained 

from the stations are generally compatible. However, low compliance is observed at values 

between 50 and 100 km. 
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Figure 5. Comparison of Sari’s model prediction of pga with observed data from 

Kahramanmaras earthquake for all soil classes (a) Rock&Soil (b) Soft Soil. 

Three different soil classes are defined according to the GMPEs used. This soil 

classification is divided into three groups. As the ground classes decrease, the harmony between 

them decreases. The soil classification in this GMPE was made according to Vs30 values. 

Elaboration of the soil classification in attenuation relations will increase the harmony in 

attenuation relations. In Figure 6, the curves of the GMPE are given. Although the harmony of 

the curve obtained for soils with high shear wave value (>700 m/sec) seems high, the low 

number of records makes it difficult to make a clear interpretation on this issue. 



Ö. F. Nemutlu, A. Sarı / BEU Fen Bilimleri Dergisi, 14 (1), pp.610-632, 2025 

 

 

622 

Akkar&Çağnan study[31], all the records used in this study were compared over a single 

curve of the GMPE. All records evaluated due to the assessment for the single soil class are 

marked on the curve. Significant deviations were observed in records between 10 and 100 km. 

This is because attenuation relations are given for a single ground. It is predicted that these 

deviations will take lower values if the classification of different soil classes is possible. The 

curve of the GMPE is given in Figure 7.  

As shown in Table 3, the GMPE proposed by Ulusay et al. [35] was developed using a 

different approach compared to the general GMPE formulation. Although an equation in 

exponential form is typically expected to exhibit low compatibility, it demonstrates a behavior 

relatively similar to other attenuation relationships. Again, deviations are seen in similar 

distance regions in this GMPE. As with other GMPEs, Kahramanmaraş earthquake data are 

generally concentrated on the upper side of the curve. The curves of the GMPE are given in 

Figure 8 according to different soil classes. 
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Figure 6. Comparison of Kalkan and Gülkan’s model prediction of pga with observed data 

from Kahramanmaras earthquake for all soil classes (a) Soil (b) Soft Soil (c) Rock. 
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Figure 7. Comparison of Akkar&Çağnan’s model prediction of pga with observed data 

from Kahramanmaras earthquake for all soil classes. 
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Figure 8. Comparison of Ulusay’s model prediction of pga with observed data from 

Kahramanmaras earthquake for all soil classes (a) Soil (b) Soft Soil (c) Rock. 
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In this attenuation relation, two different curves of soil classification were obtained. The 

curve and earthquake data of the GMPE take values close to the curve on soft soils. However, 

the same deviations are present in similar distance zones. This situation is seen in all attenuation 

relations. These deviations may be related to the characteristics of the records. In addition, it 

may be due to the low reflectivity of the attenuation relations. The fact that the attenuation 

relations do not consider different earthquake characteristics (near fault effect, super-shear 

effect, orientation effects, etc.) and that the ground classifications make assumptions over the 

coefficients negatively affect the correct reflection. The curves of the GMPE are given in Figure 

9. Abrahamson et al. [30], a GMPE prepared for different regions  of the world, is given in 

Figure 10 for two different soil classifications. This GMPE proposes different equations by 

accepting a given Vs30 value and magnitude value as the threshold value. In Table 3, different 

GMPE equations of the study are given. 
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Figure 9. Comparison of Akkar&Bommer’s model prediction of pga with observed data 

from Kahramanmaras earthquake for all soil classes (a) Soil-Soft Soil (b) Rock. 
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Figure 10. Comparison of ASK14’s model prediction of pga with observed data from 

Kahramanmaras earthquake for all soil classes (a) A&B (b) C&D. 
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When we look at the agreement of the PGA values measured by the attenuation relations 

in the study, the agreement with the curves increases as the distance increases. As the ground 

class improves, the concordance of the attenuation relations and PGA values seems to be high, 

but the number of stations with good ground is low. Therefore, it becomes difficult to say that 

there is a connection between direct soil classification and PGA parameters. Since the 

characteristics of the earthquake under consideration are assessed differently in each GMPE, 

the power to predict the PGA parameters differs. For this reason, the different earthquake 

behaviors that occurred in the Kahramanmaraş earthquake make it difficult to comply with the 

PGA parameter of Altunsu et al. [5]. In the literature on the Kahramanmaraş earthquake, super-

shear, near fault effect, basin effect, liquefaction and different ground behaviors do not coincide 

with the currently used GMPEs. This situation shows that there is a need for a new GMPE after 

the Kahramanmaraş earthquakes.  

3.2 General assessment of GMPEs 

The 6 different GMPEs used below, and the earthquake records used in the study of the 

Kahramanmaraş earthquake are given together. Although the agreement between PGA and 

GMPEs increases as we move away from the epicenter, it shows that it does not fully reflect 

the behavior of earthquake parameters. Different earthquake characteristics need to be taken 

into account and updated in GMPEs [39]. When the curves of the attenuation relations and the 

PGA values of the earthquake records are examined; it is seen that the earthquake records of 

the Kahramanmaraş earthquake take values above the attenuation relations. Although the 

standard deviation is examined for the + and – states for each attenuation relation, the standard 

deviation is positively dominant. In general, all the GMPEs reviewed remain under the 

Kahramanmaraş earthquake records. This situation reveals that the data sets need to be updated 

to predict high PGA values in the new GMPEs to be created. 

Ground motion prediction equations (GMPEs) should account for significant 

earthquake characteristics such as near-fault effects, basin effects, and high vertical ground 

motion. Incorporating these factors into the equations will enhance the predictive accuracy of 

GMPEs. Although researchers like Somerville have conducted studies on integrating near-fault 

effects into attenuation relationships, these effects are not yet fully incorporated into 

contemporary approaches. Neglecting these factors may lead to an incomplete or inaccurate 

representation of the actual earthquake behavior. 
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Figure 11. Comparison of the GMPEs. 

4 EVALUATION OF HORIZONTAL AND VERTICAL 

EARTHQUAKE EFFECT 

Kahramanmaraş earthquakes have shown us that the vertical earthquake effect is also a 

very important parameter. When the stations that take records are examined, very high vertical 

component values of the Kahramanmaraş earthquake are seen. Following the Kahramanmaraş 

earthquakes, it has been observed that the high vertical ground motion component contributed 

to increased structural damage levels. Figure 12 illustrates the damage caused by the high 

vertical ground motion effects during the Kahramanmaraş earthquakes. An analysis of 

earthquake records from the affected regions reveals the presence of high vertical ground 

motion components. Figure 13 presents the horizontal and vertical acceleration records from 

selected stations during the Kahramanmaraş earthquakes. 

 
Figure 12. Damage caused by the high vertical earthquake effect. 
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Figure 13. Horizontal and vertical acceleration time history for Kahramanmaraş 

Earthquake. 

In this study, the ratios of the acceleration values of the largest component and the 

vertical direction from the horizontal components of the stations that took measurements in 

Kahramanmaraş earthquakes were obtained. The variation of these values with respect to RJB 

distances is given in Figure 14. When Figure 14 is examined, the distribution of the change of 

the ratio of the vertical acceleration value to the horizontal acceleration value according to the 

distance is given. In this graph, a value of 0.8 is considered as the threshold value. The reason 

for this can be explained by the ratio between the spectra in the Turkish Seismic Code 2018[6].  
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Figure 14. Variation of horizontal and vertical earthquake rates by stations[29]. 
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Figure 15 shows the horizontal and vertical elastic spectra included in the Turkish 

Seismic Code 2018 (TSC 2018). When these spectra are examined, the minimum and maximum 

values of the spectral acceleration values of the spectrum are expressed with different values. 

There is a change of 0.8 between the values of the horizontal elastic spectrum and the vertical 

elastic spectrum. This situation means that; the earthquake code accepts that the ratio of 

horizontal and vertical earthquake effects to each other does not exceed 0.8. However, as can 

be seen in the figure above, there are many acceleration records in which the ratio of vertical 

and horizontal earthquake accelerations of Kahramanmaraş earthquakes exceeds 0.8. This 

situation shows that the vertical earthquake effect is a high effect in the Kahramanmaraş 

earthquake, and this effect should be considered in a different way in new studies and seismic 

codes. It has been observed that different characteristics of the earthquake, such as the vertical 

earthquake effect, should be analyzed correctly when considering the effects of the earthquake. 

 

Figure 15. Comparison of horizontal and vertical spectra according to the TSC 2018. 

 

When Figure 14 is examined, it is seen that the V/H ratio exceeds 0.8 in many records. 

This situation shows the lack of an approach to considering vertical earthquakes in seismic 

codes. The importance of vertical earthquake effects has emerged once again after the 

Kahramanmaraş earthquake. In addition, the records given in Figure 14 were obtained without 

any ground classification. By classifying according to ground classification, near fault 

conditions, basin effect, super shear effect, etc., the situations that increase the amplitude of the 

vertical earthquake component can be determined.  

Horizontal Elastic Spectrum Vertical Elastic Spectrum 
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5 CONCLUSION AND SUGGESTIONS 

After the Kahramanmaraş earthquakes, earthquake science will be updated at a 

significant level. In this study, attenuation relations, which are an indispensable approach in 

seismic hazard assessment, which is a special field in the field of earthquake engineering, were 

evaluated. These equations, which are used to predict the earthquake effect of a possible 

earthquake before the earthquake occurs, were tested with this study using the acceleration 

values of the Kahramanmaraş earthquake. In the study, the compatibility of 6 different GMPEs 

in the literature applicable to Türkiye with Kahramanmaraş earthquake data was examined. In 

addition, in the study, the change of the vertical earthquake effect with the horizontal earthquake 

effect was examined by examining the Kahramanmaraş earthquake data. The findings obtained 

because of this study were evaluated and the following results were obtained: 

• With this study, some parts that are missing in a new GMPE to be prepared were 

evaluated. After these evaluations, it is expected to give an idea of how to consider the change 

of ground conditions, vertical earthquake effect and distance conditions that should be 

considered in a new GMPE. 

• Deviations between earthquake records and curves are observed in a certain distance 

region. This is due to the different characteristics of the earthquake records and the lack of 

elaboration of the soil classifications. 

• In general, the curves are below the actual earthquake data in the GMPEs examined in 

the study. This suggests that PGA values are indeed underestimated. Taking this situation into 

account in a new GMPE to be prepared for Türkiye, data sets should be updated. 

• The necessity of different soil classification approaches was seen in this study. It is 

insufficient that soil classifications are generally limited to a single parameter or to affect the 

attenuation relations with a coefficient.  

• Earthquakes have some special characteristics. These characteristics such as directivity 

effect, super shear effect, high vertical earthquake component, and ground behavior should be 

integrated into attenuation relations. 

•If the vertical earthquake component is higher than expected, it shows the weakness of 

the seismic codes. In this context, it should be ensured that the vertical elastic spectra of the 

seismic codes are updated, and the vertical earthquake effect is accurately reflected.  
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• Evaluating the outcomes, it becomes clear that the attenuation relations should be 

updated with a more detailed, realistic approach and new data sets, or a new GMPE should be 

prepared for Türkiye. 
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 ABSTRACT  

 

The aim of this study was to develop nickel (Ni) nanoclusters with caffeine-coated magnetic 

iron oxide (Fe3O4) center shells for the catalytic hydrolysis of ammonia borane (AB). In the 

study, magnetic iron oxide (MIO) clusters were obtained by hydrothermal treatment. These 

clusters were first coated with caffeine according to the reflux method at 150 oC for 12 hours, 

and then Ni was decorated on these clusters by impregnation method. Magnetic Ni catalyst 

(Ni@C/Fe3O4) was synthesized by dropping 10 M 20 mL sodium borohydride (NaBH4-SBH) 

into the Ni-C/ Fe3O4 magnetic nanoclusters in solution as a result of the loading processes 

carried out at room conditions. After filtration, washing and drying in nitrogen atmosphere, the 

crumbled catalyst was identified by advanced identification techniques (FT-IR, BET, SEM, 

EDX, XPS) and used in AB hydrolysis.  

The solvate medium, catalyst amount, AB concentration, temperature and repeated use 

parameters were investigated for AB catalytic hydrolysis. As a result of the optimization at 303 

K, the best hydrogen production was determined as 7873 mL/g.min using 2.5 % NaOH, 30 mg 

catalyst and 300 mM AB. The catalyst cycle frequency (TOF) was measured as 1447 s-1. As a 

result of reaction kinetics investigations, it was determined that the reaction was 1st order and 

the reaction activation energy was 35.07 kJ/mol. 

 

 Keywords: Ammonia borane, Dehydrogenation, Fe3O4, Hydrolysis, Catalyst, Ni@C/Fe3O4.  

 

1 INTRODUCTION 

Renewable energy sources are the solution to reduce the negative impact of greenhouse 

gases caused by fossil fuels on the world. When alternative energy sources are examined in 

general, it will be seen that solar energy, wind energy, biomass energy, tidal energy, geothermal 
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energy and hydrogen energy are used as alternative energy sources. These alternative energy 

sources are preferred at different levels according to country conditions. Renewable energy 

source technology is currently being used and continues its development in parallel with the 

studies carried out by researchers. Hydrogen energy technology, which enables energy 

production at different values at regional and seasonal levels due to its various limitations, is an 

energy technology with many advantages [1] – [3]. 

Hydrogen is one of the best alternative energy carriers to meet the demand for efficient 

and clean energy in terms of being obtained from many sources, high energy density and not 

having a harmful effect on the environment [4]. 

Hydrogen is a colorless, odorless gas that makes up 75% of the mass of the universe. 

Hydrogen, which is converted into energy in fuel units, is expected to be used as fuel in vehicles 

and airplanes in the near future. Hydrogen is a non-toxic, inexhaustible and renewable source 

of clean energy. Hydrogen is a gas that can be stored, transported, converted into other forms 

of energy, and energy can be obtained with high efficiency. An important feature of hydrogen 

is that it cannot be used as a primary energy source. Hydrogen is converted into energy in fuel 

cells [5], [6]. 

Hydrogen converted into energy in fuel cells is currently used as a gas. Since hydrogen 

is a gas that takes up a lot of volume, storing and transporting it as a gas causes safety risks and 

cost losses. This problem is largely overcome by storing hydrogen in different ways. The most 

important storage technique is the solid storage of hydrogen in boron-based compounds. When 

the compounds used in hydrogen storage are examined, it is seen that ammonia borane takes 

the lead. Ammonia borane offers many advantages such as high hydrogen storage (19.6% by 

mass), stability up to high temperatures, non-toxicity, and the possibility of hydrogen 

production from water in addition to hydrogen in its own structure as a result of hydrolysis [7] 

– [9]. 

As with other compounds in which hydrogen is chemically stored, hydrogen production 

(dehydrogenation) from ammonia borane is realized by catalytic reactions under catalyst 

control. The hydrolysis reaction for the catalytic reaction of ammonia borane is given in 

Equation 1. 

 NH3BH3 + 2H2O → NH4BO2 + 3H2 (1) 



E. Onat / BEU Fen Bilimleri Dergisi, 14 (1), pp. 633-646, 2025 

 

 

635 

The fact that the reaction is catalyst-controlled and makes it possible to produce 

hydrogen from water makes the use of ammonia borane as a hydrogen storage source more 

important [10], [11]. 

The re-release of hydrogen from boron compounds is realized by catalytic processes 

using catalysts. Catalysts are generally defined as substances that increase the reaction rate. 

Catalysts, which are not among the substances that react or are formed, are involved in 

increasing the reaction rate by reducing the activation energy of the reaction. In systems where 

catalysts are used, energy loss is prevented and time is saved. Catalyst structures are highly 

preferred thanks to their advantages such as ensuring product control in the catalytic process, 

preventing loss of time, and reducing energy costs to low levels [12] – [14] 

Features such as repeated use of catalysts, recovery and production from 

environmentally friendly materials make the material from which the catalyst is developed 

important. These properties are largely present in magnetic nanoparticles. Magnetic 

nanoparticles are a type of particle with a very wide range of applications. Therefore, there are 

many production methods. Depending on technological developments, magnetic nanoparticle 

production continues its development [15] – [17]. 

Today, magnetic nanoparticle production methods are co-precipitation, microemulsion, 

thermal decomposition, solvothermal (hydrothermal) synthesis, chemical reduction, 

sonochemical reactions, microwave method, chemical vapor deposition, arc discharge, laser 

pyrolysis, combustion synthesis, annealing methods [18].    

Magnetic material is used in many fields such as superparamagnetism, high sensitivity, 

biocompatibility, separation technology, protein immobilization, catalysis, adsorption, 

drug/gene delivery, biosensors, magnetic resonance imaging, contrast enhancement, 

biophotonics, detection of cancer cells and tissue engineering. Among these areas of use, 

adsorption and catalytic processes are the most widely used areas of magnetic nanoparticles 

[19] – [23]. 

In this study, environmentally friendly magnetic nanoparticles were synthesized by 

hydrotemal method and the synthesized nanoparticles were used as support material for the 

catalyst structure obtained from nickel metal. In the presence of synthesized nickel-based 

magnetic nanoparticle catalyst structures, the parameters of hydrogen production 

(dehydrogenation) by hydrolysis from ammonia borane were investigated. 
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2 MATERIAL AND METHOD 

Among the chemicals used in the study; Ammonia borane (AB), Sodium borhydride 

(SBH-NaBH4) Sodium hydroxide (NaOH), Nickelchloride hexahydrate (NiCl2×6H2O), Iron 

(II) chloride tetrahydrate (FeCl2×4H2O), Iron (III) chloride hexahydrate (FeCl3×6H2O) were 

obtained from Sigma Aldrich and ammonia (NH3) was obtained from TEKKİM. Ultrapure 

water was used in synthesis and hydrolysis processes. The devices used in the study were an 

oven, magnetic stirrer with heater, precision balance and gas collection unit. The oven was used 

in drying processes, the magnetic stirrer in reduction and metal loading processes, the precision 

balance in weighing processes, and the gas collection unit in time-dependent hydrogen 

production processes.  

In the study, MIO was produced by hydrothermal method according to Equation 2 by 

taking the amount of material. In this process, metal salts containing Fe2+ and Fe3+ ions were 

taken into autoclave with pure water (50 mL of pure water and 10 mL of ammonia) by adding 

ammonia so that the pH was around 11. 

 Fe2+   +   Fe3+  +   8 OH-   →    Fe3O4 + 4 H2O (2) 

The autoclave was kept at 180 °C for 8 hours and then the autoclave was allowed to 

come to room temperature. The obtained MIO was magnetically washed 7-8 times and Fe3O4 

was obtained by vacuum filtration. Then, the magnetic material was allowed to dry at 60 oC for 

16 hours in nitrogen atmosphere. The dried MIO and caffeine were taken in a 1:1 ratio and 

refluxed in distilled water at 150 oC for 12 hours. Then, after magnetic washing and drying in 

nitrogen atmosphere, nickel plating of the magnetic material to be used as support material was 

performed by impregnation method. For this process, Ni salt dissolved in pure water was 

dripped at 750 rpm under room conditions on the support material, which was also well 

dispersed in pure water. After 2-3 hours of dripping, the sample was stirred in a magnetic stirrer 

in pure water for 24 hours under room conditions. After Ni decoration, 10 M 20 mL SBH 

solution was dripped onto the mixture to reduce Ni metal atoms on the support surface. After 

the dropping process, the mixture was kept for about 2 hours and it was observed that the 

bubbles stopped coming out. Then, the catalyst separated from the filtrate by vacuum filtration 

was kept at 70 °C in the presence of nitrogen gas for 12 hours to dry [24] – [26]. The dried 

magnetic material coated caffeine nickel catalyst (Ni@C/Fe3O4) was crumbled and its structure 

was investigated. FT-IR, BET, SEM, EDX, XPS, SEM, EDX and XPS analyses were performed 

to elucidate the material structure. After structure elucidation, AB catalytic hydrolysis reactions 
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were carried out. Hydrolysis reactions were interpreted according to the formation of H2 

amount. For this process, water-gas displacement was utilized and the amount of H2 released 

over time was recorded with the help of a stopwatch. The best hydrogen production values were 

determined as a result of parameter investigations such as support loading, solution medium 

and catalyst amount. 

3 RESULTS AND DISCUSSION 

The magnetic properties of the materials synthesized within the scope of the study were 

tested in solution and solid media. Images of these test processes are given in Figure 1. 

           

Figure 1. Behavior of magnetic Ni@C/Fe3O4 in magnetic field (a) Before magnetic field (b) 

In water in magnetic field (c) In solid state in magnetic field. 

3.1 Characterization of Fe3O4 and Ni@C/Fe3O4 

FT-IR, EDX, SEM and BET analyses were performed to characterize the structure of 

the samples that were found to have magnetic properties. When FT-IR given in Figure 2 is 

analyzed, it is seen that there is no significant shift in the outlines. This means that the coated 

material does not disturb the magnetic structure. When only the peaks of Fe3O4 are analyzed, it 

is seen that the prominent Fe3O4 peaks between 980-1200 cm-1 disappear completely after 

caffeine and Ni coating. This means that the coating and decoration were successfully realized. 

The caffeine-induced C-C and C-N peaks in the 800-950 cm-1 range also confirm this data [27] 

– [29]. 

 

a) b) c) 
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Figure 2. FT-IR image of Ni(0), Fe3O4, Ni@Fe3O4, Ni@C/Fe3O4 synthesized in this study. 

 

EDX data given in Figures 3 and 4 confirm that Fe3O4 and Ni@C/Fe3O4 were 

successfully synthesized within the scope of the study. SEM analysis of the material consisting 

only of Fe3O4 magnetic material is given in Figure 3. In the figure, it is seen that a magnetic 

material in the form of a ball rod with a weight in the form of a rod is obtained. It is understood 

from the SEM images that the average particle diameter of the material in question is 51 nm. 

SEM analysis of Ni@C/Fe3O4 magnetic nanoparticles obtained after loading Fe3O4 with 

caffeine and Ni is given in Figure 4. As seen in the figure, it is seen that the particles, which are 

predominantly rod-shaped as a result of caffeine and Ni loading, have a spherical structure. It 

is understood from Figure 4 that Ni@C/Fe3O4 magnetic nanoparticles with a diameter of 24.6 

nm instead of the average 51 nm formed only by magnetic iron oxides. BET analysis also 

confirms this situation. Because while Fe3O4 BET surface analysis is 13.7167 m2/g, Ni@C/ 

Fe3O4 BET surface analysis is 47.5764 m2/g. This means that the effective catalytic surface is 

more [30]. 
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Figure 3. SEM, EDX analysis and average particle diameters of Fe3O4. 

 

 
Figure 4. SEM, EDX analysis and average particle diameters of Ni@C/Fe3O4. 
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XPS analyses performed to determine the behavior of the electrons in the Ni metal atom 

clusters successfully attached to the Fe3O4@C surface as a result of reduction under SBH are 

given in Figure 5. In the XPS analysis of magnetic Ni nanoparticles, which were determined to 

have a high catalytic effect within the scope of the study, significant peaks of 858 eV for Nip3/2, 

864 eV for Nis1/2 and 533 eV for O1s were detected [26], [31]. These XPS analyzes are given 

in Figure 5. 

 

Figure 5. XPS analysis of Ni@C/Fe3O4. 

3.2 Dehydrogenation  

After the determination of the material structure, the dehydrogenation parameter 

investigation of the study was carried out. These processes are given respectively. First of all, 

the parameters of Ni(0) for nickel loading, nickel loading on magnetic material and caffeine and 

then nickel loading on magnetic material were investigated. As a result of the hydrolysis process 

for three different structures, the degradation values of ammonia borane over time due to 

hydrogen formation are shown in Figure 6 a. It is clearly seen that the caffeine coated magnetic 

material shows high catalytic effect. After the determination of the support loading pattern, it is 

understood from Figure 6 b that the best H2 production from hydrolysis reactions carried out at 

different NaOH concentrations is at 2.5 % NaOH. It is evaluated that hydrogen yield decreases 

at concentrations above 2.5% because metaborate screens the catalyst surface.  As a result of 

the catalytic hydrolysis reactions carried out with different catalyst amounts in the continuation 

of the study, it is seen in Figure 6 c that the reaction time shortens with increasing catalyst 

amount. In the calculations for the best H2 production per catalyst, it was determined that the 

highest H2 yield was 4978 mL/g.min at 30 mg catalyst. This can be attributed to the best 

combination concentration of catalyst and hydrogen source. Hydrolysis data obtained as a result 
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of dehydrogenation processes carried out at different AB concentrations are given in Figure 6 

d. As seen in the figure, H2 production increases with increasing AB concentration. 7873 

mL/g.min H2 yield was obtained as a result of catalytic dehydrogenation with 300 mM AB. 

This value is quite high for Ni metal AB dehydrogenation [10]. 

As a result of optimization procedures with Ni@C/Fe3O4 for H2 production, 2.5 % 

NaOH, 30 mg catalyst usage and 300 mM AB concentration were determined for the best 

hydrolysis data at 303 K. H2 production at these values is 7873 mL/g.min per catalyst amount. 

 

Figure 6. Ni@C/Fe3O4 catalytic dehydrogenation data; a) support loading, b) NaOH effect, 

c) catalyst amount, d) AB concentration. 

After the completion of H2 optimization, hydrolysis reactions at different temperatures 

were carried out for the kinetic data analysis of equation 1 catalyzed by Ni@C/Fe3O4 catalyst. 

The data for these reactions are given in Figure 7 a. As seen in the figure, the reaction accelerates 

in parallel with increasing temperature. As a result of the 0th, 1st and nth reaction equation 

correlations of the catalytic hydrolysis data performed at 30, 40, 50 and 60 oC, it was determined 

that the AB hydrolysis reaction catalyzed by Ni@C/Fe3O4 catalyst was 1st order. Based on the 

1st order reaction data, when the graph of ln k versus 1/T is plotted, we see a graph as shown 
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in Figure 7 b. When the relevant data were substituted in the Arrhenius equation (Equation 3), 

the activation energy (Ea) of the reaction was determined as 35.07 kJ/mol [32]. 

 𝑙𝑛𝑘 = 𝑙𝑛𝐴-𝐸𝑎 / 𝑅𝑇 (3) 

Six consecutive hydrolysis reactions were carried out for repeated use of the catalyst. 

After each use, 90% of the solution was decanted into a different container and a new hydrogen 

source was added and 100% product yield was achieved in all repeated uses (Figure 7 c). The 

slight decrease in catalytic activity due to repeated use can be attributed to the deformation of 

the catalyst active surface. It is considered that the main factor in this deformation is due to the 

adhesion of sodium hydroxide and metaborate to the catalyst surface [33], [34]. 

 

Figure 7. Ni@C/Fe3O4 catalytic dehydrogenation data; a) Temperature effect, b) Arrhenius 

equation data, c) Catalyst repeated use. 

Another key parameter measured to determine catalyst efficiency is the catalytic 

efficiency cycle frequency (TOF) value. Hydrogen is formed as a product at the end of ammonia 

borane decomposition. In this study, the cycle frequency was measured in terms of the number 

of moles of hydrogen (product) formed depending on the number of moles of magnetic nickel 

catalyst according to the following equation (Equation 4). 

 
TOF =

𝑀𝑜𝑙𝑒 𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑃𝑟𝑜𝑑𝑢𝑐𝑡

𝑀𝑜𝑙𝑒 𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡𝚤 ×  𝑇𝑖𝑚𝑒
 (4) 

The TOF value was determined as 1447 s-1 in the calculations made at the highest value 

measured for hydrogen velocity within the scope of the study. 
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4 CONCLUSION AND SUGGESTIONS 

Within the scope of the study, magnetic material synthesis was successfully realized by 

hydrothermal method. As a result of the analysis for structure identification, it was determined 

that the magnetic nanomaterial was synthesized as targeted at the beginning of the study. It was 

understood from the decomposition data of the ammonia borane reaction that the catalytic effect 

of the synthesized magnetic nickel nanoparticles was high. When the studies in which nickel 

metal catalyzed the decomposition of ammonia borane as a catalyst were examined (Table 1), 

it was understood that the catalyst structure was synthesized at low activation energy and high 

hydrogen production rate. 

Table 1. Some studies in which ammonia borane was catalyzed in the presence of nickel 

catalyst. 

Catalyst 
Ea 

(k.J.mol-1) 

HGR 

(mL/g.min) 

TOF 

(s-1) 

Temperature 

(o C) 
Reference 

Ni/C 31.6 834 - 25 [35] 

Ptx-Ni-1-x 39 4784.7 - 30 [36] 

Pt-Ni 46.8 1299.2 751 25 [37] 

Ni0.33@Pt0.67/C 33 5469 - 30 [38] 

Ni/SiO2 34 - 132 25 [39] 

Ni@C/Fe3O4  35.07 7873 1447 30 This study 

 

In this study in which ammonia borane degradation data were investigated in the 

presence of magnetic nickel nanoparticles; it was determined that 2.5 % NaOH was used as the 

best solvent medium, 30 mg of catalyst was used as the best catalyst amount and hydrogen 

production rate increased in parallel with increasing ammonia borane concentration. It was 

determined that 7873 mL/g.min hydrogen production rate was achieved as a result of catalytic 

decomposition with 300 nM ammonia borane at 30 oC under the best conditions. The catalytic 

activity cycle frequency (TOF) at the best hydrogen production rate was measured as 1447 s-1. 

As a result of the analysis and calculations for the reaction kinetics of the catalytic process, it 

was determined that the reaction was 1st order. The activation energy (Ea) of the reaction was 

determined as 35.07 kJ/mol. This shows that Ni@C/Fe3O4 catalyst reduces the reaction 

activation energy to very low values. It is evaluated that both the magnetic nanoparticle to be 

used in hydrogen production and other catalytic processes, decorating the magnetic material 

with active metal after caffeine coating will create a high catalytic effect. 
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