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Peltier modules are thermoelectric devices that convert electric energy to thermal energy. The
cost of the cooling process by the module depends on the size of the module. The number of
modules is vital in deciding the system's performance. A Peltier module has a high value of the
coefficient of performance (COP) for the applied electrical power. The module finds many
applications because of its compact size, eco-friendly nature, high durability, noise and
vibration-free operation, and low maintenance. Despite these advantages, the Peltier module
faces constraints for large-scale applications. This work presents a computational analysis of
the temperature distribution of a fluid volume surrounded by four Peltier modules using
COMSOL Multiphysics software. Nine different cuboids with multiple Peltier modules are
analyzed. The temperature distribution as a function of time is presented. A Machine learning
algorithm is developed to predict the temperature of the fluid for varying cuboid sizes
surrounded by Peltier modules. The developed machine learning model can predict the average
temperature of the fluid domain with an accuracy of 97% for any given Peltier size, fluid
volume, applied current, and time.

Peltier Modiilleriyle Cevreli Bir Kiipiin Icindeki Akiskanin Termal Analizi

MAKALE BILGISI

OZET

Anahtar Kelimeler:
Termoelektrik etki
Peltier moduli
Makine 6grenimi

Peltier modiilleri, elektrik enerjisini termal enerjiye doniistiiren termoelektrik cihazlardir.
Modiil tarafindan gercgeklestirilen sogutma isleminin maliyeti, modiiliin boyutuna baghdir.
Modiil sayisi, sistemin performansina karar vermede hayati bir rol oynar. Bir Peltier modiili,
uygulanan elektrik giicii i¢in yliksek bir performans katsayis1 (COP) degerine sahiptir. Modiil,
kompakt boyutu, cevre dostu yapisy, yiiksek dayanikliligy, giiriiltiisiiz ve titresimsiz ¢alismasi ve
daha az bakim gerektirmesi nedeniyle bir¢cok uygulama bulmaktadir. Bu avantajlara ragmen,
Peltier modiilii biiyiik 6lcekli uygulamalar icin kisitlamalarla karsi karsiyadir. Bu calisma,
COMSOL Multiphysics yazilimini kullanarak dort Peltier modiiliiyle ¢evrili bir sivi hacminin
sicaklik dagiliminin hesaplamali analizini sunmaktadir. Birden fazla Peltier modiiliine sahip
dokuz farkli kiiboid analiz edilmistir. Sicaklik dagilimi1 zamana bagl olarak sunulmustur. Peltier
modiilleriyle ¢evrili gesitli kiiboid boyutlar: icin sivinin sicakligini tahmin etmek tizere bir
Makine Ogrenmesi algoritmasi gelistirilmistir. Gelistirilen makine égrenmesi modeli, herhangi
bir Peltier boyutu, sivi hacmi, uygulanan akim ve zaman i¢in sivi alaninin ortalama sicakligin
%97 dogrulukla tahmin edebilmektedir.

©2025 TIBTD. ISSN 1300-3615 / e-ISSN 2667-7725



NOMENCLATURE

a Coefficient of Absorption u Vector-valued field variable
C Calorific capacity (J/kg.K) \Y Voltage / Tension (V)
c Coefficient of Diffusion 0] The specific flow of heat sources (W /m?)
D Density vector of the electrical flux X} Computational domain
da Damping term an Computational domain boundary
E Flectric field @ Seebeck_ Coefficigqt matrix Conservative flux
convection coefficient
Ea Mass matrix (or mass coefficient) B Convection coefficient
f Source term y Conservative flux source term
Boundary source term € Matrix of relative permittivity
h E(l)enlgi;/iirriable coefficient in Neumann Boundary 1 Thermal conductivity (W /m. K)
hT Transpose of h u Lagrange Multiplier
] Electric current density vector T Matrix of Peltier coefficient
n Outward unit normal vector on 9} p Density (kg/m3)
q Heat flow vector g Electrical conductivity (S/m)
r Coefficient in Neumann Boundary condition 1) Rate of heat production
T Absolute temperature (K) v,V Gradient, Vectoral Gradient operator
INTRODUCTION Teffah et al, (2018) discussed using thermoelectric

The Peltier effect, discovered by Jean Charles Athanase Peltier
in 1834, is a phenomenon in which an electric current flowing
through a junction of two different conductive materials
causes a temperature difference across the junction. Peltier
modules, known as thermoelectric coolers or TECs, utilize
this effect to achieve precise and efficient temperature
control. The module finds applications including green
buildings, air coolers, Light emitting diode (LED) cooling,
polymerase chain reaction (PNA), small-scale refrigerators,
and mini/micro heat exchangers. Various works have been
reported in the literature related to the analysis of thermal
characteristics of Peltier Modules.

Zaferani et al, (2021) discussed the various applications of
Peltier cells in aviation and the military using advanced
materials like polymers and fibers. The applications include
preparing flexible compounds and stretchable electronic
devices such as nanogenerators, solar cells, supercapacitors,
and carbon nanotube field effect transistors. Antonova and
Aparicio et al, (2012) discussed the usage of thermoelectric
coolers and calculated the Coefficient of performance.
Convective and radiative modes of heat transfer were
considered. The temperature sensitivity of the materials was
discussed to understand the underlying physics. A tradeoff was
found between selecting materials that have suitable electrical
conductivity (y), Seebeck coefficient (), and thermal
conductivity (k). Seebeck coefficient must be high to have a
pronounced Peltier effect. Electrical conductivity must be high
to reduce Joule heating, and thermal conductivity must be low
to reduce the heat transfer rate. Nasri et al, (2017) discussed
the diverse designs of the thermoelectric generators that were
flexible and dependent on parameters such as current Intensity
and temperature difference. The module performed better
with an increase in temperature. The module's energy
consumption by cooling the hotter side was also determined.
The application of thermoelectric generators in a condensing
combi boiler was detailed by Zeki Yilmazoglu et al, (2013). It
was concluded that the TEG installation of the combi boiler
reduced the electricity consumption. Thermo-electric heating
and cooling units were proposed as an alternative for HVAC
applications by Zeki Yilmazoglu (2016).

generators as a partial heat sink for the thermoelectric cooler
by converting the lost heat into useful energy via the Seebeck
effect. The performance of thermoelectric coolers at different
input voltages was investigated via simulation and
experiments. The results concluded that the electrical
potential generation of the thermoelectric generator (TEG)
was directly proportional to the input voltage to the
thermoelectric cooler (TEC). The thermoelectric module was
proposed as a cooling system and an electric power
generator. Lyu et al,, (2019) studied the thermal behavior of a
single-cell battery subjected to different cooling methods,
including forced convection using air and liquid cooling. A
new design for a cooling system was proposed: a combination
of liquid cooling, forced air cooling, and a thermoelectric
module. A study was carried out using a hybrid TEC-liquid-
air cooling system. The hybrid system showed an improved
cooling effect compared to the individual cooling methods in
an electric vehicle's battery thermal management system.

Villasevil et al,, (2013) modeled a thermoelectric structure with
pellets of non-standard geometry and materials. A correlation
was proposed based on experiments and a numerical model.
Material properties had a direct effect on the thermoelectric
devices. For different current values, there was a
corresponding shift in the temperature distribution, either
above or below, depending upon the polarity of the current, i.e,,
heating or cooling. Looman (2005) proposed a finite element
method to study thermoelectric devices using ANSYS Software.
Steady-state and transient-state analyses were conducted in
detail for TEGs and TECs. Jaegle (2008) proposed the adoption
of thermoelectric multiphysics in the COMSOL Multiphysics
library and detailed the governing equations. The temperature
is fixed on one side and was commonly adopted in numerical
models to quickly visualize the heating/cooling on a side. AB
(2008) is a modeling guide used to study the modeling patterns
and methods in the COMSOL Multiphysics software. It is used
to understand the physical processes in the thermoelectric
domain. Venkatesan and Venkataramanan (2020) proposed
fixing the hot side temperature for Peltier modules. A fixed
incremental value of 5K temperature was used in the study.
The temperature difference increased with an increase in
current. There was an increased cooling effect with a small



temperature difference and decreased cooling with a very
intense hot side for a particular temperature difference.

Recent works report on using soft computing techniques for
various thermal applications, including Peltier modules.
Zhan et al, (2017) predicted the thermal boundary
resistance for thermal management in high-power micro
and optoelectronic devices. The concepts of phonon
transport of heat transfer and the acoustic and diffuse
mismatch models were proposed to calculate the resistance.
The Gaussian process regression and Support Vector
Regression models (SVRM) gave better results when
calculating the regression coefficient. Machine learning
models (ML) were suggested as an alternative to the
computationally expensive molecular dynamics technique.
It was found that the film thickness was one of the critical
parameters that affect the thermal film resistance.

Song et al,, (2019) proposed using ultrasound to enhance
the heat transfer in industrial evaporators. The universal
heat transfer coefficient increased by 20%. The most critical
controlling variable was the temperature difference
between heating steam and evaporation. The prediction
used machine learning models. Lower root mean square
error was reported by using SVM and NNet algorithms. Qian
et al,, (2019) predicted the performance of oscillating heat
pipes during machining processes. A machine learning
model was developed to predict the parameters to dissipate
the heat generated during the machining process. Different
machine learning algorithms were tested, and the extreme
gradient boosting algorithms (XGBoost) performed well.
Bassi et al,, (2021) developed machine learning models to
predict the energy utility of a building accurately. XGBoost,
LightGBM, and CatBoost techniques were used to predict the
power consumption. The performance characteristics of
these algorithms with gradient-boosting regression trees
were summarized. It was found that XGBoost was the best
algorithm for the considered dataset.

The above literature details the works reported on the
Peltier module and the application of soft computing for
various related applications. Though Peltier modules have
higher COP for lower power supply, their performance for
larger-scale applications is limited. The present work
attempts to understand the effects of the Peltier module on
fluid cooling and heating in varying volumes. A machine
learning model is developed to predict the temperature
accurately. The specific contribution of parameters (cooling,
current, time, Peltier size, and fluid volume for predicting
the output temperature is done with SHAP values. The use
of SHAP values by Lundberg & Lee (2017) was derived from
Shapley's values based on Shapley's game theory (1953).
The application of the machine learning model holds
promise in predicting the average temperature of fluid
bodies surrounded by large-sized Peltier modules,
circumventing the need for computationally intensive
simulations. By offering a rapid and reliable means of
temperature prediction, the model stands to significantly
expedite the design and optimization processes for systems
incorporating large Peltier modules. The predicted
technique can optimize cooling processes in applications
such as electronic device cooling, automotive climate
control, medical refrigeration, and industrial equipment
thermal management.

PROBLEM DESCRIPTION

In the present work, a fluid is filled in a cubical volume
surrounded by four Peltier modules, as shown in Fig. 1(a).
Water is considered as the working fluid. The fluid can be
heated or cooled by changing the polarity of the Peltier
module. A transient analysis is done using the COMSOL
Multiphysics package. The variation of the average
temperature of the fluid with respect to time is analyzed for
different Peltier dimensions, fluid volume, and input
current. The current is supplied to one of the highlighted
terminals, as shown in Fig. 1(b), while the other terminal is
grounded. If the polarity of the supply is reversed, the
heating or cooling effect can be changed. One side of the
Peltier module is kept constant at 293K, as shown in Figure
1(a). It is assumed that the effect of rising and falling
temperature on one side of the module is compensated by
providing sufficient external resources, as mentioned in Teffah
et al, (2018). It is done to keep the value of temperature
difference (AT) minimal to obtain the maximum rate of cooling
and to maintain adiabatic conditions, as mentioned in
(Venkatesan & Venkataramanan (2020), Jaegle (2008) and
Nasri et al, (2017)). A detailed parametric study is carried
out on the fluid body to find the effect of Peltier dimensions,
fluid volume, and input current on the average fluid
temperature. Figure 1(b) shows the model setup for Peltier
dimension 27x37(mm). A machine learning model is trained
with six different Peltier modules of dimensions (in mm)
18x18, 18x27, 27x18, 27x27, 27x37 and 37x27. The model
is tested with three datasets, each representing a unique
Peltier module data. The testing dataset comprises Peltier
modules of dimensions (in mm) 46x46, 56x46, and 46x56.

—_— Temperature = 293 K

Terminal 2

Terminal 1

Fig. 1(b). Individual Peltier modules
MESHING AND GRID INDEPENDENCE STUDY

The results shown in Fig. 2 are for a mesh generated for the
Peltier module setup of dimension 27 x 27(mm). Studies are
carried out starting from extra course mesh to fine mesh
elements. A grid independence test is performed to determine
the optimal mesh size. The temperature values are supposed to
be independent of the mesh size. The model is given a uniform
normal meshing. When the number of domain elements exceeds
106841, as shown in Fig. 2, the temperature recorded does not
change much. The optimal mesh quality is found to be 0.03556.
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Fig. 2. Grid independence test

GOVERNING EQUATIONS AND BOUNDARY CONDITIONS

These governing equations considering thermoelectric effects
and heat transfer for thermoelectric systems are given by Nasri
et al, (2017). The Joule effect must be considered for effective
modeling of the system. The equations are

aT
PtV =90 1)

The equation of continuity of electric charge:

aD

vl+ 5= @
The electric field E can be obtained from an electric scalar
potential as detailed in Antonova and Looman (2005) and is
as follows:

E=-Vop 3
The thermoelectric constitutive equations from Antonova
and Looman (2005) are:

q=[r]] - €))

= [o](E - ()

The constitutive equation for a dielectric medium from
Antonova and Looman (2005):

[Ajvr
[a]VT)

= [e]E (6)

The coupled heat equation and Poisson's equation are
extended by the thermoelectric effects and solved
simultaneously to obtain the temperature and Voltage
values from Jaegle (2008):

7 - ((0a®T + D)TT + 0aTPV ) =
o (V) +afr7v)
V- (aaﬁT) +7- (al?V) =0

@)
(8)

While implemented in the COMSOL Multiphysics interface,
the equations can be written as partial differential equations
of the variable u (dependent on T and V) in one to three
dimensions. The general form of the equation, as detailed in
Jaegle (2008) and AB (2008), are

d%u ou
eaﬁ-'_d“at—'-v (=cVu—au+y)+
B-Vu+au=finfl 9)
n-(—cVu—au+y)+qu=
g—hTuinaQ (10)
hu=rindf (11D

The first equation in this list is the PDE, which must be
solved for thermoelectric systems.

Equation 10 has a Neumann boundary condition that allows
for a constant heat flux at the boundary. Equation 11 has a
Dirichlet boundary condition in which a constant surface
temperature is given.

NUMERICAL MODEL AND VALIDATION

The model has been validated using the data reported by
Villasevil et al, (2013). A comparison between numerical
values of surface temperature and the results of Villasevil et al,,
(2013) for different current values is shown in Fig. 3. It is
observed that the simulation results follow the same pattern as
reported by Villasevil et al,, (2013). The temperatures of the
present numerical model match well with those of Villasevil et
al, (2013) for 1A, 1.5A, and 2A. Further analysis of other
cubical volumes is done with the validated numerical model.

RESULTS AND DISCUSSION

Heat transfer characteristics of a single Peltier module

The temperature distribution for nine different Peltier
geometries is simulated with varying volumes of fluid and
five different current values (1 A, 1.5 A, 2 A, 2.5 A, 3 A). The
heating and cooling effects are studied for all the Peltier
geometries. The variation of temperature with respect to
time follows a parabolic curve where the temperature
increases or decreases based on the polarity and reaches a
steady state after a specific time. A single Peltier module is
modeled, and its temperature distribution is studied. As a
further extension, the cubical volume surrounded by four
Peltier modules is modeled with a validated numerical
model, and further analysis is done.

Surface temperature (Single Peltier module): The variation
of surface temperature for a single 46 x 46mm Peltier
module at 100s at 2A current for both heating and cooling

are shown in Fig. 4. The surface temperature variation for all
the nine single modules is carried out.

300
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Fig. 3. Comparison of the temp. values with Villasevil et al,, (2013)

It can be observed that there is a temperature rise or drop
(based on the polarity) initially, and it settles down to a
steady-state value depending upon the current and time. A
steady temperature distribution is reached after the
mentioned time. Different modules require different times
to reach the steady temperature distribution, and they are
noted for all nine single modules.



Bulk fluid surface temperature distribution: The fluid
domain has been introduced, and Peltier modules of varying
sizes surround it. The study carried out for the 27 x 27(mm)
Peltier setup is shown in Fig. 5 (a), and its bulk surface
temperature is also shown. The case is for the supply 14, and

(a) Hot side

the fluid surface temperature distribution in the 1800s is
shown. Similar studies are done for other modules. Fig. 5(b)
shows the transient temperature distribution for a 46 x 46
module at 100s

(b) Cold side

Fig. 4. Surface temperature of module for current value 2 Amps (Time = 100s)

282

(a) Peltier module, size: 27x27mm, t =
1800s

(b) Peltier module, size: 46x46mm, t =
100s

Fig. 5 Surface temperature distribution
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Fig. 6. Variation of Fluid Temperature for different current values (Peltier module, size: 27x27mm)

Bulk fluid surface temperature variation with respect to time at
different current values for the Peltier module 27 x 27(mm) has
been plotted. It is shown in Fig. 6. Here, the temperature of the
fluid increases or decreases based on the polarity and reaches
a steady state after some time, depending on the current value.
It is to be noted that a steady state has been achieved in all the
conditions around 1250s.

Training dataset

The temperature distribution is collected as a function of
time for varying Peltier volume and current. The machine
learning model is trained with six different Peltier
geometries. The remaining three modules are used as test
cases. The size of the model varies from 18mm to 46mm.
The analysis is done for varying dimensions of length and
breadth. The fluid volume depends upon the size of the
module. The input current ranges from 1A to 34, increasing

in steps of 0.5A. Fig. 7 shows the six Peltier modules used to
train the model. The parameters used as the input for the
machine-learning model are

)] length of the Peltier module (in mm),
(i) breadth of the Peltier module (in mm),
(iii) volume of the fluid (in cubic mm),

(iv) polarity (1 for cooling and 0 for heating),
) input current (in A) and
(vi) time (in seconds).

Testing dataset

The testing dataset comprises Peltier modules of
dimensions 46mm x 46mm, 46mm x 56mm, and 56mm x
46mm, varying from the training dataset's sizes. Input
current ranges from 1A to 3Ain 0.5A increments, akin to the
training dataset. These dimensions ensure diversity, while
fluid volume adjusts accordingly. Fig. 8 depicts the three



Peltier modules utilized for testing to evaluate the model's
generalization to new dimensions. This dataset aims to
assess the generalization capability of the machine learning

model trained on the six Peltier geometries, extending its
applicability to previously unseen dimensions.

(d) (e)

®

Fig. 8 Peltier module, size: (a) 46x46mm, (b) 46x56mm, (c) 56x46mm

Machine Learning Models

Machine learning algorithms are essential for temperature
prediction of varying Peltier modules (Vipin et al., 2024).
These algorithms enable prediction and thermal
management with nonlinear mapping functions with a fair
amount of data. This study examines four popularly
demonstrated machine learning models to predict the
average temperature of fluid domains at varying Peltier
modules. Based on the diverse working nature of the
models, Decision Tree, Gradient Boosting, Random Forest,
and XGBoost are considered for comparison. Using open-
source Python libraries like Scikit-Learn and Keras, the
implementation for all four models has been done. The
investigation of utilized learning algorithms is given below.

Decision Tree

A decision tree is a visual representation of the cognitive
strategies employed in various decision-making processes
(Dang et al., 2022). The decision tree has three types of
nodes: the root, internal, and leaf nodes. The root nodes
initiate the decision-making process, whereas the internal
nodes segment the input space into subspaces guided by the
discriminant function f(x), which begins at the root.

f@) = W,@) +6

In the neural network, g(x) is the activation function of each
neuron, and f(x) is its output function. The decision tree can
be categorized into nonlinear and linear based on the form
of g(x). Sometimes, an internal node within a decision tree
may not necessitate branching to a leaf node. Therefore,
these internal nodes are designated leaf nodes if conditions
are met. The method employs a local search approach to
train decision trees. Nevertheless, this approach may result
in local optima and not guarantee global optimization.

Random Forest

In machine learning, Random Forest is an algorithm derived
from baseline decision trees. It is designed to overcome the
drawbacks using a single decision tree, namely overfitting and
instability. Random forest algorithm aims to generate more
reliable outcomes by aggregating predictions from multiple
decision trees (Carvalho et al,2019). Additionally, it does not
require assumptions regarding the statistical distribution of
the data, so it can be utilized even in scenarios where the
relationships between variables are non-linear. Each decision
tree in the forest has its unique training set generated from the
original training dataset using bootstrap sampling in the RF
formulation. The final output is constructed by the determining
average over predictions of all decision trees:

XiL, pred(x)

Avggr(x) = N

Gradient Boosting

A boosting algorithm is a type of learning algorithm that
combines multiple sampler models to fit models. Models used
in sampling are usually base models that have been trained
using weak or base learners (Park et al, 2023). When a
boosting technique is applied, the accuracy of these models is
significantly enhanced compared to random guessing. With
Gradient Boosting (GB), retrieving importance scores for each
feature (attribute) is relatively straightforward. Based on these
scores, assessing the significance of boosted decision trees in
constructing a model is possible. In order to facilitate the
ranking and comparison of attribute values, each feature in the
dataset is ranked and compared based on its importance. The
importance of a split point in a decision tree is determined
based on how many observations are associated with that
node. The performance measure can be the purity score or
another error function for selecting split points.



XGBoost

A prominent implementation of boosting algorithms is
Extreme Gradient Boosting (XGBoost). It is a free and open-
source toolkit developed by the Distributed Machine Learning
Community (DMLC) and distributed by the DMLC (Gao et al,
2024). It enhances transparency and facilitates
straightforward tree visualization, thus fostering a vibrant and
engaged community. There are several notable differences
between XGBoost and other boosting solutions, including the
proportionally shrinking of leaf nodes, the penalization of trees,
and adding randomization parameters. As part of an ensemble
machine learning framework based on decision trees, the
XGBoost uses gradient to construct regression and
classification models. This algorithm was developed by Chen et
al, (2016) as an efficient implementation of the gradient-
boosting methodology. It should be noted that XGBoost offers
several advantages over gradient boosting, including more
intelligent tree partitioning, shorter leaf nodes, random hidden
node generation, and the ability to make predictions outside of
the core. As a result of its seamless integration with the Python
programming language and its widespread use in Kaggle
competitions, the regression method has become increasingly
popular in recent years. XGBoost outperformed four
prominent machine learning models for predicting fluid
domain temperatures across various Peltier modules. The next
step may be to conduct sensitivity analyses, tune the
parameters, and optimize XGBoost's predictive capabilities.
With continuous optimization possibilities, the dynamic nature
of machine learning algorithms is highlighted, and the potential
of XGBoost in temperature prediction and thermal
management for Peltier modules is encouraged. The XGBoost
model is used to predict the temperature distribution curves
for various combinations of the parameters.

The graph in Fig 9 shows a 56 x 46 module for a 1A current.
Similar graphs are obtained for all combinations, and the
prediction accuracy is 97%.
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Fig. 9. Comparison between the numerical model and XGBoost model

Model Optimization

This section explains comprehensive insight into the
intricacies of the hyperparameter tuning process for
machine learning models, namely, XGBoost, Gradient
Boosting, Random Forest, and Decision Tree (Cotorogea et
al,, 2022). These models are implemented to predict the
fluid domain's average temperature with varying Peltier
module sizes. Bayesian optimization efficiently identifies
optimal hyperparameter values by iteratively selecting the
most promising parameter configuration. This optimization
technique effectively explores the set of hyperparameter
spaces to search for optimal values. In selecting
hyperparameters, objective functions of Bayesian
optimization techniques such as Expected Improvement
(EI) and Upper Confidence Bound (UCB) play a significant
role in balancing exploration and exploitation of the
hyperparameter space. The objective oversees estimating
the potential improvement at any given point while
evaluating the objective function given its existing state. As
the proposed work is evaluated on three datasets, the table
below consists of hyperparameters for each machine-
learning model with its corresponding optimal values.

Table 1. List of optimal hyperparameter values using Bayesian Optimisation

Datasets

Models with their optimal hyperparameter values

1st dataset
GradientBoostingRegressor
min_samples_split=50,n_estimators=84)

(learning rate=0.08,

XGBRegressor (gamma = 1, learning rate = 0.05, max_depth = 5, min_child_weight = 9, n_estimators=38, reg_alpha=180)

max_depth=4,max_features='sqrt’, min_samples_leaf=50,

RandomForestRegressor (max_depth=6, max_features=0.72, min_samples_leaf=1, min_samples_split=10)

DecisionTreeRegressor(max_depth=12,min_samples_split=12,max_leaf nodes=19, max_features="auto")

2nd dataset
GradientBoostingRegressor (learning rate=
min_samples_split=2,n_estimators=75)

XGBRegressor (gamma = 8, learning rate =0.08, max_depth = 5, min_child_weight =5, n_estimators=53, reg_alpha=28)
0.15,

max_depth=4, max_features='"sqrt’, min_samples_leaf=34,

RandomForestRegressor (max_depth=6, max_features=0.7097968171311817, min_samples_leaf=6, min_samples_split=5)

DecisionTreeRegressor (max_depth=5,max_leaf nodes=20,min_samples_split=20)

3rd dataset

GradientBoostingRegressor  (learning rate=
min_samples_split=2,n_estimators=75)

XGBRegressor(gamma = 8, learning rate =0.08, max_depth = 5, min_child_weight =5, n_estimators=53, reg_alpha=28)
0.108,

' ]

max_depth=6, max features = sqrt, min_samples_leaf=8,

RandomForestRegressor(max_depth=6, max_features=0.721, min_samples_leaf=5, min_samples_split=4)

DecisionTreeRegressor(max_depth=5,max_leaf nodes=20,min_samples_split=6)

RESULTS AND DISCUSSIONS

The proposed machine learning models are implemented
in hardware comprising a Windows 11 operating system
and an Intel Core i5 processor with 8 GB RAM. The
experimentations are performed using Jupyter Notebook,
and the models are evaluated in terms of performance

metrics, including accuracy (Acc), Mean Squared Error
(MSE), and Mean Absolute Error (MAE). The following
sections examine the evaluation of proposed machine
learning models for temperature prediction. The
experimental findings indicate the performance of each
machine learning model with respect to three different
datasets.



Performance comparison

Four diverse machine learning models have been chosen to
compare the effectiveness of prediction tasks: XGBoost,
gradient boosting, random forest, and decision tree.

Table 2 consists of an error metrics comparison over three
considered datasets. It is observed that XGboost outperforms
all other prediction models with the highest accuracy of 97%
when trained on the first dataset, with the lowest average
absolute error of 2.04. As XGboost exhibits superior
performance, it can be concluded that it is the most suitable
temperature prediction model for varying Peltier sizes.

Table 2. Performance comparison of four machine learning models using error metrics

ML models 1st Dataset 2nd Dataset 3rd Dataset
/Error metrics Acc MSE MAE Acc MSE MAE Acc MSE MAE
XGBoost 0.97 7.65 2.04 0.97 6.5 1.97 0.97 5.60 1.78
Gradient Boosting 0.96 8.01 2.16 0.96 6.9 2.05 0.96 977 2.20
Random Forest 0.94 13.07 2.83 0.95 12.52 2.65 0.95 2.57 12.01
Decision Tree 0.90 22.58 3.64 0.94 13.52 2.58 0.95 2.61 12.15

SHAP analysis

The SHAP (SHapley Additive exPlanations) analysis graphs
are concerned with the feature’s importance for model
prediction. It consists of horizontal bars representing typical
feature importance scores; notably, longer bars indicate
more significant importance. By observing the direction of
the bars, it can be stated that the positive SHAP values
contribute towards increasing the model’s prediction.
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Figure 10 shows the feature-based SHAP analysis of the
best-proposed prediction model, XGBoost, for varying
Peltier sizes. It is inferred from the graph that the “cooling”
feature has longer bars, which is identified as the most
influential feature that contributed to accurate predictions.

CONCLUSION

The effect of Peltier modules of varying sizes on cooling and
heating fluid is detailed in the study. Peltier parameters
such as width, height, input current, polarity, and the
volume of the fluid body are varied. A machine learning
model has been developed based on the collected data to
predict the average temperature of the fluid body. The
results show that the XGBoost algorithm predicted the fluid
temperature well with an average accuracy of 97% across
the three different testing datasets. The present study
emphasizes the computational analysis of temperature
distribution using COMSOL Multiphysics software. The
approach addresses the computational expense of varying
module sizes, ensuring accurate and efficient modeling. By
developing a machine learning algorithm to predict fluid
temperatures, the study highlights significant time savings
and enhances the ability to evaluate different configurations
quickly. This predictive mechanism reduces the need for
extensive computational resources and allows rapid
optimization. This ML model serves as a memory map,
providing a valuable resource for expanding into other
applications involving Peltier modules. The study will help
to reduce the overall cost, time, and simulation efforts
required to select the appropriate setup for Peltier-based
devices. The research contributes to more economically
viable and time-efficient solutions in thermoelectric
systems by streamlining the evaluation process.
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The design of a dual-inlet dump ramjet combustor is critical to the development of a ramjet
propulsion system. Parameters such as pressure drop, pressure fluctuations, and combustion
efficiency must be evaluated across different flight regimes. In this study, Large Eddy
Simulation (LES) and Delayed Detached Eddy Simulation (DDES) techniques, coupled with the
Steady Laminar Flamelet combustion model, are used to model a generic ramjet combustor.
Grid convergence was ensured through the Richardson extrapolation method, and the grid
quality was evaluated using the M-index. Close agreement between both LES and DDES
approaches and experimental data confirms their accuracy in simulating the complex flow
behaviour of the combustor. The present research demonstrates that the Steady Laminar
Flamelet model is capable of predicting flow structures in a ramjet combustor under reacting
conditions. In LES simulations, turbulent kinetic energy prediction in the near-wall region was
enhanced, leading to faster mixing and an overestimation of combustion efficiency. DDES
predictions achieved even closer agreement with experimental data, highlighting the
effectiveness of eddy simulation with near-wall modelling when wall resolution is not feasible.
This approach demonstrates improved agreement between DDES predictions and
experimental data and highlights its efficiency in reducing the need for excessively refined
meshes in studying dump-type low subsonic combustors.

Cift Girisli Ramjet Motor Yanma Odasi i¢in Reaktif DDES ve LES Benzetim
Yontemlerinin Karsilastirilmasi

MAKALE BILGISI

OZET

Anahtar Kelimeler:

Biiyiik Burga¢ Benzetimi

Gecikmeli Ayrilmis Burgag¢ Benzetimi
Kararl Laminar Alevcikler
Richardson ekstrapolasyonu

Cift girisli bir ramjet motoru yanma odasinin tasarimi, ramjet itki sistemi gelistirilmesinde
kritik dneme sahiptir. Basin¢ diisiisii, basin¢ dalgalanmalar1 ve yanma verimliligi gibi
parametreler, ¢esitli ugus rejimleri i¢in ayr1 ayr1 degerlendirilmelidir. Bu ¢alismada, bir ramjet
yanma odasin1 modellemek i¢cin Kararli Laminer Alevcik yanma modeli ile birlikte Biiyiik
Burga¢ Benzetimi (LES) ve Gecikmeli Ayrilmis Burga¢ Benzetimi (DDES) teknikleri
kullanilmistir. Ag yapisi yakinsamasi, Richardson ekstrapolasyon yontemi ile saglanmis ve ag
kalitesi M-indisi kullanilarak degerlendirilmistir. LES ve DDES yaklasimlari ile deneysel veriler
arasinda yakin bir uyum goézlemlenmis ve yanma odasinin karmasik akis davranisi
benzetiminde bu tekniklere basvurulabilecegi dogrulamistir. Mevcut arastirma, Kararlh
Laminer Alevcik modelinin bir ramjet yanma odasindaki akis yapisini tahmin etme yetenegini
gostermektedir. LES benzetimlerinde, duvar yakinindaki bolgede tiirbiilansh kinetik enerji
daha yiliksek hesaplanmakta ve daha hizli karismaya ve yanma verimliliginin fazla
hesaplanmasina yol agmaktadir. Duvara yakin bélgede DDES hesaplamalarinin biiyiik burgag
benzetimine kiyasla deneysel sonuclara daha yakin degerler buldugu gézlemlenmistir. Ag
yapisinda duvar kenari ¢6ziiniirliigii saglanamadiginda modellemenin daha dogru sonuglar
dogurdugu anlasilmaktadir. Bu ¢alisma, DDES ¢éziimlemelerinin deneysel sonuglar ile arasinda
iyi bir uyum oldugunu gostermesinin yani sira diisiik sesalti hizlara sahip yanma odasi
benzetimlerinde yiiksek yogunluklu ag yapisi uygulamak miimkiin olmadiginda bu yéntemin
elverisliligini de vurgulamaktadir.

©2025 TIBTD. ISSN 1300-3615 / e-ISSN 2667-7725



NOMENCLATURE

as characteristic flamelet strain rate [s ] Y mass fraction of a specie

c model constant Z mixture fraction

d distance to wall [m] y ratio of specific heats

D diffusion rate [m?/s] A largest grid space of the computational cell [m]
f function € eddy dissipation

fopEes DDES model multiplier € error of f

Gy dissipation term of k equation [kg/ms3] n combustion efficiency

9ij velocity gradient tensor [s71] K Karman constant

h: total enthalpy [/ /kg] A thermal conductivity [W /mK]
k turbulent kinetic energy [m?/s?] U dynamic viscosity [Pa - s]

l integral length scale [m] v kinematic viscosity [m?2/s]

P Probability Density Function 1 pressure drop

Pr Prandtl number p density [kg/m3]

Q Q criterion [s72] o shear stress [Pa]

T4 a parameter for DDES model Tjj subgrid stress tensor [kg/ms?]
Sc Schmidt number [0) a variable

Sij strain rate tensor [s~1] ) equivalence ratio

S{‘}- 'g;a;((:jteil:jtstse};r;l(r)r;(e[';r_lg]part of the square of the velocity e scalar dissipation rate [s~1]

1% computational cell volume [m3] 0 vorticity tensor [s71]

u; velocity component [m/s]

INTRODUCTION their CFD predictions (Gicquel et al. 2006; Le Pichon and

The concept of the integrated rocket ramjet was introduced in
the 1960s, sparking decades of research into dump combustor
design (Fry 2011; Le Pichon and Laverdant 2016; Timnat
1990). Fig. 1 illustrates the primary components of a dual-inlet
dump-type integrated rocket ramjet combustor, comprising
the primary reactor, secondary reactor, and mixing regions
(Kim and Natan 2015; Roux 2009). Incoming air jets generate
four corner vortices, while the dump section induces suction,
collectively shaping the reactors. Key factors affecting overall
ramjet engine performance include reactor size and efficiency,
dump effects, air intake dimensions, intake angle and
curvature, flow separators in the intake stream, Reynolds
number, and combustor dimensions (Chuang et al. 1989; Kim
and Natan 2015; Stowe et al. 2004; Stull et al. 1985). The
inherent inability to scale ramjet engine combustion chambers
(Blevins and Coleman 1999) poses a challenge when
evaluating various geometrical configurations and operating
conditions through experimentation. As a result
Computational Fluid Dynamics (CFD) becomes a crucial tool
for advancing the development of ramjet propulsion engines.

Secondary Reactors

=

Mixing Regions

Primary
Reacto

Fig. 1 Reactor zones definition of a dual inlet dump-type ramjet
combustor.

A well-defined combustor configuration for understanding the
internal dynamics of dual-inlet ramjets is the square cross-
section ramjet engine introduced in 1995 by Ristori et al.
(1999) and Gicquel et al. (2002). Optically accessible
combustor walls made diagnostics possible for Laser Doppler
Velocimetry, Particle Image Velocimetry, Planar Laser-Induced
Fluorescence and Chemiluminescence. Researchers have used
the data from these measurements to enhance the validity of

Laverdant 2016; Reichstadt et al. 2007; Roux et al. 2010).

While addressing the limitations of Reynolds-Averaged Navier-
Stokes (RANS) approaches in predicting time-dependent
changes within the combustor, an alternative method known
as the Unsteady-RANS approach has gained recognition for
simulating reactive flows (Nemati, Ong, and Walther 2022;
Solmaz, Usly, and Uzol 2014). However, the Unsteady-RANS
computations have constraints in capturing fluctuating
components and their associated frequencies, which are crucial
performance parameters for ramjet engines (Stull et al. 1985).

In response to these limitations, Large Eddy Simulation (LES)
studies have been conducted (Reichstadt et al. 2007) using
grids composed of up to 3.4 million hexahedral elements (Roux
et al. 2009). While the near-wall flow structures were not
resolved with these grids having y+ values of approximately
around 50 but the general flow field was properly predicted.

Researchers have employed various strategies to enhance the
quality of LES results, including the application of different
combustion models. Additionally, specific modifications were
made to one of the global reaction mechanisms, and a more
CPU-intensive Eddy Dissipation Concept combustion closure
was employed to achieve successful solutions (Roux 2009).

Simulating eddy structures is crucial for accurately assessing
the thermoacoustic instability performance of the combustor,
a key parameter for ramjet engines. While consistent results
have been achieved by researchers (Roux et al. 2010) using
Large Eddy Simulation (LES), there is a limitation in
simulating near-wall structures due to high y+ values, which
extend beyond the viscous sublayer range. Therefore, a more
reliable approach might involve modelling these near-wall
structures. The Detached Eddy Simulation (DES), initially
proposed by Spalart et al. (1997), offers a hybrid RANS/LES
approach that effectively models turbulent structures near
the walls, especially those that are computationally expensive
to simulate. This method has been further enhanced by



Spalart et al. (2006) with the introduction of a delaying
mechanism, which aims to postpone the transition from
RANS to LES in scenarios with thick boundary layers.

Numerous successful combustor simulations have been
reported in the literature, with several studies demonstrating
the capabilities of the DES model such as the work of Sun et
al. (2008). However, only a limited number of works, such as
Ashoke et al. (2015), have specifically addressed the
simulation of dump combustors, a relevant scenario for
integrated rocket ramjet technology. In this study, we aim to
showcase the potential of the hybrid RANS/LES model for
side dump combustors, where low subsonic corner vortices
generated after jet-on-jet impingement which play a
significant role in the combustion process.

For the present simulations, the Steady Laminar Flamelet (SLF)
combustion model is employed which encapsulates the
outcomes of detailed chemistry schemes in a tabulated format,
thereby accounting for finite-rate chemistry effects. One well-
known drawback of this model is its inability to capture slow
reactions. In order to see the predictability of the SLF, the
results are compared with the predictions of the Flamelet
Generated Manifold (FGM) combustion model which has
proven its suitability in the case of slow reaction combustion
problems (Yang et al, 2020; Cagdas, 2021). The comparison
shows that similar results are observed for the given high-
temperature air inlet condition with a global equivalence ratio
close to stoichiometry. Similar results are obtained as the test
case features a high-temperature air inlet with a global
equivalence ratio near stoichiometry (Solmaz and Usly, 2023).

NUMERICAL TOOLS

In this study, we conducted CFD simulations employing two
distinct approaches. Firstly, Large Eddy Simulation (LES) was
utilized in conjunction with Wall Adapting Local Eddy Viscosity
(WALE) subgrid-scale (SGS) modelling. Then Detached Eddy
Simulation (DES) is employed with Realizable k-¢ turbulence
model. For the present computations, the commercially
available solver ANSYS Fluent R21 was used.

Favre-averaged filtered governing equations, detailed from
Eqg. (1) to Eq. (3), were employed (Garnier, Adams, and
Sagaut 2009). Notably, when comparing the effects of
various terms in the equations, the subgrid-scale pressure
dilatation term, subgrid-scale viscous dissipation term, and
other non-linear terms were found to have minimal impact
compared to the convective and diffusive terms (Martin,
Piomelli, and Candler 2000). Furthermore, Eq. (4) provides
the resolved shear stress, while Eq. (5) to Eq. (9) outline the
modelling of subgrid stresses.

ap = dpi;

ot oy =0 (1)
opw; | 0Pl  op 9% _ _ 9% 2)
at ax; | ox; dxj  0xj
Ophe |, 0phe _ 0P _ - 0P _ 8 (, 0T\ _ _ [9P(wh—hiii)
at ax; at Lox; ox; (}L ax,-) - [ ax; ] (3)
~ & 1 &
Gij = 21 (Sij - §5ij5kk) (4)
1 & 1 &
Tij = 3 Thiebij = —2H¢ (Sij - §5ij5kk) (5)
g = 1(0% 9%
Sij T2 (ax] + 6xi) (6)
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lyaie = min (Kd, CWV1/3) (8)
1/, - 10 A ~ a%;
S{'}l- = E(gijz + gﬁz) - §5ij9kk2 ) gij = %}f C)]

Here, 4, ﬁt, Tijs Hes (Sij, Sij» Laier K, and d stand for thermal
conductivity, filtered total enthalpy, subgrid stress tensor,
subgrid turbulent viscosity, Kronecker delta, filtered rate of
the strain tensor, turbulence length scale, Karman constant
and normal distance to the wall respectively. The WALE
constant is C,, = 0.325. Additionally, a homogenous mesh
assumption is adopted for subgrid length calculation. The
isotropic part of the subgrid stress tensor is neglected, as the
subgrid-scale Mach number effect is negligible for most
supersonic flows (Erlebacher et al. 1992). The subgrid
enthalpy flux is modelled using a constant turbulent Prandtl
number assumption, as given by Eq. (10).

uecp oT
Pry 0xj

ﬁ(uzht - ﬁiht) = (10)
In Eq. (3), itis important to note that there is no source term.
Heat generation from reactions is incorporated into the total
enthalpy formulation. Total enthalpy is the sum of chemical
enthalpy (enthalpy of formation), sensible enthalpy, and
kinetic enthalpy. Pre-tabulated chemistry is used for
calculations, which is described below. The application of
the ideal gas law is justified by the assumption that
combustion occurs within the combustion chamber, where
the flow remains in the low subsonic range.

The combustor under investigation has two jet inlets, resulting
in jet-on-jet impingement that naturally oscillates and creates
four circulating vortices in each corner of the combustor. Based
on the work of Peters (1984), the steady laminar flamelet
model, SLF, was used to account for the finite-rate effects in
turbulent reacting flows. It is assumed that a turbulent flame
brush consists of flamelets (Williams 1975), which are laminar,
one-dimensional having small flame structures. The laminar
flame structures are assumed to be dissipated under a certain
strain rate which is a function of cross velocity for one-
dimensional flame assumption. Figure 2 presents a schematic
depiction of a strained laminar flame.

Species transport was modelled using the mixture fraction
theory originally developed for diffusion flames (Bilger
1976, Burke and Schumann 1928). Eq. (11) outlines the
transport equations for the filtered mean mixture fraction,
denoted as Z. Here, Uerr represents turbulent viscosity
divided by the turbulent Prandtl number. The variance of
the mixture fraction is calculated using the scaling relation
method proposed by Pierce and Moin (1998). The definition
of the mixture fraction variance is provided in Eq. (12).
Mean scalar dissipation is defined based on work of Pierce
and Moin (2004) in Eq. (13). In the present simulation, C;gs
is a scaling constant set to 0.5, Sc; is turbulent Schimdt
number, taken as 0.85, and C , Is a constant with a value of 2.

Oxidizer Fuel

P
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v

Fig. 2 Strained 1-D flame schematic.
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Species mass fractions are derived from the Steady Laminar
Flamelet (SLF) library based on the mean and variance of
mixture fraction and scalar dissipation. To prepare for the CFD
computations, an opposed-flame chemistry solver is employed
to obtain species mass fractions, temperature, density, and
enthalpy. These parameters are expressed as functions of
mixture fraction, scalar dissipation, and enthalpy. Peters
(1984) introduced the transformation of local coordinates to
mixture fraction coordinates through the Crocco
transformation methodology (Crocco 1940). Further details
about this transformation can be found in Peters' original work
(1984) or in textbooks such as Poinsot and Veynante (2012).

The scalar dissipation rate, denoted as ;, is defined by Eq.
(14), where D represents the diffusion coefficient. The
scalar dissipation rate at the stoichiometric mixture fraction
is referred to as y,;. When applying the laminar flamelet
model to the opposed-jet burner, the strain between the
flows can be calculated as the velocity difference divided by
the distance between the feeding sources. Consequently, the
calculation of stoichiometric scalar dissipation can be
conducted after solving for the instantaneous mixture
fraction within a one-dimensional laminar mixing layer.

Assuming constant density and diffusion coefficient and
setting the boundary conditions to 1 and 0 for the fuel and
oxidizer zones, respectively, the mixture fraction can be
expressed as a function of the diffusion coefficient, strain
rate a,, and location (Peters 1984; Poinsot and Veynante
2012). With these boundary conditions for the
stoichiometric mixture fraction, the stoichiometric scalar
dissipation rate is defined as given in Eq. (15) (Claramunt
2006; Peters 1984; Poinsot and Veynante 2012).

(14)
(15)

0z \?
x=2D (a_xl)
Ast = %exp{—Z[erfC_l(ZZst)]z}

Where erfc~! is inverse complementary error function. This
function is solved using an opposed-flow flame chemistry
solver and extinction limits of stoichiometric scalar dissipation
rates are calculated. The extension of the equation for variable
density and mixture fraction is approximated by Eq. (16)
(Claramunt 2006). Here @ is the variable density effect factor
(Kim and Williams, 1997) and is defined by Eq. (17) where p,
represents the density of the oxidiser stream. The combustion
pressure is determined from prior CFD calculations, and this
value is used to generate tables. Density is corrected for each
computation cell using the predefined table pressure, cell
pressure, and the ideal gas law during every CFD iteration.

@ exp{—z[erfc_l(zz)]z}

X = Xst Dyt expi—2[erfc1(2Z50)]2} (e
2
2044
& = %(_W) (17)

2 [04q
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A look-up table is generated for mixture fraction, its
variance, scalar dissipation, and enthalpy. To account for
turbulence-chemistry interactions, a Probability Density
Function (PDF) is employed. This 4D table includes the
compressibility effect by considering enthalpy change.
Differences in enthalpy input lead to variations in the output
variables of temperature and density. Notably, species mass
fraction calculations exclude the effects of enthalpy change
due to compressibility, as described by Miiller, Breitbach,
and Peters in 1994. Species concentrations are assumed to
be the same as under adiabatic conditions. The flow chart of
the solution methodology is given in Fig. 3.

Flamelet Initial
Generation Conditions
Yk(z’XSE)’ T(z’xsr)
PDF Table
Calculation

YelZ, X0, 2", A0 ), ho(Z, xsr, 2", 8N )

PDF Integration

Band &
functions

¢ = J:” PP (Z, x5, M)dZdydh

P is PDF function

Fig. 3 Solution methodology of numerical framework.

In many applications, resolving near-wall scales is not the
primary focus of the problem. Instead of utilizing a subgrid
model, Detached Eddy Simulation (DES) employs Reynolds-
Averaged Navier-Stokes (RANS) equations within the
boundary layer when turbulent length scales become very
small, making it impractical to resolve with Large Eddy
Simulation (LES). Research conducted by Benim et al. (2008)
demonstrated that when the near-wall mesh resolution is
insufficient to capture near-wall eddies, DES predictions may
yield more accurate results compared to the LES approach.

For problems characterised by thick boundary layers, DES
transitions from RANS to LES within the boundary layer.
This early switch leads to an incorrect prediction of the
viscous sublayer, referred to as Modelled Stress Depletion
(Spalart et al. 2006). To address this issue, Delayed DES
(DDES) was introduced, specifically designed for situations
where the cell edge length is smaller than the boundary
layer thickness (Spalart et al. 2006).

In this study, the Realizable k-€ model with two equations is
utilized for DDES formulation. This model is based on the
eddy viscosity similarity concept applied to k-equation
models, as proposed by Travin et al. (2002). Turbulent
length selection is given in Eq. (18) where Cpgs is a model
constant (0.61), A is the largest edge of the computational
celland f},pgs serves as the multiplier of the turbulent length
scale. The second term on the right-hand side of the
equation becomes zero if Iz 4y is smaller then [; ;¢ which is
the switch mechanism used by DDES. f;pgs and lgz4ys are
defined by Equations (19) to (21).
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COMPUTATIONAL DOMAIN and METHODOLOGY
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Fig. 4 Sketch of the modular experimental ramjet setup (Le Pichon and Laverdant 2016).
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Here, v, represents the modelled kinematic viscosity, v is
the molecular kinematic viscosity, and k and ¢ are calculated
using the realizable k — ¢ model formulations (Shih et al.
1995). The dissipation term in the k equation, G; = pe, is
reorganized by introducing the DES length scale to connect
the kinetic energy production with DES formulation. The
new dissipation term is defined by Eq. (22).

3.

Gy =2 (22)
lppES

Second and fourth-order temperature dependent

polynomials are defined for thermal conductivity and
viscosity respectively which are calculated by ANSYS
Chemkin diffusion opposed-flow flame solver and curve-
fitted with MATLAB R2021b. The GRI-Mech 3.0 (Smith et al.
1999) reaction mechanism and its thermal and transport
data are used in all chemistry calculations.

EXPERIMENTAL WORK

The results of the experimental work performed by Ristori et
al. (1999) were used for the validation of the simulation results.
The research ramjet experimental combustor test setup has
dual side air intakes with 50 mm x 50 mm cross-section areas
connected to the main combustion chamber that has a square
in shape of 100 mm x 100 mm as seen in Fig. 4. Electrically
heated air is fed into the air inlets through choked nozzles. The
combustor is 1261 millimetres long. A choked nozzle with a
55.8 mm x 100 mm throat size is located at the end of the
combustor. Gaseous propane fuel is delivered via two tubes
from a pre-injection chamber to the combustor. The chamber's
metal walls are water-cooled.

Velocity measurements are carried out using Particle Doppler
Anemometry, Laser Doppler Velocimetry, and Particle Image
Velocimetry, with data collected through quartz-glass side
windows. Flame diagnostics are conducted using OH* and CH*
Chemiluminescence, as well as Plane Laser-Induced
Fluorescence to measure OH and CH emissions (Le Pichon and
Laverdant 2016; Roux 2009; Ristori 1999; Gicquel et al. 2002).
This study focused on one of the published flight regimes,
characterised by an inlet total temperature of 750 Kand a mass
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Multiblock unstructured hexahedral meshing is used throughout
the entire computational domain, except for the pre-injection
region where polyhedral meshing was utilized. For the
discretisation of momentum fluxes, a second-order bounded
central differencing discretisation method is implemented.

The hexahedral-polyhedral meshing approach offers the
distinct advantage of reducing the total number of grid
elements compared to tetrahedral meshing. An axial plane
section of the mesh is presented in Fig. 5. The analysis
utilised two million cells. To ensure mesh quality, the
expansion ratio of the computational mesh was maintained
below 1.2, with values primarily around 1.1.

Section A

Fig. 5 Cross-section of studied mesh for LES and DDES analysis.

With 20 inner iterations and a bounded second-order implicit
differencing scheme, the DDES analyses were initiated using an
initial guess derived from an Unsteady RANS result. The results
of the DDES analyses were used as the initial state for LES
computations. Pressure monitors were strategically placed at
various locations to track the convergence of flow dynamics.
The cases were run for a minimum of 50 milliseconds before
data collection for statistical analysis of the unsteady flow.

Verification Study

To assess the accuracy and spatial convergence of the
employed mathematical models, a series of tests were
conducted using three sets of meshes containing 0.6, 2.0, and
7.5 million cells, respectively. Only LES simulations were
performed for the coarse and fine mesh cases. Combustion
efficiency, pressure drop across the engine and the M-index
were selected as observables which are defined by Egs. (23)-
(26). The M-index, a theoretical parameter proposed by Pope
(2004) as an indicator of mesh quality, was evaluated for LES
solutions. M-index is the ratio of modelled subgrid kinetic
energy to total kinetic energy (resolved plus modelled).
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Where T, is adiabatic flame temperature and it is calculated
by ANSYS Chemkin Perfectly Stirred Reactor Solver with a
sufficiently long time definition. The subscript t in Egs. (23)
and (24) indicates the total value. The station four in these
equations is accepted as the cross-sectional plane close to
the start of the converging duct, and the second station of
the engine is accepted as inlets. The M-index comparison
was performed for volume-averaged values.

For the exact value estimation of any function f, and its error €
following Egs. (27) and (28) were used (Roy 2010). The cell
size is derived from volumetric average of whole domain, and
itis found as 4.7 mm, 3.2 mm and 2.3 mm for coarse, medium
and fine meshes respectively. Since second-order
discretisation schemes were used for transport equations,
order istaken as 2. The coarse to medium cell size ratio and the
medium to fine cell size ratio are very similar. Therefore, no
modifications were applied to Eq. (27). Decay of error was
observed for all parameters given in Fig. 6.

(ffine_fmedium)

f = ffine + 1/3 order (27)
Vmedium _
l( v}éze> l
€= f = fmesn (28)

To demonstrate that the mesh employed is sufficiently fine
to capture large eddy structures, the M-index value was
examined across the entire domain. An acceptable
computational mesh for Large Eddy Simulation (LES)
calculations is characterised by an M-index value of less than
20%, indicating that 80% of the turbulent kinetic energy is
resolved (Pope, 2004). The M-Index, illustrated in Fig. 7
reveals that only approximately 5% of the Turbulent Kinetic
Energy within the combustor is modelled.
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Fig. 6 Error decay due to mesh size in log-log scale of parameters;
combustion efficiency, pressure drop and mean of M-index.
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Fig. 7 Resolved turbulent kinetic energy and M-Index distribution (LES).

M-Index (subgrid values are instantaneous)

For the Delayed Detached Eddy Simulation (DDES)
simulations, the y+ value, which serves as a reliable
indicator of near-wall resolution, assumes significant
importance. y+ values above 30 were predominantly
utilized across most of the domain, as depicted in Fig. 8.

Validation Study

This section presents a comparison of the mean normalised
axial velocity results for three computational grids along the
axial line starting from the combustion chamber's dome,
compared with experimental data (Roux et al, 2009), as
illustrated in Fig. 9. The simulations demonstrate a strong
ability to predict outcomes, particularly in the region after
the air inlet jets. Although the difference is not more than
10%, medium and fine meshes have better consistency,
which is an indicator of mesh convergence The findings of
verification and validation studies confirm that an
acceptable mesh is used for LES and DDES simulations.
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a. Resolved turbulent kinetic energy

b.

Modeled instantaneous turbulent kinetic energy



c. Instantaneous y+ distribution over walls
Fig. 8 Turbulent kinetic energy and y+ distribution (DDES).
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Fig. 9 Mesh study: Normalized axial velocity along the centre line
of combustor.

RESULTS

Turbulent kinetic energy contours are displayed in Fig. 7(a)
and Fig. 8(a) for LES and DDES computations respectively.
When compared to the LES solution, the DDES approach
yields lower levels of resolved turbulent kinetic energy,
particularly in the air intakes and secondary combustion
zones. The prediction of reduced Turbulent Kinetic Energy
in the secondary combustion zone is attributed to
differences in wall modelling. Lower Turbulent Kinetic
Energy leads to a decrease in the mixing rate, thereby
delaying the temperature increase. The implications of these
results are discussed in this section.

Mean static pressure contours for DDES and LES computations
are displayed in Fig. 10. LES computations predict a slightly
lower pressure spot near the combustor dome, while the
pressure distribution inside the combustor differs only
marginally between DDES and LES computations.
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a. LES mean static pressure

- e

s

b. DDES mean static pressure
Fig. 10 Time-averaged static pressure contours on mid-plane.

Fig. 11(a) and (b) depict the time-averaged normalized mean
axial velocity distribution within the computational domain for
LES and DDES computations, respectively. A minor
discrepancy is observed in the axial velocity between the two
computations. In the case of LES, early flow expansion is noted,
attributed to enhanced mixing and consequently higher
reaction rates in the early stages of the combustor.

Mean static temperature contours on two planes for LES and
DDES are shown in Fig. 12. Both approaches predict a
temperature of approximately 1500K in the vicinity of the
crossing jets. Due to enhanced fuel-air mixing predicted by
the LES approach, it yields a more uniform and higher
temperature in each cross-section along the combustor.

b. DDES
Fig. 11 Time-averaged normalized mean axial velocity contours on
mid-plane.
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Fig. 12 Time-averaged static temperature contours on mid-plane.

Fig. 13 displays the mass flow-averaged total temperature
distribution obtained from planes positioned every 50 mm
along the combustor axis. The positions of the planes are
indicated in the bottom right corner of the figure. LES
computations indicate a temperature 44 K higher at the dump
section (x=200 mm). A maximum temperature difference of
196 K between the two simulations is observed around the
middle of the combustor. The temperature discrepancy
diminishes to a value of 28 K at the end of the combustor,
corresponding to a 2% lower combustion efficiency. Fig. 14
presents mean equivalence ratio (¢ ) contours calculated from
the mean of the mixture fraction. The figure reveals that LES
predicts a 50% higher fuel/air ratio at the beginning of the
secondary reactor. The higher temperatures computed by LES
simulations result in early flow expansion, as seen in Fig. 11.
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Fig. 13 Mass flow-averaged mean total temperature variation on
the planes along the combustor axis.

Instantaneous velocity vectors at x=200 mm and x=300 mm
planes are presented in Fig. 15, with vectors color-coded by
OH mass fraction. Four secondary flow vortices are formed
in the corners. It's worth noting that the location and shape
of these corner vortices calculated at x=200 mm exhibit
slight differences between the DDES and LES approaches.
DDES, by virtue of its use of the RANS formulation, mitigates
near-wall eddy generation in the boundary layer. Notably,
elevated of OH mass fractions are observed at the edges of
these vortices. As indicated in the x=200 mm vector plot, a
hot gas flow emanating from the dome follows these
vortices into the secondary reaction zone, effectively acting
as a preheater to enhance reactions. This phenomenon is
also observed in Fig. 16.

-
v
b. DDES

Fig. 14 Mean equivalence ratio contours at mid-plane.

Figure 15 depicts the Q criterion (Hunt, Wray, and Moin 1998),
which stands for vorticity tensor. Four main swirling motions
(colour-coded by temperature) are generated just downstream
of the opposing jets in the combustor. The LES approach
predicts a longer main swirling core and numerous small cores
around the corners of the combustor. These smaller structures
near the corners are induced by near-wall effects. However, it's
important to note that the computational cell structure in the
boundary layer may not have sufficient resolution for
appropriate x+ and z+ values. Consequently, due to the poor
near-wall resolution, small structures on the wall may produce
incorrect Turbulent Kinetic Energy. DDES, on the other hand,
applies Realizable k — ¢ formulation in the near-wall region
with Boussinesq’s hypothesis and is expected to generate more
accurate results with boundary cell elements having a high
aspectratio.

Contour plots with a positive Q criterion clearly illustrate
the presence of four vortical structures in the corners, as
depicted in Fig. 16. This phenomenon underscores the
importance of adequately modelling the near-wall region,
especially when LES may not effectively resolve it due to
non-uniform mesh structures. In this research, the focus is
on understanding the success of wall modelling rather than
attempting to simulate it using a filter that assumes a
uniform cell sizes.

a. LESat200mm b. DDESat200mm
(dump plane (dump plane

section) section)

\‘_‘_._‘_-;-;-‘_ s

C. LES at 300mm d. DDES at 300mm
Fig. 15 Instantaneous tangential velocity vectors at x=200 mm (dump
plane) and x=300 mm. Coloured by instantaneous OH mass fraction.
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b. DDES
Fig. 16 Q criterion surfaces (positive) coloured with temperature.

The comparison of axial and vertical velocity profiles with
measurements along one axial and five vertical lines (as shown
in Fig. 17) is presented. Axial velocity profiles along the y-axis
are compared with experimental data in Fig. 18. Both the DDES
and LES approaches yield very similar results and demonstrate
strong agreement with the measured data, particularly in the
intersection zone of the jets where the flow field exhibits high
complexity due to its inherently three-dimensional structure.

1
x=270mm | x=350mm '
x=140mm N \ 1
A \
T 1
x=0mm, o axial
y=0mm 7 line
x=180mm x=310mm
I

Fig. 17 Experimental measurement lines.

The DDES approach predicted slower flow expansion at the
beginning of the secondary zone due to lower temperatures
resulting from the previously mentioned slower reactions. This
phenomenon is readily visible in the axial velocity profile at
x=270 mm, where DDES results closely match the measured

velocity profile. With a more uniform temperature distribution
in the vertical direction, the LES approach predicts a smoother
velocity profile at x=350 mm, aligning well with the
measurements. A comparison between the current results and
the predictions of Roux et al. (2009) reveals a notably improved
agreement with the measured data in the current study,
particularly at x=350 mm. This improvement can be partly
attributed to the utilization of a hexahedral mesh in the current
study, as opposed to the tetrahedral mesh used in Roux et al.
(2009). However, the primary reason for the discrepancies
between the current results and the predictions in Roux et al.
(2009) is believed to be related to the combustion modelling
approach. Specifically, the Steady Laminar Flamelet (SLF)
combustion modelling employed in the current study was
compared to the Dynamically Thickened Flame modelling used
in the referenced work. Roux et al. (2009) used a single-step
chemistry model with five chemical species, resulting in higher
adiabatic flame temperatures under rich mixture conditions.
These elevated temperatures, as predicted by the Dynamically
Thickened Flame model, led to increased flow expansion, with
axial velocity being approximately 30% higher than the
measurements at x=350 mm within the combustor. The axial
velocity profiles, particularly at x=270 mm, demonstrate a
closer agreement when using the Delayed Detached Eddy
Simulation (DDES) approach. This can be attributed to the
application of a log-law in the near-wall treatment, as opposed
to the less conclusive subgrid-scale (SGS) modelling utilized in
Large Eddy Simulation.

Fig. 19 presents a comparison of vertical velocity profiles with
experimental data. The use of the LES approach results in a
more uniform temperature profile within the combustor,
leading to greater flow expansion in the axial direction and
consequently lower vertical velocity magnitudes. This
behaviour agrees well with the experimental data.

Fig. 20 illustrates a comparison of CFD predictions of axial
velocity with experimental data along the axis of the
combustion chamber. Despite the CFD predictions indicating
recirculation that is approximately twice as strong as the
experimental data, the velocity field along the axis is well
captured. The experimental data exhibit a sharp decrease
around x=310 mm, marking the end of the secondary reactor
zone. Beyond this point, the 3D vortex structures within the
secondary reactor zone gradually dissipate, giving way to a
strong axial jet. However, CFD simulations fail to predict the
steep change in axial velocity observed at x=310 mm.
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Fig. 18 Normalized axial velocity component along the y-axis (x-axis is the axial velocity normalized by the bulk velocity).
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Fig. 19 Normalized vertical velocity component along the y-axis (x-axis is vertical velocity normalized by bulk velocity).
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Fig. 20 Axial velocity distribution along the mid-axis.
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In terms of integral parameters such as combustion efficiency
and pressure drop, there are minor differences between the
DDES and LES computations. The LES approach predicts a
combustion efficiency of 89%, which is 2% higher than the
DDES approach. LES predicts a 5% higher averaged streamline
time, which corresponds directly to the combustion "residence
time." The near-wall structures in LES enhance mixing, both
through residence time and higher turbulent kinetic energy
levels, resulting in higher combustion efficiency. Similar
findings have been reported in other studies (Le Pichon and
Laverdant, 2016) as well. According to Le Pichon and
Laverdant (2016), LES predicts a combustion efficiency of
95%, whereas RANS simulations predict an efficiency of 83%.
In the same study, however, the measured combustion
efficiency was reported as 81%. The authors reported that the
reasons for the large disparity between measurements and LES
predictions remain unaddressed.

Both approaches accurately predict the pressure drop across
the combustor compared to experimental data. The difference
between CFD predictions and experimental data lies within the
measurement error band reported by Le Pichon and Laverdant
(2016). The total pressure loss was measured as 12%, while the
simulation result is 11.7%. The total pressure loss is predicted to
differ by only 0.5% between DDES and LES computations. The
LES prediction of pressure loss is slightly lower.

CONCLUSION

In this study, a wall-modelled LES formulation known as
Delayed Detached Eddy Simulation (DDES) is used and the
results are compared with those obtained from the LES
computations using the Wall-Adapting Local Eddy-Viscosity
(WALE) subgrid-scale model in a dual-inlet ramjet combustor.
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The findings reveal that both approaches provide good
agreement with experimental data on velocity profiles, with
only minor discrepancies. However, a noteworthy distinction
between DDES and LES lies in the behaviour and distribution
of Turbulent Kinetic Energy.

LES with WALE subgrid-scale model tends to predict higher
levels of Turbulent Kinetic Energy in the near-wall region
compared to DDES, resulting in improved mixing and the
formation of an early heated zone. This early combustion phase
leads to a greater flow expansion and hence an increase in axial
velocity, causing LES with WALE to overestimate axial velocity
at x=270 mm, whereas DDES predictions align slightly better
with the experimental data.

Both DDES and LES simulations overestimate combustion
efficiency compared with measurements. However, the total
pressure loss is well predicted by both approaches with only a
discrepancy of lower than 0.3% compared to measured data
that is well within the measurement error range. It's important
to note that the overprediction of combustion efficiency
remains an open issue, as discussed by other researchers (Le
Pichon and Laverdant 2016) also. Future simulations could be
extended to calculate heat loss to the walls, which might explain
the overprediction of combustion efficiency.

This study demonstrates the promising accuracy of DDES,
particularly for simulating a dual-inlet dump-type combustor
with a low-subsonic reacting flow field and colliding air jets.
DDES, when coupled with the Steady Laminar Flamelet
combustion model, exhibited good performance in simulating
the flow field and combustion behavior. Although wall-
resolving Large Eddy Simulation was not conducted, the results
of wall-modelled LES are promising and can serve as a valuable
tool for scenarios where a wall-resolving grid is not feasible for
industrial applications. Moving forward, our research will focus
on using DDES to predict pressure fluctuations, an essential
aspect of ramjet combustion. This is identified as a key area for
future investigation and improvement.
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The infrarenal flow waveform (IFW) demonstrates distinct patterns in response to varying
cardiac conditions, raising questions regarding the applicability of the Newtonian model due to
variations of the shear rate (|y|) distribution across different IFW patterns. This study aims to
investigate the hemodynamic conditions generated by different [FW patterns within an
Abdominal Aortic Aneurysm (AAA) model, and the impact of various rheological models on
their predictions. Three IFW patterns are applied to the Newtonian, several shear-thinning and
viscoelastic (Oldroyd-B) models. The results of numerical simulations demonstrate the
transportation time of the vortices from proximal to distal regions within the bulge decreases
by up to 50% with an increase in the mean flow rate. These alterations in the vortex transport
mechanism (VTM) affect |y| distribution, causing significant variations in the predictions of the
rheological models. Even at high mean flow rates, the Newtonian predicts an OSl,,,, twice as
large as that predicted by the Carreau and Power models, along with an ECAP,,,, thatis 5 times
greater. Therefore, the Newtonian model is not appropriate for the AAA simulations. Together
with |y|, a comprehensive assessment of IFW pattern and resulting VTM prior to the rheological
model selection is critical and recommended.

infrarenal Akis Dalga Formunun Abdominal Aort Anevrizmalarinin
Hemodinamigi ve Reoloji Modellerinin Secimi Uzerindeki Etkisi

MAKALE BILGISI

OZET

Anahtar Kelimeler:
Abdominal aort anevrizmasi
hemodinamigi

Duvar kayma gerilimi (WSS)
tanimlayicilari

Girdap taginmasi

Kan reolojisi

Oldroyd-B modeli

Infrarenal akis dalga formu (IFW), farkli kardiyak kosullara yamit olarak belirgin paternler
sergilemektedir. Newtonyen modelin Abdominal Aort Anevrizmasi (AAA) hemodinamigi
simiilasyonlarinda kullanilabilirligi, farkli IFW paternleri arasinda kayma hizi (|y[)
dagilimindaki degisiklikler nedeniyle soru isaretleri dogurmaktadir. Bu calisma, bir AAA
modeli icinde farkli IFW paternleri tarafindan olusturulan hemodinamik kosullar1 ve bu
paternlerin cesitli reolojik modellerin tahminlerine olan etkilerini arastirmayi
amaglamaktadir. Newtonyen, ¢esitli kayma inceltici ve viskoelastik (Oldroyd-B) modellerine
ti¢ farkli [FW deseni uygulanmistir. Sayisal simiilasyonlarin sonuglari, anevrizma iginde
proksimalden distal bolgelere dogru girdaplarin tasima siiresinin ortalama akis hizindaki
artisla birlikte %50'ye kadar azaldigini géstermektedir. Girdap tasinma mekanizmasindaki
(VTM) bu degisiklikler, |y| dagilimin etkileyerek reolojik modellerin tahminlerinde 6nemli
varyasyonlara yol agmaktadir. Yiiksek ortalama akis hizlarinda bile, Newtonyen model,
Carreau ve Power modelleri tarafindan tahmin edilenden iki kat daha biiytik bir OSl,,,, ve
bes kat daha biiyiik bir ECAP,,,, 6ngérmektedir. Bu nedenle, Newtonyen model, AAA
simiilasyonlari i¢cin uygun degildir denilebilir. Sonug olarak, |y|nin yamn sira, reolojik model
secimi Oncesinde IFW paternlerinin ve buna baghh VTM'nin kapsamh bir sekilde
degerlendirilmesi kritik ve dnerilmektedir.

©2025 TIBTD. ISSN 1300-3615 / e-ISSN 2667-7725



SEMBOLLER / NOMENCLATURE

AAA abdominal aortic aneurysm Aei Agi-criterion, swirling strength [1/s]

IFW infrarenal flow waveform 1o time - averaged A.;-criterion [1/s]

WSS wall shear stress (Pa) y shear rate (1/s)

TAWSS  time-averaged wall shear stress (Pa) y time-averaged shear rate (1/s)

ECAP endothelial cell activation potential (1/Pa) a Womersley number

0SI oscillatory shear index v kinematic viscosity (m2/s)

Re,, mean Reynolds number U dynamic viscosity (Pa.s)

INTRODUCTION flow rate (Shibeshi and Collins, 2005; Soulis et al, 2008;

Abdominal aortic aneurysm (AAA) is the dilatation of the
abdominal aorta beyond 50% of the normal vessel diameter,
due to degeneration of the arterial wall (McGloughlin and
Doyle, 2010). The physiological flow waveform at the
infrarenal section of the aorta, which is just upstream part of
AAA, shows different patterns in different patients. Figure 1
shows measured infrarenal flow waveforms (IFW) for the
resting condition of two different patients (Les et al., 2010).
There is a significant variation between the peak systolic flow
rate values, while the diastolic flow rate is nearly zero for
both. However, for exercise conditions, the diastolic flow rate
might be higher than zero. According to Les et al. (2010), the
diastolic flow rate might reach up to 100 ml/sec during
exercise. The variations in the IFW pattern might lead to
differences in the hemodynamic conditions such as |y|
distributions and evolution of the vortex structures through
AAAs during systolic and diastolic phases (Fuchs et al., 2021).
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Figure 1. A comparison of measured physiological infrarenal flow
rate during rest for two different patients (Les et al.,, 2010).

Blood is a concentrated suspension of various cellular
elements, which are red blood cells, white blood cells and
thrombocytes, within the plasma. Plasma, containing 93%
water and 3% particles composed of organic molecules,
electrolytes, proteins, and waste materials collected from the
organism, behaves as a Newtonian fluid with a constant
viscosity (Bessonov et al, 2016). However, at low |y],
especially |y| < 100 s, the non-Newtonian behavior of blood
becomes more apparent. Red blood cells aggregate and form
rouleaux, which are rod shaped stacks of individual cells
(Bessonov et al.,, 2016). The aggregation and disaggregation
of rouleaux results in a shear-thinning and elastic behavior of
blood (Bessonov etal,, 2016; Bilgi and Atalik, 2020; Bodnar et
al, 2011). The abdominal aorta is a large artery with a high
shear rate (|y|) distribution because the mean flow rate is
also larger compared to other arteries (Salman et al,, 2019).
In literature, it is a common approach to assume the blood as
a Newtonian fluid for the hemodynamic simulations of AAAs
(Salman et al,, 2019; Arzani and Shadden, 2016; Qiu et al,
2018; Soudah et al., 2013) because a vast number of studies
agree that non-Newtonian effects diminish with increasing
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Skiadopoulos et al, 2017), which leads to a high |y|
distribution. Indeed, inside the aneurysm sac, there are
stagnant low-velocity recirculation regions due to the
separation of bulk flow at the diastolic phase (Salman et al.,
2019; Arzani, 2018), causing low |y| at those zones. Non-
Newtonian properties of blood might be more influential
during diastole due to lower flow and shear rates (Fisher and
Rossmann, 2009), compared to the peak systole. Moreover,
aforementioned variations in the IFW pattern might lead
different |y| distributions through AAAs during the systolic
and diastolic phases. Therefore, applicability of the
Newtonian model to AAA hemodynamics under various
physiological flow conditions remains uncertain.

In numerical studies, shear-thinning behavior of the blood is
generally modeled by using various viscosity models, such as
Carreau, Carreau-Yasuda, Cross, Casson, Quemada and
Power-law. To evaluate differences between the shear-
thinning and Newtonian viscosity models, studies have
compared hemodynamic descriptors obtained by different
shear-thinning models in the cerebral (Fisher and Rossmann,
2009), carotid (Razavietal,, 2011; Morbiduccietal,, 2011; Lee
and Steinman, 2007; Mendieta et al, 2020) and thoracic
(Karimi et al.,, 2014; Faraji et al,, 2022) arteries. For AAAs,
several studies (Arzani, 2018; Biasetti et al.,, 2011; Bilgi and
Atalik, 2019) have compared the hemodynamic predictions
obtained by the Carreau-Yasuda and Newtonian models,
while (Skiadopoulos et al,, 2017) compared the results of the
Casson, Quemada and Newtonian models. Most of these
studies have reported variations between the results
obtained with the Newtonian and shear-thinning models. The
elastic nature of the blood is commonly modeled by using the
Oldroyd-B model (Bodnar et al., 2011). Elhanafy et al. (2019)
compared the results obtained by the Newtonian model with
the results of viscoelastic Oldroyd-B for AAA, while Bilgi and
Atalik (2020) compared the Newtonian, Carreau-Yasuda and
modified Oldroyd-B models. However, to the authors’ best
knowledge, none of the available literature has parametrized
the behavior of shear-thinning and viscoelastic rheology
models under different hemodynamic conditions which are
generated due to varying IFW patterns.

The objective of this study is to investigate the hemodynamic
conditions generated by different IFW patterns and their
impact on the predictions of a broad range of rheological
models including the Newtonian, Carreau, Carreau-Yasuda,
Casson, Power, Quemada, Cross, Modified and Simplified
Cross, and Oldroyd-B models. For that purpose, three [FW
patterns with different peak systolic and diastolic flow rates,
which are the Base, Case 1 and 2, are utilized. In literature
(Mutlu et al., 2023; Stergiou et al., 2019), hemodynamics of
AAA is generally quantified by using WSS descriptors such as
time-averaged wall shear stress (TAWSS), oscillatory shear
index (OSI), endothelial cell activation potential (ECAP) and



relative residence time (RRT). However, WSS descriptors
solely are not enough to bridge hemodynamics and aneurysm
pathology because vortex patterns are also observed in AAAs
(Saqr et al, 2020; Saha et al, 2024). Fuchs et al. (2021)
observed the effect of [FW pattern on aorta hemodynamics,
and their results highlighted a substantial impact of the [FW
pattern on WSS descriptors. Moreover, they also revealed
strong variations in vortex structures, but this aspect is not
fully explored in the scope of their study. Hence, they
recommend further investigation to understand the impact of
I[FW pattern on vortex evolution (Fuchs et al, 2021).
Moreover, in a meta literature analysis study, Saqr et al.
(2020) have reported that WSS is a scalar-tensor field, which
loses its directionality. Visualizing vortex patterns rather than
WSS descriptors is more meaningful owing to their
directional nature. Therefore, together with WSS descriptors,
quantifying the vortical structures and their evolution may
lead to better understanding the effect of IFW both on AAA
hemodynamics and predictions of various rheology models
(Saqgr et al,, 2020; Saha et al., 2024).

METHODS

In their patient-specific aorta study, Fuchs et al. (2021)
emphasized that variations in the IFW pattern
considerably affect the vortex structures. However, they
also highlighted that in the context of patient-specific
geometries, the flow field becomes extremely complex,
making it impractical to accurately parametrize the effect
of IFW pattern on vortex structures (Fuchs et al,, 2021). In
this study, an idealized model of AAA is employed, chosen
for its suitability for a comparative parametric study.
Owing to its independence from geometric details, the use
of an idealized geometry is advantageous for
characterizing and comparing predictions of a broad range
of rheology models according to different hemodynamic
conditions under various IFW patterns. The AAA model
used in this study is given in Fig. 2a. The geometry is two-
dimensional, axisymmetric, and created based on
Stamatopoulos et. al’s study (2010). The entrance and exit
parts are straight and cylindrical, while the aneurysm
bulge is elliptical with a major radius of 0.034 m. The
lengths of the entrance part, bulge and exit parts are L,,; =
935 mm, Lz = 62 mm and L,, = 206 mm, respectively.
The artery and bulge radiiare, R = 9 mm and Rz = 22 mm,
respectively. The vessel and bulge dimensions are
consistent with those of realistic abdominal arteries and
aneurysms (Brewster et al., 2003; Les et al., 2010).

Figure 2b shows the IFW patterns used at the inlet, which
are the Base, Case 1, and Case 2. In the Base case, the IFW
pattern suggested by Finol and Amon is implemented, by
preserving the overall waveform characteristics. However,
the peak flow rate suggested by Finol and Amon (2001) is
lower than the physiologically measured values (Suh et al.,
2011). To align with the physiological range, the peak flow
rate in the Base case is adjusted upward to reach a peak
systolic flow rate of 42 ml/sec, starting from a diastolic
flow rate of zero. It is important to note that, while [FW
pattern is derived from the Finol and Amon’s study (2001),
there is no direct comparison between their results and the
results of this study. Consequently, the results are not
affected by the difference in the peak flow rates between
the two studies. In Case 1, the diastolic flow rate remains
consistent with that of the Base case, while the peak
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systolic flow rate is increased. On the other hand, in Case 2
the amplitude of peak systole is kept identical to that of the
Base pattern, albeit with increased diastolic flow rate.
Therefore, Cases 1 and 2 serve to investigate the impact of
increased peak systolic and diastolic flow rates,
respectively. The period of all waveforms is the same and
equal to T =1 s, yielding a Womersley number of a =
0.5D,/w/v = 12.14, where D is the artery diameter, w =
2m/T is the frequency, and v = 3.45 x 107 m?/s is the
kinematic viscosity of the Newtonian model. The mean
Reynolds numbers for the waveforms are Re,, = U,,,D /v =
120,250 and 1160, where U, = 0.023,0.048 and 0.223
m/s are the time averaged velocities over one period for
the Base, Case 1 and 2, respectively.
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Figure 2. a. 2D axisymmetric flow domain (out of scale). Flow is
from left to right, b. Physiological IFW patterns, Base (Finol and
Amon, 2001), Case 1 and 2.

Unsteady plug flow is specified at the inlet. To capture the
transient effects of physiological flow, a Womersley profile
at the inlet is generally recommended (Madhavan and
Kemmerling, 2018; Moyle et al, 2006; Ramazanli et al,
2023, Wei et al,, 2019; Womersley, 1955). The preliminary
analysis (Ramazanli et al, 2023) found that while a
minimum entrance length of 10D is sufficient for fully
developing Womersley flow, a longer entrance length
(50D) was applied in this study to achieve consistency
across different IFW cases and to ensure a fully developed
profile at the bulge inlet. A constant reference pressure of
0 Pais specified at the outlet, which is a frequently utilized
approach in the literature for hemodynamic studies (Reza
and Arzani, 2019; Soulis et al, 2008). Through the
preliminary runs, it is ensured that the length of the exit
part is long enough that the disturbance created by the
bulge dies out before the flow reaches the outlet, enabling
the use of constant pressure outlet.

The wall boundaries are taken as rigid with no-slip
boundary conditions applied. Excluding the compliance
effect by using rigid walls is quite common in literature
(Arzani and Shadden, 2016; Finol and Amon, 2001; Reza
and Arzani, 2019). Eight non-Newtonian models, Carreau,
Carreau-Yasuda, Casson, Quemada, Power, Cross,
Simplified and Modified Cross, with the details given in
Table 1, are used. For the Power model, different constants
are available in literature for the same hematocrit.



Table 1. Selected shear-thinning rheology models, which are frequently used to model blood (Bessonov et al., 2016; Shibeshi and
Collins, 2005; Cho and Kensey, 1991; Quemada, 1978; Stergiou et al., 2019).

Uo = 0.056Pa-s

Carreau p@) = o N2\ (n=1)/2 Uoo = 0.00345Pa-s
ho—po T 1 =3313s
n =03568
4o =0.056Pa-s
u() — Ue = 0.00345Pa-s
Carreau-Yasuda L TP - (14 (p)y)(D/a A =1902s
Ho = Hoo n =022
a =125
5 fr = 0.0012Pa-s
1Ko+ K /y Ky = 4.65
Quemada u=pusl1- K, =184
¥, =2.23s71
¢ =04
- ko = 0.05 dyne/cm?
=.Jko +k 0
Casson Vo= ko + I ky = 0.04 dyne/cm?
) Uo = 0.056Pa-s
Cross HG) = po _ 1 ey = 0.00345 Pa-s
Ho — Ueo 1+ (my)n m = 1.007 s
n =1.028
R ry) —po 1 to = 0.103Pa-s
Simplified Cross o — o =17 my lioo = 0.005 Pa- s
m=28s
) Uo =0.056Pa-s
- B — boo 1 lie = 0.00345 Pa s
Modified Cross Yo — o = A+ e m=3.736s
n = 2.406
a =0.254
K =0.017 Pa-s"
n =0.708
Power (Shibeshi and Collins, 2005)
u@) =Kyt and
K = 0.035Pa-s”
n=0.6

(Cho and Kensey, 1991)

In the present study, Power-1 (Shibeshi and Collins, 2005), and
Power-2 (Cho and Kensey, 1991) are tested by using two
frequently used constants. In Table 1, p is the viscosity,
Uo and u,, are the asymptotic viscosity values at zero and
infinite shear rates, A is the relaxation time constant, K is the
flow consistency index and n is the power law index (Bessonov
etal, 2016; Shibeshi and Collins, 2005; Cho and Kensey, 1991).
The kinematic viscosity is 3.45 X 107® m?/s for the
Newtonian approach, and the density is 1000 kg/m? for all
models (Bessonov et al,, 2016)To account for the elastic nature
of blood, the stress tensor in the linear momentum equation
can be decomposed into viscous and elastic partsas t = 4 +
T.. The viscous part of the Oldroyd-B model is Newtonian, T, =
2us(Vu + VuT) (Bodndr et al., 2011). The elastic part satisfies
the following constitutive equation.
)

where p, is the elastic viscosity coefficient, and A, is the
relaxation time (Leuprecht and Perktold, 2001). For blood,
Ue = 0.0004 Pa-sandA; = 0.06s (Leuprechtand Perktold,
2001). The Oldroyd-B model available in OpenFOAM is
tested previosly (Habla et al., 2014; Guranov et al,, 2013;
Javidi et al. 2015).

ot T
Te +/11(at+u Vi, — 1. Vu—"Tu

= u,(Vu+ VuT) (€]
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The maximum number of iterations performed at each time
step is taken as 10, and the solutions are considered to be
converged when residuals for axial velocity component and
pressure are less than 10, Time step for all simulations is
selected as 1075 sec, and to ensure that the time periodic state
is reached, calculations are repeated for 6 cardiac cycles for
shear-thinning and Newtonian models. However, 12 cardiac
cycles are used to reach the time periodic state for Oldroyd-B
model. To select a suitable mesh, a mesh independence study is
performed using four structured meshes given in Fig. 3.

Mesh 1 == . : Mesh 2
2100 cells 0 9000 cells
T

Mesh 3 Mesh 4
42700 cells _qul n 144000 cells

Figure 3. Four meshes used for the mesh independence check.



Figure 4a shows axial velocity profiles at the mid-plane of
the aneurysm and swirling strength, A1.; contours obtained
at the peak systole and early diastole. In Figure 4b, OSI and
ECAP distributions obtained are provided. The axial velocity
profiles are identical and swirling strength contours are
very similar for meshes 3 and 4. Albeit OSI and ECAP
distributions are very sensitive to the mesh selection, Mesh
3 and 4 provided very similar OSI and ECAP distributions.
Therefore, Mesh 3 is evaluated to be suitable and used to
perform the simulations in the present study.

Stamatopoulos et al. (2010) have performed an
experimental and numerical study in axisymmetric bulges
similar to the those used in the present study with a steady
inlet flow. As a general verification of the currently used
simulation setup, axial velocity profiles obtained by
Stamatopoulos et al. (2010) are compared with those
obtained in the present study with a steady inlet flow in Fig.
5a. The match in the profiles is considered to be satisfactory.
Ohtaroglu  (2020) performed experiments with
physiological, unsteady inlets using Stamatopoulos et al.’s
geometry. Figure 5c compares the streamlines obtained in
those experiments with the current simulation results at
four different time instants of the physiological cycle.
Progression of focus points in streamlines, which are the
indication of vortex core movement, shows good agreement.
Considering both the spatial and the temporal evolution
during the cycle, the model predictions are considered to be
satisfactory. In addition, simulations are performed to
ensure the validity of 2D axisymmetric simplification by
comparing results with those of 3D simulations. Considering
the velocity profiles plotted at the mid plane of the bulge in
Fig. 5c, 2D axisymmetric and 3D results turn out to be almost
identical.

WSS descriptors and swirling strength

Generally, wall shear stress (WSS) distribution and different
WSS descriptors are used in the literature to predict
aneurysm development, thrombosis formation and rupture
(Salman et al., 2019; Mutlu et al., 2023). TAWSS descriptor
evaluates the total shear stress exerted on the wall
throughout a cardiac cycle and OSI highlights zones where
WSS shows directional changes over the cardiac cycle (Pinto
and Campos, 2016). ECAP and RRT combine TAWSS and OSI
in different ways. Mathematical definitions of these
descriptors are given below

1 T
TAWSS = - f I, |dt @)
0
1.1
|Tf0 det|
0SI=05(1—7——— 3)
Tfo |TW|dt
ECAP = 051 4
T TAWSS )
1
RRT (5)

~ (1-20SDHTAWSS

where T and 71, are the cardiac cycle period and the wall
shear stress, respectively.
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Vortex structures are studied extensively in fluid mechanics
(Epps, 2017; Chen et al,, 2015) because in many cases they
provide important insights into the flow field. Inside the
aneurysm sac, there is a vortex ring that evolves throughout
the cardiac cycle (Bilgi and Atalik, 2019; Deplano et al,,
2016). Therefore, together with WSS descriptors, vortex
patterns also provide valuable information regarding AAA
hemodynamics. Saqr et al. (2020) suggested investigating
flow field within aneurysms via vector fields such as
vorticity, rather than scalar-tensor fields. However, the
vorticity field is not able to discriminate shear layers and
vortices (Chen et al, 2015). Swirling strength, 1., is a
velocity gradient-based vortex identification criteria, which
uses discriminant of characteristic equation to define a
vortex without shear layers and takes the following form for
a 2D axisymmetric flow (Chen et al,, 2015)
ou,

J ((3;: or )2

where u, and u, are radial and axial velocity components,
respectively. A.; is larger than zero around a vortex region
(Chen etal.,, 2015).

1
Acizz

ou, du,
dx or

(6)

RESULTS
Effect of IFW pattern on AAA hemodynamics

To understand the hemodynamics of the three IFW
patterns inside the AAA model, the temporal evolution of
vortex structures, obtained by using the Carreau model, is
presented in Supplementary Video 1. For all IFW patterns
which are presented as the Base, Case 1 and 2, a primary
vortex is generated due to acceleration of the bulk flow
during early systole. It is separated from the inlet of the
bulge at the peak systole, t = 0.3 sec, and transported
downstream by means of advection. The primary
phenomena differing from those of the Base, Case 1 and 2
are the acceleration and advection of the bulk flow. For the
Base waveform, the acceleration is relatively minor
compared to that in Case 1, resulting in only a weaker
primary vortex with a small |1;|. Advective effects are also
not dominant due to low mean flow rate. Therefore, the
primary vortex dissipates due to viscous diffusive effects
before it reaches the central region. The largest
acceleration is obtained by Case 1. During early systole, the
larger acceleration generates a stronger vortex with a large
|A.;| compared to the Base case and Case 2. The vortex
maintains itself as a strong identity and remains
transported to the distal region until the end of the cardiac
cycle at t = T. On the other hand, increased advective
effects due to the larger mean flow rate in Case 2 resulted
in the transport of the vortex to the distal site being
completed by the end of the systolic phase at t = 0.5T.
During the diastolic phase, the vortex in Case 2 is located
at the distal zone and dissipates due to viscous effects by
the end of the cycle, whereas the primary vortex of Case 1
maintains its strong identity even during late diastole.
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Figure 6 presents the contours of the time-averaged
swirling strength, 1., streamlines and variations in WSS
descriptors for three IFW patterns. The Base pattern
generates a single primary vortex pattern, in the proximal
region of the bulge. However, for Cases 1 and 2, a second
primary and a secondary vortex are also generated, and
the primary vortex is located in the distal region with a
larger magnitude of A, than in the Base case. For Case 1,
the second primary and secondary vortices are in the
proximal and central regions, respectively. However, for
Case 2, they are both located in the distal zone, in contrast
to the Base case. As illustrated in Fig. 6, there is a strong
correlation between WSS descriptors and vortex patterns.
TAWSS obtains high values around the vortices,
particularly in large |/1_Cl| zones in proximity to the wall,
where the OSI, ECAP and RRT are low. For all the cases
magnitudes of the ECAP and RRT become zero with high
|/1—a| in the regions where the primary vortex is located.
However, the ECAP and RRT values increase significantly
in regions with high stagnation. ECAPmax and RRTmax for the
Base case are three times larger than those of Case 1, which
has low stagnancy.

Effect of the IFW pattern on predictions of the rheology
models

To investigate the effect of the [FW pattern on the behavior
of rheology models, instantaneous WSS distributions,
contours of swirling strength, 4.;, and shear rate, y, are
plotted in Fig. 7. In the literature, the most significant
deviations between the Newtonian and shear-thinning
models are observed at the diastolic phase due to the low
flow rate (Shibeshi and Collins, 2005), which is consistent
with the results of the present study. The mid-diastolic
phase (Egelhoff et al., 1999) was selected as it corresponds
to the lowest shear rates, where non-Newtonian blood
behavior becomes more significant. To provide a
comprehensive  investigation @ of = hemodynamics,
Supplementary Material includes figures and videos
showing the evolution of swirling strength throughout the
entire cardiac cycle, covering all diastolic phases for each
IFW case. Therefore, the results of mid diastolic phase, t =
0.73 sec, are presented in Fig. 7. In Case 1, |y| remains low
for most of the bulge, while |y| > 50s™! around the
primary vortex. Compared to shear-thinning models, the
Newtonian model overestimates the WSS peak, intensity of
swirling strength contours and |y|, which is consistent
with literature (Biasetti et al, 2011). The WSS
distributions, patterns of 1,; contours and their locations
are very similar for the Casson and Quemada models,
consistent with the results of (Skiadopoulos et al., 2017).
The Carreau and Power models predict comparable 4.;
patterns and WSS distributions, as reported by (Shibeshi
and Collins, 2005). Although not presented here, the
Carreau-Yasuda, Cross, Modified and Simplified Cross
models are also tested. The results obtained by the
Carreau-Yasuda, Cross and Modified Cross are the same
with Carreau and Power-1, while the Simplified Cross
model provided very similar hemodynamic descriptors
with the Casson and Quemada for all cases. For Case 2,
l[y] > 50 s~! is obtained near the distal region and at the
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centerline of the aneurysm, while it remains close to zero
in proximity to the wall for proximal and central regions.
At regions with high |y|, contours of A, and WSS
distribution obtained by the Carreau, Carreau-Yasuda,
Cross, Modified and Simplified Cross, Casson, Quemada
and Newtonian models are very similar to each other.
Therefore, the Newtonian model might be sufficient for the
zones with |y| > 50 s~1, while the shear-thinning models
are necessary for the stagnant regions with significantly
lower shear rates.

In Supplementary Figure, the WSS distributions, A.; and
|y| contours of peak systolic phase, t = 0.3 sec, are
presented at the post-bulge, straight artery segment for
Case 1 and 2. In this specific region, near-wall |y| values
exhibit a significant increase compared to the values in
proximity to the bulge. The results demonstrate that, the
Casson and Quemada models demonstrate a diverging
behavior from the Newtonian model as |y| values are
increasing, whereas the Carreau and Power models exhibit
a more consistent behavior. It is the fact that for large |y|
values (|y| > 100s™1), blood demonstrates Newtonian
characteristics (Bessonov et al., 2016), the suitability of
Casson and Quemada models in modeling the rheological
behavior of blood might be questionable, particularly in
scenarios characterized by elevated |y| values.

Figure 8 shows contours of time-averaged swirling
strength, l_a, shear rate, )7, and streamlines obtained by the
Carreau, Power, Casson, Quemada and Newtonian models
for Base, Case 1 and 2. For the Base case, |y| < 10s~!
throughout the bulge, and the Newtonian model
overestimates the magnitude and intensity of 1., contours
of vortices. From the A_a contours, non-Newtonian
behavior in low shear zones minimizes the size of the
primary vortex pattern for all of the shear-thinning models
(Soulis et al,, 2008), and a second primary vortex is only
obtained by the Newtonian model.

For Case 1, |y| is larger than 50s™! only around the
primary vortex, but it is nearly zero at other regions. A,
contours and streamline patterns of the Newtonian model
are significantly different than the other rheology models.
On the other hand, except the proximal and central regions,
|¥| > 50 s~* inside the bulge for Case 2. Therefore, 1., and
streamline predictions of all shear-thinning models
become very similar to the Newtonian model. With
increasing shear rate, except the Power-2, all rheology
models can predict the primary, second primary and
secondary vortices. Biasetti et al. (2011) have reported
that the Newtonian model predicted vortex structures at
the core region, away from the near wall, which were not
observed with the more accurate Carreau-Yasuda model.
Moreover, Arzani (2016) has hypothesized that shear-
thinning models predict different vortex patterns than the
Newtonian model. The present study further supports
those hypotheses quantitatively, revealing that the
Newtonian model especially tends to overestimate the
magnitude and intensity of A, contours of secondary and
second primary vortices.
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Figure 6. Comparison of time-averaged swirl strength contours, streamlines and variations in WSS measures on the aneurysm wall for

the Carreau model for three IFW patterns

In Figure 9, OSI and ECAP distributions obtained by
selected rheology models are presented. As observed in
Fig. 6, OSI and ECAP values are near to zero around high
|/1_a| region, while they tend to increase for decreasing |A_a|
for each waveform and rheology model. OSI and ECAP
distributions obtained by the Casson and Quemada models
are nearly the same, and closer to the Newtonian pattern
at each waveform, consistent with the results of Fig. 8. OSI
and ECAP estimations of the Carreau and Power-1 models
are very similar and more dissipative than the Casson and
Quemada, which is an expected behavior for a shear-
thinning model (Biasetti et al, 2011). Power-2 is
significantly dissipative and its OSI and ECAP patterns are
very different than other shear-thinning models. Even for
Case 1 and 2, with comparatively higher |y| values inside
the bulge, the Newtonian model overestimates the OSI and
ECAP values. Especially for Case 2 with the highest mean
flow rate, OSI and ECAP values obtained by the Newtonian
model are significantly larger for the proximal and central
regions of the bulge (0 < x/Lg < 0.65) than the shear-
thinning models, although they obtain quite similar A,
patterns as seen in Fig. 8.

29

OSI and ECAP estimations of the Carreau and Power-1
models are very similar and more dissipative than the
Casson and Quemada, which is an expected behavior for a
shear-thinning model (Biasetti et al., 2011). Power-2 is
significantly dissipative and its OSI and ECAP patterns are
very different than other shear-thinning models. Even for
Case 1 and 2, with comparatively higher |y| values inside
the bulge, the Newtonian model overestimates the OSI and
ECAP values. Especially for Case 2 with the highest mean
flow rate, OSI and ECAP values obtained by the Newtonian
model are significantly larger for the proximal and central
regions of the bulge (0 < x/Lg < 0.65) than the shear-
thinning models, although they obtain quite similar 1,
patterns as seen in Fig. 8. 0Sl,,,, value obtained by the
Newtonian model at that segment is 2 times larger than the
Carreau and Power, while 1.5 times larger than Casson and
Quemada models. ECAP,,,, value of the Newtonian at that
zone is 5 and 2.5 times larger than Carreau-Power and
Casson-Quemada pairs, respectively.
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att=0.73 sec, for cases 1 and 2.

Differences of the hemodynamic predictions of the
Newtonian, shear-thinning and Viscoelastic models

To the author’s best knowledge, this is the first study which
utilizes Oldroyd-B model of OpenFOAM to simulate
hemodynamics of an AAA model. Base case is selected here
because the Oldroyd-B model available in OpenFOAM fails
to provide a stable solution for high mean Reynolds
numbers, such as Case 1 and 2. This observation is
consistent with literature, where multiple studies have
documented the inadequacies of the Oldroyd-B model in
accurately capturing flow dynamics of high Reynolds
numbers (Elhanafy et al, 2019; Leuprecht and Perktold,
2001). Indeed, the elasticity of blood is dominant for low
shear rates, demonstrating a diminishing pattern with
increasing shear rate (|y| > 100 s™1) (Bodnar et al,, 2011).
Therefore, comparing the results of the Newtonian,
Viscoelastic, Quemada and Carreau models for the Base case

30

with lower shear provides insights into the differences
introduced by blood elasticity.

In Figure 10a, A,; contours and streamline patterns for the
Base case are presented for the Newtonian, Viscoelastic,
Quemada and Carreau models at the mid-diastolic phase (t
=0.73 sec). The selection of the Base case is motivated by its
characteristic low shear rates. The viscous part of the
Viscoelastic Oldroyd-B model is Newtonian, not shear-
thinning. On the other hand, the Carreau and Quemada
models are shear-thinning models and could only provide
viscous behavior. Therefore, the difference between the
Newtonian and Viscoelastic results is caused by the elastic
effects, while the shear-thinning models and Newtonian
case present variations caused only by viscous effects.
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streamline patterns of selected models for the Base case.

Compared to other models, the size of primary vortex obtained
by the Viscoelastic model is smaller and it is located in closer
proximity to the inlet of the bulge. From the streamlines and
contours of 4., a second primary vortex is observed for the
Newtonian, Viscoelastic and Quemada models, but the core
locations are different. The core of the second primary vortex
of the Newtonian model is located near to the distal region,
while it is located at the central zone for the Viscoelastic and
Quemada models. In Fig. 10b, the time-averaged streamline
patterns are presented. Location of the time-averaged primary
and second primary vortex cores and A, contours obtained by
the Viscoelastic model are more similar to the Newtonian
model, compared to the Carreau and Quemada models.
Aforementioned shear-thinning models do not predict a time-
averaged second primary vortex.

DISCUSSION

The current study investigates the impact of infrarenal flow
waveform (IFW) patterns on AAA hemodynamics and the
behavior of the Newtonian, viscous shear-thinning and
viscoelastic rheology models. For that purpose, three IFW
patterns, Base, Case 1 and 2, are implemented in a simplified
AAA model as the inlet boundary conditions. In comparison to
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the baseline represented by the Base case, Cases 1 and 2 are
specifically designed to assess the impact of increased peak
systolic and diastolic flow rates, respectively. Fig. 6 and
Supplementary Video-1 clearly demonstrate that the IFW
pattern exerts a significant influence on both the vortex
structure and WSS descriptors. The primary vortex of the Base
case cannot reach the distal region, while its transportation to
the distal site is completed by the end of the systolic phase at
t = 0.5T. On the other hand, the vortex transport for Case 1
persists until the end of one full cardiac cycle, t = T, with no
fixed settling zone for an extended period. This prolongs the
oscillatory nature of the flow pattern, resulting in elevated OSI
values. Throughout the bulge, the magnitude of OSI for Case 1
is greater than that for the other waveforms, which might be
related to vortex transport. Moreover, regions with large |/1_a|
values exhibit nearly zero OSI, ECAP and RRT values. Hence,
both the strength of the vortex and its transportation
mechanism (VTM) influence the distribution and magnitude of
WSS descriptors.

Fig. 7 reveals that the shear-thinning rheology model is as
effective for determining AAA hemodynamics as is the case for
IFW patterns. The Newtonian model tends to overestimate the
WSS peak, intensity, and magnitude of swirling strength of the



vortex patterns, compared to those of all shear-thinning
models. Although instantaneous WSS distributions, and A.; and
A, contours agree that the Newtonian model is applicable for
the regions with |y| > 50 s~1, in Fig. 9, there are significant
differences in OSI and ECAP distributions between the
Newtonian and shear-thinning models, especially for Case 2,
which has the highest mean flow rate. Supplementary Video-2
presents the temporal evolution of |y| distribution inside the
bulge for all three waveforms. Together with the vortex
structure, a larger |y| region is also transported through the
bulge. Although Case 1 could not obtain a large |y| through the
aneurysm, the transport of vortex pattern is slow, eliminating
the long stagnation at specified sections inside the bulge.
However, for Case 2, the transport of vortex pattern is
accomplished within a very short time, leading to a highly
stagnant flow structure at the proximal and central regions. In
those highly stagnant regions, the Newtonian predicts an
OSl,,qx twice as large as that predicted by the Carreau and
Power models, along with an ECAP,,,,, thatis 5 times greater.
Therefore, within the aneurysm bulge, in addition to |y|
distribution, the vortex transport mechanism (VTM) is also an
important factor to consider when selecting a rheology model.

For the shear-thinning models, the Casson and Quemada
models are closer to the Newtonian model than the Carreau
and Power models for |y| < 100s™!, and they exhibit
diverging behavior from the Newtonian model at high |y],
which is not expected. However, according to Fig. 10, the
difference between the viscoelastic and Newtonian models is
relatively small compared to that between the shear-thinning
models even at low |y |, which is consistent with the findings of
(Bodnar etal,, 2011).

CONCLUSIONS

The study yields the following conclusions:

The [FW pattern has a significant impact on VTM,

The strength of the vortices and their transportation
mechanism (VTM) both influence the distribution and
magnitude of the TAWSS, OS], ECAP, and RRT,

The vortex transport mechanism (VTM) is also an
important factor to consider when selecting a rheology
model because high |y| region is also transported with
VTM,

The effect of elastic behavior is relatively minor compared
to the effect of viscous shear-thinning behavior,

Even at high flow rates, the Newtonian model is not
appropriate for modeling AAA hemodynamics. Rather than
the Newtonian model, the Carreau and Power models,
together with proper patient-specific constants, are more
stable than Casson and Quemada, and recommended (Saqr
etal, 2020).

This study, as a comparative parametric analysis, is subject to
several limitations that could influence the obtained results.
The idealization of aneurysm bulge rather than utilizing
patient-specific geometry may lead to inadequate simulation of
the exact aneurysm hemodynamics, together with omitting the
wall compliance and Windkessel boundary conditions.
Therefore, future studies will aim to incorporate patient-
specific geometries with elastic walls, Windkessel boundary
conditions, along with implementing the Oldroyd-B model for
high Reynolds number. Finally, VTM can be observed by
applying a turbulence model such as LES.

33

REFERENCES

Arzani, A. (2016). Hemodynamics and transport in patient-specific
abdominal aortic aneurysms (Doctoral dissertation, University of
California, Berkeley).

Arzani, A. (2018). Accounting for residence-time in blood rheology
models: Do we really need non-Newtonian blood flow modelling in
large arteries? Journal of the Royal Society Interface, 15(146).
https://doi.org/10.1098/rsif.2018.0486

Arzani, A, & Shadden, S. C. (2016). Characterizations and
correlations of wall shear stress in aneurysmal flow. Journal of
Biomechanical Engineering, 138(1).
https://doi.org/10.1115/1.4032056

Bessonov, N,, Simakov, A. S. S., Vassilevskii, Y., & Volpert, V. (2016).
Methods of blood flow modelling. Mathematical Modelling of
Natural Phenomena, 11(1), 1-25.

https://doi.org/10.1051 /mmnp/201611101

Biasetti, ], Hussain, F., & Gasser, T. C. (2011). Blood flow and
coherent vortices in the normal and aneurysmatic aortas: A fluid
dynamical approach to intraluminal thrombus formation. Journal
of the Royal Society Interface, 8(63), 1449-1461.
https://doi.org/10.1098/rsif.2011.0041

Bilgi, C., & Atalik, K. (2019). Numerical investigation of the effects
of blood rheology and wall elasticity in abdominal aortic aneurysm
under pulsatile flow conditions. Biorheology, 56(1), 51-71.
https://doi.org/10.3233/BIR-180202

Bilgi, C., & Atalik, K. (2020). Effects of blood viscoelasticity on
pulsatile hemodynamics in arterial aneurysms. Journal of Non-
Newtonian Fluid Mechanics, 279, Article 104263.
https://doi.org/10.1016/j.jnnfm.2020.104263

Bodnar, T., Sequeira, A., & Prosi, M. (2011). On the shear-thinning
and viscoelastic effects of blood flow under various flow rates.
Applied Mathematics and Computation, 217(11), 5055-5067.
https://doi.org/10.1016 /j.amc.2010.07.054

Brewster, D. C,, Cronenwett, J. L, Hallett, ]. W., Johnston, K. W., Krupski,
W. C, & Matsumura, J. S. (2003). Guidelines for the treatment of
abdominal aortic aneurysms: Report of a subcommittee of the Joint
Council of the American Association for Vascular Surgery and Society
for Vascular Surgery. Journal of Vascular Surgery, 37(5), 1106-1117.
https://doi.org/10.1067 /mva.2003.363

Chen, Q., Zhong, Q. Qi, M., & Wang, X. (2015). Comparison of vortex
identification criteria for planar velocity fields in wall turbulence.
Physics of Fluids, 27(8). https://doi.org/10.1063/1.4927647

Cho, Y. I, & Kensey, K. R. (1991). Effects of the non-Newtonian
viscosity of blood on flows in a diseased arterial vessel. Part 1:
Steady flows. Biorheology, 28(3-4), 241-262.
https://doi.org/10.3233/BIR-1991-283-415

Deplano, V., Guivier-Curien, C.,, & Bertrand, E. (2016). 3D analysis of
vortical structures in an abdominal aortic aneurysm by
stereoscopic PIV. Experiments in Fluids, 57(11), 167.
https://doi.org/10.1007/s00348-016-2263-0

Egelhoff, C. ], Budwig, R. S, Elger, D. F,, Khraishi, T. A., & Johansen,
K. H. (1999). Model studies of the flow in abdominal aortic
aneurysms during resting and exercise conditions. Journal of
Biomechanics, 32(12), 1319-1329.
https://doi.org/10.1016/5S0021-9290(99)00134-7

Elhanafy, A, Guaily, A., & Elsaid, A. (2019). Numerical simulation of
Oldroyd-B fluid with application to hemodynamics. Advances in
Mechanical Engineering, 11(5), 1-7.
https://doi.org/10.1177/1687814019852844




Epps, B. P. (2017). Review of vortex identification methods. AIAA
SciTech Forum - 55th AIAA Aerospace Sciences Meeting, 1-22.
https://doi.org/10.2514/6.2017-0989

Faraji, A, Sahebi, M, & Salavati Dezfouli, S. (2022). Numerical
investigation of different viscosity models on pulsatile blood flow of
thoracic aortic aneurysm (TAA) in a patient-specific model. Computer
Methods in Biomechanics and Biomedical Engineering, 0(0), 1-13.
https://doi.org/10.1080/10255842.2022.2102423

Favero, J. L., Secchi, A. R, Cardozo, N. S. M,, & Jasak, H. (2010).
Viscoelastic flow analysis using the software OpenFOAM and
differential constitutive equations. Journal of Non-Newtonian Fluid
Mechanics, 165(23-24), 1625-1636.
https://doi.org/10.1016/j.jnnfm.2010.08.010

Finol, E. A, & Amon, C. H. (2001). Blood flow in abdominal aortic
aneurysms: Pulsatile flow hemodynamics. Journal of
Biomechanical Engineering, 123(5), 474-484.
https://doi.org/10.1115/1.1395573

Fisher, C, & Rossmann, J. S. (2009). Effect of non-Newtonian
behavior on hemodynamics of cerebral aneurysms. Journal of
Biomechanical Engineering, 131(9), 1-9.
https://doi.org/10.1115/1.3148470

Fuchs, A, Berg, N, & Prahl Wittberg, L. (2021). Pulsatile aortic
blood flow—A critical assessment of boundary conditions. ASME
Journal of Medical Diagnostics, 4(1), 011002.
https://doi.org/10.1115/1.4048978

Guranov, I, Co¢i¢, A, & Ledi¢, M. (2013). Numerical studies of
viscoelastic flow using the software OpenFOAM. Proceedings in
Applied Mathematics and Mechanics, 13(1), 591-592.
https://doi.org/10.1002/pamm.201310276

Habla, F., Tan, M. W, Hafilberger, ], & Hinrichsen, 0. (2014).
Numerical simulation of the viscoelastic flow in a three-
dimensional lid-driven cavity using the log-conformation
reformulation in OpenFOAM. Journal of Non-Newtonian Fluid
Mechanics, 212, 47-62.
https://doi.org/10.1016/j.jnnfm.2014.08.005

Javidi, M., & Hrymak, A. N. (2015). Numerical simulation of the dip-
coating process with wall effects on the coating film thickness.
Journal of Coatings Technology and Research, 12(5), 843-853.
https://doi.org/10.1007/s11998-015-9699-7

Juster, H. R, Distlbacher, T., & Steinbichler, G. (2014). Viscosity
analysis of a polymer-based drug delivery system using open-
source CFD methods and high-pressure capillary rheometry.
International Polymer Processing, 29(5), 570-578.
https://doi.org/10.3139/217.2892

Karimi, S., Dabagh, M., Vasava, P., Dadvar, M., Dabir, B., & Jalali, P.
(2014). Effect of rheological models on the hemodynamics within
human aorta: CFD study on CT image-based geometry. Journal of
Non-Newtonian Fluid Mechanics, 207, 42-52.
https://doi.org/10.1016/j.jnnfm.2014.03.007

Lee, S. W, & Steinman, D. A. (2007). On the relative importance of
rheology for image-based CFD models of the carotid bifurcation.
Journal of Biomechanical Engineering, 129(2), 273-278.
https://doi.org/10.1115/1.2540836

Les, A. S, Shadden, S. C, Figueroa, C. A, Park, ]. M, Tedesco, M. M,,
Herfkens, R. ], Dalman, R. L., & Taylor, C. A. (2010). Quantification of
hemodynamics in abdominal aortic aneurysms during rest and
exercise using magnetic resonance imaging and computational fluid
dynamics. Annals of Biomedical Engineering, 38(4), 1288-1313.
https://doi.org/10.1007/s10439-010-9949-x

34

Leuprecht, A, & Perktold, K. (2001). Computer simulation of non-
Newtonian effects on blood flow in large arteries. Computer Methods
in Biomechanics and Biomedical Engineering, 4(2), 149-163.
https://doi.org/10.1080/10255840008908002

Maazioui, S., Kissami, 1., Benkhaldoun, F., Maazouz, A., & Ouazar, D.
(2021). Concentrated phosphate slurry flow simulations using
OpenFOAM. Proceedings of the International Conference on
Industrial Engineering and Operations Management, 1843-1852.

Madhavan, S., & Kemmerling, E. M. C. (2018). The effect of inlet and
outlet boundary conditions in image-based CFD modeling of aortic
flow. Biomedical Engineering Online, 17(1), 1-21.
https://doi.org/10.1186/s12938-018-0497-1

McGloughlin, T.M,, & Doyle, B.]. (2010). New approaches to abdominal
aortic aneurysm rupture risk assessment. Arteriosclerosis,
Thrombosis, and Vascular Biology, 30(9), 1687-1694.
https://doi.org/10.1161 /ATVBAHA.110.204529

Mendieta, J. B, Fontanarosa, D., Wang, ]., Paritala, P. K,, McGahan, T,,
Lloyd, T. & Li, Z. (2020). The importance of blood rheology in
patient-specific computational fluid dynamics simulation of
stenotic carotid arteries. Biomechanics and Modeling in
Mechanobiology, 19(5), 1477-1490.
https://doi.org/10.1007/s10237-019-01282-7

Morbiducci, U., Gallo, D., Massali, D., Ponzini, R,, Deriu, M. A., Antiga,
L., Redaelli, A., & Montevecchi, F. M. (2011). On the importance of
blood rheology for bulk flow in hemodynamic models of the carotid
bifurcation. Journal of Biomechanics, 44(13), 2427-2438.
https://doi.org/10.1016/j.jbiomech.2011.06.028

Moyle, K. R, Antaki, J. F., Greenwald, L., Hariharan, P., & Reddy, V. M.
(2006). Comparison of inflow boundary conditions for hemodynamic
simulations in idealized and anatomically realistic models of the aorta.
Journal of Biomechanical Engineering, 128(5), 745-749.
https://doi.org/10.1115/1.2187035

Mutly, O., Salman, H. E., Al-Thani, H., EI-Menyar, A., Qidwai, U. A, &
Yalcin, H. C. (2023). How does hemodynamics affect rupture tissue
mechanics in abdominal aortic aneurysm: Focus on wall shear
stress derived parameters, time-averaged wall shear stress,
oscillatory shear index, endothelial cell activation potential, and
relative residence time. Computers in Biology and Medicine, 154.
https://doi.org/10.1016/j.compbiomed.2023.106609

Ohtaroglu, 0. (2020). Experimental investigation of physiological
flow in abdominal aortic aneurysm (Master’s thesis, Middle East
Technical University, Ankara, Turkey).

Pinto, S. I. S,, & Campos, ]. B. L. M. (2016). Numerical study of wall
shear stress-based descriptors in the human left coronary artery.
Computer Methods in Biomechanics and Biomedical Engineering,
19(13), 1443-1455.
https://doi.org/10.1080/10255842.2016.1149575

Qiy, Y, Yuan, D, Wen, ], Fan, Y, & Zheng, T. (2018). Numerical
identification of the rupture locations in patient-specific abdominal
aortic aneurysms using hemodynamic parameters. Computer
Methods in Biomechanics and Biomedical Engineering, 21(1), 1-12.
https://doi.org/10.1080/10255842.2017.1410796

Quemada, D. (1978). Rheology of concentrated disperse systems.
Rheologica Acta, 653, 643-653.

Ramazanli, B, Yavuz, M. M,, & Sert, C. (2023). Effect of inlet velocity
profile and entrance length on abdominal aortic aneurysm
hemodynamics simulations. Journal of Thermal Science and
Technology, 43(2), 159-174.
https://doi.org/10.47480/isibted. 1391391




Razavi, A., Shirani, E., & Sadeghi, M. R. (2011). Numerical simulation
of blood pulsatile flow in a stenosed carotid artery using different
rheological models. Journal of Biomechanics, 44(11), 2021-2030.
https://doi.org/10.1016/j.jbiomech.2011.04.023

Reza, M. M. S,, & Arzani, A. (2019). A critical comparison of different
residence time measures in aneurysms. Journal of Biomechanics,
88, 122-129. https://doi.org/10.1016/j.jbiomech.2019.03.028

Saha, S. C, Francis, I, Saha, G., Huang, X, & Molla, M. M. (2024).
Hemodynamic Insights into Abdominal Aortic Aneurysms:
Bridging the Knowledge Gap for Improved Patient Care. Fluids,
9(2), 50. https://doi.org/10.3390/fluids9020050

Salman, H. E.,, Ramazanli, B, Yavuz, M. M., & Yalcin, H. C. (2019).
Biomechanical investigation of disturbed hemodynamics-induced
tissue degeneration in abdominal aortic aneurysms using
computational and experimental techniques. Frontiers in
Bioengineering and Biotechnology, 7, Article 111.
https://doi.org/10.3389 /fbioe.2019.00111

Sagr, K. M, Rashad, S,, Tupin, S, Niizuma, K, Hassan, T., Tominaga, T., &
Ohta, M. (2020). What does computational fluid dynamics tell us about
intracranial aneurysms? A meta-analysis and critical review. Journal of
Cerebral Blood Flow & Metabolism, 40(5), 1021-1039.
https://doi.org/10.1177/0271678X19854640

Scotti, C. M,, Jimenez, J., Muluk, S. C., & Finol, E. A. (2008). Wall stress
and flow dynamics in abdominal aortic aneurysms: Finite element
analysis vs. fluid-structure interaction. Computer Methods in
Biomechanics and Biomedical Engineering, 11(3), 301-322.
https://doi.org/10.1080/10255840701827412

Soudah, E, Loong, E. Y. K, Bordone, T. H,, Pua, M., & Narayanan, S.
(2013). CFD modelling of abdominal aortic aneurysm on
hemodynamic loads using a realistic geometry with CT.
Computational and Mathematical Methods in Medicine, 2013,
Article 472564. https://doi.org/10.1155/2013 /472564

Soulis, J. V., Giannoglou, G. D, Chatzizisis, Y. S, Seralidou, K. V.,
Parcharidis, G. E.,, & Louridas, G. E. (2008). Non-Newtonian models for
molecular viscosity and wall shear stress in a 3D reconstructed human
left coronary artery. Medical Engineering & Physics, 30(1), 9-19.

35

https://doi.org/10.1016/j.medengphy.2007.02.001

Stamatopoulos, C., Papaharilaou, Y., Mathioulakis, D. S, &
Katsamouris, A. (2010). Steady and unsteady flow within an
axisymmetric tube dilatation. Experimental Thermal and Fluid
Science, 34(7), 915-927.
https://doi.org/10.1016/j.expthermflusci.2010.02.008

Stergiou, Y. G., Athanasios, G. K., Aikaterini, A. M., & Spiros, V. P.
(2019). Fluid-Structure Interaction in Abdominal Aortic
Aneurysms: Effect of Haematocrit. Fluids, 4(1), 11.
https://doi.org/10.3390/fluids4010011

Suh, G.-Y, Les, A. S, Tenforde, A. S., Shadden, S. C., Spilker, R. L.,
Yeung, J. ], Cheng, C. P., Herfkens, R. ]., Dalman, R. L., & Taylor, C. A.
(2011). Hemodynamic Changes Quantified in Abdominal Aortic
Aneurysms with Increasing Exercise Intensity Using MR Exercise
Imaging and Image-Based Computational Fluid Dynamics. Annals
of Biomedical Engineering, 39(2), 864-883.
https://doi.org/10.1007/s10439-011-0313-6

Wei, Z. A, Huddleston, C, Trusty, P. M,, Singh-Gryzbon, S, Fogel, M. A,
Veneziani, A, & Yoganathan, A. P. (2019). Analysis of inlet velocity
profiles in numerical assessment of Fontan hemodynamics. Annals of
Biomedical Engineering, 47(11), 2258-2270.
https://doi.org/10.1007/s10439-019-02307-z

Weller, H. G., Tabor, G., Jasak, H., & Fureby, C. (1998). A tensorial
approach to computational continuum mechanics using object-
oriented techniques. Computers in Physics, 12(6), 620.
https://doi.org/10.1063/1.168744

Womersley, J. R. (1955). Method for the calculation of velocity, rate
of flow, and viscous drag in arteries when the pressure gradient is
known. The Journal of Physiology, 127(3), 553-563.
https://doi.org/10.1113/jphysiol.1955.sp005276

Zheng, E. Z., Rudman, M., Singh, ], & Kuang, S. B. (2019). Direct
numerical simulation of turbulent non-Newtonian flow using
OpenFOAM. Applied Mathematical Modelling, 72, 50-67.
https://doi.org/10.1016/j.apm.2019.03.003




Is1Bilimi ve Teknigi Dergisi - Journal of Thermal Science and Technology 45:1 (2025) 36-46

Journal Homepage: https://dergipark.org.tr/tr/pub/isibted

[s1 Bilimi ve Teknigi Dergisi

Archive: https://tibtd.org.tr/dergi

A systematic approach to numerical analysis and validation for industrial
oven design and optimization

Serdar SAHIN

1 Cukurova University, Mechanical Engineering Department, Adana, Ttirkiye

ARTICLE INFO

ABSTRACT

2025, vol. 45, no.1, pp. 36-46
©2025 TIBTD Online.
doi: 10.47480/isibted. 1505298

Research Article
Received: 27 June 2024
Accepted: 26 October 2024

* Corresponding Author
e-mail: serdarsa@gmail.com

Keywords:

Taguchi DOE

Design of experiments

Orthogonal arrays

Computational fluid dynamics (CFD)
Optimization

ORCID Numbers in author order:
0000-0002-6451-3329

The findings of this research not only provide valuable insights into industrial oven design but also demonstrate
the broader importance of adopting systematic approaches and incorporating numerical analysis techniques to
achieve clean energy goals. By leveraging such approaches across various industrial sectors, we can pave the way
for a greener future, where energy efficiency, environmental sustainability, and economic growth can
harmoniously coexist. In today's rapidly evolving world, where the need for sustainable practices and clean
energy solutions is more critical than ever, research plays a pivotal role in driving innovation and addressing
environmental challenges. The study presented in this article aligns with this overarching goal by focusing on the
optimization of industrial oven design, aiming to achieve energy efficiency and high-quality product outcomes.
Efficient oven design and optimization hold significant implications for energy conservation, reducing
greenhouse gas emissions, and minimizing environmental footprints. By precisely controlling heat distribution
and velocity within industrial ovens, such as the one investigated in this study, resource consumption can be
minimized, resulting in reduced energy usage and improved operational efficiency. Moreover, the enhanced
uniformity in temperature and airflow distribution ensures optimal product quality, reducing waste and
promoting sustainable production practices. A systematic approach to numerical analysis and validation for
industrial oven design and optimization is developed. Computational fluid dynamics (CFD) and the Taguchi
design of experiment methods were employed to determine the influential design variables. The 3D CFD model
was then compared with experimental results to validate its accuracy. An experimental oven design was
developed based on optimal signal-to-noise (S/N) ratios, and the numerical findings were corroborated through
experimental measurements, demonstrating a strong agreement. The proposed approach, encompassing the
design, manufacturing, and analysis stages, can be applied to diverse industrial oven designs. Using the Taguchi
method, the optimal configuration for the industrial oven was determined with the following parameters: four
fans (A), spaced 240 mm apart (B), and positioned at a height of 250 mm (C). This configuration was found to
provide the best balance of airflow distribution and heat transfer, ensuring uniform cooking throughout the
chamber.

Endiistriyel firin tasarimi ve optimizasyonuna yonelik sayisal analiz ve
dogrulamaya sistematik bir yaklasim

MAKALE BILGISI

OZET

Anahtar Kelimeler:

Taguchi DOE

Deney tasarimi

Ortogonal diziler

Hesaplamal akiskanlar dinamigi (HAD)
Optimizasyon

Bu aragtirmanin bulgulan yalnizca endiistriyel firin tasarimina dair degerli bilgiler saglamakla kalmiyor, ayni
zamanda temiz enerji hedeflerine ulagmak icin sistematik yaklasimlari benimsemenin ve sayisal analiz
tekniklerini birlegtirmenin biiytik dnemini de gosteriyor. Cesitli endiistriyel sektdrlerde bu tiir yaklasimlardan
yararlanarak enerji verimliliginin, ¢cevresel siirdiiriilebilirligin ve ekonomik biiyiimenin uyumlu bir sekilde bir
arada var olabilecegi daha yesil bir gelecegin yolu agilabilir. Verimli firin tasarimi ve en iyilestirilmesi, enerji
tasarrufu, sera gazi emisyonlarinin azaltilmasi ve gevresel ayak izlerinin en aza indirilmesi gibi 6nemli etkilere
sahiptir. Bu ¢alismada endiistriyel firin tasarimi ve en iyilestirilmesine yonelik sayisal analiz ve dogrulamaya
yonelik sistematik bir yaklasim gelistirilmistir. Etkili tasarim degiskenlerini belirlemek icin hesaplamal
akigkanlar dinamigi (HAD) ve Taguchi deney tasarim yontemleri kullamlmistir. 3 boyutlu HAD modellerinden
¢ikan sonuglara bagh olarak, sinyal-giiriiltii (S/N) oranlar1 belirlenmis, en yiiksek verimlilik icin, tasarim
degiskenlerinin degerleri tespit edilmis ve bu degerlere bagh olarak deneysel bir firin tasarim gelistirilmistir.
HAD analizlerinden elde edilen sayisal degerler ile deneysel élgiimlerden elde edilen degerler arasinda giiglii bir
uyum goriilmiistiir. Tasarim, iiretim ve analiz asamalarin kapsayan 6nerilen yaklasim, gesitli endiistriyel firin
tasarimlarina uygulanabilir. Taguchi yontemi kullamlarak, endiistriyel firin igin optimum yapilandirma agagidaki
parametrelerle belirlendi: dort fan (A), 240 mm arahkli (B) ve 250 mm yiikseklikte konumlandirlmis (C). Bu
yapilandirmanin, hava akisi dagilimi ve 1s1 transferi arasinda en iyi dengeyi saglayarak, hazne boyunca diizgiin
pisirme sagladigi bulundu.
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INTRODUCTION

The aim of the design process is to address future customer
demands. To achieve this, design offices should follow five key
steps: identifying needs, defining requirements, conducting
background research, developing solutions, and continuously
improving solutions based on testing. In a world of rising
energy costs and increased competition, there is a growing
demand for multifunctional and modular designs that offer
lower energy consumption. Furthermore, intense
competition and rapidly changing market conditions require
design offices and manufacturers to restructure their
processes to deliver products to end-users faster and more
reliably. This shift is also essential for industrial ovens
operating at high capacities. Companies that align their design
processes with this approach will gain a competitive
advantage. In recent years, numerical simulations have been
increasingly utilized to streamline the preliminary design,
development, and testing processes of products. By reducing
the number of required tests and prototypes, these
simulations help to minimize costs. Numerous researchers
have conducted studies on similar topics, highlighting the
significance of this approach.

Norton and Sun reviewed the studies of using CFD as an
effective design and analysis tool in the food industry (Norton
& Da-WenSun, 2006). Boulet et al. modeled the transient heat
transfer in a baking oven using Fluent (Boulet et al,, 2010).
Their model showed good agreement with the experiments
and revealed the contribution of wall temperatures of the
chamber. They did not take moisture into account. They used
the reliable k-epsilon turbulence model. Kokolj et.al. studied
different fan covers for a forced convection oven and
presented a validation of numerical methodology. Uniformity
between browning and temperature distribution is chosen as
the assessment point. Their simulations were 3D time-
dependent with both convective and radiative heat transfer
mechanisms and also include an evaporation model for the
baking process. They developed and validated a CFD model
to predict the baking performance and grade of browning of
a forced convection oven (Kokolj et al,, 2017). Rek et.al. used
CFD as a design tool for a new-generation cooking appliance.
They created different discrete models and analyzed the
influence of geometry boundary condition changes (Rek et al.,
2012). They validated the result with measurements taken
from an oven prototype. Fahey et.al. studied the flow through
the door of a pyrolytic oven. They made a steady-state 2D
numeric analysis using ANSYS CFX and compared the velocity
and temperature results on specific points. They used hot-
wire anemometry for velocity measurements and
thermocouples attached with aluminum tapes and found all
CFD results agree within %3 of the experimental results
(Fahey et al., 2008). Smolka et.al. present CFD analysis and
experimental analysis of the flow and heat transfer
mechanism in a natural convection oven. They used extensive
thermocouple arrays and PIV for verifying the temperature
distribution and the velocity distribution (Smolka et al.,
2013). Morales et.al. defined a linear programming problem
and modeled the brick oven's combustion process to
determine the burner's optimal location (Vizguerra-Morales
et al, 2016). Tank etal. developed a CFD model to study
temperature profiles during the baking process for partially
and fully loaded ovens (Tank et al., 2014). Yi et al developed a
CFD model for simulating the thermal transfer efficiency of an
existing hot air continuous convection oven. To increase the
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line speed, they investigated the effect of the velocity of
airflow and temperature (Yia et al.,, 2017). Stojanovic and his
colleagues examined the tribological behavior of an
aluminum-based hybrid composite material using the
Taguchi method and determined the factor that most affects
the wear rate by examining it with the ANOVA method
(Stojanovié et al,, 2015). Unver and Kiiciik made an efficiency
comparison for plate heat exchangers using the Taguchi
method and CFD, and found that the most effective variables
were duct height and air flow rate (Unverdi & Kiigiik, 2019).
Bicer and his colleagues proposed a new and innovative baffle
design in shell-tube heat exchangers, using the CFD and
Taguchi methods, to significantly reduce the shell-side
pressure loss without losing thermal efficiency, and achieved
a 49% reduction in the shell-side pressure drop compared to
the traditional structure (Biger et al., 2020). Tambolkar and
his colleagues performed filter design optimization using
CFD-Separated Phase Modeling and Taguchi approach to
maximize filtration efficiency and increase the reusability of
the liquid by changing the input parameters (Tambolkar etal.,
2020). Obidowski et al. used the response surface method
combined with genetic algorithm to develop an effective
approach to the problem of geometry optimization of a non-
axisymmetric flow channel (Obidowski et al, 2021).
Amadene and his colleagues used a 3-level, 3-variable
Taguchi approach and CFD simulations to optimize the
variables affecting fuel cell efficiency (Amadane et al.).
Chandra and his colleagues used CFD simulation and Taguchi
experimental design method to optimize the natural
ventilation of indoor spaces (Chandra etal,, 2022). Aydin et al.
designed and optimized a multi-compartment heat
exchanger on the basis of lowest cost, using an optimization
method he developed (Aydin et al, 2022). Yiice and his
colleagues used Taguchi, ANOVA and GRA experimental
methods and CFD simulations to optimize ventilation
efficiency in buildings (Yuce et al.,, 2022). i¢ and Yildirim used
the Taguchi approach to determine the levels of factors that
optimize the product quality of a washing machine (i¢ &
Yildirim, 2012). Ozer et al. carried out CFD analysis of the
squeezing phase of a washing machine and showed its
compatibility with experimental results (Ozer et al., 2016).
Demir and Akiiner determined the variables affecting the in-
wheel asynchronous motor efficiency with the Taguchi
approach and designed the experiment, and then determined
the variable levels according to the experimental results using
the ANSYS RMXprt program (Demir & Akiiner, 2018). Tiirkan,
on the other hand, carried out the experiments he designed
using the Taguchi experimental design method for vehicle
cooler optimization with CFD simulations and determined
the levels of the variables that gave the best efficiency value
(Tiirkan, 2024). Kahraman and Sugozu used Taguchi method
to optimize the design parameters of brake pad (Kahraman &
Sugozi, 2019). Shimpy et al. used Response Surface
Methodology and CFD to design a domestic solar dryer. They
defined design variables and created a design of experiment
array. They used COMSOL software for experiment runs
(Shimpy et al., 2024).

This study focuses on optimizing the internal velocity and heat
distribution in an industrial belt oven with forced convection,
utilizing the Taguchi design method developed by Dr. Genichi
Taguchi. The objective is to meet the demands for low
operating costs and low product prices by enhancing the
homogeneity of internal air and heat distribution in the oven.
By achieving improved product quality and reducing operating



and manufacturing costs, the study aims to optimize the oven's
performance. The modeling of in-oven airflow is conducted
using a three-dimensional cooking volume, employing
computational fluid dynamics (CFD) with the Ansys CFX
commercial software. The conservation equations for mass,
momentum, and energy are solved using the finite volume
method for incompressible flow. The design variables
considered are the number of fans, the distance between fans,
and distance from fans to the belt surface. Evaluation criteria
include belt surface temperature, heat gradient deviation, and
belt surface velocity deviation, each with three different levels.
To validate the accuracy of the CFD analysis, an experimental
oven design is created based on optimal signal-to-noise (S/N)
ratios. The study parameterizes different geometries and
determines their impact on air distribution. The findings of the
numerical model are corroborated through experimental
measurements, demonstrating a strong agreement. This
comprehensive study fills a gap in the literature by providing a
detailed experimental investigation of forced convection in a
continuous-feed belt oven. The combination of CFD simulations
and the Taguchi design method offers a systematic approach to
optimizing industrial oven performance. The proposed
approach, encompassing design, manufacturing, and analysis
stages, can be applied to a wide range of industrial oven designs.

METHOD

In this research, a comprehensive design methodology
comprising several steps has been developed to address the
project's objectives. The initial stage involves formulating a

[ Refused

preliminary design based on specific customer requirements,
followed by the identification of potential variables and their
respective levels. To efficiently manage the experimentation
and analyses, orthogonal variable level strings are constructed
using an experimental design approach, effectively reducing
the number of required tests. These identified variable level
strings are then utilized to create the necessary geometry
through CAD software, which is subsequently imported into
mesh software for mesh generation.

The next crucial step entails performing numerical modeling
within a specialized CFD software. This involves establishing
a robust mathematical model, defining material properties,
and setting boundary conditions to accurately simulate the
system under investigation. The CFD results are meticulously
evaluated using the experimental design approach, leading to
the determination of optimal parameter values.

Furthermore, a physical prototype is manufactured based on
the identified optimal variable values, and its performance is
compared to the results obtained from the CFD analysis
conducted with the same optimal variable values. Should the
observed differences between the physical prototype and the
CFD analysis be justifiable and fall within acceptable levels,
the design and its corresponding variable levels are accepted,
paving the way for the commencement of the detailed design
process. Conversely, if the differences prove unacceptable or
unexplainable, the project undergoes a thorough

reevaluation, necessitating a return to the preliminary design
phase to rectify any discrepancies.

Fig.1 Methodology

The Intended Oven Geometry and Operation of the Device

When the forced convection industrial ovens are examined, it
is seen that the fans with radial geometry are mostly aligned
along the direction of travel. Fans can be blown directly over
the belt or air can be sucked and redirected through a channel.
In such a discrete channel structure, the position of the suction
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holes and the location of the blow holes in which the air is
directed to different regions of the belt is of high importance for
the air distribution in the oven and therefore for the
optimization of the heat distribution. The heaters can be placed
in parallel with the flow direction. The amount of heat needed
will be reduced as a result of the optimization of the indoor air
distribution.



In the general design stages of the belt oven, the systematic
steps of conformity were followed. The design has been
realized by taking into consideration the ease of installation
and manufacturing, based on the use of modular, common
parts. In the detail design phase, the assembly and
manufacturing difficulties encountered during the prototype
production were eliminated and visual improvements were
made. The dimensions of the main cooking chamber are
1128mm in length, 295mm in width, and 337 mm in height
with a porous belt surface located at the height of 100 mm. Fans
sucked the air inside the chamber to a discrete channel
structure and the air is blown back to the main cooking
chamber with blowing holes located at a height of 63mm.

Fig.1 General layout

Fig.2 Air circulation

The distance between the suction fans (L) is parameterized,
which changes between 170 mm to 240 mm with 35mm
increments. Also, the vertical location of fans is parameterized,
which is changed between 200mm to 250mm with 25 mm
increments. The number of fans changed between 2 to 4. Fans
are positioned symmetrically on both sides of the oven
centerline. Product inlet and product outlet details are
excluded from the design because of the complexity. Air
circulating hole dimensions and locations were kept constant
due to construction issues. A stainless-steel chain belt with a
porosity of 0.5 volume fraction is used. Resistances are located
under the top side of the oven. Each resistance has a power of
900W. Although the total power of the heaters used in the oven
is 4.5kw, only a certain amount of this power will be used to
maintain the temperature inside the oven after the set
temperature is reached. In Fig.1, the schematic drawing of the
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proposed oven is given. In Fig.2, a schematic of the proposed air
circulation is given.

All sides of the heating chamber were covered with 20 mm
glass wool isolation material except the product inlet, the
product outlet, and the ventilation openings. The heating
chamber was isolated from the main chassis to prevent
critical areas such as maintenance doors and electronics
from overheating,

Design of Experiments

The most important factor on product quality is
minimizing the changes in the conditions on the belt
surface where the products start to bake. Therefore, the
temperature and velocity standard deviation over the belt
surface was determined as the oven’s performance
criterion. First of all, all the factors affecting the oven
performance were revealed by using the fishbone diagram.
Based on the fishbone diagram, the factors to be taken as
constant and variable during the experiments were
decided (Fig. 3). The type and humidity of the grains to be
processed are not controllable parameters due to the
multifunctionality of the oven. Depending on the user's
needs, the operating temperature and fan speed can be
changed by the user, so these two parameters are
considered fixed. Ambient temperature and ambient
humidity are also not controllable variables. For economic
reasons, the material variables are assumed to be constant.
equipment parameters have been chosen as variables. The
Taguchi experimental design method used to define
orthogonal arrays containing variables and the different
levels of variables to investigate how different variables
affect process performance. Instead of testing all variable
combinations as in the classical factorial design,
combination pairs are tested in the Taguchi method,
reducing the number of tests necessary to collect the
necessary data to determine the variables that affect the
process the most, thus saving time and resources.

Three different factors and three different levels for each
factor are given in Table 1. After the experimental
parameters and levels were determined, the three-
variable, three-level Taguchi orthogonal array, L9(33), is
created and given in Table 2. While 27 experiments will be
conducted with factorial design, only 9 experiments were
conducted using Taguchi experimental design.

Table 1 Parameters and levels

Parameters L1 L2 L3

Number of fans (A) 2 3 4

Dist. between fans (mm) (B) 170 205 240

Height of fans (mm)(C) 200 225 250
Table 2 Taguchi L9 Orthogonal Array

Taguchi L9 (32), P3,L3

Run A B C

1 2 170 200

2 2 205 225

3 2 240 250

4 3 170 225

5 3 205 250

6 3 240 200

7 4 170 250

8 4 205 200

9 4 240 225
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Fig. 3 Fishbone diagram
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Numerical Solutions

To analyze a continuous and differential fluid flow, Navier-
Stokes equations, which are derived from the laws of
conservation of mass (continuity), conservation of energy
(first law of thermodynamics), and conservation of
momentum (Newton’s second law of motion), are used.
Conservation of mass is the general law that states that the
amount of mass change in a given fixed control volume is
equal to the difference between the amount of mass
entering and leaving. The law can be formulated for

compressible flows in differential form as:
dp

at
ap

And for incompressible flows (5

+V.(pV) = 0 (1)

= 0), law of continuity will be:

(2)

Conservation of energy or the first law of thermodynamics
simply states that energy can neither be created nor
destroyed, it can only be converted from one form to
another. In other words, for a fixed control volume, the rate
of energy change is equal to the heat addition and work
done, total energy remains constant. For the steady state,
incompressible flow conservation of energy law will be:

(3)

The Law of conservation of momentum or Newton’s
second law of motion states that the rate of momentum
change in a control volume is equal to the sum of the
external forces. For the steady state, incompressible flow
conservation of momentum law will be:

dv

Pt
For the above equations, V is the velocity field, p is the pressure,
T is the temperature, k is the thermal conductivity, p is the

density, g is the gravity, t is the time, p is the viscosity, © is the
viscous dissipation function.

V.(V) =0

ar _ kV2T + 6
pCV dt -

=pg — Vp + uv?v (4)

The Navier-Stokes equations have no analytical solutions
except for very simple flows under ideal conditions. To find
solutions in real flows, numerical methods using algebraic
approaches must be used. For numerical modeling and solving
the conservation equations, ANSYS CFX, a computational fluid
dynamics program that uses the finite volume method, was
used. ANSYS CFX uses an element-based finite volume method,
which first involves discretizing the spatial domain using a
mesh. The mesh is used to construct finite volumes, which are
used to conserve relevant quantities such as mass, momentum,
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and energy (Inc A., 2011). The finite volume method is widely
used in fluid dynamics and heat transfer problems (Norton &
Da-WenSun, 2006).

All fans are modeled as rotating bodies that had transient rotor-
stator interface model boundary conditions in a stationary fluid
domain, based on the standard ®150mm diameter oven fan (Fig4).

Fig.4 150mm oven fan

Angular velocities of all rotating fan bodies are equal to
2800rpm and constant. Possible rpm changes due to
temperature are neglected. All walls have a thermal
conductivity value of 0.04W/m.K.

The standard k-epsilon turbulence model is not recommended
for flows impinging on surfaces because the turbulence energy
may be over-predicted at the stagnation points (Durbin, 1996).
SST (shear stress turbulence) method is validated by
researchers (Kokolj et al., 2017) (Kokolj et al,, 2017) and also
used for this analysis. For the heat transfer mechanism Total
Energy and for thermal radiation Monte Carlo approaches
were used. For more accurate solutions, physical modeling
errors and mesh quality must be considered. Ansys CFX uses
scalable wall functions to solve the boundary layer profile near-
wall regions in turbulent flow with an acceptable
computational load. But there is a danger of overestimating the
boundary layer so a non-dimensional parameter y+ (YPLUS) is
used for quality check. y+ is a non-dimensional variable
representing the distance from the wall to the first node away
from the wall. As the y+ increase, the wall-type conditions will
be imposed further from the wall by scalable wall functions. By
definition, y+ is dependent on the size of the mesh near wall
regions (Inc, 2011). The upper limit of y+ is a function of the
Reynolds number and for large Reynolds numbers as Re=10?,
y+ can be around 1000 or more but for typical applications
which have lower Reynolds numbers, entire boundary layers
might only extend around y+=300 for not overestimations, and
not to underestimate the boundary layer, lower bound for y+
will be y+=30. (Inc A., 2011). As Ansys CFX uses scalable wall
functions, no need to worry about the lower limit for y+. The
growth rate of the elements was kept low to avoid poor quality
cells but as a result of the low growth rate and complex oven
geometry. Mesh size range changes due to geometric
parameterization. In

Table 3 summary of the settings used in the simulation is given.

Table 3 Summary of settings used in simulations Governing equations

Total Energy for conduction and convection
Monte Carlo for thermal radiation
SST (shear stress turbulence) method for turbulence
modeling

Material properties
All air properties temperature-dependent
Thermal conductivity of the wall insulation, 0.04 W/(mK)
Constant solid material properties

Boundary conditions
Product inlet, product outlet, and ventilation holes
defined as openings
External walls, mixed convective and radiative heat flux




The mesh is a hybrid of tetrahedra and hexahedra elements.
The maximum element skewness, aspect ratio, and orthogonal
quality index values of the elements and their recommended
values (Inc A., 2009) are given in Table 4. Air is defined as an
incompressible ideal gas. The thermal conductivity, viscosity,
density, and specific heat of air were considered temperature-
dependent. All solid material properties were considered fixed.
Product inlet, product outlet, and ventilation holes are defined as
openings to the atmospheric pressure and ambient room
temperature (25 °C). The belt speed is not included in the
simulations as it varies according to the product to be processed.

All analyses were performed as transient with a full buoyancy
model due to the extreme complexity of the flow and heat
transfer mechanisms. The first-time step is 1 s with an adaptive
timestep setting and the max number of the time steps is 80.
The target max loop number is 5 and the target min loop
number is 2. The Total Energy heat transfer model and Monte
Carlo thermal radiation model with isotropic scattering model
were used. The inflation layer settings for meshing were
defined with a transition ratio of 0.77, maximum layers of 5,
and a growth rate of 1.2. The smooth transition option was used
to ensure a gradual increase in layer thickness, optimizing the
boundary layer resolution without a sharp size change in the mesh
elements (Fig.5). Grid sensitivity analysis is done for Run1 with 2.5,
3, 3.5 and 4 million elements. And found that for above 3 million
elements, belt surface temperatures deviations for intended point
is below % 2. For timestep 80, temperature levels stabilized. From
these results model concluded as grid independent.

Table 4 Mesh quality parameters

Model Recommended
Elm. size range ~3,500.000
Max.Elm. skewness 0.9481 <0.95
Max. Aspect ratio 34.186 <35/1
Orthogonal quality 0.25 >0.14

A grid sensitivity analysis was conducted to ensure the
accuracy and reliability of the CFD results for the industrial
oven, specifically focusing on the belt surface temperature at
three distinct points (x:0.24, y:0.15; x:0.502, y:0.15; x:0.753,
y:0.15) (Table 5). The analysis was performed using four
different grid sizes: 2.5, 3, 3.5, and 4 million cells. The belt
surface temperatures at the selected points demonstrate that,
as the grid resolution increases, the temperature values
converge. For instance, at Point 1 (x:0.24, y:0.15), the
temperature increases from 204.8°C with a 2.5M grid to
278.7°C with a 3.5M grid, before slightly stabilizing at 272.3°C
with a 4M grid. Similar trends are observed at Points 2 and 3,
where the temperature values fluctuate initially but show
stabilization as the grid resolution increases. These results
indicate that the solution becomes grid-independent between
3.5M and 4M cells, confirming that further refinement would
not significantly alter the simulation outcomes. Therefore, a
grid size of 3.5M cells was selected as a compromise between
accuracy and computational efficiency.

Table 5 Grid Sensitivity
Belt surface temp at point

For each model, it took approximately 8 hours to calculate the
mesh structure and numerical simulations. All calculations
were made on a workstation with a quad-core 3.80GHz Xeon
processor and 32GB of ram.

In the Taguchi method, the signal-to-noise ratio (S/N Ratio) is
used to measure the variability between experimental data.
Three types of S/N Ratios are defined in the Taguchi method:
smaller is the best, nominal is the best, and larger is the best. In
this study, the smaller is the best (Eq.(5)) approach was used
since it is aimed to have the lowest deviations in the temperature
and velocity distribution on the belt surface where the product is
treated. CFD models were compared due to belt surface velocity
and temperature deviations. Belt surface temperature and
velocity deviations transformed into S/N ratios are given in
Table 6. The aim of this study is to minimize the deviations so the
S/N ratio is defined as in equation (5).

0,200

0,000 0,400 (m)

0,100
Fig.5 Mesh structure with inflation layers
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Table 6 S/N ratios for Taguchi DOE runs

Run A B C SNRA-Temp SNRA-Vel
1 1 1 1 -32.856 -0.172

2 1 2 2 -34.762 0.468

3 1 3 3 -29.971 3.715

4 2 1 2 -33.174 -0.442

5 2 2 3 -32.690 0.250

6 2 3 1 -29.311 -0.649

7 3 1 3 -30.365 4.243

8 3 2 1 -32.826 -2.047

9 3 3 2 -31.716 0.543

Table 7 Response Table of means of SN Ratios for temperature deviations

Level Mean A-Temp Mean B-Temp Mean C-Temp
1 -32.529 -96.395 -94.993

2 -31.725 -100.278 -99.651

3 -31.636 -90.998 -93.026

Delta 0.089 5.397 6.626

Rank 3 2 1

Table 8 Response Table of means of SN Ratios for velocity deviations

x:0.24 y:0.15 x:0.502 y:0.15 x:0.753y:0.15

Grid pl p2 p3
2.5 204.8 148.1 192.5
3 259.2 153.3 158.0
3.5 278.7 157.5 169.9
4 2723 164.9 162.3

Level Mean A-Vel Mean B-Vel Mean C-Vel
1 1.337 3.629 -2.868

2 -0.280 -1.329 0.569

3 0.913 3.608 8.207
Delta 0.424 -0.020 7.638
Rank 2 3 1
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In Fig.6 and Fig.7 mean velocity change and mean temperature
change are given in the X direction. To find the belt surface
average temperature, 100 different point values were taken
along the X-axis at the Y=0.05m, Y=0.15m, and Y=0.25m
positions. All values were taken 0.01 m above the belt.

The purpose of this study is to provide the most appropriate
heat and air speed distribution on the belt surface in order to
ensure the continuity of the desired quality in the products to
be cooked, in other words, to prevent product burning due to
excessive heat formation in any area on the belt or insufficient
cooking due to insufficient heat formation. For this, it is desired
that the deviations in the belt temperature distributions given
in Table 7 and the belt air speed distributions given in Table 8
are low. For the factors examined, the average of the signal-to-
noise ratios was calculated and the factors that most affected
the deviations in the temperature (Table 7) and velocity
distribution (Table 8) were determined. Regardless of which of
the smaller is the best, nominal is the best, and larger is the best
approaches are used to evaluate the experimental results, in
calculating the S/N ratio, as the value of the calculated S/N ratio
gets higher, its effect on the test result increases. For belt

surface temperature deviation minimization, with the respect
to the criteria smaller is the best, and the best combination of
factors is A3B3C3. For belt surface velocity deviation
minimization, with the respect to the criteria smaller is the best,
and the best combination of factors is A1B1C3.

Variance analyzes of the parameters were performed using the
S/N ratios obtained from the experimental results (Table 9,
Table 10).In Table 9 and Table 10 Param. is for parameter, DOF
is for degree of freedom, SS is for sum of squares, MS is for mean
of squares and Cont. is for contribution.

The purpose of analysis of variance is to determine to what
extent the examined variables affect the targeted values and
how different levels cause variability, and at the same time to
test the statistical reliability of the results obtained. The F
values calculated in the analysis of variance were compared
with the values taken from the F value table for F o5 , ¢ and it
was seen that 95% confidence level was provided. A3B3C3
variance is chosen for product verification.
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Figure 9 Mid-Section Surface Temperature Distribution for A3B3C3

Table 9 Analysis of variance table for heat distribution

Param. DOF SS MS Cont.% F

2 16348 8174 66% 1528
B 2 4217 2108 17% 394
C 2 4156 2078 17% 388
Err. 2 11 5 0%
Ttl. 8 24732 100%

Table 10 Analysis of variance table for vel. distribution

Param. DOF SS MS Cont. % F
A 2 11.1 5.6 4% 10.2
B 2 50.7 25.3 20% 46.5
C 2 194.5 97.3 76% 178.6
Err. 2 1.1 0.5 0%
Ttl. 8 2574 100%

RESULTS AND DISCUSSIONS

Mathematical approaches, limited computational capacity, and
insufficient understanding of the physical model cause
uncertainties in computational fluid dynamics (CFD)
simulations. As a result, the reliability of CFD in design processes
depends on the experiments performed during the design
verification process (Marvin, 1988). Due to this necessity, a
prototype was manufactured and tested according to the
dimensions specified in the A3B3C3 factors (Table 11) and CFD
results compared with the temperature and velocity
measurements, taken 1 cm above the porous band, which is
thought to be the most important region in terms of product
quality. Fahey et al (Fahey et al, 2008) indicated that the
difference between the flow rates of heated and nonheated air
passing around the cooling circuit can be neglected. Flow
velocities are measured in ambient air in the unheated oven
using hot-wire anemometry in specified locations. Typical
accuracy for hot wire anemometers usually provides an
accuracy within #1% to 5% of the measured velocity under
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optimal conditions and the manufacturer spec value for device is
+4% which is high but acceptable for highly turbulent flow.

Table 11 Prototype values
Parameters Value
Number of fans (A) 4
Dist. between fans (mm) (B) 240
Height of fans (mm)(C) 250

To find the temperature distribution on the belt surface,
standard J-type thermocouples consisting of iron and
constantan which are operating in the range of 0-760 centigrade
were attached 1 cm above the band surface. Thermocouples
were placed along the lines Y=0.05 and Y=0.25, from the
position X=0.15m to X=1.05m with 0.15m increments. For
thermostat input, a thermocouple is located at x=0.4m at the
midsection. When the thermostat was set to 160 °C, the oven
reached a steady state at 20 minutes with 5 °C fluctuations.
Iron-constantan thermocouples (Type ]) offer a sensitivity of 55
pv/°C and are commonly used for general temperature
measurements within the range of —-40 °C to +750 °C, with an
average measurement error of +0.75% and is neglectable for a
highly turbulent flow. Their functionality remains largely
unaffected in both oxidizing and reducing environments
(Morris & Langari, 2016).

A comparison of simulation results with experimental results is
given in Fig. 10 and Fig. 11. In order to avoid human-induced
errors, all experimental measurements were repeated 3 times
and averaged To determine the accuracy of the simulation, the
measurement values, and relative deviations are given in Table
12 and Table 13. The deviations were calculated according to
the formulas below:



AV = Vcalc - Vmeas x100% (6)
Vmeas

AT = Tcalc - Tmeas x100% [7)
Tmeas

The model can simulate velocity and temperature profiles
with acceptable accuracy for a turbulence convection heat
transfer study. Deviations may be due to measurement
techniques and limited access to the oven due to it being a
closed volume. Specifically, the measured velocities were
predicted with a relatively low deviation at most points.

For measurement on the Y0.05 line, the line close to fans,
most points are underpredicted with a maximum deviation
of 25.28% at X=0.90m, which is near the product outlet.
For measurements on the Y0.25 line, points are over or
underpredicted with a maximum deviation of 19.12% at
X=0.15 which is a more acceptable value for such a
complex analysis. The error rate also shows a certain
height because the velocity measurements are made when
the oven is cold but the trend of experimental
measurements is similar to the trend of CFD results.
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Table 12 Velocity Measurements
Vel. Y 0.05 Y 0.25
X [m] Calc.(m/s) Meas.(m/s) Dev.% Calc.(m/s) Meas.(m/s) Dev.%
0.15 1.15 1.33 16.13% 1.58 1.28 -19.12%
0.31 2.82 2.48 -11.95% 1.24 1.04 -16.39%
0.45 0.93 0.77 -17.41% 1.98 2.19 10.58%
0.60 1.01 1.11 10.12% 3.55 331 -6.76%
0.75 2.57 2.56 -0.47% 3.63 3.95 8.95%
0.90 0.68 0.51 -25.28% 1.85 1.87 0.67%
1.05 1.79 1.83 2.17% 2.62 2.90 10.47%
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Table 13 Temperature Measurements

Temp. Y 0.05 Y 0.25

X [m] Calc (°C) Meas. (°C) Dev.% Calc (°Q) Meas. (°C) Dev.%

0.15 163.54 146.77 -10.25% 120.30 141.09 17.28%
0.31 185.96 189.70 2.01% 109.71 101.31 -7.66%
0.45 168.25 144.23 -14.28% 167.86 133.76 -20.31%
0.60 153.76 166.18 8.08% 158.75 176.32 11.06%
0.75 135.94 115.26 -15.21% 132.06 121.54 -7.97%
0.90 115.86 100.58 -13.18% 117.40 138.15 17.67%
1.05 127.88 124.83 -2.38% 112.59 114.64 1.82%

Values read in temperature measurements show lower mm (C). This configuration was found to provide the best

deviation rates compared to velocity measurements. While the
maximum deviation in the measurements made on the Y0.05
line is -15.21% at X=0.75m, the maximum deviation in the
measurements made on the Y0.25 line is 20.31%. at X=0.45m.
The general distribution of the measurements made on both
lines is compatible with the trend created based on the
calculated values.

Although the deviation values are generally high, the
experimentally measured values show a distribution by the
trend drawn depending on the calculated values. Relatively high
deviations can be accepted in such complex geometry problems
where heat and fluid transfer in different environments are
examined. Difficulties in reaching the closed oven volume and
related measurement errors should not be ignored.

CONCLUSION

The performance of industrial ovens plays a critical role in
achieving efficient and uniform drying and cooking processes.
In this study, we focus on optimizing the internal velocity and
heat distribution of an industrial belt oven utilizing Taguchi
design principles. By employing computational fluid dynamics
(CFD) simulations and experimental measurements, we aim to
identify the key design variables and their impact on the oven's
performance. This research provides valuable insights for
designing and analyzing industrial ovens in various applications.

The continuous belt oven under investigation consists of a
permeable stainless-steel belt and axial fans with stick-type
heaters. The fans draw hot air from the main chamber and
deliver it beneath the permeable belt through a back chamber.
To improve the airflow distribution, the positioning of the fans
and the geometry of the back chamber were carefully assessed.
The internal flow patterns were analyzed to ensure optimal heat
transfer and uniform drying/cooking throughout the oven.

The Taguchi design of experiments was employed to determine
the most influential design variables affecting the oven's
performance. The number of fans, the distance between fans,
and the distance from fans to the belt surface were selected as
the key design factors. The objective was to minimize belt surface
temperature deviation and belt surface velocity deviation.

A 3D computational fluid dynamics model was developed to
simulate the airflow and heat transfer within the oven. By
systematically varying the design variables defined in the
Taguchi experiment, the model allowed us to assess their impact
on the internal velocity and heat distribution. This approach
enabled efficient exploration of the design space and facilitated
the identification of optimal settings. The proposed approach,
encompassing the design, manufacturing, and analysis stages,
can be applied to diverse industrial oven designs. Using the
Taguchi method, the optimal configuration for the industrial
oven was determined with the following parameters: four fans
(A), spaced 240 mm apart (B), and positioned at a height of 250
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balance of airflow distribution and heat transfer, ensuring
uniform cooking throughout the chamber.

To validate the accuracy of the numerical findings, an
experimental oven design was developed based on the optimal
S/N ratios obtained from the Taguchi analysis. Experimental
measurements were conducted to compare the actual oven
performance with the CFD predictions. The results
demonstrated a strong correlation between the two,
confirming the reliability of the numerical model.

This study successfully optimized the internal velocity and heat
distribution in an industrial belt oven using Taguchi design
principles and computational fluid dynamics simulations. By
determining the key design variables and their effects on
performance, the study provides valuable insights for the design
and analysis of industrial ovens in various applications. The
experimental validation further reinforces the reliability of the
proposed approach. Future work may involve applying this
methodology to optimize other types of industrial ovens, thereby
enhancing their efficiency and uniformity in heat distribution
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A novel Combined Turbine-Peltier System (CTPS) was designed and built to harness both the
thermal and kinetic energies of an engine's exhaust gas and convert it to electrical power. The
turbine generator was connected to the turbocharger shaft and the Thermoelectric Generators
(TEG) were assembled between the heat exchangers mounted on the exhaust pipe. The
Computational Fluid Dynamics (CFD) approach and Taguchi optimization technique were
employed in order to analyze and optimize the flow field and heat transfer characteristics of
the system. Based on the optimized numerical results, an experimental setup was designed and
manufactured, and the experiments were conducted on an engine operating at different load
and speed conditions. The harvested maximum power output for a single TEG was 5.5 W with
the thermal efficiency of 3.6% and the net output power of the CTPS was 190 W obtained at the
engine speed of 3000 rpm. The maximum increase in the power of the ICE combined with the
CTPS method was calculated as 1.6%. The obtained numerical results were compared with the
experiments and showed a good accordance with the maximum deviation of 6%.

Kombine Tiurbin-Peltier Sistemi Araciligiyla Atik Is1 Geri Kazanim
Sistemlerinin Verimliliginin lyilestirilmesi

MAKALE BILGISI

OZET

Anahtar Kelimeler:
Atik Is1 Kazanimi
Termoelektrik Jenerator
Is1 Degistirgeci

Tirbin Jenerator

fcten Yanmali Motorlar

Yeni bir Kombine Tiirbin-Peltier Sistemi (CTPS), bir motorun egzoz gazinin hem termal hem de
kinetik enerjilerini kullanmak ve bunu elektrik giiciine doniistiirmek i¢in tasarlandi ve tiretildi.
Tirbin jeneratorii turbosarj miline baglandi ve Termoelektrik Jeneratérler (TEG) egzoz
borusuna monte edilen 1s1 degistiriciler arasina monte edildi. Sistemin akis alani ve 1s1 transferi
ozelliklerini analiz etmek ve optimize etmek icin Hesaplamali Akiskanlar Dinamigi (CFD)
yaklasimi ve Taguchi optimizasyon teknigi kullanildi. Optimize edilmis sayisal sonuglara
dayanarak, deneysel bir kurulum tasarlandi ve iretildi ve deneyler farkh yiik ve hiz
kosullarinda ¢alisan bir motorda gergeklestirildi. Tek bir TEG i¢in hasat edilen maksimum gii¢
cikis1 %3,6 termal verimlilikle 5,5 W oldu ve CTPS'nin net ¢ikis giicii 3000 rpm motor hizinda
elde edildi ve 190 W oldu. ICE'min giicindeki maksimum artis CTPS ydntemi ile
birlestirildiginde %1,6 olarak hesaplandi. Elde edilen sayisal sonuglar deneylerle
karsilastirildiginda maksimum %6 sapmaya ragmen iyi bir uyum gosterdigi gorilmiistiir.

©2025 TIBTD. ISSN 1300-3615 / e-ISSN 2667-7725



NOMENCLATURE

CTPS Combined Turbine-Peltier System To Dead State Temperature [K]

HX Heat Exchanger W Power [W]

ICE Internal Combustion Engine o Seebeck coefficient (V/K)

TEG Thermoelectric Generator [ Thermal Conductivity (W/m. K)

WHRS Waste Heat Recovery System o Electrical Resistivity (S/m)

ORC Organic Rankine Cycle n First Law Efficiency

ZT Figure of Merit 1 Second Law Efficiency

S/N Signal to Noise Yy Exergy or Availability [W]

T Temperature Difference [K] s Entropy of the State (kJ/kg. K)

Tc Cold Surface Temperature [K] h Enthalpy of the State (k] /kg. K)

Tu Hot Surface Temperature [K] m Mass Flow Rate (kg/sec)

INTRODUCTION Hot side ‘ :s:;rbed _
p-type TE leg s Copper interconnect

In Internal Combustion Engines (ICE), the stored chemical
energy in the fuel is converted into thermal energy and then
into mechanical energy. Due to thermodynamics laws and
mechanical losses, this transformation can never be complete,
and studies have shown that only about 38% of the chemical
energy of the fuel is converted into mechanical energy (Orr et
al, 2016). Figure 1 shows the total fuel energy distribution in a
typical ICE in which the energy wasted through the exhaust
system is about 33%. This energy is in the form of kinetic
energy and enthalpy of exhaust gases. Waste heat recovery
systems (WHRS) such as turbochargers, Organic Rankine Cycle
(ORC), and Thermoelectric Generators (TEG) were introduced
as an attempt to harness this energy (Stobart et al, 2017).
Turbochargers only take advantage of the kinetic energy of the
exhaust gases via a turbine-compressor combination to
increase the intake air pressure of the ICE. On the other hand,
ORC and TEG systems are driven by the enthalpy carried by the
gases. Due to the fact that TEGs have fewer mechanical parts
and maintenance needs, their implementation on the exhaust
system of vehicles is more convenient and economical than
ORC (Stobartetal, 2017).
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Figure 1. The distribution of the fuel energy in a typical ICE

TEGs are operating according to the Seebeck law in which
electrical power is generated when there is a temperature
difference between the semiconductor surfaces. The internal
structure of TEGs includes p-type and n-type semiconductors
for electricity generation, copper plates for electrical
connection, and ceramic plates for insulation (Snyder & Ursell,
2003). The internal structure of TEGs can be seen in Figure 2.

The efficiency of the TEGs is calculated using Figure of
Merit (ZT) which is defined as [6]:

(1)
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Heat
rejected
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Figure 2. The internal structure of TEGs (Kempf & Zhang, 2016).

In which a is the Seebeck coefficient, T is the temperature
difference between the TEG surfaces, o is the electrical
resistivity, and § is the thermal conductivity. In order to
calculate the efficiency of the TEG modules, the Carnot
efficiency term was used considering the ZT value and the
efficiency correlation is as follows:

(2)
TF ZTppy — 1 (Ty — T¢)
NrEc = T | % T
1+ 72Ty + T_Z H

Where, the ZTavg indicates that the average ZT value at the
average T. Also, Tc and TH were the cold and hot surface
temperatures of the TEG. Application of TEGs on the surfaces of
the exhaust pipe is an effective method to produce electrical
power from heat energy (Shen et al,, 2019). Mastbergen et al.
used both experimental and numerical methods to evaluate the
efficiency of TEGs. The extended surfaces had been installed on
TEG hot and cold surfaces to create a temperature difference.
The working fluid for both heating and cooling purposes was
air and the material of p-type and n-type semiconductors was
Bi2Te3. The efficiency of TEG was calculated at around 1%
during the test conditions. The deviation between the
numerical results and experimental results has been reported
at about 15% (Mastbergen et al,, 2005).

Hsiao et al. have developed a mathematical model to evaluate
the TEG application in automotive exhaust systems. The
computer-aided evaluation method has been used to calculate
the efficiency of TEGs. According to the results of this study, the
maximum power density of TEGs has been measured as 51.13
mW/m3 (Hsiao et al,, 2010).

The application of heat exchangers on the exhaust pipe of
vehicles is a method used to enhance TEG performance. Karri
et al. have manufactured a heat exchanger model that had
finned surfaces assembled on the exhaust pipe. The effect of



TEG on the overall fuel economy of two different vehicles has
been investigated. The obtained results have revealed that a
fuel economy of about 4% could be achieved using the TEGs on
the exhaust system (Karri et al,, 2011a).

Evaluation of the heat exchanger performance has been
conducted numerically by Wang and Liu in order to obtain a
uniform temperature distribution on the surfaces of the heat
exchangers. It has been suggested that the efficiency of the
TEGs can be improved by the application of an alternative
finned surface orientation in the heat exchangers mounted on
the exhaust system (Wang & Liu, 2014a). Computational Fluid
Dynamics (CFD) model was employed by Wang and Ma to
study the increase in the efficiency of the heat exchanger with a
spiral shape extended surface installed on the exhaust pipe.
The efficiency of the heat exchangers had been increased by
about 8.4% resulting in an increase in the efficiency of the TEGs
by about 2% (Wang & Liu, 2014b).

In order to minimize the overall cost and complexities in the
application of the TEG in vehicles, it has been suggested that the
surface of the exhaust muffler of the automobiles be considered
as heat exchanger (B. Huang & Shen, 2022). It has been shown
that one of the immediate benefits of this method was that the
increase in back pressure in the exhaust system of the vehicle
has been canceled by applying the TEGs on the muffler surface
(Hewawasam et al., 2020).

Enhancing the thermal efficiency of the TEGs directly relies on
maintaining the uniform surface temperature on each side of
the heat exchanger. To achieve this condition, Huang et al. have
developed a new heat exchanger model that includes the phase
change material (PCM) inside the hot and cold surfaces.
Theoretical calculations resulted in a 15% increase in the
thermal efficiency. However, in order to maintain a uniform
temperature between the surfaces of the HX, a portion of the
harvested heat energy from the exhaust was consumed by the
PCM material. Consequently, the second law efficiency of the
system decreased (K. Huang et al, 2021).

A comprehensive study of the literature showed that the
commercialization of TEGs in automobiles could be possible by
addressing issues such as non-uniform temperature
distribution on the surfaces of heat exchangers, pressure drop
effect, low thermal efficiency of TEGs, and the required cooling
source. This study aims to tackle some of these issues by means
of optimization techniques as well as numerical and
experimental analysis. Additionally, due to the fact that the
power produced by the turbine of the turbocharger is more
than enough to just drive the compressor, a generator was
mounted on the turbocharger shaft to harness the excess
power. Therefore, a novel Combined Turbine-Peltier system
(CTPS) was developed by combining a TEG system for waste
heat recovery.

MATERIAL AND METHODS
Experimental Test Setup

The developed CTPS was a combination of two HXs, 20 pieces
of Bi2Te3-based TEGs, a turbine-generator system, a water
reservoir, and a cooling pump. The exhaust gas was passed
through a heating channel acting as the hot reservoir and the
water was circulated via a pump through the cooling channel
and a water reservoir. The TEGs were sandwiched between the
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heating and cooling channels. In order to obtain a comparable
temperature distribution for TEGs, the crossflow orientation
for the hot and cold sides was used. The turbine-generator was
mounted immediately after the engine exhaust manifold to
generate the electrical power using the kinetic energy of exhaust
gas. Figure 3 indicates the overall system configuration.

0000
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Figure 3. Configuration of the designed CTPS

The engine used was an 1150 cc Renault D4F spark ignition
engine mounted on an AVL test bed shown in Figure 4. The
engine speed and engine load were controlled with a
dynamometer and the exhaust gas properties were
measured by a set of thermocouples and mass flow
controllers. The WHRS was connected immediately after the
exhaust manifold to minimize the heat loss in the exhaust
pipe. In the current study, the experimental data was
collected after observing the steady temperature and mass
flow rates of the exhaust gas at the test bench, and the delay
time for the data gathering was measured at about 20
minutes. In order to check the validity of the experiments,
more than ten measurements were recorded in the same
environment and boundary conditions and the average
value of the was presented in the Tables and Figures.

Figure 4. Theexperimental test setup

In the developed CTPS, the electrical power was produced
by both WHRS and the turbine-generator system. The
produced power from a turbine-generator was 3-phase
due to the principles of the generators. Considering the
regulation, all components located in the vehicle should
operate with single-phase or DC. Thus, the produced 3-
phase electrical power was converted to single-phase by
means of an h-bridge constructed with six diodes. Figure 5
shows the turbine-generator circuit schematics and device
in which the “K” signs the A2212 brushless DC motor, the
“C” signs the multimeter, and the “L” signs the h-bridge.



HBEridge Filter
Generator JS
Ext 1
Y f’Lr\ =+ 5 Load
T 3

&

" Engine

Figure 5. Turbine-Generator circuit schematic and device

In the analysis of thermal systems, whereas the general
evaluation method calculates the thermal efficiency using the
first law approaches, the exact performance indicator of the
system is the second law efficiency since it gives a system
whether effective or not. Therefore, to calculate the second
law efficiency of the control volume that is presented in
Figure 3, the availability energy of the exhaust gas and water
was calculated using the Equation 3. Moreover, the overall
second law efficiency of the CTPS was evaluated by
employing the combined second law efficiencies of HX and
TEGs as given in Equations 4 and 5, respectively. So, the
overall second law efficiency of the system was calculated
using the Equation 6 (Patowary & Baruah, 2018).

y=mXx[(h—hy) =Ty X (s —50)] (3)
WHX

= (4)

Hrix Yi—VYz2
Wreg

= (5)
HT56 = G =) — a —72)
Hiroveratt = NMux "NTEG (6)

Where W _HX is the power of the HX, W_TEG is the power of
the TEG, n_HX and n_TEG are their efficiencies, respectively. In
equation 6, the efficiency is based on the total produced power
in the TEG system. Hence, to calculate the total power and net
power values, Equation 7 was used as follows:

(7

Whet = Wrge + Weenerator — WPump

Numerical Study of CTPS

In the HX studies, the vane thickness, number of vanes, and gap
size are directly related to the effectiveness of the HX, and these
parameters should be selected considering the types of applied
boundary conditions (Borcuch et al,, 2017; Moon & Kim, 2014;
Soylemez, 2003). In order to design an optimized HX model, the
extended surface dimensions for the exhaust gas heating
channel were selected using the Taguchi L9 (3 by 3)
optimization method since the Taguchi model calculates the
sensitivity of the design parameters on the output parameters
by changing of the design points systematically. So, the
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required analysis points could be reduced from 27 to 9. The
selected vane heights were 10, 20, and 40 mm considering the
hydraulic diameter of the exhaust pipe, and the gap between
the vanes was selected as 5 and 10 mm. A gap size larger than
10 mm was not considered due to limitations in the heat
exchanger manufacturing process. During the optimization
studies, the cooling channel dimensions were kept constant
according to the previous studies (Kara et al,, 2019; Tekin etal,
2019). The cooling water flow rates of 0.1, 0.25, and 0.5 kg/sec
were preferred in order to obtain minimum power
consumption by cooling pump. The selected control factors and
levels for Taguchi L9 are given in Table 1. The output
parameters in the optimization were the pressure drop and the
temperature difference between TEG surfaces which was
chosen to be around 120°C to obtain maximum efficiency
based on studies in the literature (Patil et al,, 2018; Patowary &
Baruah, 2018). The designed Taguchi L9 optimization matrix
can be seen in Table 2.

Table 1. The Taguchi design parameters

Control Factors Levels
Exhaust Channel Vane Height [mm] 10, 20, 40
Vane Gap [mm] 5,10

Water Flow Rate [kg/sec] 0.1,0.25,0.5

Output Parameters

The desired value
is 120

Temperature Difference between the
Surfaces of TEGs [K]

Pressure Drop [Pal] The desired value

is 0.1
Table 2. The Taguchi L9 design matrix
Control Factors

Experiment Number Vane Vane Water Flow

p Height Gap Rate

[mm] [mm] [kg/sec]

Exp. 1 10 5 0.1
Exp. 2 10 10 0.25
Exp. 3 10 5 0.5
Exp. 4 20 5 0.5
Exp. 5 20 10 0.1
Exp. 6 20 10 0.25
Exp. 7 40 5 0.25
Exp. 8 40 10 0.5
Exp. 9 40 5 0.1

In order to obtain the optimal HX model, CAD models were
created for each of the experiments according to the Taguchi
design table which can be seen in Figure 6. The numerical
analyses were conducted utilizing the Ansys Fluent software.

Exp. | Fxp 2 Exp 3 Esp & Exp 4
Esp 6 Exp 7 Exp § Exp 9

Figure 6. The heating channels of the HX for the numerical analysis

The obtained data from the performance test of the engine
were applied as boundary conditions in the numerical analysis
as shown in Table 3. In the numerical study, the air properties
were used in the heating channel due to the fact that exhaust



gas properties are comparable to that of air and the working
fluid in the cooling channel was water. In the computational
fluid dynamics (CFD) analyses of the heat exchangers, the
Reynold-Average Navier Stokes approach (RANS) was
preferred by selecting the k-epsilon viscous model since this
viscous model provides an appropriate near-wall modeling for
the heat transfer solution in the conjugate heat and fluid
problems. To estimate the actual heat flux and temperature
distributions over the HX surfaces, the time-dependent
analysis type was selected and the analysis duration was 3600
seconds based on the suggestions from the literature (Harun
etal, 2018; Kutt & Lehtonen, 2015; Liu et al,, 2014).

Table 3. Boundary conditions of the numerical study

Parameters Cooling Heating
Channel Channel
Fluid Type Liquid Water Air
Inlet Temperature 303 [K] 753 [K]
I . 0.7978 3.48e-05
Dynamic Viscosity [mPass] [kg/m.s]
Channel Material Aluminum Aluminum
. k-epsilon k-epsilon
Viscous Type Realizable Realizable
Y+ Value 30 30
RESULTS AND DISCUSSION

In order to estimate the system efficiency and optimization of
the HX model that was designed for cooling and heating
purposes, initially, the engine was tested without the CTPS. After
benchmarking the engine in the test bed, the engine exhaust gas
properties were measured considering the literature
recommendations (Champier, 2017; Yang, 2005; Zhou et al,
2014). In order to obtain the engine exhaust gas flow rate and
temperature values, the AVL test bed was operated using the
speed/alpha mode. In this mode, to measure the exhaust gas
and engine properties, the butterfly angle was increased
continuously by about 5% until the torque value of 50 N-m was
achieved. The preferred torque value was obtained in full
throttle at 2000 rpm, and in 70% and 50% of butterfly angles
at 2500 and 3000 rpm, respectively. Table 4 indicates the
engine exhaust gas properties at different engine speeds.

Table 4. The engine output results at different speeds

Parameters 2000 2500 3000
[rpm] _ [rpm] [rpm]
Exhaust Gas Flow Rate [kg/sec] 0.0075 0.0088 0.0103
Exhaust Gas Temperature [K] 753 789 818
Engine Torque [N-m] 50 50 50
Brake Power [kW] 11.7 13.1 15.7

In the Taguchi analysis method, the effects of the control factors
on the output parameters are assessed by changing the control
factor levels. In this way, whether the selected control and
output factors are suitable or not could be checked. The selected
output control parameters were the temperature difference
between the surfaces of the HX and the pressure drop in the
exhaust channel. For the CFD analysis of the Taguchi L9 array,
the 2000 rpm engine speed was chosen as a boundary condition
because not only it was expected that the minimum temperature
difference and exhaust gas mass flow rate would occur at this
speed but also to optimize and increase the effectiveness of the
CTPS system considering the minimum conditions.
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The CFD analysis was carried out for all the experiments based
on the control factors suggested by the Taguchi optimization
method in order to obtain the temperature difference and
pressure drop values for each of the models. Initially, the mesh
independency tests were carried out with four different
element numbers ranging from 0.8 up to 6.5 million cells. As
can be seen in Figure 7a, the mesh size of about 5.3 million cells
provided sufficient accuracy for the numerical model. The
created mesh structure is also presented in Figure 7b.
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Figure 7. The mesh independence test results (a) and the
constructed grid (b)

Figure 8 shows the temperature distribution on the hot and
cold surfaces of TEGs. It was seen that while the temperature
over the hot surface decreased from the inlet to the outlet, the
cold surface temperature increased from the inlet to the outlet
since the cross-flow method was selected. The surface
temperature difference on the TEGs was in the range of about
85 to 190 K with an average value of around 113 K which is in
the optimum range of TEG operational conditions (Patowary &
Baruah, 2018). The results for the average temperature
difference on the TEG surface as well as the pressure drop for
the experiments are presented in Table 5. These results were
used to assess the optimum dimensions and cooling flow rate
in the Taguchi optimization method.
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Figure 8. The temperature distribution on the hot and cold surfaces
of TEGs




In order to assess the effect of control factors on temperature
difference between TEG surfaces and pressure drop in the
heating channel, the signal-to-noise (S/N) analysis was
performed, and the results are presented in Figure O.
Considering the obtained data from S/N analysis for the
temperature difference, it was seen that the effect of vane
height was more significant than the other two factors.
Increasing the vane height to 40 mm resulted in an increase in
temperature difference by about 17% above the mean values.
However, the effect of change in the vane distance and cooling
flow rate was less than 5%. The same results were also noticed
for pressure drop values as well. It can be concluded that the
most important control factor on the HX was the vane height.

Main Effects Plot for Means
Data Means

Vane Height Vane Distance Cooling Flow Rate

.

Mean of Means

(a)

Main Effects Plot for Means
Data Means

Vane Height Vane Distance Cooling Flow Rate

Mean of Means

(b)
Figure 9. The S/N curves for (a) temperature difference and (b)
pressure drop

Table 5 shows the temperature difference and pressure drop
results for the different control factors. It was seen that the
highest temperature difference was obtained at Exp. 7 at about
117 K and the lowest pressure drop was measured at Exp. 2 at
about 0.10 Pa. Reducing the cooling flow rate from 0.25 kg/sec
in Exp. 7 to 0.1 kg/sec in Exp. 9 resulted in a temperature
difference decrease by about 4 K, however, the required
pumping power for cooling water was also decreased
significantly. When the obtained results from the numerical
analysis were investigated together as given in Table 5 and
Figure 8, to obtain the maximum temperature differences
between the TEG surfaces, the hot channel vane height should
be 40 mm. Moreover, the vane distance changes strongly affect
the pressure drop more than the temperature differences, the
vane distance was selected as 5 mm since the pressure drop in
the channel was negligible considering the environmental
pressure was about 101,3 kPa. When the sensitivity of the
cooling flow rate on the temperature differences and pressure
drop were examined, the results showed that the cooling flow
rate was insensitive to the output parameters. So, to reduce the
required power for the circulation of the cooling fluid in the
cold channel, the cooling flow rate was selected as 0.1 kg/sec.
Considering the results, Exp. 9 with a vane height of 40 mm,
vane distance of 5 mm, and cooling flow rate of 0.1 kg/sec was
preferred as optimal geometry for the experimental analysis
and manufacturing. Moreover, when the vane height, hot
surface temperature, and pressure drop results were
investigated together, the increase rate of the vane height was
directly proportional to the increase rate of the temperature
and pressured drop due to the flow area being reduced and the
high turbulence intensity being occurred.

After obtaining the optimum HX model from optimization
studies, the CFD studies of the CTPS were carried out by
defining the engine test results given in Table 4 as
boundary conditions. During the analysis, three exhaust
gas flow rates and temperatures obtained under three
engine speeds measured at constant torque were used.

Considering the results, when the exhaust gas flow rate
increased at higher engine speeds, the temperature difference
and pressure drop increased by about 12% and 25%. The
numerical analysis results of the CTPS are listed in Table 6.

Table 5. The obtained numerical results for the temperature difference and pressure drop

Control Factors Result Factors

Experiment Number Fin Height Fin Distance Cold Flow Rate Temp. Diff. Pressure Drop

[mm] [mm] [kg/sec] [X] [Pa]
Exp. 1 10 5 0.1 85 0.11
Exp. 2 10 10 0.25 85 0.10
Exp. 3 10 5 0.5 87 0.11
Exp. 4 20 5 0.5 97 0.13
Exp. 5 20 10 0.1 92 0.11
Exp. 6 20 10 0.25 94 0.11
Exp. 7 40 5 0.25 117 0.22
Exp. 8 40 10 0.5 113 0.18
Exp. 9 40 5 0.1 113 0.23

Table 6. The numerical results of the optimum HX model

Parameters 2000 [rpm] 2500 [rpm] 3000 [rpm]
Temperature Difference [K] 108.8 123.3 147.5
Pressure Drop of Heating Channel [Pa] 0.18 0.24 0.35
Outlet Air Temperature [K] 528.3 561.6 584
Outlet Water Temperature [K] 305.3 305.7 305.9
Inlet Water Temperature [K] 303 303 303
Inlet Air Temperature [K] 753 798 818
Water Flow Rate [kg/sec] 0.1 0.1 0.1




The obtained results from the experimental study as given in
Table 6 were used to calculate the first and second law
efficiencies of the TEG system by using Equations 3 to 6 and the
calculated results are presented in Table 7. The exergy (y) was
calculated considering the environmental condition and the
produced energy was collected from the experiment. It was seen
that the firstand second-law efficiencies were increased with the
engine speed due to the increase in the mass flow rate and
converted energy from the exhaust gas. Moreover, the selected
control volume for the exergy analysis is given in Figure 3.

Table 7. The first and second law efficiencies of the TEG system

The maximum thermal efficiency of the TEGs was 3.6% and the
maximum second law efficiency was about 10% obtained at
3000 rpm. The calculated maximum theoretical efficiency of
TEGs based on Equation 1 was 6.36% which was about 43%
higher than the obtained thermal efficiency. This was because
in theoretical calculations, the temperature distribution on the
TEG surfaces was considered to be uniform, and the Seebeck
coefficient and thermal conductivity of the materials were
assumed to be identical.

Parameters 2000 [rpm] 2500 [rpm] 3000 [rpm]
Calculated Power Output of TEGs [W] 68.5 101.7 148.9
Exergy of Inlet Air [W] 1411.4 1866.9 2395.9
Exergy of Outlet Air [W] 468.9 680.9 911.5
Reversible Energy of Air [W] 942.5 1186.0 1484.4
Reversible Energy of Water [W] 61.0 102.3 113.2
Second Law Efficiency of TEGs [%] 7.27 8.57 10.03
Theoretical First Law Efficiency of TEGs [%] 4.86 5.41 6.36
Calculated First Law Efficiency of TEGs [%] 2.6 3.0 3.6

In order to reveal the performance increases with the CTPS
in the WHRS, the already shared similar studies were
compared with the current study as given in Table 8. The
measured or calculated thermal efficiencies gradually
increase in the thermoelectric generator studies by year
because of the optimized utilization and obtaining the
smooth temperature gradient over the HX surfaces. The
comparison parameters for the WHRS studies that are

related to TEGs were the produced power quantity from
the single TEG and the thermal efficiency of the TEGs.
Therefore, the singular TEG power quantity and thermal
efficiency were used in Table 8. Considering the obtained
results, the thermal efficiency was higher than the study
conducted in 2022 by about 32.2%. Additionally, the
produced power quantity from the single TEG was greater
than the study conducted in 2011 at around 27.2%.

Table 8. Comparison of the results for the designed TEG with the results in the literature

Year . Output Power Thermal
Reference Published TEG Material Method per a TEG [W]  Efficiency [%]
(Ikoma et al., 1998) 1998 Si-Ge Experimental 2.8 0.9
(Mastbergen et al., 2005) 2005 BizTes Experimental 2.1 1.0
(Espinosa et al., 2010) 2010 Mg2Si/Zn4Sbs- BizTes Simulation 1.2 0.8
(Hsiao et al,, 2010) 2010 BizTes Experimental 1.24 0.4
(Karri et al,, 2011b) 2011 BizTes Experimental 4.0 1.26
(Liu et al.,, 2014) 2014 BizTes Simulation and Experimental 1.0 14
(B. Huang & Shen, 2022) 2022 PbSn Simulation 0.4 2.44
Current Study - Biz2Tes Simulation and Experimental 5.5 3.6

After conducting the numerical analysis, the HX was
manufactured and assembled on the experimental test setup.
During the experimental studies, the engine was operated at
three different speeds and four different engine torques. All
TEGs were connected in series and the total voltage and
current were measured utilizing a rheostat as a load resistor.
The same method was used for turbine-generator output
power, as well. The consumed power of the cooling pump was
at a constant value of 9.7W with a mass flow rate of 0.1 kg/sec.
The obtained results showed that the power output value of the
turbine generator and TEGs were directly proportional to the
increment of the engine speed and torque values. Under the no-
load condition, the power generated by TEGs was significantly
higher than the turbine-generator system. However, by
increasing the engine torque, the rate of increase in power
generated by the turbine compressor was much higher than
that of TEGs. The maximum net power output values measured
at 2000, 2500, and 3000 rpm engine speeds were 90.6, 132.7,
and 190.4 W, respectively.

The CTPS power ratio defined as the percentage of increase in
the engine brake power was also calculated. Even though the
highest power output of 190.4 W was measured under 75 N-m
load at 3000 rpm, the maximum CTPS power ratio was
evaluated as 1.6% under 25 N-m load at 3000 rpm. The reason
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for this condition can be clarified with the ZT value of the TEGs
because the efficiency of the CTPS system is directly
proportional to TEGs efficiency. The measured experimental
results are presented in detail in Table 9.

In order to illustrate the relationship between the waste heat
recovery systems and the engine speed, the net power output
values of the CTPS are given in Figure 10. It can be seen that the
net power output of the system had a linear correlation with
the engine torque, especially at higher engine speeds. This
linear trend was not followed at 2000 rpm due to the fact that
at this speed the maximum torque of 50 N-m was achieved at
fully open throttle conditions and the exhaust gas temperature
was at its maximum.

In order to validate the numerical model, the deviation between
the simulation results and experimental data was compared. The
numerical results were conducted by applying the exhaust gas
flow rate and temperature values which were obtained for
engine speeds of 2000 to 3000 rpm at 50 N-m engine load. The
maximum temperature deviation between the experimental
data and numerical results was around 6%. Figure 11 shows the
comparison between the experiments and the numerical results
at different engine speeds.



Table 9. The experimental test results of the CTPS

Engine Engine Engine Temp TEGs TEGs Turbine- Cooling Net CTPS
Brake . ' . Power Generator System Power Power
Speed Torque Difference Ratings .
[rpm] [N-m] Power [K] [V-A] Output Power Power Output Ratio
[kw] W] W] W] W] [%]
2000 0 1.9 62 47.7-0.3 14.3 6 9.7 10.6 0.6
2000 25 5.2 85 56.6-0.42 23.7 12 9.7 26.0 0.5
2000 38 10.5 103 68.2-0.55 37.5 25 9.7 52.8 0.5
2000 50 15.7 118 80.4-0.65 52.3 48 9.7 90.6 0.6
2500 0 3.1 95 62.8-0.53 33.2 12 9.7 35.5 1.1
2500 25 6.5 112 77.4-0.62 47.9 28 9.7 66.2 1.0
2500 50 13.1 128 92-0.7 64.4 50 9.7 104.7 0.8
2500 75 19.6 141 99.2-0.78 77.4 65 9.7 132.7 0.7
3000 0 4.7 115 78.5-0.63 49.5 30 9.7 69.8 1.5
3000 25 7.9 142 99.6-0.79 78.7 55 9.7 124.0 1.6
3000 50 15.7 152 112-0.82 91.8 73 9.7 155.1 1.0
3000 75 23.6 168 117-0.95 111.1 89 9.7 190.4 0.8
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CONCLUSION

In this study, the optimization methods, analysis, and
experimental approaches were employed to design and
manufacture a novel Combined Turbine-Peltier System
(CTPS) to harness the energy of the exhaust gases from an
ICE operating under different conditions. The obtained
results can be summarized as follows:

+¢ In the design of HX, the effect of vane height was more
significant than the vane distance and the cooling flow
rate. Increasing the vane height to 40 mm resulted in an
increase in temperature difference by about 17% above
the mean values.

By increasing the engine speed from 2000 rpm to 2500
rpm and then to 3000 rpm, the exhaust gas flow rate
increased and resulted in a higher temperature difference
between TEG surfaces by about 12% and 25%.

The first and second law efficiencies were directly
proportional to the engine speed and the maximum
thermal efficiency of the TEGs was 3.6% and the
maximum second law efficiency was about 10% obtained
at 3000 rpm. Also, the maximum obtained power from a
single TEG was 5.5W.
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+ Under the no-load condition, the power generated by
TEGs was significantly higher than the turbine-generator
system. However, by increasing the engine torque, the
rate of increase in power generated by the turbine-
compressor was much higher than that of TEGs. The
maximum net power output values measured at 2000,
2500, and 3000 rpm engine speeds were 90.6, 132.7, and
190.4W, respectively.

The highest CTPS power ratio was evaluated as 1.6%
under 25 N-m load at 3000 rpm.

The maximum temperature deviation between the
experimental data and numerical results was around 6%.
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indicates less than 1% deviation and an R2 score of 0.99, demonstrating the ROM’s capability.
Computational Fluid Dynamics The ROM achieved'a mean squared error (MSE) of.2.82E-06 for the irllt'erpolation and 2.79E-05
Machine Learning for the extrapolation tests, further supporting its accuracy. Additionally, the ROM offers
Reduced Order Model significant advancements in solution time, achieving reduction by up to three orders of
Autoencoders magnitude, which enhances its practical utility.
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HAD Coziimlerini Kullanarak Endiistriyel Cam Ergitme Firinlarinin Isletme
Analizi I¢in Makine Ogrenimi Tabanli Indirgenmis Model Gelistirilmesi

MAKALE BILGISI OZET
Anahtar Kelimeler: Endiistriyel cam ergitme firinlarinda enerji tiikketimi, cam Kkalitesi, sicaklik dagiliminin
Cam Ergitme Firinlar1 belirlenmesini saglayan hesaplamali akiskanlar dinamigi (HAD) modelleri, firinlarin tasarim

Hesaplamali Akigkanlar Dinamigi
Makine Ogrenimi

Indirgenmis Model

Otokodlayici

stireclerinde de kritik 6neme sahiptir. Ancak, cam ergitme prosesinin genis zaman ve uzunluk
boyutlari nedeniyle, bu modellerin yiiksek hesaplama maliyeti giinliik firin operasyonlarinda
kullanilmasini kisitlamaktadir. Bu zorlugu asabilmek icin, bu ¢alismada bir cam ergitme
firlninin cam banyosu HAD modelinden elde edilen sonuglar kullanilarak, makine 6grenimi
tabanli bir indirgenmis model gelistirilmistir. indirgenmis model, cekis hiz1, dogal gaz kaynakl
1s1akisi ve elektrik potansiyel farki sinir kosullarinin degisimini iceren parametrik HAD verileri
ile olusturulmustur. Bu veri seti ile sicaklik ve hiz alani1 tahminleri yapabilecek, konvoliisyonel
noral ag tabanli bir otokodlayici egitilmistir. Sonrasinda, otokodlayicinin boyutsal yiikseltme
yapan bolimi, ek bir tam baglantili noral ag araciligiyla, isletme parametreleri olan smir
kosullariyla iligkilendirilmistir. Bu iki agin birlesimiyle indirgenmis model elde edilmistir.
Indirgenmis modelin performansi, interpolasyon ve ekstrapolasyon testlerinde
degerlendirilmis; test sonuglarinda %1'den az sapma, 0.99 R? skoru elde edilmistir.
Interpolasyon ve ekstrapolasyon testlerinde kaydedilen ortalama karesel hata ise, sirasiyla,
2.82E-06 ve 2.79E-05'tir. Ayrica indirgenmis model, yeni HAD ¢dzlimii tahmin siiresini ¢
mertebeye kadar hizlandirmistir. Bu ¢alisma, makine 6grenimi tabanl indirgenmis modellerin
operasyonel analizler i¢in etkili bir ara¢ oldugunu kanitlamakta ve cam ergitme firinlarinda
uygulanabilirligini basariyla gostermektedir.
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NOMENCLATURE

ARD% Average Relative Difference Percentage p Pressure (Pa)
CFD Computational Fluid Dynamics Sjoute Joule Heating Source (W/m3)
CNN Convolutional Neural Network T Temperature (K)
MAE Mean Absolute Error Vi Ground-Truth Solution
MSE Mean Squared Error y Mean of Ground-Truth Solution
ML Machine Learning 9, ROM Prediction
R2 Coefficient of Determination p Density (kg/m3)
ROM Reduced Order Model u Dynamic Viscosity (Pa.s)
SELU Scaled Exponential Linear Unit o Electrical Conductivity (1/ohm.m)
Cp Specific Heat (J/kg.K) v Velocity (m/s)
kess  Effective Thermal Conductivity (W/m.K) 1) Electric Potential (V)
n Number of Computational Cells
INTRODUCTION approaches creating digital twins is through physics-based

Modern continuous glass furnaces are quite complex thermal-
fluid systems involving various physical phenomena, including
batch-to-melt conversion, radiation transport in the molten
glass, natural convection due to thermal expansion, joule
heating with AC electrodes, turbulent combustion, and thermal
coupling between the combustion atmosphere and glass bath
(M. K. Choudhary et al, 2010; Cravero and Marsano, 2023;
Faber et al, 2020; Pigeonneau and Flesselles, 2012; Pokorny et
al, 2012, 2020; Viskanta, 1994). The glass furnaces have
various types such as regenerative, recuperative, and all-
electric furnaces (Atzori et al, 2023; Zier et al, 2021).
Continuous regenerative furnaces, the most commonly used in
the glass industry, are particularly efficient in conserving
energy through heat recovery from exhaust gases. However,
their high energy consumption contributes to CO, emissions,
raising concerns about global warming and the need for
sustainable energy solutions. Their design is critical, as it not
only influences furnace efficiency but also impacts the
greenhouse gas emissions by the furnace. By applying
computational fluid dynamics (CFD), these furnaces can be
analyzed in depth, allowing engineers to evaluate design and
operational parameters and their environmental impact.

Numerous studies focus on different aspects of glass melting
and related process. For example, CFD studies have examined
the electric field and heat source generated by the immersed
electrodes in the glass melt and the use of bubbling to enhance
mixing by momentum transfer (Daurer et al,, 2022; Matsuno et
al, 2008; Simcik and Ruzicka, 2015; Soubeih et al, 2015).
Radiative heat transfer in the glass melt, due to its high
temperature nature, and the heat transfer mechanism between
the combustion space and the melt are also key areas of
interest (M. K. Choudhary et al, 2018; Rai€ et al,, 2021). These
CFD simulations support the furnace design process and
operation (Abbassi and Khoshmanesh, 2008; Han et al, 2022;
Jebava and Némec, 2018; Li et al, 2020; Pigeonneau et al,
2023). However, while CFD models provide a comprehensive
understanding, multiphysics and multiscale features of glass
melting process, the time-intensive nature of model
preparation and solution poses challenges for real time
decision-making during furnace operation (Gao et al,, 2021).

Recently, the concept of creating digital twins for glass furnaces
has gained traction to enhance operational efficiency. Digital
twins dynamically replicate the physical furnace in a virtual
environment, potentially bridging the gap between theoretical
modeling and real-time operational insights. One of the
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models, which defines the system based on the physical laws.
However, the use of physics-based models, such as CFD,
encounters hurdles in the form of requisite expertise and
substantial solution times. Another approach is data-driven
methods. Today, large volumes of data containing valuable
information about processes and operations can be gathered
from industrial equipment. Using this data, along with a
bidirectional flow of information between the physical and
digital systems, it is possible to replicate the operation and
forecast the condition of the physical system (Cassar et al,
2018; Gao et al, 2021; Pazarlioglu et al, 2022; Taskesen et al,
2023). However, digitally replicating every system using field
data is challenging due to raw data being noisy, often
incomplete, and requiring significant pre-processing before
being effectively used to construct data-driven models
(Molinaro et al, 2021).

Addressing these challenges, model order reduction emerges
as a promising solution. By significantly reducing the
dimensionality of data and the physical model while retaining
essential information, models with reduced order offer a
pathway to swiftly assess the effects of changing operational
parameters on system properties. Techniques such as Galerkin
projection of the Navier-Stokes equations onto an orthogonal
basis of proper orthogonal decomposition (POD) modes
provide a direct link to the governing equations. However, this
approach is intrusive and relies on human expertise to develop
models based on a working simulation (Brunton et al,, 2020;
Rowley and Dawson, 2017). Additionally, these models may
perform poorly when dealing with advection-dominant
problems or systems highly sensitive to minor state changes
(Mtucke etal, 2021).

To better capture, replicate, or predict the key dynamic
physical features, machine learning (ML) algorithms can be
utilized (Molinaro et al, 2021). This approach combines data-
driven methods with physics-based methods. Obtaining a
solution with the new inputs for the underlying governing
equations is much faster compared to solving the system of
equations. Specifically, this simulation-based digital twin
method utilizes the simulation data, covering a broad range of
operating conditions, to train a machine learning model,
potentially eliminating the need for further simulations
(Catsoulis et al, 2022). Meanwhile, with advancements in
simulation capabilities and experimental techniques, fluid
dynamics is evolving into a data-rich field, making it suitable for
ML algorithms (Brunton et al,, 2020). A significant part of the
progress can also be attributed to the accessibility of open-



source software platforms like PyTorch (Paszke et al., 2017)
and Tensorflow (Abadi et al, 2015). These platforms have
simplified the process of implementation and training,
eliminating the need for specialized knowledge. Furthermore,
the advancement of computation-accelerating hardware, such
as GPUs, has made it feasible to train extremely large models
(Miicke et al., 2021). However, the black-box nature of machine
learning methods, which often lack physical interpretability, is
making it difficult to analyze results based on the underlying
physics of the problem. Enhancing the physical interpretability
of these models and incorporating the problem's physics into
them are still challenging tasks (Masoumi-Verki et al,, 2022).

The successful implementation of machine learning methods
into physics-based models highlights the potential for
integrating similar techniques in other engineering disciplines.
Zhang et al. developed a surrogate model for structural seismic
response prediction using a physics-guided convolutional
neural network (Zhang et al, 2020). The developed deep
neural network utilizes existing physics, such as the laws of
dynamics, to mitigate overfitting and reduce the requirement
for large training datasets. The effectiveness of the proposed
method was demonstrated through both numerical and
experimental data, with the authors suggesting that the
proposed algorithm can be scaled to other structures and to
other types of hazard events. Similarly, Cho et al. applied a
comparable approach to predict lithium-ion battery lifetime
(Cho et al,, 2022). They developed a physics-informed neural
network by incorporating the energy balance law into the loss
function to predict battery temperature with limited data. They
plan to expand the study to include actual electric-vehicle driving
profiles. Pfaff et al. developed a mesh-based graph network to
address physics simulations which takes the advantage of
adaptive meshing (Pfaff et al, 2020). This technique overcomes
the limitations of grid-based methods (such as convolutional
neural networks) by learning predictions on existing
computational meshes and it can be applied on a wide range of
physical systems, from simulating cloth and structural
mechanics to fluid dynamics. The predictions by the trained
network showed that acceleration of 1-2 orders of magnitude,
faster than the simulation it was trained on.

Meanwhile, machine learning methods in the development of
reduced order models (ROM) using CFD solutions have also
gained popularity in recent years. Erichson et al. studied
shallow decoders to reconstruct flow field from limited sensor
data (Erichson et al, 2019). They achieved superior
performance with fully connected shallow networks compared
to conventional model approximation methods, such as proper
orthogonal decomposition, while utilizing fewer sensors. He et
al. proposed a ROM for fast prediction of natural convection of
nanofluids in annulus pipes (He et al., 2022). They utilized U-
net structure of deep convolutional neural networks (CNNs).
The Nearest Wall Signed Distance Function is combined with
numerical data to train the network for better geometry
adaptation. A two-dimensional annulus is utilized to
investigate the feasibility, accuracy, and stability of the
proposed method. They reported that predicting the velocity
field is somewhat more challenging than predicting the
temperature field. However, error analysis showed that the
proposed network model still achieves satisfactory results,
with an average error of less than 1%. Wiewel et al. studied the
temporal progression of physical functions of fluid flow
problems using deep learning (Wiewel et al, 2019). Their
approach uses the combination of learned latent spaces with
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Long Short-Term Memory (LSTM) to predict the temporal
changes in the field solutions. To show the capabilities of the
method, they predicted the temporal solutions of a series of
liquid simulations and a set of single-phase buoyancy
simulations. Using the developed data-driven solver, they
achieved 150 times faster simulation time than a standard
pressure solver. Kim et al. utilized CNN networks to train on
various transient CFD simulations enabling the generation of
fluid simulations from the reduced parameters (Kim et al,
2019). They ensured the condition of divergence-free is strictly
met using stream functions. The resulting ROM facilitated the
interpolation of CFD solutions and time advancement of an
existing simulation. Authors also stated up to 700 times faster
computation time compared to a CFD simulation. Thuerey et al.
extended the application of ROM models to Reynolds-Averaged
Navier-Stokes solutions of airfoil flows (Thuerey et al,, 2020).
They utilized U-net deep learning architecture using physics
informed feature normalization to learn from velocity and
pressure distribution, and to predict the field solution for
unknown airfoil shapes. The paper also explored the impact of
training data size and the number of weights on the model
accuracy. In the context of glass furnace solutions, a similar
application of machine learning methods has been investigated
to enhance furnace operation support (Castillo and Kornish,
2017). The authors reported 98% accuracy in generating flow
field and post-processed outputs. This body of work
collectively demonstrates the growing significance of
leveraging machine learning techniques to advance the
capabilities of CFD-based reduced order models across diverse
engineering domains.

This study focuses on leveraging machine learning
methodologies, particularly autoencoders integrated with
CNNs, applied to parametric CFD solution data. The primary
objective is to represent the complex dynamics of the glass
furnace CFD solution, consisting of 2D velocity and
temperature fields, in lower dimensions within a latent space,
and to predict new CFD solutions by using this reduced domain
and up sampling of the decoder network. This approach
enables rapid and accurate decision support for daily furnace
operations using ROM-generated CFD solutions. The ROM
developed using 2D solutions can serve as a baseline for
developing a ROM for a full-scale furnace. The novelty of this
study lies in the fact that, although ML-based ROMs have been
applied to other thermal flow problems, to the authors’
knowledge, this is the first time such a model has been applied
to a glass furnace with a fully detailed process explanation.
Additionally, this study explains the operational benefits of the
reduced order model with well-detailed examples.

CFD MODEL

A CFD model of an end-fired glass melting furnace was
constructed to generate training and test dataset for the
machine learning-based ROM development process. Ansys
Fluent 2022R2 is used to prepare the CFD model and to obtain
parametric solutions. The results from this CFD model are used
to train the ROM and evaluate the accuracy of the ROM-generated
CFD predictions by comparing them with the ground-truth CFD
solutions. For the sake of simplicity and computation time, a 2D
representation of glass melting tank is generated. The
schematic view of the furnace and the plane, which is the
solution geometry, is shown in Figure 1. This simplified model
focuses on the essential features of an industrial glass melting
furnace, specifically targeting the middle plane of the melting



tank. Industrial type glass furnaces are typically more
elongated in length and width compared to their height.
Therefore, primary flow patterns occurs in the longitudinal
direction and it is assumed that the problem can be studied as
a long 2D cavity (Pigeonneau and Flesselles, 2012). The 2D
model in this study includes raw batch melting interface and
outlet section, where the molten glass proceeds to undergo
further conditioning processes.

Ports
| -y Combustion air

Natural gas
‘ Exhaust gas
Burners i
Batch
X

Glass melt

2D solution plane

Glass flow

~—

Electrodes I Throat

Figure 1. The schematic view of an end-fired glass melting
furnace. The top part represents the combustion chamber, while
the bottom part illustrates the glass melting tank. The 2D solution
plane, which is the focus of the CFD study, is the middle plane of
the melting tank along the flow direction.

In glass melting tanks, due to temperature differences
within the domain, natural convection is dominant, and it
creates characteristic flow currents, which enhances the
homogenization process. In this 2D CFD demonstration,
we aim to create the flow patterns with the presence of
temperature differences; 1 - underneath the batch blanket
and open melt surface and 2 - top and bottom sections of
the glass domain. With the presence of the unique flow
patterns, 2D CFD solutions can provide valuable insights
into the operational dynamics of the glass melting furnace.

Governing Equations

The molten glass flow inside the furnace is mathematically
described by the conservation Eq. 1-4 listed below (ANSYS
Inc.,, 2022). Laminar flow is assumed due to the high viscosity
of the melt under the operating conditions. Gravity source
term must be added into the momentum equation to resolve
buoyancy driven flow patterns (Schill and Chmelar, 2004).

Due to the high-temperature nature of the glass melt, radiative
heat transfer is dominant within the domain. However, if
complete absorption of radiation over the depth of the glass
melt is assumed, the Rosseland approximation method can be
used (Lankhorst et al, 2013). In this study, the glass melt is
assumed to be optically thick, allowing the use of the Rosseland
approximation (M. K. Choudhary and Potter, 2005). Effective
thermal conductivity (k.sf) is used in the energy equation,
which combines the effects of conductive and radiative heat
transfer rates. Furthermore, the energy conservation equation
introduces a source term (Sjoy.) to specifically address the
joule heating effect resulting from electric current flow within
the melt (Eq. 5) (ANSYS Inc., 2022; Matsuno et al,, 2008).

To compute electric current, additional electric potential (¢)
equation is solved, which describes potential field induced by
electrodes immersed in the melt (M. Choudhary, 1985). The
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gradient of the electric potential yields the electrical current
field. Natural Lorentz force is induced by the interaction
between current density and magnetic flux in the vicinity of
electrodes. This force acts only in the tiny area around the
electrode tips and it is weaker compared to other forces such
as gravitational and viscous forces. Therefore, it is ignored
(Soubeih et al., 2015; Stanék, 1990). The product of the square
of the electric current and electrical conductivity (o) of the
glass melt quantifies the joule heating output (Simons et al,
2008). High temperature thermophysical properties of the
glass melt are given in Table 1.

V.3=0 (1)
p(B. V)V = —Vp + uv?s + pg (2)
pCy (BT = ko V2T + Sjouse (3)
V.(cVp) =0 (4)
Sjoute = 01Vol? (5)

Table 1. Thermophysical properties of the glass melt.
Density (kg/m3)

p(T) = 2521 — 0.138T(K)
Specific heat (J/kg.K)
1300
Effective thermal conductivity (W/m.K)
kesr = 556 — 0.87T(K) + 0.00036T (K)?
Viscosity (Pa.s) (M. K. Choudhary et al,, 2018)

4678.7
log(n) = —2.834 +

T(K) —504.6
Electrical conductivity (1/ohm.m)
o =—454+0.04T(K)

Geometry and Mesh

A two-dimensional geometry is prepared to demonstrate
change of velocity and temperature fields with the
operational parameters (Figure 2). This is the middle plane of
a typical glass packaging furnace including a batch blanket
interface, a couple of electrode rods immersed from the
bottom, a weir for flow separation between melting and
refining sections, and an outlet. Batch partially covers the
melt surface. That predetermined section serves as the inlet
face. The rest of the top surface is open to combustion
atmosphere. Therefore, constant heat flux boundary
condition is applied on the open section. Usually, electrodes
are inserted from the bottom into the furnaces. For simplicity,
two electrodes are positioned before the weir to generate
joule heating with the potential differences applied on their
corresponding surfaces. Weirs are usually placed to adjust
flow currents between the melting and refining zones.
Following the weir is a throat which glass melt leaves
through. There are additional structures such as working end
and forehearth for further conditioning of the glass melt
before molding. However, these structures are beyond the
scope of this study. Essential dimensions of the glass melting
tank are listed in Table 2. The dimensions are selected based
on a packaging glass furnace with a specific pull rate of 2.5
t/day.m2. This value corresponds to 100 t/day of molten glass
for a furnace with 60 m2 of melting area. Discretization
uncertainty in the CFD model is evaluated following the
method described by (Celik et al, 2008). The numerical
uncertainty for the mesh in this study is calculated by
comparing the converged temperature values at the outlet,
resulting in an approximate relative error of 0.88% and an
extrapolated relative error of 2.06%.



Table 2. Dimensions of the glass melting tank

Table 3. Boundary conditions applied in the CFD model.

Length 8000 mm
Glass depth (height) 1245 mm
Electrode diameter 100 mm
Electrode height 600 mm
Outlet depth 600 mm
Outlet opening 600 mm
Weir thickness 350 mm
Weir height 645 mm

Boundary Conditions and Parameters

Boundary conditions for CFD simulations are listed in
Table 3. The inlet condition is constant velocity at the
batch-melt interface derived from the furnace pull rate. It
is assumed that batch is converted into glass melt at a
constant temperature, and this constant temperature
applied at the inlet boundary. A shear-free surface
condition is applied at the rest of the top surface and heat
flux boundary condition is applied to model the effect of
the combustion atmosphere above. Heat loss at the walls
of the tank is much smaller compared to the heat flux from
the combustion space due to insulation layers installed on
the furnace. Therefore, walls are assumed to be perfectly
insulated in this CFD setup. The electric potential is kept at
0 V at the first electrode, while a positive potential value is
applied on the second to create a potential difference
within the domain, influencing the electric current
distribution and, consequently, the joule heating effect.
Electric current flux is assigned as zero on the other
surfaces of the melting tank.

To generate a dataset for the training, validation and test
of the ROM, three key parameters are selected. The first
one is the inlet velocity, reflecting changes in the pull rate
of the furnace. Second is the heat flux at the top surface.
This parameter represents variations in fuel consumption
within the combustion space. The third parameter is the
potential difference between the electrodes capturing
variations in the power output of the electrodes. The
higher the electric potential between the electrodes, the
more joule heating is generated. The values for these
parameters are specified in Table 4.

Through systematic changes in these parameters, a total of
27 CFD solutions is obtained, constituting the training and
validation dataset for the ROM development. Computation
time of each case is approximately 30 minutes running on
single central processing unit (CPU). The convergence of
each solution is also determined based on whether the
relative change in the temperature monitor at the outlet is
below 1E-05, in addition to the convergence criteria of the
residuals.

This dataset will serve as the foundation for training the
ROM, enabling efficient exploration of the complex
interactions within the glass furnace under diverse
operational conditions. Test dataset is generated using the
same model with the same operational parameters. Two
sets of data are generated. The first one, namely
interpolation cases, consists of solutions of parameters
within the specified operational range. The second set,
extrapolation cases, involves solutions that at least one
parameter is out of the specified operational range. The
details about the interpolation and extrapolation cases are
given in the results section.
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Mass-Momentum Energy

3.01E-05 -
Inlet 3.68E-05 m/s 1200K
Outlet 0 Pa 1500K

for reverse flow
61.0-73.2 kW/m?
0 W/m?

Free surface
No slip

Top surface
Walls

Table 4. Operational parameters and their values. By interchanging
the values, 27 CFD solutions are generated to train the ROM.

Inlet velocity Heat flux Electric potential
(m/s) (W/m?) (\))

1 3.01E-05 61000 75

2 3.31E-05 67100 88

3 3.68E-05 73200 100

REDUCED ORDER MODEL

Convolutional Neural Networks (CNNs) have been selected as
the foundation for developing the machine learning-based
ROM due to their efficacy in reducing dimensionality with
significantly fewer weights (network parameters) compared to
fully-connected neural networks. This makes CNNs better
suited for large-scale and high-dimensional problems (Gao et
al, 2021). Another benefit of CNNs is their ability to leverage
low-dimensional, high-level abstractions through convolution.
The central concept of a CNN is to learn these representations
and subsequently use a fully connected layer to map the
relationship between the high-level representations and the
output (Bhatnagar et al., 2019). The ROM leverages the inherent
capabilities of CNNs to streamline the representation of complex
field solutions. CFD solutions are sampled with a uniform grid
over the solution domain, due to a major limitation of CNN. This
limitation lies in the fact that traditional CNNs and their
convolution operations were initially developed for processing
images, which are sampled on a uniform grid (Chollet, 2021).
However, problems with irregular domains are making the use
of CNNs inapplicable and this constraint greatly restricts their
use in general scientific problems. Rectangular shape of glass
furnaces, especially the glass melting tanks, provides the
opportunity to apply convolutional filters.

A deep convolutional autoencoder network is constructed to
systematically reduce the dimensionality of the field solution of
u and v velocity components and temperature, condensing it
into a latent space, and subsequently predicting the u and v
velocity, and the temperature fields from this reduced
representation. This bow-tie structure of autoencoder is
comprised of two integral components: the encoder and the
decoder. The encoder's role is to efficiently compress the full-sized
field data into a smaller, yet information-rich representation
contained within the latent space. During the encoding phase, the
size of the image is systematically reduced by half using strided
convolutions. This process enables the network to capture
information that is progressively more general and conceptual
across an expanding set of feature channels (Thuerey et al,
2020). Conversely, the decoder is tasked with reconstructing a
full-sized CFD-like data from the essential information stored
in the latent space. The decoding phase of the network reverses
the data reduction process, enhancing the image’s spatial detail
through up sampling layers while simultaneously decreasing
the quantity of feature channels.

The latent space, essentially a low-dimensional representation
of the CFD solution, captures the essential features required for
accurate predictions. To establish the relationship between



changes in this low-dimensional representation and the
corresponding alterations in boundary conditions (operational
parameters), an auxiliary fully-connected neural network is
introduced. This auxiliary network facilitates mapping of

boundary conditions to the latent space, establishing the ROM's
ability to predict the full flow field solution under varying
operating conditions. Schematic representation of the
described model is given in Figure 3.
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Figure 2. Geometry and mesh of the computational domain. The computational domain consists of glass melting tank including two

electrodes, a weir, and a submerged outlet section.
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Figure 3. The schematic representation of the autoencoder and generator. The autoencoder takes the structured CFD solution data as
input and aims to reconstruct the full CFD solution through its encoder and decoder sections. The generator model uses an auxiliary
network, which establishes connection between parameter space (boundary conditions - operational parameters) and the latent
space, and pre-trained decoder network to predict the CFD solution corresponding to the given boundary conditions.

Steps taken in this study to develop a successful machine
learning-based ROM to predict CFD results using a
parametric CFD solution dataset are given here:

1) A CFD model of the process is created.

2) Operational parameters and their range (boundary
conditions for the CFD model) are defined. These
parameters will be the inputs of the ROM.

3) Parametric CFD solutions are obtained based on the
defined parameter range. Optionally, a design of
experiments (DOE) method may be employed in this
step for an efficient dataset generation.

4) From the parametric CFD solutions, a supervised training
dataset is prepared. The CFD solutions are sampled to a
128x32 grid for CNN compatibility. The dataset is then split
into training and validation dataset to prevent overfitting.

5) An autoencoder network is constructed using CNNs.
This reconstructs CFD solutions by down sampling and
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up sampling the actual CFD data. This network is
trained with the parametric CFD solution dataset.

6) A generator network is built by linking an auxiliary
neural network, which connects the operational
parameters to the latent space, with the pre-trained
decoder from the autoencoder. This network takes
operational parameters as inputs and predicts the
corresponding CFD solution. During training, only the
auxiliary network’s weights are optimized. Once trained,
this generator network acts as the ROM, predicting CFD
solutions based on the input parameters.

7) Performance of the generator network (the ROM) is
evaluated through interpolation and extrapolation
tests. New set of parameters are defined for testing, and
corresponding CFD solutions are obtained. The ROM’s
predictions for these new parameters are compared to
the ground-truth CFD solutions.



Autoencoder

The input to the autoencoder consists of a 128x32 matrix
with 3 channels representing u-velocity, v-velocity, and
temperature. The CFD solutions are sampled with 128 nodes
in X-direction and 32 nodes in Y-direction. Then each field
solution concatenated to form the channels of input matrix.
Prior to entering the autoencoder, each field is normalized to
have values between 0 and 1. The normalization process
involves using the minimum and maximum values from the
training dataset for each field. This ensures consistent
normalization for both training and test datasets.

A comprehensive study on latent space dimensions revealed
that a latent space reduced to 128 dimensions is adequate for
this specific problem. This dimensionality is found to be
effective in extracting and retaining essential information
about flow and temperature patterns from the CFD training
data. The decoder, structured symmetrically to the encoder,
takes an input of 128 variables and generates an output with
the same dimensions (128x32 matrix with 3 channels). During
the supervised training phase, the decoder is optimized to
produce an output with minimal error compared to the input
CFD data provided to the encoder. Mean squared error (MSE)
loss function is used during training and mean absolute error
(MAE) metric is also monitored. MSE and MAE is given by Eq. 6
and 7, respectively, where n is number of cells within the
domain, y; is the ground-thruth solution, and ¥, is the solution
predicted by the ROM (Abadi et al, 2015). Training dataset is
split into training and validation sets to prevent overfitting
during training, by selecting 5 CFD solutions out of 27 solutions
for validation. MSE value of 6.55E-07 and MAE value of 5.85E-
04 are obtained for the training data, while validation data
resulted in an MSE of 2.10E-06 and MAE of 9.08E-04. After
training, coefficient of determination (R?) and average relative
difference percentage (ARD%) scores are calculated using Eq.
8 and 9, respectively (Abooali and Khamehchi, 2019;
Pedregosa etal., 2011). An RZ score of 0.99 and ARD% of 0.20%
are obtained for the validation cases. The supervised training
runtime was 45 minutes completing 20k epochs using V100
graphics processing unit (GPU). The MSE changes over epochs
for both training and validation data are given in Figure 4.

1 ~

MSE = -3is, (v — 3)° (6)
1 ~

MAE = —¥i-; lyi = il (7)

2o IO
RT=1 I, 0i-9)? ®)
100 Yi—yi
ARD% = 22 B, [*2) 9)

The layers of the autoencoder (encoder + decoder), with
the input/output dimensions of each layer, are detailed in
Table 5 and Table 6, respectively.

Hyperparameter optimization is a crucial step, involving the
selection of appropriate activation functions, adjustment of the
number of convolution filters, and tuning the kernel size of the
filters. Additionally, strides are employed to downsize the input
of the layers, with a stride of 2 halving the dimension in both x
and y directions, ultimately reducing the size to 2. The ROM's
training and test evaluation are completed using the best
resulting hyperparameters, as listed in Table 5 and Table 6. The
resulting network’s encoder section has 7 CNN layers and a
flattening layer to adjust the form of output matrix into a 128-
dimensional vector. Symmetrically, the decoder section starts
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with a reshaping layer to transform the input into the correct
form and then, 7 CNN layers follow to increase the dimensions
to the sampled-CFD data size. The resulting autoencoder
network has 123,663 weights (network parameters) to be
optimized during training process.

Table 5. Encoder network parameters. There are 7 convolutional neural
network layers and 1 reshaping layer to flatten the output tensor.

Input/Output Kernel Strides
X y Channel Activation x/y x/y
128 32 3 SELU 4/4 1/1
128 32 64 SELU 4/4 2/2
64 16 32 SELU 3/3 2/2
32 8 32 SELU 2/2 2/2
16 4 32 SELU 2/2 2/1
8 4 32 SELU 2/2 2/1
4 4 32 SELU 2/2 2/2
2 2 32 SELU 2/2 -
- - 128 - - -

Table 6. Decoder network parameters. The decoder network
gradually increases the dimensions using transposed CNN
networks, and finally reconstructs full-sized CFD data.

Input/Output Kernel Strides
X y Channel Activation X[y x/y
- - 128 - - -
2 2 32 SELU 2/2 2/2
4 4 32 SELU 2/2 2/1
8 4 32 SELU 2/2 2/1
16 4 32 SELU 2/2 2/2
32 8 32 SELU 3/3 2/2
64 16 32 SELU 4/4 2/2
128 32 64 Sigmoid 4/4 1/1
128 32 3 - - -

Generator Network: Auxiliary Neural Network + Decoder

Following the training phase of the autoencoder, an
auxiliary dense neural network has been introduced
before the decoder network. Fully-connected, dense neural
network was utilized to express the nonlinear relationship
between the boundary conditions and the latent space
(Figure 3), consequently, the CFD solution. The auxiliary
network consists of two layers with 2240 weights to be
trained. The network takes a set of boundary conditions,
structured as a 3x1 vector, as input and outputs a latent
space vector sized 128x1, (Table 7). As mentioned
previously, the primary objective of this auxiliary network
is to establish a connection between the boundary
conditions (parameters) and the latent space. To achieve
this, an additional supervised training step is implemented
to optimize the weights of the auxiliary network.

Table 7. Parameters of the auxiliary dense neural network placed
before the pre-trained decoder. The auxiliary network establishes
connection between operational parameters (boundary conditions)
and latent space of the autoencoder network, which is also the input of
the decoder network.

Layers Input Output Weights
1 3 16 48
2 16 128 2048

It is important to note that, during this training process, the
weights of the decoder network are kept constant. This
decision is made because the decoder has already
undergone training and optimization to generate accurate
CFD solution data from the latent space. Keeping the
decoder weights fixed ensures that the learned
representation of the latent space is preserved and



consistently utilized during the training of the auxiliary
network. Training dataset is again split into training and
validation datasets to avoid overfitting. MSE loss function is
used during training and MAE is also monitored. MSE value
of 1.94E-06 and MAE value of 9.96E-04 are achieved for the
training data. MSE value of 4.45E-06 and MAE value of
1.30E-03 are achieved for the validation data. R2 and ARD%
scores of 0.99 and 0.27% are obtained for the validation
dataset, respectively. Runtime of the supervised training of
the auxiliary + decoder network was 31 minutes,
completing 30k epochs during that time, using V100 GPU.
The change of MSE loss over epochs is given in Figure 5.
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Figure 4. Change of Mean Squared Error (MSE) over epochs for
training and validation dataset during supervised training of the
autoencoder network. Y-axis in logarithmic scale.
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Figure 5. Change of Mean Squared Error (MSE) over epochs for training
and validation dataset during supervised training of the generator:
auxiliary neural network + decoder network. Y-axis in logarithmic scale.

RESULTS

The ROM's performance is rigorously assessed through both
interpolation and extrapolation evaluations using an
additional CFD dataset. Both interpolation and
extrapolation cases are predicted less than a second using
the generator (auxiliary + decoder) network, running on a
V100 GPU. In the interpolation test phase, seven cases with
randomly generated parameters are selected within the
parameter range utilized during the training phase. These
cases, detailed in Table 8, are aimed at showcasing the
ROM's ability to consistently produce continuous and
reliable results across various operational scenarios. This
comprehensive demonstration illustrates the ROM's
potential as a robust tool for supporting furnace operation,
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highlighting its capability to generate meaningful outputs
within the specified parameter range.

For the extrapolation test, eight distinct cases, as listed in
Table 9, are considered. The first two cases involve changes
in potential difference beyond the training range, while
keeping other parameters at the midpoint of their intervals.
The subsequent two cases simulate variations in heat flux
parameters, one below and one above the trained range.
Case #5 and Case #6 represent changes in the inlet velocity
outside of the training range. Finally, Case #7 and Case #8
examine scenarios where all parameters are set at their
lowest and highest values, respectively. This selection of
parameters for the extrapolation test simulates the ROM's
performance when the furnace is operated outside the
specified range - a scenario that may occur during actual
operations due to various reasons.

Solution data predicted by the ROM for interpolation and
extrapolation cases is compared with ground-truth CFD
solutions. The error between the predicted and actual solutions
is evaluated using several metrics and they are presented in
Table 10. As expected, performance of the ROM in the
extrapolation test, where the inputs are out of the specified
operational range, is lower, than in the interpolation test. This
is reflected in the increase in MSE and MAE values. While R?
score change is negligible, the rise in ARD% score also indicates
greater error in the extrapolation cases.

Table 8. Operational parameters of the interpolation cases to
analyze interpolation performance of the ROM.

Case No. Inlet velocity Heat flux Electric
(m/s) (W/m2) potential (V)
1 3.08E-05 62140 80
2 3.08E-05 72059 93
3 3.08E-05 72059 80
4 3.62E-05 62140 93
5 3.62E-05 62140 80
6 3.62E-05 72059 93
7 3.62E-05 72059 80

Table 9. Operational parameters of extrapolation cases to evaluate
the performance of the ROM outside the defined operational range.

Case No. Inlet velocity Heat flux Electric
(m/s) (W/m?2) potential (V)

1 3.35E-05 67100 70
2 3.35E-05 67100 105
3 3.35E-05 59000 88
4 3.35E-05 75000 88
5 2.90E-05 67100 88
6 3.80E-05 67100 88
7 2.90E-05 59000 70
8 3.80E-05 75000 105

Table 10. Error metrics of the solutions predicted by the ROM for
the interpolation and extrapolation test parameters.

Metrics Interpolation Test Extrapolation Test
MSE 2.82E-06 2.79E-05

MAE 1.24E-03 2.90E-03

R2 0.99 0.99

ARD% 0.21% 3.59%

Interpolation Test Results

The results from the interpolation test dataset are summarized
in Table 11. MAE and MSE metrics are computed for each test
case. Notably, the average MAE value across all seven cases is
consistently below 0.01 for all variables. Figure 6 shows the



histogram of the relative difference between the ROM'’s
interpolation predictions and ground-truth CFD solutions. The
error distribution approximates a normal distribution
centered around 0.0, with the majority of errors falling below
0.005. The maximum error is observed in Case #2, where the
heat flux is close to the highest value in the parameter range,
and the potential difference above the midpoint value.
Conversely, Case #7 exhibits the lowest prediction error
among all test cases. Electric potential seems to influence this
outcome; as higher values corresponds to larger prediction
errors. The comparison between Case #4 and #5 confirms this
conclusion. In general, a comparative analysis of prediction
error of the cases indicates that cases with higher inlet velocity
tend to have lower error. The MAE comparison between Case
#2 and #6, and Case #3 and #7 supports this outcome.

Ground truth, generated field data, and error contours are
presented in Figure 8 for u-velocity and temperature fields,
focusing on Case #2 due to its larger error.

A detailed examination of the u-velocity field reveals
distributed errors across the domain. However, high
concentration of maximum and minimum errors occurs in
regions associated with strong forward and backward flows -
specifically, before the weir and beneath the inlet boundary
condition, respectively. These types of errors are also reported
by other studies, which link them to higher gradients in those
regions (He et al, 2022; Thuerey et al, 2020). Despite these
localized errors, the overall velocity patterns are accurately
predicted, and contour lines exhibit a smooth profile. This
suggests that the gradient of the predicted field can be
effectively utilized for post-processing applications.

Similarly, a comparison is conducted for the temperature field,
again focusing on Case #2. The generated temperature field
closely resembles the ground-truth solution, albeit with more
discontinuous behavior in the contour lines compared to the U-
velocity field. However, peak error values for temperature are
lower than those observed in the U-velocity field, and errors
are more uniformly distributed across the domain.

Extrapolation Test Results

MAE and MSE values for all eight extrapolation test cases are
compiled in Table 12. The error histogram for extrapolation
cases is shown in Figure 7. While the error between the
prediction and the ground-truth is still centered around 0.0, it
is skewed and displays a wider range of both negative and
positive errors. Case #8, characterized by the highest
parameter values, exhibits the highest error for all field
variables. In contrast, Case #7, with all parameters set to their
minimum values, displays relatively lower error values.
However, Case #2 stands out with the second-highest error in
Mean Absolute Error (MAE), despite having only one extreme
parameter value. When Case #7 and #8 are excluded, Case #1
and #2 exhibit the maximum error, with minimum and
maximum electric potential as the input parameters,
respectively. Changes in electric potential beyond the defined
operational range notably increase the prediction error of the
model. The ground truth field data, ROM-predicted field data,
and error contours for Case #2 are presented in Figure 9 for u-
velocity and temperature fields.

Comparing the generated u-velocity field with the ground-
truth solution in Figure 9 reveals less similarity than observed
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in the interpolation test. False predictions are evident at the
core of the forward and backward flows, yet the overall error
for this case remains under 1% (MAE). The general flow
patterns are generated without major issues, showcasing the
model's ability to extrapolate beyond the trained parameter
range. Stronger discontinuous behavior is observed in the
contour lines for the generated temperature field compared to
the results obtained in the interpolation test. Maximum error
occurs at the bottom of the weir, where the temperature is over
predicted, while temperature values in the vicinity of the outlet
section are under predicted. Once again, the overall calculated
error remains below 1% (MAE) for the extrapolation Case #2,
indicating that the model maintains reasonable accuracy even
in extrapolation scenarios.

Error distributions given in Figure 8 and Figure 9 show larger
localized error for the velocity field than for the temperature
field. However, MAE and MSE values for the velocity field are
lower compared to those for the temperature field, as
presented in Table 11 and Table 12. This finding also
contradicts another result reported in the literature (He et al.,
2022). As noted in the introduction section, machine learning
methods, such as CNN, often function as black boxes, making it
difficult to interpret results based on the underlying physics of
the problem. Enhancing the physical interpretability of these
models and incorporating the problem’s physics into them
remain a significant challenge (Masoumi-Verki et al., 2022).
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Figure 6. The histogram of differences between the normalized
ground-truth interpolation CFD data and the predicted solution
data displays a normal distribution.
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Figure 7. The histogram of differences between the normalized
ground-truth extrapolation CFD data and the predicted solution
data shows a skewed distribution. Larger negative and positive
error values are present compared to those observed in
interpolation test



Table 11. MAE and MSE obtained for each interpolation case and variable.

Interpolation U-velocity V-velocity Temperature

Case No. MAE MSE MAE MSE MAE MSE
1 1.21E-03 2.29E-06 7.63E-04 1.01E-06 1.94E-03 5.73E-06
2 1.96E-03 6.63E-06 9.84E-04 2.22E-06 1.93E-03 6.27E-06
3 1.12E-03 2.00E-06 7.90E-04 1.14E-06 1.49E-03 3.47E-06
4 1.33E-03 2.91E-06 8.55E-04 1.41E-06 1.35E-03 2.73E-06
5 1.19E-03 2.22E-06 7.25E-04 9.17E-07 1.82E-03 5.26E-06
6 1.32E-03 3.16E-06 8.20E-04 1.21E-06 1.58E-03 3.99E-06
7 9.83E-04 1.51E-06 6.75E-04 8.09E-07 1.22E-03 2.33E-06

Average 1.30E-03 2.96E-06 8.02E-04 1.25E-06 1.62E-03 4.25E-06

Deviation 2.02E-04 1.10E-06 7.25E-05 3.26E-07 2.37E-04 1.28E-06

Table 12. MAE and MSE obtained for each extrapolation case and variable.

Extrapolation U-velocity V-velocity Temperature

Case No. MAE MSE MAE MSE MAE MSE
1 1.70E-03 4.63E-06 9.58E-04 1.80E-06 3.99E-03 2.44E-05
2 7.17E-03 1.06E-04 2.76E-03 3.37E-05 5.55E-03 4.99E-05
3 1.45E-03 3.28E-06 9.83E-04 1.90E-06 2.46E-03 1.35E-05
4 1.42E-03 3.62E-06 8.93E-04 1.70E-06 1.56E-03 7.18E-06
5 1.08E-03 2.21E-06 7.91E-04 1.33E-06 1.41E-03 7.08E-06
6 1.16E-03 2.36E-06 8.19E-04 1.72E-06 1.90E-03 9.52E-06
7 3.51E-03 2.05E-05 1.79E-03 6.32E-06 4.68E-03 3.82E-05
8 8.93E-03 1.52E-04 3.60E-03 5.95E-05 9.07E-03 1.17E-04

Average 3.30E-03 3.69E-05 1.57E-03 1.35E-05 3.83E-03 3.34E-05

Deviation 2.43E-03 4.62E-05 8.57E-04 1.66E-05 1.99E-03 2.63E-05
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Figure 8. U-velocity and temperature contours for the interpolation Case #2 (top: CFD, middle: ROM, bottom: relative error)
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Using ROM for the Operational Analysis

The positive outcomes obtained from the interpolation and
extrapolation test cases open the way for the effective use of
the ROM in CFD-assisted operational analysis. Field solutions
for velocity and temperature provide numerous opportunities
to investigate the condition of the furnace and gain insights.

Similar to parametric CFD studies, a ROM, generated using
parametric CFD solutions, can be utilized during furnace
operations to address the physical phenomena encountered.
The temperature predictions by the ROM, as shown in Figure
10, serve as an example to demonstrate this capability.

Thermocouples (T/C) positioned at the bottom of the tank
are used to monitor temperature of the melt. In Figure 10,
we see temperature predictions for a possible thermocouple
location, which is at the bottom and where x equals to 7 m.
The developed ROM can be used to predict temperature at
that location and map the change of temperature within the
specified operating range. Both an increase in the potential
difference between the electrodes (x-axis) and an increase
in the heat flux from the combustion space (y-axis) result in
a higher temperature at the T/C location. However, the
influence of the potential difference on the temperature is
greater than that of the heat flux.

This kind of process requires several CFD solutions to obtain
a result with satisfactory resolution. The developed ROM
enables each CFD prediction to be made in under a second,
thereby providing an opportunity for real-time support
during furnace operation.

The results of another investigation conducted for the
furnace operation using the developed ROM are presented
in Figure 11 and Figure 12. In this scenario, the effects of an
increase in power input from the combustion space and the
electrodes on the depth-wise velocity and temperature
profiles at the middle of the melting tank are examined.

Sequentially, the heat flux (denoted as heat flux+), the
potential difference (denoted as potential+) and finally both
of them are increased by 5%. The resulting profiles are
plotted against the base-case to observe the influence of
each power input and their combined effect. The resulting
profiles are derived from the field solutions predicted by the
ROM using the corresponding boundary conditions.

Bottom T/C Location Temperature Predictions
Inlet Velocity = 3.68e-05 m/s
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Figure 10. Continuous temperature predictions, generated by the ROM
at the T/C location varying with changes in heat flux and potential
difference. This demonstrates the on-demand information extraction
capability within the operating range.
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In Figure 11, a significant increase in the magnitude of backward
and forward flow components is observed in the cases of increased
potential difference, compared to a sole boost in heat flux.

Similar observation are made in Figure 12, which represents
the depth-wise temperature profiles. The temperature
difference is more apparent at the bottom section compared
to the section near the glass surface. The overall increase in
temperature leads to lower viscosity, which can be regarded
as the root cause of the faster glass velocities.

These operational analysis examples demonstrate the post-
processing capability of the machine learning-based ROMs.
Thanks to the unprecedented interpolation feature of the
ROMs, it is possible to extract more information than with
conventional CFD post-processing.

CONCLUSION

This study presents a new method for integrating
Computational Fluid Dynamics (CFD) models into the routine
operations of industrial glass melting furnaces. The research
achieves this through an autoencoder-based ROM with CNNs
trained on parametric CFD data. A 2D CFD model is developed
as a foundation for a machine-learning-based reduced-order
model (ROM), demonstrating the potential of machine learning
(ML) techniques to create efficient ROMs. Although glass
melting in a furnace is inherently a 3D process, this study
simplifies the analysis by using a 2D approach. Treating the 3D
process as a series of 2D snapshots, this methodology can be
extended to a 3D study using similar sampling techniques and
convolutional neural networks, though a 3D study would
involve a larger dataset and more network parameters to train.
The developed generator network, i.e, the ROM, accurately
predicts temperature and velocity fields, achieving MAE under
1% for validation, interpolation, and extrapolation tests compared
to the ground-truth CFD solutions. Mean squared error is
1.94E-06 for training, 4.45E-06 for validation, 2.82E-06 for
interpolation, and 2.79E-05 for extrapolation cases. In addition,
R2score of 0.99 is achieved during training, validation and tests
for the generator network. These results indicate ROM'’s
potential as an accurate analysis tool for daily furnace
operation, providing insights into key operational parameters.
Furthermore, the ROM demonstrates significant improvements
in solution time, enabling almost instantaneous solutions for
temperature and velocity fields, which enhances its practical
usefulness in real-time decision-making. Its robustness has
been presented through interpolation and extrapolation tests,
demonstrating consistent and reliable results across various
operational scenarios.

This application of ML-based ROMs in glass furnace operations
represents a substantial step forward in efficiency and
optimization. However, a ROM based on CFD data is inherently
constrained to the range of parameters it was trained on.
Expanding the ROM to accommodate new parameters requires
additional CFD data generation and model retraining.
Additionally, while the ROM performs well within its trained
parameter space, extrapolation beyond this range can lead to
decreased accuracy, as demonstrated in this study. This
limitation underscores the importance of careful ROM training to
match the intended operational range. Overall, the integration of
ML-based ROMs within industrial glass furnace operations
showcases significant potential for broader applications in
computational modeling and decision-support systems in
various industrial contexts.



ROM-generated velocity plot
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Figure 11. ROM-generated depth-wise u-velocity profiles at the
middle of the melting tank. Velocity profiles change with the
varying combustion space and electrical power input.
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Figure 12. ROM-generated depth-wise temperature profiles at the middle
of the melting tank, showing the effect of the varying energy input.
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EPLOS and PLOS Moreover, a component based evaluation under maximum power conditions for variation of

Mach number is provided. The turbojet with an AB shows greater advantage at Mach number
ORCID Numbers in author order: higher than unity as well as attaining maximum power outputs at minimum PLOS for lower
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Turboramjet Motorlari icin Genisletilmis ikinci Yasa Analizi

MAKALE BILGISI OZET
Anahtar Kelimeler: Tirbin tabanli birlestirilmis ¢evrimler (TBCC), iki farklh termodinamik ¢evrim
Brayton Cevrm konfigiirasyonundan faydalarin tekellestirir. Bu ¢alismada ele alinan TBCC bir turboramjet

TBCC itki Performans
Maximum Gii¢
EPLOS ve PLOS

motoru, tersinmez bir Brayton c¢evrimi sahiptir ve sarmalayici konfigiirasyonludur.
Turboramjet, turbojette (art yakici (AB) ACIK veya KAPALI), ramjette ve hatta ¢ift modlu
calismada kullanilabilir. Ancak, ¢ift modlu ¢alisma igin turbojet motoru AB'nin ACIK oldugu
kabul edilir. Ek olarak, ramjet termodinamik degerlendirmesi, coklu egik sok ve tek normal sok
¢dzlimiinii ve yanma odasi i¢in Rayleigh akis hesaplamasini dikkate alir. Cift modlu ¢alisma igin
turboramjet motorunun performans analizi ve karsilastirmasi, Mach sayis1 ve irtifa
degisiklikleri altinda maksimum gii¢ yaklasimina dayanmaktadir. Dahasi, ¢ift modlu ¢alisma,
giris hava kiitlesi akisindaki degisiklikleri; hava kiitlesi akisinin turbojet ve ramjet arasinda
boliinmesini dikkate alir. Ek olarak, turbojetin, irtifa ve Mach sayisinin degisimleri i¢in
maksimum gii¢, EPLOS ve PLOS optimizasyon fonksiyonlarini kullanarak, art yakicit ACIK veya
KAPALI modundayken kisa bir karsilastirmasi saglanir. Ayrica, Mach sayisinin degisimi i¢in
maksimum gii¢ kosullar1 altinda bilesen tabanli bir degerlendirme saglanir. AB'li turbojet, daha
distik kompresor orani parametreleri (6,) icin minimum PLOS'ta maksimum gii¢ ¢ikislarina
ulasmanin yani sira birlikten yiiksek Mach sayisinda daha biiyiik avantaj gésterir. Turboramjet
ise, ramjet'e giden giris hava kiitlesi akisinin béliinmesi %50'nin tizerine ¢iktikca, 7., Mo, f,
TSFC, I, itki ve vy z7.r acisindan avantajin AB'li turbojetin ¢ok 6tesine gectigini gosterir.
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NOMENCLATURE

AB AB Afterburner Ty Temperature of Hot Reservoir (K)
ALT Altitude (km) T, Temperature of Cold Reservoir (K)
EPLOS Effective Power Loss Parameter Mp Burner Efficiency

MP Maximum power (kW) Ne¢ Compressor Efficiency

F; Specific Thrust (N-s/kg) n; Intake/Diffuser Efficiency

I, Air Specific Impulse (s) n;j Jet/Nozzle Efficiency

m, Inlet Mass flow of air (kg/s) M Mechanical Efficiency

sy Fuel Mass flow of Burner (kg/s) Np Propulsive Efficiency

Msap Fuel Mass flow of Afterburner (kg/s) N¢ Turbine Efficiency

PLOS Power Loss Parameter Nen Thermal Efficiency

Qg Fuel Heating Value (k] /kg) v Fuel to Air Ratio of Burner

Our Total Heat Transfer (K] /s) fap Fuel to Air Ratio of Afterburner
Qpr Total Heat Rejection (k] /s) fr Fuel to Air Ratio of Ramjet

01k Rate of Heat Leak (K] /s) 0, Compression Ratio Parameter

ST Specific Thrust (N-s/kg) My Flight Mach Number

TBCC Turbine Based Combined Cycle Vyozzie  Specific Volume (m3/kg)

TSFC Thrust Specific Fuel Consumption (kg/N-s)

INTRODUCTION be adopted to various aspects in aerospace including design,

In terms of the ramjet, turbojet with afterburner and turbine
based combined cycle (TBCC) engines, researchers have used
the application of exergy exploration on various aspects in
accordance to task requirements. (Sohret et al. 2017) applied
an exergy efficiency analysis for a ramjet engine using
hydrogen fuel on a component (inlet, combustion zone and
nozzle) and overall engine level. (Latypov 2009) conducted
an exergy investigation based on various energy supplies to
the air flow of the ramjet duct. (Latypov 2013) also assessed
the specific impulse and thrust-economic characteristics of
the ramjet using exergy analysis. (Ayaz and Altuntas 2017)
used exergy analysis on a generic ramjet engine under three
different Mach regimes. (Moorhouse 2003) expanded the
exergy method to the design of a complete aircraft vehicle
based on mission requirements including component level
evaluation. (Moorhouse and Suchomel C. F. 2001) further
expands his study to the application of hypersonic vehicle
design as an energy problem. (Moorhouse et al. 2002) also
applied the exergy concept to the hypersonic inlet flow
problem to determine the optimal shock-on-lip position for
off-nominal flight condition. (Marley and Riggins D. W. 2011)
also made use of exergy evaluation for a combined ramjet and
turbojet engine during transient manoeuvres as well as the
wake region of the turbojet engine. (Ispir et al. 2020) used an
exergy simulation based platform for the thermodynamic
cycle and performance optimization of the STRATOFLY MR3
aircraft vehicle in DMR mode, ATR combustor, regenerator,
nozzle, turbomachinery components and air turbo rocket
bypass line. (Ehtaei et al. 2013) utilized an exergy approach
for a turbojet engine with an afterburner (J85-GE-21) on a
component level where the highest exergy efficiency was
observed for the compressor and nozzle. (Roth and Marvis
2000) considered the loss management method for the
analysis and quantification of technology impact of the F-
5E/]J85-GE-21 engine/airframe combinations and its relation
to vehicle mass properties (weight). (Camberos and
Moorhouse 2011) have published a book specifically
describing the advantage of exergy analysis in the field of
astronautics and aeronautics for various types of propulsion
systems and even applying the concepts of exergy to airfoil
drag evaluation. (Hayes et al. 2017) showed that exergy can
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performance and thermodynamic analysis of commercial
aerospace systems, propulsion systems, aerodynamic and
structural optimization, multi-disciplinary optimization
based on the Breguet equation and mapping exergy over a
variable flight envelope. (Riggins and Taylor 2006) also
makes use of the laws of thermodynamics for the evaluation
of a hyperspace vehicle applicable to both ramjets or
scramjets using individual stream tubes as components
within the overall fluid control volume. (Balli 2017)
conducted a study of exergy destruction rates within engine
components which were split into endogenous/exogenous
and avoidable/unavoidable parts on a military turbojet
engine with afterburner. (Balli 2017) then used the ]85
turbojet engine with afterburner to assess the performance,
exergetic, exergoeconomic, sustainability and environmental
damage cost at Idle (ID), Intermediate (INT), Military (MIL)
and Afterburner (AB) operation modes. (Balli 2014) further
considered the afterburning effect on energetic and exergetic
performance of an experimental Turbojet Engine (TJE) and to
determine thermodynamic inefficiencies at military (MIL)
and afterburner (AB) operation modes. (Akkaya et al. 2007)
defined an exergetic performance coefficient (EPC) to assess
a fuel cell power generation system (fuel cell stack,
afterburner, fuel and air compressors, and heat exchangers)
fed by hydrogen. (Yiiksel et al. 2020) evaluated the exergetic
analyses at Military (MIL) and Afterburner (AB) process
modes of the (J85-GE-5H) military turbojet engine using
kerosene (JP-8) and hydrogen (H2) fuels. (Balli and Giines
2017) conducted a performance assessment for both MIL and
AB operation modes; and while under afterburner operation,
examined energetic and exergetic performances and the
effects on the environmental, ecological and sustainability
metrics of the engine. (Akkaya et al. 2008) utilize an exergetic
performance coefficient (EPC) for a gas turbine to investigate
design parameters including fuel utilization, current density,
recuperator effectiveness, compressor pressure ratio and
pinch point temperature, to achieving higher exergy output
with lower exergy loss in the system. (Bastani et al. 2015)
applied exergy analysis and showed that the greatest exergy
loss is in the afterburner due to its high irreversibility;
therefore, the optimization of afterburner has an important
role in reducing the exergy loss of total turbojet engine cycle.



(Yiiksel etal. 2020) conducted an exergy-based economic and
sustainability analysis for a (J85-GE-5H) military turbojet
engine (TJE) using kerosene and H2 fuel under MIL and AB
regimes where higher exergy destruction occurred in the
afterburner exhaust duct (ABED) and combustion chamber
(CC) which led to higher exergy destruction costs.
(Niknamian 2020) exergy analysis on ]J85-GE-21 turbojet
engine and system optimization based on PSO (Particle
Swarm Optimization) methods which showed that highest
and lowest exergy efficiency of the engine components
corresponded to the diffuser and compressor respectively.
(Strer and Arat 2018) performed a critical mini review
exergy analyses of jet engines which concluded that if there is
no afterburner, the combustion chamber has the greatest
exergy destruction and thus minimum exergy efficiency due
to its highly thermodynamically irreversible process;
whereas the presence of an afterburner constitutes the
biggest exergy destruction and smallest exergy efficiency.
(Dong et al. 2018) revealed that the exergy analysis method
can be used as a direct indication of the weaknesses of an
entire energy system, reveal the interactions among system
components and estimate the realistic work potential of
different subsystems; it also provides a significant guidance
for the improvement of engine performance, reduction of fuel
consumption and optimization of engine combustion. (Noori
etal. 2015) made use of four objective functions (F;, TSFC, 1,
and 1,)) for the optimization of an ideal turbojet engine with
afterburner. (Nasab and Ehyaei 2019) conducted an exergy
analysis for the J85-GE-21 turbojet engine with afterburner
where the highest exergy efficiency was demonstrated by the
diffuser and the lowest belonged to the compressor. (Liu et al.
2023) performed a cycle optimization of a turboramjet to
determine the optimal switch point in terms of both altitude
and Mach number between the turbojet and ramijet.
(Rajashankar et al. 2024) performed a switch point analysis
for an engine component optimization of the turbojet for a set
mass flow such that the desired thrust at the handover point
to the ramjet is achieved. (Xi et al. 2023) investigated a thrust
augmentation control schedule during mode transition of a
turboramjet engine based on the air inlet, available airflow and
the engine demandairflow. In latest developments,
(Lockheed Martin 2024) is designing the successor of the
TBCC wrap around type configuration SR-71 (maximum
Mach 3.3) as an intelligence, surveillance and reconnaissance
(ISR) hypersonic aircraft with an under over type
configuration utilizing a turbine engine at low speeds and a
scramjet engine at high speeds (maximum Mach 6); the
succesor aircraft is called the SR-72 and also denoted as the
“Son of Blackird” or “Darkstar”.

Itis clear that the use of exergy as an analysis tool provides an
advantage in the evaluation and optimization of aircraft gas
turbine propulsion systems. Identification of the level of
exergy destruction can be made on a component level and
subsequently exploit optimization functions for the
improvement of TSFC, ST, n., and 7, thus reducing the
ecological impact of aircraft based engines on the environment.

This paper presents two case studies for various gas turbine
engine configurations where the performance analysis and
comparison takes a shift towards the more constraining
parameters which are primarily Mach number and altitude.
Case I begins with the performance evaluation on a maximum
power basis between a turbojet with and without an AB, in
addition to utilizing the PLOS and EPLOS optimization
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functions as previously defined by (Fawal and Kodal 2019,
2021). Moreover, the size variation of individual engine
components amongst both engine configurations was
evaluated. Subsequently, Case Il examines the performance of
the TBCC turboramjet wraparound configuration was also
evaluated on a maximum power basis for dual mode operation.
In dual mode operation assessments were made for variations
of altitude and inlet air mass flow; the split of air mass flow
between the turbojet and ramjet. Note that in dual mode
operation the turbojet engine AB are considered to be ON.

THEORETICAL REPRESENTATION

The basis of the turboramjet powerplant with an afterburner
(AB) depends on the irreversible Brayton configuration and its
T-s diagram are illustrated in Figure 1. The fundamental
precept of this Brayton configuration has all the same
processes as the turbojet with and without an AB and the
ramjet. As previously stated the turboramjet engine with an AB
operates amongst a heat source at high temperature, T, and a
heat sink at low temperature, T; . In the AB configuration there
are two (Qy,) rates of heat transferred from the heat source to
the turbojet engine; in the ramjet mode only one (Q,) rate of
heatis transferred from the high temperature source; however,
there is still only one (Q,) rate of heat is dissipated to the heat
sink from the turboramjet powerplant with an AB. Figure 1b
also depicts the various engine thermodynamic cycle
configurations: turbojet without an AB ( ); turbojet with
an AB (black) and ramjet (green).

Similar to the turbojet with an AB and ramjet engines the
performance analysis and comparison for the turboramjet
engine also takes a transformation towards Mach number
and altitude. Moreover, the dual mode operation was
considered and assessed as variations of altitude and inlet air
mass flow; the split of air mass flow between the turbojet and
ramjet. Note that in dual mode operation the turbojet engine
AB are considered to be ON. In addition, the performance
evaluations have also been assessed under a maximum
power regime for the turboramijet.
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Figure 1. Engine arrangement (a) and T-s schematic
representation of a turboramjet cycle (b) with an afterburner



Table 1 represents the combination of values taken for the
turbojet with and without an AB as well as the values for
the ramjet condition (the inlet area of the ramjet is now
considered as 0.5m?2); departures from these quantities are
represented within the necessary figures. The essential
propulsion equations for the powerplant state point
computations may be obtained from (El-Sayed 2016).

Table 1. Delegated variable inputs for Turboramjet condition.

TL=200K nj=0.95 vg = 1.333

T =2200K Nm = 0.99 R=287]/kgK
Ta=223.3K nb=0.98 Di=0.8m
P.=265kPa  Cpa=1.005k]/kgK  Qr=43000k]/kg
£=0.01 Cpg=1.148K]J/kgK  mnc=0.87
ni=0.93 va= 1.4 ne=0.9

M=0.5 APy =0.96 Tos = 1200 K
Nab=0.9 AP = 0.97 Tos = 2000 K
5§=12 Ai=0.5m? ALT = 10000 m

Case I: Turbojet with and without AB

The power generated by the turbojet powerplant
configuration with an AB is defined as:

W= QHT— QLT= QH_ QL (1

The total heat dissipation rates from the high temperature
reservoirs to the combustion chamber and the AB are given as:

Qur = Qu + Qux = M QrMp + MsapQrMap +
maacpa(TH - TL) (2)
Where Q; = Qy; + Qy, which are the heat transfer rates
from the combustion chamber and afterburner respectively.

Exergy destruction is defined as the reversible power, less
the actual power of a cycle; where the reversible work is
the power generated by the Carnot cycle and the actual
power is given as the kinetic energy of the cycle and their
formulation is given below:

XDES = Wrev - W

Wiew = meRnCarnot
W =051+ f)C¢ - C?
Where 1¢qrnoc is the Carnot efficiency

In addition, two supplementary cycle optimization
functions are prescribed as power loss (PLOS) and
effective power loss (EPLOS). Where PLOS is defined as the
quotient between destroyed exergy and reversible power:

PLOS = XpES
WTEU

(3)

EPLOS is designated as the ratio of ideal minus actual
power of the Brayton cycle to the reversible power.
WB'ray_ w

EPLOS = (4)

rev

Where WBray = QHT [1 - 1/95]

As (Fawal and Kodal 2019) prescribed, PLOS and EPLOS provide
a better assessment of the performance and power losses
throughout the operation of the engine cycle. The evaluation of
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the turbojet with and without an AB using PLOS and EPLOS can
be seen from Figure 5 for variations of compressor efficiency and
Figure 6 for variations of Mach number.

The fuel used for the combustion chamber is assumed to
be the same as for the AB, therefore, Qy, is still the fuel heat
liberated per unit mass for both the combustion chamber
and the AB, my, is the fuel mass flow rate and np is the
efficiency for the combustion chamber, 7,5 is the fuel
mass flow rate and nanb is the efficiency for the AB.

Compression ratio parameter, 6, is still given as before and
taken to be: 0, = (Py,/Pyy) YD/,

By applying an energy balance across the burner
(combustion chamber) and the after burner the total fuel
to air ratio, fry is determined as:

(1+/p)Cpt(Tos—To4)
NabQ@R—CptTos

=f +f _ CptT03_CpaT02+
b ab QrNp—CptTo3

fry (5)

The thermal efficiency of the turbojet cycle with an AB becomes:

Nen = W |74
th T G

. . (6)
MmepQRNp+MfabQRNab
The thrust equation is reobtained by applying integral
momentum equation through the appropriate selection of
the new control volume across the engine.

(7)

where Cs is now the new exit velocity at the exhaust nozzle after
the AB, Ca is the flight speed, As is the exhaust nozzle exit cross
section area and f}, and f,;, are the fuel to air mass flow rate
ratio of the combustion chamber and AB respectively.

Fry = g [(1+ fp + fap)Ce — Cal + As(Ps — Pq)

As before, by presuming perfect expansion and taking into
accounta per unit mass basis, the specific thrust is rewritten as:

Forp = A+ fp + fap)Cs — C4 (8)

In addition to the numerical optimization procedures, the
Mass Flow, Gas Generator Speed, Shaft Force, Altitude
models and propulsion equations are still applicable to the
turbojet with an AB.

Case II: Turboramjet in Dual Mode Operation

Equations (1) to (6) of the turbojet with an AB are still
applicable when considering the turboramjet engine
configuration. However, for the ramjet portion distinct
considerations must be accounted for and provided in the
formulations below.

The diffuser stagnation pressure ratio (ram recovery) for
the ramjet is based on the (MIL-E-5007D 1973)
specification and valid for Mach numbers between 1-5:

ry =1 For Mach Number < 1 9
1= 1—0.075(My, — 1)*3> From Mach 1to5 (10)
14 = 800/(M*+938) For Mach Number > 5 (11)

The Mach number entering the afterburners is assumed not
to exceed 0.25, thus ensuring subsonic burning conditions.



Implementing an energy balance at the inlet and exit of the
afterburners and Rayleigh flow solutions based on tables and
formulations of gas dynamics obtained from (Keith and John
2006) the fuel to air ratio, f for the ramjet is derived as:

Cpa(Toa— Toa)
QrNab—CpaTos

fr = (12)

The mass flow for the ramjet engine is now defined from
free stream conditions as:

Mar = PadiCq (13)

The total thrust generated by the turboramjet is considered as:

F=Fr; +Fgp = g [(1+ fy + fap)Cs — Cal + mgp[(1 +
fr)Ce6 — G4l (14)

The specific thrust is also given as a total for the turboramjet as:

Fs = (Fr; + Fr)/(thar) + Mar) (15)

RESULTS AND DISCUSSION

The application of a turboramjet engine is to extract
performance advantage from both Brayton configuration
types: turbojet with AB and Ramjet utilizing an AB. As
(Fawal and Kodal 2019, 2021) have exhaustively evaluated
the turbojet without an AB, here, the provision of Case [ was
deemed necessary before progressing onwards to Case II.
The disclosed Brayton cycle configurations in Case I and
Case Il are intended to highlight the advantages and
limitations of the performance parameters and optimization
functions of the respective powerplants.

Case I focuses on a maximum power assessment for variations
of altitude and Mach number. Moreover, a component based
comparison at maximum power for variations of Mach number
at a given altitude is provided. In addition PLOS and EPLOS
optimization functions for variations of compressor ratio
parameter (6.) were evaluated.

Case II also evaluates the turboramjet on a maximum
power basis for variations of Mach number, altitude and
inlet air mass flow split.

Case I: Turbojet with and without AB

Figure 2 expresses the variations of thermal 1, (a), overall 77,
(b) and propulsive 1,, (c) efficiency for changes in altitude as a
function of flight Mach number, M,,. For Mach numbers higher
than unity the thermal efficiency of the turbojet with an AB
becomes more advantageous at all altitudes; this is due to the
much higher work / thrust output of the turbojet with an AB in
comparison to the turbojet without an AB (see Figure 4). In
addition, the thermal efficiency for a turbojet with an AB show
an increase with increasing Mach number, whereas the
turbojet without an AB show a slight decrease with increasing
Mach number. On the other hand, the propulsive efficiency for
a turbojet without an AB are about 20% higher for flight Mach
numbers above 0.8 and at all altitudes than the turbojet with an
AB; for Mach numbers below 0.8 the propulsive efficiency for a
turbojet without an AB become about 10% higher than that of
the turbojet with an AB, below Mach number of 0.4 the
difference between the two configurations becomes increasingly
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smaller. The overall efficiency for a turbojet without an AB still
show greater advantage up to a Mach number of ~ 1.6; above
this value the turbojet with an AB show a comparable
advantage where the difference between the two engine
configurations is around 5%. Figure 3 clearly shows that for a
turbojet with an AB both the fuel to air ratio and TSFC are
higher than that of a turbojet without an AB; this is an
unavoidable consequence for the trade-off in increased thrust.
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Figure 2. 1,4, 11, and n,, efficiency for variations of altitude as a
function of flight Mach number, M.

Figure 3 clearly shows that for a turbojet with an AB both the
fuel to air ratio and TSFC are higher than that of a turbojet
without an AB; this is an unavoidable consequence for the
trade-off in increased thrust.



0.06

005 )
0,045
004 —ALT 2 km AB OFF - - ALT 2 km AB ON
S~ ' ALT 4 km AB OFF -~ = ALT 4 km AB ON
ALT & km AB OFF ALT 6 km AB ON
0,03 ——ALT Bkm AB OFF - - ALT B km AB ON
~ALT 10 km AB OFF - - ALT 10 km AB ON
ALT 12 km AB OFF - - ALT 12 km AB ON
0.03
0,025
00 : = — ‘
0 02 04 06 08 1t 12 14 1§ 18 2
M,
(3a)
?_\’10-5
o
kx,
%)
~

—ALT 2 km AB OFF
—ALT 4 km AB OFF
ALT 6 km AB OFF
—ALT 8 km AB OFF
——ALT 10 km AB OFF
ALT 12 km AB OFF

- = ALT 2km AB ON
- - ALT 4 km AB ON
ALT 68km AB ON
- - ALT 8 km AB ON
- = ALT 10 km AB ON
ALT 12 km AB ON

M

(3b)
Figure 3. f and TSFC efficiency for distinct quantities of altitude
for variaitons M.

It is important to keep in mind that the purpose of using a
turbojet with an AB is the significant increase in thrust,
power and impulse of the system at all altitudes and flight
Mach numbers (Figure 4). However, this comes at the
expenditure for higher fuel consumption and heavier weight
due to the increase in exhaust nozzle specific volume (Figure
4d). For altitudes higher than 6 km the thrust and power of
both engine configurations intersect at a point. For example
atan altitude of 12 km the red dot on Figure 4b corresponds
to the two red dots on Figure 4a; what is seen is that the
turbojet with an AB can achieve the same thrust and power
as the turbojet without an AB at a much lower Mach number
(0.6 vs. 1.6 respectively).

As previously mentioned, the main objective of the turbojet
with an AB is the higher power output of the system, this can
be seen again from Figure 5 and Figure 6. From both figures
it can be seen that the difference in effective power loss
parameter (EPLOS) between both engine configurations is
quite small ~5% at maximum power for both turbojets with
and without an AB; in addition, as the Mach number is
increased from 0.8 to 1 the difference in EPLOS decreases.
Thus the compressor efficiency 1. has a greater influence on
EPLOS than the Mach number; this can also be seen from the
figures presented by (Fawal et al. 2019). Therefore, from an
EPLOS perspective (ignoring the margin of power gain)
there is no significant advantage as to which engine
configuration is used.
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Figure 4. Thrust (a), I, (c) and vy e (d) for variations of altitude as
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On the other hand, from PLOS point of view the, the exergy
destruction of the turbojet with an AB is overall higher than a
turbojet without an AB; at minimum PLOS 65% vs. 55%
respectively. In addition, the difference at minimum PLOS
between both engine configurations is about 10%. Moreover,
for variations of compressor efficiency (Figure 5), at minimum
PLOS for the turbojet with an AB occurs at the maximum power
output ~34 MW and lower compressor ratio parameter 6,
~2.62, whereas the minimum PLOS for the turbojet without an
AB s slightly shifted towards the right at lower power ~12 MW
output and higher compressor ratio parameter 6, ~2.88, which
means an increase in compressor size and inevitably weight.

40 1

% N
£l 1o
S 5 e 2 08
S —T)c 0.9 AB OFF
= —Mc09ABON | .-/
N PAaPie 04
2 15 P
S .
g
102
5
0= -0
1 15 2 25 3 35 4 45
0.
(5a)
4) 12
35+ ’11
il J
~ /1
> b —1)¢ 0.9 AB OFF g
= ! —Nc 0.9 ABON 09
T S
Q 108 <%
2 0%
(=]
QL 10 - 07
s/ T 0.6

(5b)
Figure 5. Power, EPLOS and PLOS for distinct quantitis of . for
variations of 6.

Furthermore, for variations of Mach number (Figure 6), at
minimum PLOS the turbojet with an AB has a higher power
output as Mach number increases at lower compressor
pressure ratio: Mach 0.8, ~42 MW and 6, ~2.47 vs.Mach 1,~52
MW and 6. ~2.39; whereas the turbojet without an AB, Mach
0.8,~15 MW and 6, ~2.65 vs. Mach 1,~18 MW and 6, ~2.52.
Therefore, the turbojet with an AB displays an advantage of:
lower 6. and compressor weight and higher power output at
the expense of higher exergy destruction. However, the
turbojet with an AB having a lower 6. and lower compressor
weight needs to be compared to the increase in weight gain due
to the AB components and exhaust nozzle.

From Figure 7, for a constant altitude of 10 km and changes in
Mach number and as previously stated, that the overall
dimension of the powerplant does not change while the
respective  powerplant  constituents undergo  size
metamorphosis. For both engine configurations, at higher
Mach numbers dimensions for diffuser increases, therefore, the
selection of diffuser (ram recovery) develops as a crucial role
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than at reduced Mach numbers. In addition, the exhaust nozzle
for the turbojet with an AB is on average ~85% larger than that
of the turbojet without an AB, which inevitably corresponds to
an increase in engine weight. Therefore, a comparative and
trade-off study of the decrease in 6. and thus compressor
weight, the ~85% increase in exhaust nozzle specific volume
and the AB fuel components need to be examined.
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Figure 7. Dimensional metamorphoses of respective engine
modules at maximum MP for variations M.

Case II: Turboramjet in Dual Mode Operation

Figure 8 to Figure 10 is an altitude assessment of the
turboramjet in dual mode operation at maximum power for
variations of Mach number for a 25% to 75% inlet air mass
flow split between the turbojet and ramjet respectively. The
performance parameters of: thermal, propulsive and overall
efficiency; fuel to air ratio, TSFC, impulse, thrust, power and
specific volume were evaluated.

Figure 8 distinctly shows the limitation of turbojet operation as
a function of altitude and Mach number. The maximum feasible
operating range in terms of Mach number at an altitude of 2 km,
4 km, 6 km, 8 km, 10 km and 12 km to 20 km are 1.97, 2.08,
2.19, 2.31, 2.44 and 2.51 respectively, after which a divergence
in the propulsion solutions are encountered. The propulsive
efficiency of the turbojet still outweighs the use of the ramjet up
to a Mach number of 2.5. However, falls short in terms of
thermal and overall efficiency in the overlapping region of
Mach 1.97 and 2.51. In terms of overall efficiency, the ramjet
indicates highest performance at 3.36, 3.55, 3.74, 3.94, 4.15,
4.34,4.47,4.63, 4.73 and 4.89 Mach with 0.52, 0.54, 0.56, 0.58,
0.60, 0.63, 0.65, 0.68, 0.70 and 0.73 overall efficiencies for each
altitude from 2 km to 20 km respectively. Whereas the turbojet
reaches its maximum performance capability at 1.97, 2.08,
2.19, 2.31, 2.44 and 2.51 Mach with 0.25, 0.26, 0.28, 0.30, 0.31
and 0.32 overall efficiencies respectively for each altitude from
2 km to 12 km; note that beyond 12 km the overall efficiency
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and Mach number remains the same. The thermal efficiency of
the ramjet depicts a gradual decrease and takes a sharp decline
beyond a Mach number of 4; thus, at 4.09, 4.24, 4.41, 4.6, 4.76,
49, 5.03, 5.16, 5.26, and 5.38 Mach with 0.48, 0.51, 0.54, 0.56,
0.60, 0.62, 0.64, 0.66, 0.68 and 0.70 thermal efficiencies are
achieved. Whereas the turbojet reaches its maximum
performance capability at 1.97, 2.08, 2.19, 2.31, 2.44 and 2.51
Mach with 0.37, 0.39, 042, 0.44, 0.46 and 0.48 thermal
efficiencies respectively for each altitude from 2 km to 12 km;
similarly, beyond 12 km the thermal efficiency and Mach
number remains the same. The propulsive efficiency of the
ramjet is nearly linear and illustrates an upper saturation limit
for 2 km and 20 km at Mach numbers of 4.27, 4.45, 4.65, 4.85,
5.07,5.22,5.3,5.37, 5.44 and 5.5 respectively; in addition, at a
Mach number of 2 the propulsive efficiency decreases from
0.59 to 0.50 as the altitude increases from 2 km to 20 km.
Whereas the turbojet reaches its maximum performance
capability at 1.97,2.08, 2.19, 2.31, 2.44 and 2.51 Mach with 0.67
propulsive efficiency respectively for each altitude from 2 km
to 20 km; also the Mach number and propulsive efficiency does
not change beyond 12 km.
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Figure 8. 7.y, 11 and 7, for variations of altitude for turboramjet
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Figure 9 shows the f, TSFC (kg/N-s) and I, (s) of the dual
mode operating system. For all altitudes the ramjet
indicates lower fand TSFC and higher I, than the turbojet.
The minimum attainable f for the turbojet ranges from
0.05137, 0.0508, 0.05033, 0.04993 and 0.04861 for the
previously specified Mach numbers and altitudes; in
addition to showing a decrease if f for increasing altitude.
On the other hand, the ramjet experiences an increase in
f as the altitude increases. Nevertheless, at a Mach
number of 2 the fincreases from 0.04122 to 0.0441 which
is still much lower than the fof the turbojet. Evidently this
is due to the turbojet fuel contribution stemming from
both the combustion chamber and afterburner, whereas
the ramjet only utilizes the afterburner fuel for thrust
generation. In addition, the ramjet exhibits a much
greater advantage of attaining higher Mach numbers for
even lower values of fuel to air ratio; i.e. as the Mach
number increases the f also decreases. The turbojet
reaches a maximum TSFC capability at 1.97, 2.08, 2.19,
2.31, 2.44 and 2.51 Mach with 6.637e-05, 6.415 e-05,
6.215 e-05, 6.032 e-05, 5.865 e-05 and 5.694 e-05 TSFC
respectively for each altitude from 2 km to 12 km; in
addition to a decrease in TSFC with increasing altitude
notwithstanding that the Mach number and TSFC do not
changing beyond 12 km. For a TSFC of 5.694 e-05, the
operating range for the ramjet in term of Mach numbers
are: 3.46, 3.67, 3.9, 4.14, 4.4, 4.62, 4.79, 4.96, 5.11 and
5.26 for altitudes from 2 km to 20 km respectively; where
beyond a TSFC of 5.694 e-05 operation becomes
unrealistic.
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Figure 9. f, TSFC and I, for variations of altitude for turboramjet

engine as a function of M.

Figure 10 depicts the thrust (kN) for variations of Mach
number and power and the exit nozzle specific volume (m?3/kg)
for variations of Mach number. In terms of thrust the turbojet
is capable of achieving 64, 55,47, 39, 32, 25,18,13,10 and 7 kN
of thrust at Mach numbers of 1.97, 2.08, 2.19, 2.31, 2.44, and
2.51 respectively for each altitude from 2 km to 20 km.
Whereas the ramjet can produce 257, 213, 174, 140, 111, 85,
63,47, 34 and 25 kN of thrust at a Mach number of 2 for each
altitude from 2 km to 20 km. As expected, the thrust and power
of the dual system decreases with altitude. Nonetheless, the
ramjet is still capable of producing 7 kN of thrust at a Mach
number of 5.73. When examining the specific volume, the
ramjet has a lower exit nozzle specific volume than the turbojet
at all altitudes. For the turbojet, specific volumes of 3.5, 4.5, 5.8,
7.5, 9.9, 13.3, 18.3, 25, 34.3 and 46.9 are achieved at Mach
numbers of 1.97,2.08,2.19, 2.31, 2.44, and 2.51 respectively for
each altitude from 2 km to 20 km. Whereas the ramjet
experiences limitations in specific volumes of 2.4, 2.9, 3.6, 4.5,
5.7, 7.3, 94, 12.0, 15.4 and 19.8 for operable Mach number
maximums of 4.87, 5.07, 5.28, 5.5, 5.73, 5.89, 5.95 and 6 as the
altitude increases from 2 km to 20 km. Moreover, as the
altitude increases the specific volume of the turbojet becomes
far too large for efficient operation and therefore too heavy.
Altitudes at and above 10 km show approximately twice the
increase in specific volume for the turbojet than the ramjet.
Therefore, the turbojet can be used up to an altitude of 8 km
and then completely switch to ramjet operation for altitudes of
10 km and beyond. Where at 20 km the specific volume of the
ramjet is ~20 (which is obtained at 14 km for the turbojet) and
~47 for the turbojet respectively.

300
— ALT 2 km
— ALT 4 km
ALT 6 km
— ALT 8 km
ALT 10 km
ALT 12 km
— ALT 14 km
— ALT 16 km
— ALT 18 km
ALT 20 km

250

200

150

Thrust (kN)




300

— ALT 2 km
250~ — ALT 4 km
ALT 6 km
— ALT 8 km
—~ 200 ALT 10 km
= ALT 12 km
=, — ALT 14 km
w  180- — ALT 16 km
3 — ALT 18 km
S ALT 20 km
< 10
~
50
0
0 50 100 50 M % W 30
Power (MW)
(10Db)
60
— ALT 2 km
— ALT 4 km
0 ALT 6 km
— ALT 8 km
[ ALT 10 km
3 . ALT 12 km
~ B S — ALT 14 km
“ — ALT 16 km
é 30———-_% — ALT 18 km
K A ALT 20 km
N Y
N ;
Q
=
a

M,

(10¢)
Figure 10. Thrust (a) and vy, () as a function of M, and
Thrust vs. Power for variations in altitude.

Figure 11 to Figure 19 is an assessment of variations of inlet air
mass flow split between the turbojet and ramjet as a function
of Mach number at 10 km and 20 km (all figures on the right
and left respectively). The legend in these figures indicates the
percentage of air mass flow being diverted to the ramjet (--
dashed lines) and the remaining percentage being directed to
the turbojet (— solid lines). It is also to note that curves of the
same colour are complementary to each other; for example, the
blue curves imply a 25% to 75% inlet air mass flow split
between the ramjet and turbojet respectively. However, the
exception to the previous statement are the purple curves,
where 100% inlet air mass flow to the ramjet means 0% to the
turbojet and vice versa. In addition, this part of the analysis has
restricted the operation of the turbojet up to a Mach number of
2.5; as has previously mentioned the limitation of the turbojet
application reaches a maximum operable Mach number of 2.4
for both altitudes of 10 km and 20 km respectively. Whereas,
the constraint for the discussion of the ramjet analysis will be
kept to a maximum Mach number of 4.4 and 5.26 for the
altitudes of 10 km and 20 km respectively; this is due to the
feasibility in terms of TSFC as stated previously. Also to note,
the pressure and temperature at 10 km vs. 20 km are: 26.43
kPa and 223.15 Kvs. 5.47 kPa and 216.65 K respectively.

Figure 11 and Figure 12 show that at 25% inlet air mass flow
the turbojet is economically more effective in terms of both
thermal and overall efficiency respectively at Mach 2. As the
split of mass flow to the ramjet is increased (50% to 100%) it
becomes quite distinct that the ramjet is much more beneficial.
Also, in general, as the inlet mass flow of either system
increases, so do the thermal and overall efficiencies. For the
altitudes of 10 km and 20 km the maximum attainable thermal

78

efficiencies are: 0.23, 0.34, 0.41 and 0.46 versus 0.24, 0.36,0.43
and 0.47 respectively. Whereas the ramjet thermal efficiencies
are: 0.19, 0.35, 0.5 and 0.66 versus 0.21, 0.38, 0.56 and 0.73 at
10 km and 20 km respectively. In terms of overall efficiency, the
turbojet achieves 0.16, 0.23,0.27 and 0.3 versus 0.16, 0.24, 0.28
and 0.31 at 10 km and 20 km respectively. Whereas the ramjet
overall efficiencies are: 0.19, 0.33, 0.46 and 0.6 versus 0.23,
0.39, 0.55 and 0.7 at 10 km and 20 km respectively. Note
however, that the maximum overall efficiency (same as
previous values) for the ramjet at 10 km are achievable at
slightly lower Mach numbers: 4.35, 4.26, 4.2 and 4.17 for
increases of inlet air mass flow split. Similarly, at 20 km the
maximum overall efficiency for the ramjet are attained at: 5.07,
4.95, 4.88 and 4.82 Mach numbers for increasing mass flow
split; in addition, for 50% to 75% air flow split the overall
efficiency increases by 1% and at a 100% air flow split the
overall efficiency increases by 3%.
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Figure 11. 1, for variations of inlet air mass flow at 10 km (a)
and 20 km (b) for turboramjet engine as a function of M.
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Figure 12. 7, for variations of inlet air mass flow at 10 km (a) and
20 km (b) for turboramjet engine as a function of M,.

On the other hand Figure 13 indicates a better propulsive
efficiency for the turbojet over the ramjet at all inlet air mass
flow splits up to Mach 2. Beyond a Mach number of 2 the ramjet
takes over and has a dominating effect on system performance.
However, unlike the thermal and propulsive efficiency, the
propulsive efficiency decreases as the inlet air mass flow to
either system increases. This is due to the kinetic energy added
to the air mass flow through the engine being higher than the
propulsive power generated by the fully expanded exhaust jet.
For the turbojet, the attainable propulsive efficiencies are: 0.69,
0.67,0.67 and 0.66 versus 0.68, 0.66, 0.66 and 0.65 7 at 10 km
and 20 km respectively. Whereas the ramjet propulsive
efficiencies are: 1, 0.94, 0.92 and 0.91 versus 1, 1, 0.99 and 0.97
at 10 km and 20 km respectively; however, at 20 km and for 25%
and 50% inlet air mass flow split the maximum propulsive
efficiency is reached at 4.77 and 5.18 Mach respectively.
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Figure 13. n,for variations of inlet air mass at 10 km (a) and 20
km (b) flow for turboramjet engine as a function of M.

What is also interesting to note from Figure 11 to Figure 13 is
that the variations on thermal overall and propulsive efficiency
for the turbojet show slight variations from 10 km to 20 km,
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whereas for the ramjet the changes are more pronounced. This
effect is a direct result of the much higher attainable Mach
numbers for the ramjet vs. the turbojet.

From Figure 14 and Figure 15 it is seen that the both the fand
TSFC of either system decreases as the inlet air mass flow is
increased. For a constant input of fuel this is an expected result.
However, what is interesting to see is that the ramjet is not
competitive enough with the turbojet until 75% inlet air mass
flow is reached; below 75% (25% and 50%) the turbojet
experiences lower fand TSFC. In addition, notwithstanding the
changes of inlet air mass flow, the small change in temperature
from 10 km 223 K to 20 km 216K has very little impact on the
variation of f, which is completely independent of the free
stream pressure and strongly dependent on the maximum
temperature of the cycle; this effect is also observed on TSFC.
For the turbojet the attainable fare: 0.103, 0.067, 0.056 and
0.05 versus 0.01, 0.066, 0.055 and 0.049 at 10 km and 20 km
respectively. Whereas the ramjet f are: 0.1, 0.05, 0.033 and
0.025 versus 0.064,0.032,0.021 and 0.016 at 10 km and 20 km
respectively. Here, we also see that the difference in altitude for
the turbojet has very little impact on the f, whereas the ramjet
experiences a significant decrease on f for an increase in
altitude from 10 km to 20 km. When examining TSFC, the
turbojet attains values of: 1.11e-04, 7.64e-05, 6.45e-05 and
5.85e-05 versus 1.06e-04, 7.34e-05, 6.23e-05 and 5.67e-05 at
altitudes of 10 km and 20 km respectively. Whereas the ramjet
TSFC values are:1.76e-04, 1.04e-04, 7.36e-05 and 5.70e-05
versus 1.74e-04, 1.03e-04, 7.33e-05 and 5.69e-05 at 10 km and
20 km respectively. Interestingly, it is observed that for the
turbojet the TSFC slightly decreases for an increase in altitude
from 10 km to 20 km and therefore more fuel efficient,
however, the ramjet values of TSFC are extremely close to each
other. Therefore, with just an increase in altitude the ramjet
remains static in terms of fuel efficiency to thrust output
however has an advantage of a higher Mach number.
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Figure 14. f for variations of inlet air mass flow at 10 km (a) and
20 km (b) for turboramjet engine as a function of M.
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and 20 km (b) for turboramjet engine as a function of M.

Figure 16 also shows that as the inlet air mass flow to
either system is increased the I, (s) decreases. This occurs
as a consequence of the specific thrust; whereas the air
mass flow increases the specific thrust decreases and
therefore, so does the I,. In general, the ramjet indicates
higher attainable I, at Mach 2 than the turbojet. In
addition, the variations of I, for the turbojet are modest
between 10 km and 20 km, whereas the ramjet variations
are slightly more pronounced. The turbojet attains specific
impulse values of: 95, 90, 88 and 87 versus 96, 91, 90 and
89 at altitudes of 10 km and 20 km respectively. Whereas
the ramjet specific impulse values are: 58, 49, 46 and 45
versus 38, 32, 30 and 29 at 10 km and 20 km respectively.
However, for a value of 45s and at an altitude of 20 km the
ramjet achieves Mach numbers of: 5.07, 4.87, 4.79 and
4.75. Therefore, for the same value of specific impulse, the
ramjet is able to reach higher Mach numbers as the altitude
increases.
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Figure 16. I, for variations of inlet air mass flow at 10 km (a) and
20 km (b) for turboramjet engine as a function of M.

In general, Figure 17 and Figure 18 illustrate that as the
inlet air mass flow is increased to either system, the thrust
and power also increases. At a Mach number of 2 the
ramjet indicates improved thrust over the turbojet for an
inlet mass flow above 25%. However, it is also clearly seen
that as the altitude increases from 10 km to 20 km the
thrust output decreases from both systems. The turbojet
achieves maximum thrust values of: 35, 65, 95 and 126
versus 7, 14, 20 and 27 kN at 10 km and 20 km
respectively; a decrease of approximately 4 to 5 fold for an
increase in altitude. Whereas the ramjet attains thrust
values of: 39, 66,93 and 120 versus 6, 11, 15 and 19 kN at
10 km and 20 km respectively; a decrease of
approximately 6 fold for an increase of altitude. However,
the maximum attainable thrust for the ramjet at 10 km are:
50, 88, 126 and 165 at Mach numbers of 3.05, 2.96, 2.99
and 2.92 respectively. Whereas at 20 km the maximum
thrust values for the ramjet are: 12, 21, 30 and 39 for Mach
number of 3.29, 3.18, 3.16 and 3.12 respectively.
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Figure 17. Thrust for variations of inlet air mass flow at 10 km
(a) and 20 km (b) for turboramjet engine as a function of M.
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Figure 18. Thrust for variations of inlet air mass flow at 10 km
(a) and 20 km (b) for turboramjet engine as a function of Power.

From Figure 19 it can clearly be seen that at all Mach
numbers the ramjet is far more advantageous than the
turbojet and especially at 20 km. The specific volume of
the turbojet at 10 km and 20 km is 10.63 and 51.25
(m3/kg) respectively; whereas the ramjet values at 10 km
and 20 km are 6 and 20 (m3/kg) respectively. Therefore,
the specific volume is 1.7 and 2.4 times larger than that of
the ramjet at each altitude respectively; therefore, the
trade off in weight is unequivocal. In addition, due to a
weak dependency, the variation of inlet air mass flow has
very little impact on the specific volume of the exhaust
nozzle for both the turbojet and ramjet.
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Figure 19. vy, for variations of inlet air mass flow at 10 km
(a) and 20 km (b) for turboramjet engine as a function of M.

CONCLUSION

This investigation presented two case studies: Case l was a
comparison between the Turbojet with and without an AB
considering PLOS, EPLOS and maximum power; Case II
was an evaluation of a Turboramjet in Dual Mode
Operation under maximum power optimization function.

When evaluating Case I, the primary purpose of a turbojet
with an AB is to increase thrust, power, specific impulse at
the expense of higher fuel consumption, exergy
destruction and overall weight of the engine configuration.
When evaluating the turbojet with and without and AB
from an EPLOS, the variations in Mach number have a very
small effect and as the Mach number increase the
difference in EPLOS between both engine configuration
decreases. PLOS values for both engine configurations
indicate a higher exergy destruction for the turbojet with
an AB. Nonetheless, at minimum PLOS values the turbojet
with an AB can operate at lower 6, and generate more
power that the turbojet without an AB; therefore a
decrease in weight is attained as an advantage for the
turbojet with an AB. However, a concessional study of a
decrease in 6, and thus compressor weight versus the
~85% increase in exhaust nozzle specific volume and AB
fuel components must be conducted. Under maximum
power evaluations, the turbojet with an AB has a
significant advantage of increase in thrust at all altitudes
and Mach numbers, it is only beyond a Mach number of
unity does the thermal efficiency of the engine
configuration portray higher relevance. On the other hand,
it was also seen that for a given altitude, the turbojet with
an AB was able to attain the same power and thrust output
as the turbojet without an AB at a much lower Mach
number. Therefore, when considering lower Mach
numbers, the turbojet with AB has a higher advantage in
attaining shorter Take-Off distances, especially for military
aircrafts on aircraft carriers (i.e. warships). In addition, at
higher Mach numbers, the turbojet with an AB has a
significantly higher amount of thrust which becomes
critical for military type aircrafts in combat mode.

Case II considered the performance evaluation of the
turboramjet engine under a maximum power objective
function in dual mode operation for variation of altitude
and inlet air mass flow split as a function of Mach number.
Under dual mode operation the turbojet engine AB were
taken to be in the operative state. The results show that the



turbojet operation exhibits a Mach number limitation of
2.51 beyond an altitude of 12 km, whereas the ramjet
limitation is in terms of TSFC where beyond a value of
5.694 e-05 at a Mach number of 5.26 and altitude of 20 km
operation becomes unrealistic. Moreover, as the split of
inlet air mass flow to the ramjet was increased beyond
50% the advantage in terms of 14, 1,, f, TSFC, I, thrust
and vyzz.e far supersede that of the turbojet with an AB.
The ramjet experiences a significant decrease on f for an
increase in altitude from 10 km to 20 km and becomes
more fuel efficient than the turbojet with an AB at inlet air
mass flow splits above 75%. Furthermore, the ramjet is
more economical at 20 km than at 10 km operation where
for the same value of TSFC a higher Mach number can be
attained 5.26 vs. 4.4 however at the expense of lower than
maximum thrust. Where maximum thrust for the ramjet
occurs at lower Mach number values: 165 kN at 2.92 Mach
vs. 39 kN at 3.12 Mach at 10 km and 20 km respectively.
Likewise, for the same value of specific impulse (45 s), the
ramjet is able to reach higher Mach numbers (4.4 vs. 4.75
at 100% inlet air mass flow split) as the altitude increases,
whereas for the turbojet the I, exhibits minimal change. In
addition, the specific volume of the turbojet with an AB is
1.7 and 2.4 times larger than that of the ramjet for an
increase in altitude from 10 km to 20 km; therefore, the
trade off in weight is indisputable. Moreover, it is seen that
the ramjet can commence operation at a Mach number of 2
and begin diverting the inlet mass flow rate from the
turbojet with an AB to the ramjet while still remaining
competitive with the turbojet with an AB.
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As cities confront the dual challenges of global warming and urban environmental degradation,
adopting sustainable mobility strategies has become essential for future resilience and sustainability.
The use of electric vehicles, which have minimal emissions and are constructed in an energy-efficient
manner, represents a viable solution to this issue. Conversely, the secure and effective implementation
of electric vehicles in car parks presents a multitude of technical and infrastructural challenges. Despite
the anticipated substantial rise in the use of electric vehicles in the near future, there are proposals for
them to be subject to a range of restrictions due to fire safety concerns. It has been established that
charging processes represent the primary cause of fires in electric vehicles. The utilisation of charging
stations in enclosed and particularly subterranean garages situated within edifices that serve a
multiplicity of purposes, including commercial, residential and retail, is on the rise. As a result, it poses
a greater risk in a potential fire scenario than a charging station located in the open air. The pressure on
charging times, especially for electric vehicles, requires the use of chargers with a higher power rating,
which may increase the risk. It is noted that although electric vehicle fires and combustion engine
vehicle fires have similar characteristics, there are differences in the fire behaviour of electric vehicles.
This paper aims to provide a strategic guide to achieving urban sustainability goals by looking at
innovative approaches to the deployment of electric vehicles in car parks and solutions to potential
risks. The use of car parks is crucial to strengthening the role of electric vehicles in future urban mobility
systems. It aims to facilitate the harmonisation of electric vehicles and charging stations, contributing
to a more sustainable future by reducing the environmental impact of cities.

Yeralti Otoparklarinda Elektrikli Ara¢ Risklerinin Degerlendirilmesi ve
Kentsel Stirdurtlebilirlik Stratejileri

MAKALE BILGISI

OZET

Anahtar Kelimeler:
elektrikli ara¢ yangini, kapal
otopark, sarj istasyonu
entegrasyonu, acil miidahale

Sehirler, kiiresel 1sinma ve ¢evresel bozulma gibi iki 5nemli zorlukla karsi karstya kalirken, stirdiirtilebilir
ulasim stratejilerinin benimsenmesi, stirdiirtlebilir bir gelecek icin zorunluluk haline gelmistir. Elektrikli
araglarin, minimum emisyon ve yiiksek enerji verimliligi saglamak tizere tasarlanmasi, bu sorunlara
yonelik etkili bir ¢6ziim sunmaktadir. Ancak, elektrikli araglarin otoparklarda giivenli ve etkili bir sekilde
kullanilabilmesi, beraberinde ¢esitli teknik ve altyapisal zorluklar da giindeme getirmektedir. Yakin
gelecekte elektrikli ara¢ kullaniminda beklenen onemli artisa ragmen, yangin giivenligi endiseleri
nedeniyle bu araglann cesitli kisitlamalara tabi tutulmasim 6neren yaklasimlar giderek daha fazla
tartisilmaktadir. Arastirmalar, elektrikli araglarda meydana gelen yangmlarn birincil nedeninin sarj
islemleri oldugunu ortaya koymustur. Ticari, konut ve perakende gibi ¢esitli amaglara hizmet eden
yapilardaki kapaly, 6zellikle yer alt1 garajlarinda sarj istasyonlarinin kullanimi giderek artmaktadir. Sonug
olarak, olasi bir yangin senaryosunda, kapali alanlardaki sarj istasyonlari, acik havada bulunan sarj
istasyonlarima kiyasla daha bilyiik bir risk teskil etmektedir. Ozellikle elektrikli araglar icin sarj siirelerini
azaltma baskasy, riski artirabilecek daha yiiksek gii¢ kapasitesine sahip sarj cihazlanmn kullanimini
zorunlu kilmaktadir. Elektrikli ara¢ yangmlarinin, igten yanmali motorlu ara¢ yanginlariyla benzer
ozellikler tasimasina ragmen, yangin davranislarinda belirgin farkhliklar gosterdigi vurgulanmaktadir.
Bu ¢alismada, otoparklarda konuslandirilan elektrikli arag yonelik olasi riskler ele alinmistir. S6z konusu
duruma yoénelik ¢oziimler incelenerek, kentsel stirdiiriilebilirlik hedeflerine ulasmak i¢in stratejik bir
rehber sunulmasi amaglanmaktadir. Otoparklarin kullanimi, elektrikli araglarin gelecekteki kentsel
hareketlilik sistemlerindeki roliinii gliclendirmek agisindan biiyiik bir 6neme sahiptir. Elektrikli araglar
ve sarj istasyonlarinin uyumlastirilmasini kolaylastirarak, sehirlerin gevresel etkisini azaltmay: ve daha
siirdiirtilebilir bir gelecege katkida bulunmay1 amaglamaktadir.
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NOMENCLATURE

4

m combustion rate (kg/s) m combustion flux (kg/m?/s)

AHe heat of combustion (M]/kg) 0 combustion flux

Af base or surface area of the fuel or fire AHc state of charge

INTRODUCTION The influence of energy management strategies pertaining to

The growing prevalence of electric vehicles and the imperative
for environmental sustainability necessitate a corresponding
evolution in the infrastructure of car parks, with the requisite
adaptations to accommodate these technologies. In this
context, it is of paramount importance to ensure the safe and
efficient use of electric vehicles, particularly in indoor car parks,
in order to facilitate modern urbanism and transport planning.
The integration of electric vehicle charging infrastructure, fire
safety, energy management and user accessibility represent
key issues that must be addressed in the redesign of car parks.
The installation of electric vehicle charging points in car parks
offers dual benefits; it provides convenience for car owners and
plays an important role in meeting cities' energy management
and sustainability goals. The strategic placement of charging
stations is of critical importance for the efficient distribution of
energy and the sustainable satisfaction of users' charging
needs. Nevertheless, adherence to the established fire safety
protocols and regulations is indispensable for the safe and
effective operation of charging stations. It is imperative to
consider the potential fire risk associated with electric vehicle
batteries, particularly in enclosed parking facilities.

The rise in the number of fires caused by electric vehicles in
recent years has prompted concerns about the safety of this
new technology. The high energy density of electric vehicle
propulsion batteries and the potential for battery cells to
ignite due to the risk of thermal runaway necessitate the
implementation of safe storage and charging practices,
particularly in enclosed settings. In this context, it is of
paramount importance to develop effective fire-suppression
systems and emergency protocols for the mitigation of
electric vehicle fires, particularly in indoor car parks.
Furthermore, it is of paramount importance for both electric
vehicle users and car park operators to engage in regular
maintenance and safety inspections, with the objective of
reducing the risk of fire. The objective of this study is to
provide an overview of recent studies addressing different
aspects of the deployment of electric vehicles in car parks. A
comprehensive examination of the technical and safety
aspects of the deployment of electric vehicles in car parks will
be conducted. It is of paramount importance to integrate
electric vehicles in a safe, efficient and sustainable manner if
modern urbanism and transport planning are to progress.
The objective of this approach is to present novel approaches
and solutions to relevant audiences for the deployment of
electric vehicles in indoor car parks, based on an analysis of
existing literature and technology.

Electric Vehicle Safety and Risks in Underground
Parking: A Literature Review

The proliferation of electric vehicles has precipitated
substantial shifts in the realms of sustainable transportation
and environmentally conscious urbanism. In this context, a
number of academic studies and technical reports have been
published in recent years examining the deployment of
electric vehicles in car parks and the integration of charging
infrastructure.
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the utilisation of electric vehicles in indoor car parks and the
impact of charging stations on energy demand has been
subjected to investigation. The research addressed the
integration of renewable energy sources, energy storage
solutions and the sustainability of the charging infrastructure
of electric vehicles (Wang et al,, 2023).

Smith and Brown undertook a review of the extant regulations
and standards pertaining to the deployment of electric vehicles
in car parks, identifying deficiencies in this domain. The study
recommended that safety and performance standards should
be updated and that a regulatory framework should be
developed to adapt to new technologies (Wang et al, 2023).

The potential fire risk associated with electric vehicle
batteries and the optimal strategies for mitigating this risk in
parking facilities have been subjected to rigorous
examination. The study presents a series of innovative fire
safety protocols designed to prevent thermal runaway events
in drive coils. Additionally, it offers a range of approaches
aimed at enhancing the efficacy of fire suppression systems in
car parks (Bai et al.,, 2022).

Liu et al. examined the accessibility of electric vehicle users to
charging stations in parking garages, as well as the challenges
they face in this regard. The study highlighted the necessity
for the ergonomic design of the charging infrastructure and
the creation of user-friendly applications with the objective of
enhancing the user experience (Liu et al,, 2022).

The calculations were conducted using the Fire Dynamics
Simulator (FDS) program to analyse the potential outcomes
of an electric vehicle fire in an underground car park. The
scenario involved 10 vehicles and was designed to represent
a realistic setting for such an incident. The present study
employs numerical analysis to elucidate the dispersion and
temperature distribution of hydrogen fluoride in the
aftermath of the fire. It has been established that a fire
involving a small-capacity lithium-ion battery releases
hydrogen fluoride in quantities that are dangerous even for
individuals exposed to the fire (Krol & Krol, 2022).

In the study conducted by Hao et al. on the requisite charging
infrastructure for electric vehicles and its integration in
indoor car parks, efficiency analyses pertaining to the optimal
positioning of charging stations were conducted. The
objective is to enhance energy efficiency by employing
sophisticated algorithms to identify the optimal location for
charging stations (Hao et al,, 2021).

In a study examining the environmental impact of electric
vehicle fire extinguishing systems, it was found that the water
used for extinguishing and cooling purposes in the event of an
electric vehicle fire was significantly contaminated. It was
therefore stated that the residual liquid in question, due to the
concentrations of heavy metals such as lithium, cobalt, nickel
and manganese, exceeds the current limit values for discharge
into the sewerage system. It was further recommended that
appropriate pre-treatment should be applied in practice
(Mellert et al.,2020).



The question of whether the charging of electric vehicles in car
parks poses a fire risk, and what measures are necessary to
ensure that the risk remains at an acceptable level, has been
addressed by Mellert et al. The study comprised a
comprehensive assessment of the fire risk associated with
electric vehicles during the charging process. This encompassed
an evaluation of the fire risk posed by the electrical installation in
the car park during charging, the vehicle layout in the car park
and the active fire extinguishing systems. It has been argued
that the findings derived from the statistical analysis and
literature review are not sufficiently robust to indicate that the
charging of electric vehicles in closed car parks will increase the
probability of fire (Mellert et al,,2020).

It has been asserted that the extant regulatory framework
pertaining to the installation of charging points for electric
vehicles is adequate to ensure that the fire risk associated
with the charging of electric vehicles in enclosed car parks is
maintained at an acceptable level. It is stated that the
commissioning of these charging stations should be carried
out in accordance with the relevant legislation and in
compliance with the recommendations of the vehicle and
charging station manufacturers regarding the application. It
isinadvisable to utilise electrical sockets and extension cables
that have not been specifically designed for the purpose of
charging vehicles. In indoor car parks where electric vehicles
can be charged, the necessity for fixed water-based fire
extinguishing systems is no greater than in other car parks
(Brandt & Clansberg, 2020).

The present study investigates emergency response methods
for fire incidents occurring in electric (battery) construction
equipment operating in underground conditions, such as
those found in mines in Finland. It is stated that thermal
runaway in the drive batteries is the most common fire
scenario. [t is therefore generally recommended that water or
water-based extinguishing materials be used for the purpose
of extinguishing fires caused by electric vehicle drive
batteries. In the event of a drive battery fire occurring
underground, it is imperative that underground operations
are immediately ceased. Attempting to allow the battery pack
to burn and self-extinguish is not a viable option, given the
potential deterioration of rock integrity due to the high heat
generated and the inevitable production losses that will
occur. Instead, high-voltage resistant personal protective
equipment specific to electric vehicles should be utilised,
rather than conventional personal protective equipment
typically employed for risks associated with the extinguishing
of the battery pack with water (Valisalo, 2019).

The objective of this study is to examine the conditions under
which underground car parks in Spain are used by electric
vehicles. In addition, the study will review relevant literature,
assess compliance with standards and requirements, and
identify potential hazards. Furthermore, the study will
investigate the necessity for near-future solutions to establish
testable performance guidelines for qualified emergency
response personnel. In particular, it was recommended that
information and discussions aimed at influencing consumer
perceptions in a way that is not grounded in evidence be
avoided. This is to prevent the creation of an agenda that is
not based on facts (Blanco-Muruzabal et al.,2022).

In Turkiye, the Istanbul Metropolitan Municipality and Fire
Department conducted a training exercise to extinguish a
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75.2 kWh propulsion battery used in electric buses. The
objective of the exercise is to ascertain the potential hazards
associated with electric vehicle drive battery fires and to
evaluate the measures that can be taken to mitigate these
risks. Additionally, the exercise aims to assess the
effectiveness of various fire extinguishing techniques in such
scenarios. It was indicated that 11 distinct extinguishing
agents were employed in the aforementioned exercise, and
the effects produced were quantified and assessed with the
aid of a thermal camera (Istanbul Metropolitan Municipality
Fire Department, 2024).

A review of the occurrence of battery fires in electric vehicles,
related safety issues and fire protection strategies, as
presented by Brzezinska and Bryant. It has been posited that
as the market share of electric vehicles continues to expand,
the incidence of fires resulting from accidents involving such
vehicles has concomitantly increased. It was asserted that
pragmatic engineering methodologies for mitigating the risk
of fire in electric vehicles are constrained. In this context, it was
posited that the generally accepted heat release rate (HRR) for
fire engineering design in car parks is approximately 7 MW. It
has been demonstrated that the rate of growth of fires in
propulsion batteries in electric vehicles is significantly faster
than in vehicles powered by conventional fuels. The findings
of the study, which employed fire dynamic simulation (CFD) to
anticipate the dispersion of smoke and temperature during an
electric vehicle fire, are presented herein. This demonstrates
that as the fire intensifies, the temperature within the garage
rises and visibility declines. This indicates that the
circumstances under which people may be safely removed
from the garage are becoming increasingly unfavourable. It is
indicated that the estimated evacuation time for individuals
may vary according to the intended purpose of the garage. The
objective of the fire dynamic simulations (CFD) conducted in
this context is to ascertain whether an electric vehicle fire in a
garage presents a risk to individuals who may be trapped
inside and whether there is sufficient time to evacuate before
the critical boundary conditions of the fire occur (Brzezinska
ve Bryant, 2022).

Dorsz and Lewandowski conducted a comparative analysis of
the characteristics of fires in electric and internal combustion
engine cars. The utilisation of fire dynamic simulations (CFD)
facilitated the attainment of results pertaining to the impact
of fire on life and property safety in enclosed structures. It is
therefore imperative that fire prevention and extinguishing
systems are correctly designed in existing building and tunnel
structures to cater for the potential occurrence of battery
electric vehicle fires in underground garages or tunnels. In the
event of a fire, ventilation or sprinkler system are provided to
indicate the horizontal escape routes of individuals in danger
and to facilitate favourable conditions for evacuation. It is
observed that the available data for these systems, which
form the basis of rescue and firefighting operations, is
inadequate (Dorsz & Lewandowski,2022).

The primary distinction between the origin, progression, and
extinguishing of fires in electric vehicles and those in
conventional vehicles lies in the utilisation of lithium-ion (Li-
ion), nickel metal hydride (Ni-MH), and other similar
components in the drive battery for energy storage (Iclodean
et al, 2017). In contrast to conventional liquid or gas fuel
tanks (petrol, diesel, LPG, CNG), the principal distinctions
between these alternative energy sources lie in the electric



traction motor, on-board charger, charging port, DC/DC
converter and other power electronics components, as well
as the thermal systems employed to regulate them (Larminie
& Lowry,2003). The batteries used in electric vehicles are
considered to be the main source of hazard, as they are
susceptible to a number of influences, including mechanical,
thermal and electrical, which can lead to the initiation and/or
growth of fire. Similarly, in the case of traction batteries, the
higher the temperature of the chemistry, the more
exothermic the reaction chain, especially when it comes to the
dangerous heating curve. The thermal effects of the reaction
cause a significant increase in heat released. As a result, there
may be a fire or explosion hazard (Hou et al,, 2020). In this
context, it is asserted that a multitude of factors exert an
influence on the drive battery. Such incidents may include
instances of overcharging, short circuits, mechanical impact
(such as the penetration of the cell by a nail or other object),
and thermal impact (exposure to extreme temperatures)
(Bisschop et al.,, 2020). The analysis also encompasses other
factors, including the state of charge (SoC), the state of health
(SoH), the capacity and energy density of the battery, and the
ambient temperature (Essl et al.,,2020).

The occurrence of fires in electric vehicles in enclosed spaces,
such as road tunnels and car parks, has given rise to concerns
among the general public. This situation gives rise to
measures such as the prohibition of the parking of electric
vehicles, particularly in enclosed car parks. It is an inevitable
consequence of the success of electromobility that electric
vehicles will become widespread, thereby reducing the use of
fossil fuels and increasing the use of renewable energy. It was
highlighted that technical solutions should be implemented to
address the fire risks and potential consequences associated
with electric vehicles. The study concluded that a
comprehensive risk assessment and systematic hazard
identification are necessary for electric vehicle fires. A
workshop was convened with representatives from three
distinct fire and rescue organisations in Sweden. The efficacy
of emergency rescue forms/response manuals was
evaluated, and the results are presented below. It is therefore
recommended that improvements be made to the statistics
on electric vehicle fires, as the data currently available lacks
information on the main causes of such fires. Such a course of
action could result in the introduction of new regulatory
measures that lack a robust and evidence-based foundation.
The data analysed by Hynynen et al. indicates that fires in
electric vehicles are no more common than in vehicles with
internal combustion engines. It has been argued that the most
effective risk mitigation measure to limit the spread of EV
fires is the implementation of appropriate infrastructural
arrangements. The implementation of fire detection and
extinguishing systems, in addition to the creation of a safe
distance between parked vehicles, are regarded as
fundamental strategies (Hynynen et al,,2023). In a study on
safety approaches to electric vehicle fires that may occur in
underground car parks, it is stated that, in comparison to
conventional internal combustion vehicles with high sales
values and high prevalence, electric vehicles give rise to
concerns regarding fire safety.

Boehmer et al. and Bisschop et al. conducted a study on the
safety approaches to electric vehicle fires that may occur in
underground car parks. It has been asserted that electric
vehicles give rise to concerns regarding fire safety when
compared to conventional internal combustion vehicles,
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which are currently in high demand and widely prevalent.
Furthermore, it was posited that these concerns have been
exacerbated by the occurrence of electric vehicle fires in
previous years. It has been established that the majority of
fires in electric vehicles are caused by thermal leakage from
the drive batteries. Furthermore, it has been demonstrated
that the phenomenon in question is caused by external fires
that occur as a result of thermal runaway, which manifests
spontaneously in parking lots or while driving, and
sometimes following traffic accidents (Wang et al., 2012).

It has been posited that the most significant aspect of drive
battery fire dynamics in electric vehicles is the battery material
and chemistry (Ouyang et al,2019). The safety of lithium-based
battery packs is a topic of concern, particularly in relation to
their scale of use and energy density (Ouyang et al,2019). The
deformation of electric vehicle drive batteries can result in the
generation of sparks, flammable gases and the release of toxic
chemicals as a consequence of combustion (Tobishime et
al,1999). The aforementioned issues have the potential to
result in the ignition of a fire, which may subsequently evolve
into a combustion process and/or a gas explosion. While a
typical electric vehicle drive battery system is unlikely to ignite
in normal conditions, external influences, including thermal,
mechanical, and electrical factors, may lead to such an outcome
when the battery is subjected to unfavourable operating
conditions or collision accidents (Liu et al, 2021).

The presence of low ceilings, particularly in enclosed parking
facilities, serves to facilitate the propagation of fire and may
impede the implementation of rescue operations. The rise in
the overall number of electric vehicles is also driving the
installation of electric vehicle charging stations in public car
parks, which represents a novel risk factor for car park fires.
In light of these considerations, Sun et al. propose the
prohibition of electric vehicle charging in parking facilities or
the imposition of restrictions on the number and density of
parked vehicles (Sun et al,,2020).

In the context of fire assessments involving electric vehicles, the
drive battery is frequently identified as the primary causal
factor. However, that electric vehicle battery fires can be caused
by a number of factors, including charging system failures,
overloading of high-voltage power cables or external
interventions (such as arson) UK Road Vehicle Fires
Dataset,2019) (Huang & Nakamura, 2020). A study conducted
by the Swedish Research Institute has revealed that the failure
of an electric vehicle drive battery can result in a range of
potential consequences, including ventilation, fire and an
internal explosion of the battery cells. Furthermore, it is
indicated that in the event of the accumulation of gas from the
batteries within a confined space of the vehicle body, an
external explosion may occur beyond the boundaries of the
battery pack. However, such external explosions are not
included in the assessment of the drive batteries during the
validation tests (Bisschop et al,2019).

The occurrence of fires in electric vehicles can be attributed
to one or more of the following potential causal factors (Sun
etal, 2020).

The ignition of a fire in an electric vehicle may be caused by a
number of factors, including exposure to extreme weather
conditions (such as low or high temperatures and high
humidity) or damage caused by saltwater. Internal cell failure
may also be a contributing factor.



A fire may be ignited during the charging of an electric vehicle.
This may be caused by overcharging, the presence of faulty or
unsafe charging stations, or installation-related faults.

In the event of an electric vehicle being involved in a collision
or other form of damage, or if the road surface is uneven, the
fire will continue to burn.

In instances where fires have been observed in electric
vehicle batteries, it has been noted that the fire may rekindle
due to thermal leakage, which may occur even after the initial
fire has been extinguished.

It has been posited that thermal leakage, resulting from a
markedly elevated battery temperature, represents the
primary causal factor in the aforementioned incidents of
electric vehicle fires (Babrauskas,2003). The occurrence of
thermal runaways in batteries is frequently accompanied by
the emission of smoke, sparks and flames. Furthermore, the
release of gas in a confined space may result in an explosive
reaction if the accumulated gas is in contact with the
surrounding oxygen. Conversely, when the ambient
temperature is low, the temperature gradient experienced by
the cells within the drive battery packs results in a reduction
in performance. In this regard, there is a notable elevation in
the internal resistance value. In such circumstances, an
additional thermal effect may be generated, thereby
increasing the probability of fire. It is therefore recommended
that electric vehicles be stored in a closed garage, particularly
when not in use, in order to protect them from exposure to
extreme temperatures, both hot and cold, which may be
experienced outdoors. Conversely, electric vehicles are
anticipated to be recharged with minimal delay and to offer
high driving dynamics. In particular, the intensive charging
and discharging of the drive battery cells, in conjunction with
other drive components that generate external heat, can
result in a Joule effect within the drive battery structure.
Furthermore, this situation has the potential to elicit
unintentional chemical reactions, which could result in an
internal short circuit. The utilisation of rapid charging
techniques, particularly those conducted in parking facilities,
isregarded as one of the most hazardous concerns within this
domain. It can be reasonably deduced that the following
factors contribute to an elevated risk of fire: the lack of
competence of the service provided for electric vehicles; the
absence of technical standards for the charging station and its
sub-components; and the BMS functions that do not possess
sufficient safety parameters (Larsson & Mellander, 2017)

In the event of thermal runaway, which can be triggered by
mechanical, thermal and electrical damage occurring in
batteries, a reduction in voltage level is observed as a
consequence of damage to the electrodes in the battery cells.
The pressure within the battery pack rises as a consequence of
the chemical reaction between the active materials, the
evaporation of the organic electrolyte, and the formation of a
flammable gas. This results in the accumulation of gas within
the battery pack (Kong et al., 2018). In this context, it is stated
that the primary parameters to be measured during the testing
of propulsion batteries are voltage, current, and temperature
(IEC Standart Part 2 Reliability and Abuse Testing).
Furthermore, it is postulated that the ramifications of electric
vehicle fires that may transpire in indoor parking lots will be
considerably more grave than those in outdoor settings.
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The Heat Release Rate (HRR) value serves as the foundation
for evaluating potential fire hazards. This parameter, which
corresponds to the total heat release value caused by the fire,
provides a standardised measurement approach for the size
of the fire that occurs. It serves as a point of reference for the
design of security systems intended to mitigate the risk of fire
in parking lots, particularly in the context of electric vehicles.
The heat release rate (HRR) is calculated in accordance with
the Equation (1.1) and Equation (1.2) below.

HRR =m AHe (1.1)

HRR = Af m'nAH ¢ (1.2)

In this context,

* m is the combustion rate, determined by the mass loss rate
obtained from the test and expressed in kilograms per second
(kg/s).

* AHe is the heat of combustion, expressed in megajoules per
kilogram (M]/kg).

* Afis the base or surface area of the fuel or fire, which serves
as the basis for the electric vehicle.

*m” is the combustion flux, expressed in kilograms per
square metre per second (kg/m?/s).

* 1, is the combustion efficiency, dependent upon the source
of oxygen. The heat of combustion value for electric vehicle
propulsion batteries,

* AHc, is contingent upon the specific type of propulsion
battery employed and the battery charge rate (state of
charge, SoC).

There are a number of different approaches that can be taken
with regard to the fire size caused by the electric vehicle drive
battery. It is notable that the 2250 kg Tesla Model S is
equipped with a propulsion battery comprising a total of
18,650 individual cells, with each cell weighing 45 g. It is
therefore evident that the heat release rate (HRR) value can
vary considerably, from a few kW for a battery cell to several
hundred kW for a single EV battery module and up to MW for
a full capacity electric vehicle propulsion battery pack (Sun et
al, 2020) (Liu et al, 2016). The fundamental premise is
contingent upon the point of origin of the fire reaction, which
may manifest as a cell, module, or package.

Furthermore, the energy released in the event of an electric
vehicle fire can be quantified through the calculation of the
average heat flux (q") of the battery pack and its surface area.
In order to facilitate the calculations, it would be appropriate
to assume that the battery charge rate (state of charge, SOC)
is 100%, which represents the most adverse fire scenario. To
illustrate the functionality of an electric vehicle powered by a
propulsion battery with Lithium Titanate (LTO) chemistry, it
can be observed that the average heat flux (q") is
approximately 2.3 MW/m? when the battery capacity is
100%. Assuming a traction battery area of approximately 3
m? (Af), the average heat release rate (HRR) of an electric
vehicle fire can be calculated using Equation (1.3).

HRR = Af q"= 3m2 X 23 MW /m2 =~ 7 MW (1.3)
The calculated heat release rate (HRR) value is also employed
in the determination of the quantity of water or alternative
fire-extinguishing agents that are necessary in the event of an
electric vehicle fire (US Department of Transportation 2014).



Strategies for Reducing Fire Severity and Enhancing Fire
Suppression

The extinguishing of battery fires in electric vehicles is a
challenging endeavour, necessitating the use of significant
quantities of extinguishing agents. It has been observed that,
on occasion, the potential for re-ignition to occur following
the extinguishing process may manifest randomly.
Extinguishing electric vehicle battery fires in full-scale tests
has demonstrated that the quantity of water necessary to
extinguish such fires can range from 2,500 to 6,000 litres,
which exceeds the water capacity of a standard fire truck.
Furthermore, it has been documented that the recommended
liquid flow rate for quenching and cooling purposes is
relatively high, with a rate of approximately 200 litres per
minute (VDA, 2017) (Zhang et al,, 2022).

It is generally accepted that in the event of an electric vehicle
fire caused by a drive battery, the most appropriate course of
action is to cool the source. It is often challenging to gain
access to the fire area due to the fact that the battery pack is
frequently situated in locations that are difficult to reach.
Conversely, the efficacy of cooling and suppressing agents
other than water is frequently called into question. The
utilisation of chemical substances represents one of the
principal methods of fire control. Whilst such substances are
effective in extinguishing flames, the potential for explosion is
heightened with the accumulation of flammable gases. It has
been demonstrated that in instances where only carbon
dioxide or other chemical agents are employed to extinguish
a battery fire, the fire can be successfully contained; however,
the battery pack remains uncooled and unreignited.
Consequently, in the context of cooling and controlling
electric vehicle drive battery fires, despite the potential
negative effects, such as short circuits or toxic discharge,
water is currently regarded as the most effective intervention
method for cooling electric vehicle fires, despite the inherent
risks (Schiemann et al.,, 2016) ( Bisschop et al,, 2019).

Large-scale fire tests utilising water mist systems have been
conducted by Colella. The findings indicated that water mist
can be an effective method for regulating fire temperatures
(Colella, 2016).

In light of the rising number of electric vehicle (EV) charging
stations, the National Fire Protection Association (NFPA) of
America has developed a set of standards aimed at enhancing
safety. These standards recommend that EVs with damaged or
depleted drive batteries be stored or parked at a minimum
distance of 15 metres from charging stations, flammable
materials, and other vehicles. Furthermore, the
recommendation is that the charging process be conducted for
interventions and/or approaches (detections), with monitoring
of the operations conducted via a thermal camera (NFPA, 2024)

Conversely, in contrast to the NFPA, the SAE ]2293 and J1772
standards stipulate that electric vehicles should be stored in
areas with fireproof walls on three sides and a minimum of 15
metres of open space on the fourth side until the requisite
inspections have been completed in accordance with the
procedures set out in SAE ]J2990. It is recommended that
ventilation be provided to facilitate the circulation of
potentially hazardous gases and that the vehicle be protected
from precipitation in the event of an opening (or potential
damage or fragmentation) in the drive battery shell (SAE
International, 2024).
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In addition, the EDUCAM information and training platform
on the use of electric vehicles stipulates that, in the event of a
fire in an electric vehicle, the relevant emergency response
guide must be followed (Educam, 2024):

o It is therefore imperative that the auxiliary battery
employed for low-voltage systems be disconnected,

o In order to safeguard the item from all surrounding
elements, a safety distance of 10 metres must be maintained
for a minimum of 48 hours, with a further 2 metres of safety
distance to be observed after this period,

e Furthermore, the manufacturer's instructions indicate that
the product should not be deployed inside buildings and that,
in the event of leakage, the area should be isolated using an
appropriate collection device.

Fire Safety Standards and Simulation Techniques in
Parking Facilities

In the event of a fire in a confined space, it is imperative that
the relevant safety measures are put in place to ensure the
protection of individuals. In this context, it is stated that
simulations (CFD) should be conducted to ensure the safety
of individuals in the event of an electric vehicle fire in a closed
garage. In light of the CFD simulation results, which
demonstrate the feasibility of meeting the specified
evacuation time requirements in the event of a fire, it can be
stated that as the fire progresses, the temperature within the
garage will increase and visibility will diminish. Although this
situation has a negative impact on the ability to evacuate from
the garage, it is important to note that the fire brigade teams
that will respond should commence extinguishing operations
at the scene of the incident. Additionally, the fire flames
should not exceed a height of 1.8 metres above the ground,
and the ambient temperature should not exceed 60 °C
(British Standards Institution, PD 7974-6:2004, 2019).

In accordance with the parking regulations currently in force in
Tiirkiye, all newly constructed parking lots with a capacity of
more than 20 vehicles are required to allocate at least 10% of
their total number of spaces to electric vehicles. Furthermore,
the installation of charging stations in these parking lots is also
mandatory. It is recommended that at least one charging
station be installed for every ten electric vehicle parking spaces.
Furthermore, the charging stations should be situated in the
closest possible proximity to the electric vehicle parking
spaces, and their technical specifications must comply with the
conditions specified in the relevant regulations. Furthermore,
the regulation stipulates a transition period for existing parking
lots. Consequently, it is obligatory to reserve 10% of electric
vehicle parking spaces and install charging stations in these
parking lots by 2026 ([Otopark Yonetmeligi]). Conversely, the
Electric Vehicle Charging Stations Regulation in Tiirkiye
encompasses the requisite permits and licenses for the
establishment of charging stations, the technical specifications
of charging stations, and the operation and inspection of
charging stations (EPDK, 2017) (TC Ministry of Environment
and Urbanization,2018).

In addition, the selection of the agent employed in fire-fighting
operations merits consideration in the context of electric
vehicles. In this context, the most commonly recommended
extinguishing agents by manufacturers of Li-ion batteries are



water, chemical/dry powder, CO2 and dry-foam. Itis important
to consider the potential drawbacks of water, as it can release
lithium and facilitate its reaction with hydrogen, which could
result in further adverse outcomes (Ghiji et al, 2020) (Park,
2013). Despite the cooling effect of water, which has a
detrimental impact on short circuits and the flow/exit of toxic
liquids and gases, it is currently regarded as the most effective
and accurate extinguishing method. In this context, it is
asserted that the practice of throwing a burning vehicle into a
water-filled container has commenced in numerous countries
across the globe (Rosenbauer America 2022).

The risk of fire in a parking lot caused by an electric vehicle is
a significant concern, particularly in relation to the potential
impact on emergency response teams. In this instance, it is
imperative that the fire be contained. In the context of
underground parking facilities, it is of paramount importance
to ensure that physical access to the fire scene is conducted in
a safe and secure manner, with the objective of reaching the
burning vehicle. It is essential to ensure adequate ventilation
of the environment and the prompt evacuation of smoke. In
some instances, camera systems deployed at the scene of a
fire may be able to identify the point of origin. Nevertheless,
in the absence of any other identifying features, it becomes
exceedingly challenging for emergency response teams to
ascertain the vehicle that initiated the fire. In this context, it is
necessary to ascertain whether the vehicle in question is an
electric vehicle, once it has been physically reached. It may
prove challenging to discern the brand, model, writing,
emblem, and other identifying elements among the dense
smoke. Nevertheless, in the event that the device is connected
to a power source, it is crucial to ascertain the specific
charging cable that is linked to the charger, as this can serve
as a crucial identifier. It is established that inhaling the smoke
produced during fire-fighting operations is a significant
health hazard. It has been asserted that this phenomenon,
which is not solely attributable to the battery, is significantly
prevalent due to the combustion of the carbon fibre structural
components employed for the purpose of reducing the weight
of electric vehicles (Coldcut Systems, 2024).

The diverse chemical compositions of electric vehicle
propulsion batteries may exhibit disparate behaviours in the
event of potential thermal runaway. To illustrate, the
maximum resistance temperature in cells utilising lithium iron
phosphate (LFP) chemistry is approximately 600 °C, whereas
this value rises to over 1000 °C in cells employing nickel
manganese cobalt oxide (NMC) chemistry. Conversely, it has
been demonstrated that in the event of thermal runaway in
cells utilising LFP chemistry, the particle ejection is less
pronounced than in cells employing NMC chemistry. This can
result in disparate consequences for the surrounding
environment, particularly in terms of dispersion. Conversely,
cells utilising LFP and low-nickel content NMC chemistries
exhibit reduced energy density. Consequently, even in the
event of a cell catching fire, the probability of the fire spreading
to neighbouring cells is deemed to be low. Furthermore, the
diverse cells within the drive batteries utilized in electric
vehicles are distinguished by their morphology and
dimensions. To illustrate, cylindrical and prismatic cells are
equipped with natural ventilation capabilities as a
consequence of their intrinsic design. Furthermore, given that
cells with diminished energy capacity are capable of storing
less energy, the potential for thermal runaway is also less
pronounced in comparison to larger cells.
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Battery management systems that are capable of meeting the
requisite safety standards are designed to ensure that each
cell of the drive battery operates within safe limits, while
simultaneously managing the energy and thermal effects
within the battery at the pack level. This is of critical
importance to the safe and efficient operation of the battery.
In this context, the thermal management provided by the
battery management system ensures effective and
sustainable conditions are maintained to avoid high thermal
stresses caused by excessive heat, following periods of
power-intensive driving or fast charging. In this context,
following the conclusion of a period of intensive driving or
fast charging, the battery management system enables the
thermal management system to operate in an effective
manner. This guarantees the implementation of effective and
sustainable measures to prevent the occurrence of elevated
thermal stresses resulting from the presence of excessive
heat. Furthermore, the utilisation of thermal insulation
between modules and cells in battery packs serves to mitigate
the risk of thermal runaway scenarios. The insulation of
intercellular spaces can be achieved through the use of foams,
sheets, or resins, which effectively prevent the transfer of heat
between cells by providing a thermal barrier. Nevertheless,
the cooling of a thermally isolated cell is also challenging due
to the limited cooling capacity resulting from the system
isolation. This limitation is particularly evident. This
approach has the indirect effect of reducing the amount of
heat that can be removed from the cells, while simultaneously
limiting the speed at which the cells can be charged and the
high performance requirements. In addition to the density of
the cells and/or modules in the battery packs and the
insulation between them, the material from which the outer
shell of the battery is made is also a significant factor. In the
unlikely event of a fire, the use of electro-coated steel with a
melting point above 1500 °C will prove to be a more effective
form of protection than aluminium and some polymer
composites. Additionally, the selection of appropriate
interface materials is crucial. Adhesives with high thermal
conductivity are essential to facilitate efficient heat transfer to
heat sink surfaces or cooling plates at the cell level
Conversely, the utilisation of thermal insulation and flame
retardant materials positioned between the cells serves to
effectively impede the transfer of unwanted heat. It is
imperative that such materials are of a structure that does not
produce toxic fumes. It is considered that this constitutes an
important design input, providing additional time for
passenger evacuation in the event of an electric vehicle fire.

Consequently, an array of studies is currently underway, with
the objective of integrating machine learning and artificial
intelligence models - two of the most prevalent approaches
in the field today - into battery management systems. The
application of artificial intelligence (Al) to the design and
testing processes for propulsion batteries is a promising
avenue of research, particularly with regard to the
enhancement of safety and the mitigation of thermal
runaway. Notwithstanding the difficulties inherent in
simulating propulsion batteries through on-board testing, the
prevailing approach to validation is to conduct physical
testing to ascertain that different cell chemistries meet
performance requirements and that safety standards are met
under varying conditions. The training of artificial intelligence
applications used in battery management systems in
propulsion batteries is primarily based on three types of data:
typical measurement data from batteries, live data from
electric vehicle fleets, and offline data from battery packs. The



algorithms in question employ a combination of signal
processing techniques to extract insights from measurement
data, which are then subjected to machine learning models in
order to extract diagnostic and thermal runaway-related risk
information from these insights. This innovative approach
has the potential to significantly reduce thermal risks to drive
batteries and is regarded as an effective method for
integrating battery expertise and modern machine learning
(Thermal Hazard Technology,2024).

Analysis and Case Studies of Electric Vehicle Fire Incidents

In October 2013, on a highway in Washington State, an incident
occurred that was to become known as the first mass-produced
electric car fire in the world. A piece of metal came into direct
contact with the modules in the battery pack, resulting in the
vehicle being completely burned. It is confirmed that no
fatalities or injuries were sustained by any of those involved in
this incident. The inaugural fatality resulting from an electric
vehicle fire occurred in May 2018. It has been documented that
this fire occurred subsequent to an incident in Florida, wherein
an electric vehicle that was exceeding the speed limit veered off
the roadway (NTSB, 2020).

As reported by the International Energy Agency,
approximately 14 million new electric vehicles were registered
globally in 2023, resulting in a total of 40 million electric
vehicles on the road. A total of 511 confirmed, officially
recorded electric vehicle fires have occurred worldwide
between 2010 and 2024 (as of June 2024), according to data
from Australian government fire agencies. In consequence, 117
fires were documented in underground or enclosed garages,
173 fires occurred in outdoor settings with vehicles parked,
and 155 fires occurred while individuals were operating motor
vehicles. Furthermore, no documentation was available for 67
fires. Furthermore, the report indicates that 489 fires were
initiated by sparks or jet-like directional flames, while 22 fires
commenced with the presence of dense smoke, followed by an
explosion and subsequently by intense flames. The available
records indicate that 80 fires occurred during the charging
process of electric vehicles, while 10 fires occurred at the
maximum of 60 minutes after the end of the charging process
(Austalia Defence Department, 2024).

This study also considers electric buses, with a particular
focus on those with high battery capacity and used in public
transportation systems. By 2022, the number of electric buses
in use in public transportation systems worldwide had
exceeded 800,000, representing more than 3% of the total
number of buses. In 2022, approximately 66,000 electric
buses were sold worldwide, with China accounting for 54,000
of these, representing approximately 4.5% of all bus sales. It
is projected that the number of electric buses in operation will
reach 1.4 million in 2025 and 2.7 million in 2030, with one in
ten buses expected to be electric (BloombergNEF, 2023).

Accordingly, a review of official records from around the
globe revealed that at least 27 high-voltage drive battery fires
occurred in electric buses utilized in public transportation
systems between 2010 and 2024 (June 30). As evidenced in
the aforementioned records, one fire originated in the
maintenance and repair workshop, while 12 fires occurred in
garages during the act of parking. Similarly, it is stated that 7
fires occurred during the charging process (while the plug
was connected), and a further 7 fires occurred by spillover
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from other fires that were affecting each other. (Austalia
Defence Department, 2024).

From the perspective of emergency response to fire
situations on electric buses, this significant challenge also
pertains to the location of the batteries. The drive batteries of
low-floor buses, particularly those designed for disabled
access, are often mounted on the roof rather than inside the
chassis, as is the case with electric vehicles of the M1 class.
This design approach allows for the integration of roof-
mounted batteries into conversion projects involving existing
diesel buses, while also reducing the need for cooling due to
natural air circulation while driving. In the event of thermal
runaway in the drive batteries of electric buses, there are no
issues with delivering water for cooling, as is the case with
chassis-integrated drive batteries in electric vehicles.

It is not possible to obtain specific official records on electric
vehicle fires in Tiirkiye. However, according to the
information reflected in the visual and written media, the
most prominent cases of electric vehicle fires in Tiirkiye over
the past year have been those occurring during charging in
Gaziantep, while the vehicle was being towed by a tow truck
on the highway in Adana, and in Istanbul, where a total of six
electric vehicles were burned on a truck trailer. In addition,
there was one death in the city of Kayseri.

Some of the details of the electric bus fires that were
mentioned above are included in this section.

As shown in Figure 1, in accordance with the aforementioned,
a fire occurred in the area where electric buses are stationed
for charging in Shenzhen, China, where the use of electric
buses is the most prevalent. It has been stated that the
charging process did not take place. The incident in question
is understood to have occurred in a warehouse parking lot
that is enclosed on three sides.

Figure 1 Electric bus fire in Shenzhen, China (EVfiresafe,2024)

It has been reported that in Diisseldorf, Germany, in 2021, in
the garage where a total of 40 electric and diesel buses were
deployed, all of the buses were burned and extensive
damage occurred in the fire. Figure 2 illustrates the visual
representation of the incident as it was presented in the
press. The cause of the fire is currently unknown.

-

Figure 2 Electric bus fire n Diisseldorf, Germany (EVfiresafe, 2024)




In a further incident that occurred in Hannover, Germany in
2021, it is documented that five electric buses, two hybrid
electric buses and one diesel bus caught fire in the garage
where the buses were located. Figure 3 indicates the
manner in which the incident was represented in the press
following the fire. Also there is no data available to indicate
whether the buses were undergoing charging at the time.

Figure 3 Electric bus fire in Hannover, Germany (Sutainable Bus
Magazine, 2023)

In the incident that resulted in the burning of 25 electric buses
(Mercedes eCitaro) in Stuttgart, Germany in 2021, it was stated
that the charging centre and garage were completely burned
along with the buses in the fire that broke out due to a technical
malfunction during the charging process. In Figure 4, the visual
presented in the aftermath of the fire event.

Figure 4 Electric bus fire in Stuttgart, Germany (Sustainable Bus
Magazine, 2021)

It has been reported that 149 electric buses of the same
make and model operating in Paris have been taken out of
service for safety reasons due to the successive fires in 2021
in two electric buses (Bolloré Bluebus) operated by RATP in
Paris, France and used since 2016. The image of the bus
engulfed in flames during the trip is shown in Figure 5. In
consequence of these incidents, the entire fleet has been
withdrawn from service.

————— = =
Figure 5 Electric bus fire in Paris, France (Ile-de-France, 2023)

In Tiirkiye, electric buses, which have been supplied by
different local governments in various specifications since
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2016, are currently being utilised in the public
transportation system. In accordance with the
aforementioned, in Tiirkiye, contracts have been

concluded for a total of 241 electric buses, with a length
ranging from 6 metres to 25 metres. The fires that
occurred in 3 electric buses at disparate times were
recorded. Two of the fires were reported to have occurred
in garages. The fires occurred in electric buses operated by
ESHOT in Izmir. In total, there were five electric buses
involved in the incidents. Figure 6 illustrates the use of The
combustion of electric buses in public transportation in
Izmir, as reported in the local press.

e : - =
bus fire in Izmir, Tiirkiye (Yeniasir, 20

Figure 6 Electric

In Guangxi, China, in 2021, it was reported that four buses
had been completely burned down due to an unidentified
fire in one of the electric buses that had been parked in an
entirely open area. Figure 7 presents a visual representation
of the incident.

Post, 2021)

In the City of London, England, it was reported that a total
of six electric buses were damaged in a fire that broke out
in electric buses operated by Transport for London (TfL)
in 2022. In the City of London, England, it was reported
that a total of 6 electric buses were damaged in a fire that
broke out in electric buses operated by Transport for
London (TfL) in 2022. It was reported that as a result of the
investigation into the causes of the fire at Potters Garage,
operated by Metroline, a decision was taken to withdraw
90 electric buses from operation as a precautionary
measure. Also It was reported that, following a fire on a
double-decker electric bus operated by Transport for
London (TfL) in London, electric buses on the affected
route were removed from service as a precaution in
January 2024. The visual representations of both events
are presented in Figure 8.

A W

Figure 8 Electric bus fires in London, England (BBC News
2022,2024)




Assessment and Conclusions: Key Insights and Implications

The findings of the statistical analysis and literature review
indicate that there is no clear indication that the charging of
electric vehicles in parking garages will increase the probability
of fire. In consideration of the extant regulations pertaining to
electric vehicle charging points, it is determined that the fire
risk associated with the charging of electric vehicles in parking
garages is within an acceptable range. A series of tests
conducted by NFPA in 2023 revealed that electric and internal
combustion engine vehicles exhibit comparable combustion
temperatures (Brandt & Glansberg, 2020). It is additionally
observed that fires in electric vehicles do not result in a
considerable enhancement in heat dissipation when compared
to conventional vehicles, which utilise diesel or gasoline
engines. It is thus concluded that the necessity for fixed water-
based fire extinguishing systems in parking garages will be
adequate for those where electric vehicles can be charged.
However, the potential for fires caused by electric vehicle drive
batteries in parking garages should be taken into
consideration. Such fires are likely to spread more rapidly. It is
thus concluded that the necessity for fixed water-based fire
extinguishing systems in parking garages will be adequate for
those where electric vehicles can be charged. It is important to
note that fires occurring in parking garages tend to spread at a
faster rate than fires caused by electric vehicle drive batteries.

In this context, it is important to distinguish electric vehicle
fires from fires in electric vehicle traction batteries. As electric
vehicle fires have similar characteristics to fires in conventional
motor vehicles, the extinguishing and intervention methods for
such fires are also similar. If a fire in an electric vehicle starts at
a location other than the traction battery, taking into account
the time it takes for the fire to reach the temperature to cause
thermal runaway in the battery, technical intervention
methods such as fire extinguishing works or automatic
extinguishing systems should be applied in the same way as for
conventional vehicle fires. On the other hand, the fire-fighting
measures are different if the fire starts directly in the battery
pack or if the battery is exposed to high temperatures for long
enough for the fire to spread to the battery pack. In M1 class
vehicles, the battery packs are generally located inside the
vehicle and under the chassis to provide effective isolation
from the external environment. This makes it difficult to access
the batteries from the outside and prevents water from
entering the pack due to the insulation provided in accordance
with the battery standards, which makes it difficult to intervene
directly in the fire. It is very difficult to stop the chemical
reactions that cause thermal runaway in the cells inside the
pack without physically opening the pack. It may be possible to
achieve adequate cooling of the cells in question using methods
of intervention that require the use of large quantities of water.
In this context, if the temperature inside the battery is not
reduced sufficiently, it may lead to a re-ignition, even if the fire
appears to have been extinguished.

Itis recommended to monitor the battery pack with a thermal
imager to check the temperature of the traction battery in
electric vehicles. However, thermal cameras are only able to
detect the temperature of the surface of the battery.
Therefore, in order to check that the surface temperature has
not risen again, the cooling process should be interrupted, a
certain period of time should be allowed to elapse, and then
the intervention process should be continued with the
following check.
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The most appropriate fire-fighting scenario for electric
vehicles, even in cases where the traction battery temperature
is high, is to ensure the safety of the surroundings before
moving the vehicle, to intervene where the vehicle is located
and, if possible, to extinguish the fire. In the next stage, it may
be preferable to allow the vehicle to burn out or to continue
cooling the battery pack until the temperature of the battery
pack has reached a sufficiently low level in a position where the
safety conditions of the vehicle are met. In the case of fires in
enclosed car parks, this will depend on the layout of the car
park (e.g. multi-storey or multi-pillar structures), the location
of the vehicle in the car park, the availability of the necessary
equipment to remove it and the availability of competent
emergency response personnel to carry out this activity. The
most important case is to start work as soon as possible and to
prevent the spread of fire from the fire engine to other vehicles.

In the case of uninterrupted water flow in electric vehicle fires,
the research reports state that the risk of electric shock from
electric vehicle high-voltage batteries is very low and there are
no global case records for emergency services. However, given
that electric vehicles may always be live during the operations
to be carried out, maximum care must be taken to ensure that
appropriate personal protective equipment is used and that the
body of the vehicle does not come into contact with high-
voltage cables and other basic high-voltage components, which
are coloured orange according to the standards.

In addition, the rotation of the wheels, particularly when
transporting an electric vehicle with a partially burnt-out
traction battery after an accident, can cause the regenerative
braking system to be activated and power to be supplied to the
traction battery. This situation should be considered as an
important issue that represents a risk of battery re-ignition.
Tow-truck operators, especially for electric vehicles, should be
specially trained in emergency procedures and, if possible, the
vehicle should be transported on a vehicle (e.g. a flatbed) rather
than towed.

As aresult, the existing regulations for electric vehicle charging
points are considered sufficient to keep the fire risk that may
arise from charging electric vehicles in car parks at an
acceptable level. In this context, the need for fixed water-based
fire extinguishing systems in indoor car parks where electric
vehicles can be charged is assessed at a similar level to other
car parks. In addition, it is essential that charging stations and
their installations comply with applicable legislation and that
the use recommendations of vehicle and charging station
manufacturers are followed. For this reason, it should be noted
that wall sockets and, in particular, extension cords that are not
designed for vehicle charging should be avoided.
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This study aims to increase the cooling performance of NOx gas by improving the heat
exchangers of an industrial-type ammonia oxidation reactor with a diameter of 3.8 m and a
height of 6.5 m in a nitric acid production plant with a capacity of 610 tons/day. The reactor
produces 100% HNOs, 56% diluted nitric acid, and 33 tons/hour of superheated steam. To this
end, the parametric analysis study, in which the horizontal and vertical distance between the
exchanger tubes, the pipe diameters, and the distance between the exchanger packages (pre-
evaporator, superheater, evaporator, economizer) were used separately, was carried out with
the help of Ansys Fluent program and the flow properties and performance values were
examined. The best cooling performance (for the inner part of the ammonia oxidation reactor)
resulted from different parametric studies; there was a study in which the process gas
temperature was obtained at 270.519C with a 56 mm horizontal distance between the heat
exchanger tubes (a). Thus, a 9.1% decrease in the actual gas outlet temperature of the operating
reactor was achieved. In other parametric studies, the lowest process gas temperatures are; it
was found to be 323.200C for the distance between heat exchanger packages (L), 318.42 oC for
the vertical distance between heat exchanger tubes (b), and 296.67 °C for the heat exchanger
tube diameter (D). In addition, when the CFD simulation results, which provide the best cooling
performance, are compared with actual operating data (SCADA online data), In the ammonia
oxidation reactor, the fluid outlet temperature increased by 8.2% in the economizer, 9.7% in
the evaporator and 4.3% in the superheater.

Amonyak Oksidasyon Reaktorii Is1 Degistiricilerinin lyilestirilerek Proses
Gaz Sogutma Performansinin Artirilmasinin Arastirilmasi

MAKALE BILGISI

OZET

Anahtar Kelimeler:
Proses Gaz Sogutma
Oksidasyon Reaktorii
Is1 Degistirici

CFD Analizi

Bu calismada, 610 ton/giin kapasiteli bir nitrik asit tiretim tesisindeki 3,8 m ¢apinda ve 6,5 m
ylksekligindeki endiistriyel tip amonyak oksidasyon reaktortniin 1s1 degistiricilerini
iyilestirerek, NOx gazinin sogutma performansinin artirilmasi amaglanmistir. Reaktér, % 100
HNO3s, %56 seyreltilmis nitrik asit ve 33 ton/saat asir1 1sitilmis buhar tiretmektedir. Bu amagla,
esanjor borular1 arasindaki yatay ve diisey mesafe, boru c¢aplar1 ve esanjor paketleri (6n
buharlastirici, asir1 1sitici, buharlagtirici, ekonomizer) arasindaki mesafenin ayr1 ayr
kullanildig1 parametrik analiz ¢alismasi, Ansys Fluent programi yardimiyla yapilmis ve akis
ozellikleri ile performans degerleri incelenmistir. En iyi sogutma performansi farkl parametrik
calismalar sonucunda; 1s1 degistirici borular1 arasinda yatay olarak 56 mm mesafede proses
gaz1 sicakliginin 270,5 °C elde edildigi ¢calisma ile saglanmistir. Boylece, reaktdriin gaz cikis
sicakliginda % 9,1'lik bir azalma saglanmistir. Diger parametrik calismalarda ise en diisiik
proses gazi sicakliklari; 1s1 degistirici paketleri arasindaki mesafe (L) i¢in 323,2 9C, 1s1 degistirici
borular1 arasindaki dikey mesafe (b) icin 318,4 °C ve 1s1 degistirici boru ¢ap1 (D) icin 296,6 °C
olarak bulunmustur. Ayrica, en iyi sogutma performansini saglayan CFD simiilasyon sonuglari,
gercek isletme verileriyle (SCADA verileri ile) karsilastirildiginda; amonyak oksidasyon
reaktoriinde sogutucu akiskan cikis sicakligl ekonomizerde %8,2, buharlastiricida %9,7 ve
sliperheater'da %4,3 artmistir.
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NOMENCLATURE

SCADA Supervisory control and data acquisition AOR Ammonia oxidation reactor

CFD Computational fluid dynamics PGC Process gas cooler

Pt-Rh Platinum radium HEP Heat Exchanger Packages

LMN La Mont nozzles D Heat exchanger tube diameter

p Gas phase density (kg/ms3) L Distance between heat exchanger packages

Cp Gas phase heat capacity (J/mol.k) bt Vertical distance between heat exchanger tubes

Kn Heat transfer coefficient (W/m2.K) TNT Trinitrotoluene

INTRODUCTION When temperatures are low or the catalyst is not working, the

Energy efficiency has an essential place in the policies of most
developed countries. The importance of energy efficiency as a
policy goal depends on its benefits for trade, industrial
competitiveness, and energy security. "Nitric acid production,”
one of the essential inorganic acids, also includes a series of
energy conversion processes. It neutralizes nitric acid with
ammonia, making ammonium nitrate the most critical
component of worldwide mineral fertilizers. It provides plants
and ornamental plants with the nitrogen they need to grow in
high, easily digestible doses (Heck et al,, 1982; Juangsa et al,
2019). Additionally, HNOs can be used for soil acidification in
horticulture. In the chemical industry, nitric acid is primarily a
precursor to organic nitrogen compounds such as
nitrobenzenes. Combined with aromatic compounds, it gives
substances used to make explosives, such as TNT and
nitroglycerin. Another critical application is rocket fuel. For this
purpose, a mixture of HNOs, dinitrogen tetroxide, and
hydrogen peroxide, also known as red-fuming nitric acid, is
prepared (Hernandez et al., 2021). Its use in the space industry
depends on efficiently storing raw materials. The potential of
nitric acid for plastic production is also notable. The oxidation
it initiates produces adipic acid, also used to make synthetic
fibers such as nylon (Neumann et al, 2024; Sadykov et al,
2020). In the production of nitric acid, first ammonia is oxidized
to obtain nitric oxide (nitrogen monoxide, NO); then NO is
further oxidized to NOz (nitrogen dioxide). In the last stage, NO2
gas is absorbed with water to obtain Nitric Acid (HNOs). This
process is called the “Ostwald Process”. The ammonia
oxidation reactor is the most crucial step in this process flow
diagram. The filtered air is heated after being pressurized. After
evaporation with heated air, the filtered NH3 is mixed and fed
to the reactor containing a platinum/rhodium alloy catalyst. A
reversible and exothermic reaction occurs between NH3 and
oxygen in the reactor, releasing nitrogen oxides (NOx) (Dong et
al, 2023; Chatterjee et al, 2008). This heat released from the
oxidation reaction can be recovered using heat exchangers, and
the system's energy efficiency can be increased. Heat is usually
used in other processes to save energy. In addition, the
temperature of the NOx gases affects the reaction's progress
and the catalyst's efficiency. If the reactor temperature is too
high, unwanted side reactions and by-products can occur. In
addition, very high temperatures can lead to catalyst
deterioration or inefficient operation. Therefore, controlled
cooling of the temperature of the NOx gases is essential for the
efficiency of the reaction. NOx gases can become more stable at
very high temperatures, making subsequent purification and
reaction stages difficult. Cooling helps to keep the NOxin a more
stable and processable form. In addition, in some cases, NOx
gases, after cooling, can be more easily processed or separated
by other reactions. As a result, controlled cooling of the
temperature of the NOx gases is a critical step in reaction
efficiency, energy management, and chemical processing
(Abbasfard et al, 2014; Mewada et al,, 2015).
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chemical reaction can slow down or partially slow down
(Salam et al, 2016). The entrance region of the reactor is a
critical point where the chemical reaction begins. Optimizing
this region's temperature, pressure, and flow rate is necessary
to initiate and continue the reaction (Amirsadat et al., 2024).
Burner head geometry and design directly affect the mixing
and distribution of gases. If a homogeneous gas distribution is
not achieved, temperature and reactant distribution
irregularities may occur on the catalyst, reducing efficiency
(Nascimento et al, 2024; Holma et al,, 1979). When literature
studies on ammonia oxidation reactors examine production
and process efficiency, they generally focus on the reactor inlet
region and burner head geometry design, flow pattern and
catalyst structure, and gauze platinum losses. Moszowski et al.
(2019) analyzed the gas velocity distribution in an ammonia
oxidation reactor. Three different design arrangements of the
burner head (reactor header - inlet section) were examined to
verify the effects of the liquid flow rate entering the catalysts.
This paper analyzes how different burner head designs, such as
screens made of perforated plates, cone diffusers, and guide
vanes, affect the uniformity of the gas flow through the catalyst
gauze in a nitric acid plant reactor. It was found that the
accurately selected perforated plate and the conical diffuser
solved the problem of ensuring the proper flow of gas on
ammonia oxidation catalysts and catalysts for nitrous oxide
decomposition (Kraehnert et al,, 2008). Using CFD analysis,
Abbasfard et al. (2012) simulated the flow inside the industrial
ammonia oxidation reactor. The simulation results clearly
showed the poor flow distribution inside the reactor. The direct
effect of such a failure can be seen in the uneven (non-
homogeneous) temperature distribution around the reactor
shell. Thermography experiments were also conducted to
support this claim and revealed the fact that the left side of the
reactor experienced higher temperatures. The contour plots
also showed some stagnant and swirling regions before or after
the distribution of the reactor due to the poor flow distribution.
Wiser examined a modeling approach in which a mechanistic
model of ammonia oxidation on platinum (catalyst site),
previously published by Kraehnert and Baerns, was
implemented in a CFD simulation using a rate-matching
approach. The effect of geometry on the process performance
of the catalytic gauze was improved by using the knowledge
gained through CFD simulations in which detailed kinetics
were included(Wiser et al, 2020). Chatterjee et al. (2008)
attempted to understand the rate-controlling step for the
ammonia oxidation process, mass transfer and chemical
reaction rates for nitrogen oxide absorption, and the combined
effects of various equilibria in optimizing heat recovery from a
product stream in the ammonia oxidation reactor. Also, the
impact of geometrical parameters, excess air, degree of
absorption, product acid concentration, temperature, and
pressure for the absorption column were analyzed to optimize
the nitric acid plant. They found that the optimum operating
pressure increases as the restriction on the NOx outlet



concentration increases. Grande et al. (2018) aimed to convert
the homogeneous noncatalytic nitric oxide oxidation into a
faster catalytic step. With this conversion, the energy recovery
of nitric acid production is expected to increase by up to 10%.
For this purpose, a platinum-catalyzed process on alumina was
investigated. They found that since the reaction also proceeds
in the gas phase, it is essential to limit the contact time of NO
and O: before the catalyst and, for the same reason, the outlet
flow length between the reactor and the analyzer should be
reduced as much as possible (to limit the interaction of
unconverted NO and O2) (Grande et al, 2018). Elsayed et al.
(2023) present a model for an industrial catalytic ammonia
oxidation reactor using a Pt/Rh catalyst gauze for nitric oxide
production in a nitric acid plant. They utilized two fundamental
models to perform mass and energy balance analyses
integrated with MATLAB 2017. The first model focused on
mass balance, predicting the variations in concentrations of
nitrogen (N), nitric oxide (NO), and oxygen (O) along the
catalyst bed of the reactor, which has a diameter of 4.8 meters
and a height of 1 meter. The second model addressed energy
balance, predicting temperature variations within the same
catalyst bed. In the mass balance model, the deviation for nitric
oxide concentration did not exceed 6.2%. For the energy
balance model, the deviation was only 0.4%. These
mathematical models accurately predicted operational values
with minimal deviation(Elsayed et al,, 2023; Kayapinar et al,
2024). Scheuer et al. (2011) modeled a high-efficiency single-
channel monolith reactor for ammonia oxidation. A
mechanistic model was used to oxidize ammonia on platinum,
and all internal and external mass transfer effects were
included. Model efficiencies were derived from using
previously calculated solutions of the mass balance equations
(Scheuer etal, 2011; Ardy etal,, 2021).

In high-capacity chemical processes such as nitric acid
production, the gas flow dynamics, temperature profiles, and
heat transfer mechanisms of these reactors directly affect the
overall performance and sustainability of the system. The main
objective of this study is to investigate the thermal
performance of an ammonia oxidation reactor used in a nitric
acid production facility with a capacity of 610 tons/day. The
study aims to optimize the heat transfer between the reactor
and the cooling exchangers. In particular, the effects of
geometric parameters such as horizontal and vertical distance
between the pipes on the temperature profile of the process
gas are analyzed. The reactors in the nitric acid production
facility consist of two parts: the catalyst, where catalytic
combustion occurs, and the waste heat boiler (where the heat
exchanger packages are located), where heat transfer occurs. It
is seen that the studies in the literature mainly focus on the inlet
part of the ammonia oxidation reactor (air + NH3) gas mixing
reaction (gas flow properties) and the geometry of this region.
This study focuses on determining energy-intensive processes
in the nitric acid production plant, significantly improving the
NOx gas cooling performance by enhancing the ammonia
oxidation reactor heat exchangers. A parametric analysis was
performed to achieve this goal, and flow characteristics and
performance values were examined using the Ansys Fluent
program. Especially in such critical processes, heat exchangers
are essential in increasing energy efficiency and optimizing
system performance. Therefore, it was decided to examine the
following factors.

- Fluid Inlet-Outlet Points and Temperature Distribution: The
temperature distribution at the inlet and outlet points
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directly affects the heat transfer efficiency. Optimizing the
temperature differences increases the efficiency of heat
exchangers.

- Distance Between Tubes: The horizontal and vertical distance
between the tubes affects the interaction of the fluids with
each other and heat transfer. Optimizing this distance can
increase the cooling performance of the gas and thus increase
the system's overall efficiency.

- Tube Diameter: The tube diameter affects the flow rate and
heat transfer surface. Choosing the correct diameter allows
the fluid to be cooled more effectively and minimizes energy
losses. Examining these elements regarding system efficiency
is necessary to reduce energy consumption, lower operating
costs, and minimize environmental impacts. In addition,
simulation techniques such as CFD (Computational Fluid
Dynamics) allow detailed analysis of these parameters to
obtain more effective designs. In line with these hypotheses,
the effects of critical parameters of the reactor system design
on thermal performance were simulated by the
computational fluid dynamics (CFD) method in the study, and
the results were compared with actual operating data
(SCADA). The study aims to develop design
recommendations that can optimize the system performance
and evaluate these findings regarding economic and
environmental sustainability.

STRUCTURE AND PROPERTIES OF THE ANALYZED
AMMONIA OXIDATION REACTOR

The oxidation reactor and heat exchanger pipes within the
nitric acid production facility, which were analyzed to
increase efficiency, are shown (Figure 1).

Figure 1. Analyzed Industrial Ammonia Oxidation Reactor and Heat
Exchanger Pipes (Process Gas Coolers Oper. and Maint. Man., 2024)

This reactor is a cylindrical body with a diameter of 3.8 m
and a length of 6.5 m. It contains a catalyst layer made of
platinum-rhodium. Ammonia is gasified with water in the
ammonia gasifier and comes to the combustion unit. The
air required for the combustion of ammonia is cleaned in the
oil filter and sucked from the atmosphere through the turbo
compressor and comes to the combustion unit reactor. Then,
ammonia and air at the same temperature are mixed in the
mixer section. A chemical reaction in the platinum-radium
catalyst burns this mixture of ammonia and air. Filter tubes
made of porous ceramic material are placed at the bottom.
The gas mixture is cleaned by passing through porous tubes.
Then, by passing through the catalyst layer, ammonia turns
into NO. An exothermic reaction occurs between ammonia
and oxygen in the gas phase. The NOx gases released from this
catalyst come to the waste heat boiler and leave the reactor,
leaving their heat in the coils. Regarding the system's overall



efficiency, it aims to cool NOx gases as much as possible in this
part of the process (Hannevold et al, 2005; Hung et al,,
2008). This ammonia oxidation reactor consists of two main
parts. The first is the combustion unit part (chemical
reaction), and the second is the waste heat boiler part, which
produces steam. Combustion unit: The roof part, where the
catalyst is located, is where the chemical reaction occurs. The
ammonia-air mixture is burned to form nitrogen monoxide
and water vapor. This part is also called the incinerator. This
is the first part of the facility. Reactors that contain a gauze
catalyst are used in the production of HCN from CH4, NH3, and
02 (known as the Russow process), as well as in the creation
of nitrogen oxides during the production of nitric acid (known
as the Ostwald process). The Ostwald process occurs here at
the catalyst (Fajardo et al., 2018; Elsayed et al., 2023).
Chemical reaction on catalysts occurs at high temperatures
(860 ~ 900°C). Approximately 11 % ammonia reacts with 89
% air in the chemical reaction. Figure 2. shows the main steps
of the Ostwald process.
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Figure 2. Block diagram of the Ostwald process (Grande et al., 2018)

The only catalyst used industrially in the process is the
platinum-radium catalyst, which contains 5 % to 10 %
radium and is called platinum. This catalyst, that is, platinum
radium (Pt-Rh) catalyst, contains 95 % platinum and 5 %
radium. It is in the form of a fine mesh. The reaction occurs
in a very short time. Conversion efficiency varies between
90-96% depending on reaction conditions. Oxygen atoms
are absorbed on the platinum surface. The reaction takes
place between oxygen atoms and ammonia molecules on the
surface. Then, the ammonia molecule turns into NO. The
system uses two 320 m3/h capacity circulation pumps. The
pumps have an inlet pressure of 44 bar and an outlet
pressure of 47.9 bar. The cooling water circulating in the
system is also a suitable, non-aggressive fluid that is not
prone to deposit formation and does not contain suspended
particles. The acceptable hardness value for this fluid in the
system is 1.4 mmol/l, and the pH value is approximately
between 7.5 and 9. Thanks to the nozzles inside the reactor,
water is directed equally to the evaporator and cooling
tubes, contributing to increased cooling performance. This
prevents thermal stresses and equipment damage that may
arise from temperature differences. The location and types
of nozzles and their diameter characteristics are given in
Table 1. The holes of different diameters used in La Mont
nozzles (LMN) are optimized according to these different
thermal loads. Larger holes provide higher water flow, while
smaller holes provide lower flow. This ensures that each
system section is cooled according to its requirements.

Table 1. Locations, Types, and Features of La Mont Nozzles (LMN) in

Cooling Zones
i Tube ] . Tube 0]
Locations [mm] pcs. [mm] Locations [mm] pcs. [mm]
Pre- 42.4 Eva 42.4
evap. 139 P- 6 8
X 4 Layer 4,6 x4
Layer1,2
epig 24 3 % Eap. 424, .
p- x4 1 10 Layerss x4 :
Layers
Evap. 2.4x 6 8 Evap. 424 3 7
Layer 1,2 4 Layer 9,10 x4 1 10
Evap. 42.4 Evap. 42.4
Layer 3 x4 2 85 Layeriii2 x4 8

Kinetic Mechanism of Ammonia Oxidation

Figure 3. shows the oxidation reaction mechanism with Pt-Rh
catalyzed raschig rings (IlI'chenko et al., 1975).

Figure 3. Mechanism of Oxidation Reaction with Pt-Rh Catalyzed
Raschig Rings.

The kinetic mechanism of ammonia oxidation provides
fundamental information for reactor design and chemical
engineering in general. For these reasons, the Kkinetic
mechanism of ammonia oxidation is essential for research and
applications (Fila et al, 1994; Il'chenko et al, 1975). The
reaction rate is controlled by the transfer of ammonia from the
bulk gas to the platinum surface, depending on contact time
and reaction mixture composition. Previous theories regarding
ammonia oxidation on platinum presumed that transient
compounds are formed. However, experiments indicate that
the reactions of components on the catalyst surface involve no
transient compounds. Pignet and Schmidt conducted a study
on the selectivity of the oxidation of NH on Pt and the kinetics
of oxidation on Pt-Rh and Pd. They conducted experiments in a
low-pressure reactor connected to a mass spectrometer and
suggested a simple series-parallel mechanism based on the
concept by Fogel and Coworkers. Zhan et al. (2024) developed
a kinetic model applicable to ammonia oxidation under high-
pressure conditions. They validated it against the performance
of other recently published kinetic models concerning various
parameters related to ammonia oxidation and NOx emission
under high-pressure situations. The developed model was also
validated with published experimental data collected under
high-pressure conditions (Zhan et al,, 2024; Chernyshev et al,
2001). The kinetic parameters in equations (1,2,3) and (4,5,6)
were obtained from experimental data measured at low
pressures, not exceeding 15 Pa. While the kinetic equations can
be applied to calculate reactors operating at atmospheric or
elevated pressures, it is essential to note that outer diffusion has
a strong effect on the total reaction rates, leading to a substantial
decrease in the concentrations of reactants on the catalyst
surface. In industrial applications of the Pt-Rh catalyst under
conventional conditions, the ratio of ammonia partial pressure in
the gas phase to that at the catalyst surface is approximately 10-
4 (I'chenko et al, 1975). The following relations give the
formation rates for NO and Nz (Fila etal,, 1994).
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In industrial converters, total pressure hurts the NO yield due
to the reaction between NH and NO in the gas phase. Wisc and
Frech have examined the kinetics of this reaction. They
derived an equation based on experiments where they
monitored the total gas pressure in the apparatus over time
due to reaction (Equations 7 and 8).

-1/2

_—kPNH3P0 (7)

k=9.527.109 exp (-229 018 /RT) (Pa¥s-1) (8)

Equations (7-8) are mathematical equations representing the
kinetics of NH oxidation on Pt gauzes in the temperature
range from 600 to 1200 K. Consequently; these equations are
used in industrial reactor modeling for the oxidation of NH3
(I'chenko et al., 1975).

Energy Balance Equation for an Industrial Ammonia
Oxidation Reactor

In oxide studies, catalysts' activity is typically estimated by
measuring their performance about the selectivity towards
NO under industrial conditions. The lower the reaction
ignition temperature, the higher the maximum NO selectivity
and the lower the adequate activation energy and reaction
order. This means that external diffusion limitations are more
severe. Therefore, the selectivity towards NO is an essential
measure of catalyst activity. This approach has been widely
used in evaluating catalysts in practice (Kirova-Yordanova et
al, 2011; Srinivasan et al, 1997). The catalytic ammonia
oxidation process was simulated using a typical monolithic

reactor model (Fila et al, 1994; Belghaieb et al, 2010),
represented by the equation:
PCr == pCp G~ Kn () (T =T O

The following variables are used in the equation: gas phase
density (p) in kg/m3 and gas phase heat capacity (Cp) in
J/molk, gas phase temperature (T) in K, time (t) in s, linear
velocity (v) in m/s, axial coordinate (z) in m, heat transfer
coefficient (Kn) in W/m2.K, specific surface area (a) in m* void
fraction (g), and solid phase temperature (T*) in K. The
equation assumes one-dimensional steady-state conditions,
constant solid phase temperature, and heat transfer
coefficient (Kn). Therefore, the equation becomes as follows:

dar _ —Kpa (

dt evpCy (10)

The value of p is calculated (Eq. 11) as the average density of the
gas mixture at the inlet and outlet conditions of the catalyst bed.

— PMnix

T (11

[tis assumed that the C, value is the average value between
the Cp values of the gas mixture at the inlet and outlet
conditions of the catalyst. This is based on previous
research. The value of the heat transfer coefficient, Ku, is
taken from the literature (Fila et al,, 1994).

STUDY TO IMPROVE THE PROCESS GAS COOLING
PERFORMANCE OF OXIDATION REACTOR HEAT
EXCHANGERS

In the nitric acid production facility, the central heart of the
process is the oxidation reactor. The main parameters affecting
the system efficiency in the oxidation reactor are the NH3
burning rate, platinum bottom temperature, and NO gas exit
temperature. Reactor malfunction, maintenance, etc., and cut-
out and stop times also affect system efficiency (Figure 4).
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Figure 4. Main parameters affecting process efficiency
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The effect of these parameters determines the final amounts
of acid produced by the steam produced in the facility. The
best option to increase system efficiency by improving these
parameters is to reduce the NO gas outlet temperature as
much as possible (Pfefferle et al, 1987; Moszowski et al.,
2019). In the ammonia oxidation reactor, a mixture of
approximately 11% ammonia + 89 % air is burned at
approximately 870 °C on platinum-rhodium-palladium
catalysts under 2.5-3.5 atu (kg/cm?2) pressure to obtain
nitrogen oxide gas (NO). This gas obtained is the superheater,
evaporator, pre-evaporator, and economizer, which also
provide steam by transferring their heat to the circulating
water. The more heat (cooling efficiency) extracted from NO
gases in this process region increases, the more system
efficiency will increase(Kraehnert et al., 2008; Schumacher et
al, 2019). Exothermic reactions occurring within the reactor
require thermal management. Heat exchangers help maintain
process gases at appropriate temperatures (Bagheri et al,
2024; Juangsa et al, 2019). Controlling the temperature of
process gases increases the efficiency of the reactor and
prevents overheating of the reactor materials (Song et al,
2016; Garcia-Ruiz et al.,, 2023). The reactor temperature must
be constantly monitored and controlled. Automatic control
systems ensure the temperature is kept within the desired
range (Stagni et al., 2020). For this reason, the functions of gas
cooling in the ammonia oxidation reactor are as follows: a
design modeling study was carried out with CFD analysis for
the pre-evaporator, superheater, evaporator, and economizer
region. The numerical model used in the study is an exact
scale model of the coils in the ammonia oxidation reactor.
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The numerical model was drawn using the Solidworks
program. The drawn model was transferred to the Ansys
Workbench Space Claim program. It is known that an
important parameter affecting the accuracy of the numerical
solution is mesh independence (Colak, A. B. et al,, 2024; Enger
et al, 2018). For this reason, before moving on to numerical
analysis, the drawn model was divided into different
numbers of finite volumes for mesh independence studies.
Figure 5. shows the created CAD/CAM model of the reactor.
Mesh structures created with the Ansys Workbench Mesh
program were also transferred to the Ansys Fluent program.
Additionally, a mesh structure that does not affect the
outcome of the solution for steady-state was determined.

Air (89%) + NH, (11%)

| 4
Heat Exchanger Group
(Process Gas Cooling)

NO, Gases

a: Pre-Evaporator b: Superheater c: Evaporator d: Economizer
Figure 5. Ammonia Oxidation Reactor (AOR) CAD/CAM Model

The mesh was created with the help of the Ansys Watertight
geometry mesh program, as shown in Figure 6. Polyhedral
elements were used in the border regions, and hex elements
were used in the other areas. This study determined the most
suitable mesh structure, turbulence model, and wall function
for the problem studied. The number of meshes is closely
related to the computer's RAM being studied. The maximum
number of grids and elements was created according to the RAM
capacity of the workstation where the calculations will be made.

Catalyst - Gas Inlet Section

Evaporator

Economizer

Gas Outlet Section

Figure 6. Model Mesh Structure of Ammonia Oxidation Reactor
(AOR) Sections

The study used an Ansys Watertight Geometry mesh module to
generate a mesh in the reactor inlet and catalyst section.

Infiltration was defined on the system walls, and the total
number of elements was determined to be 1755000. In the
mesh thrown into section 1. (catalyst - gas inlet section),
orthogonal quality was 0.20. Since the value obtained in
orthogonal quality is desired to be close to 1, a result between
0.15-0.20 is acceptable. The skewness value was found to be
0.799. Since this value is chosen to be close to 0, a value
between 0.5-0.8 is a good result. The total number of elements
for the 2nd section (pre - evaporator) is 4355000, the total
number of elements for the 3rd section (superheater) is
7872000, the total number of elements for the 4th section
(evaporator) is 4355000, the total number of elements for the
5th section (economizer region) is 6600000, and the total
number of elements for the 6th section outlet region is
2120000. The mesh independence graph obtained against the
number of elements and created based on temperature and
pressure values is also shown in Figure 7.
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Figure 7. Grid Independence

The solver type in ANSYS Fluent is determined to be
pressure-based and in a steady state (Kishan et al., 2020).
Realizable SST k-omega is selected as the turbulent flow
model. In addition, the effects of pressure gradient and
buoyancy forces are also taken into account. The
convergence criterion is 1E-06 for continuity and 1E-04 for
other parameters. For analyses with Ansys Fluent,
simulations were performed using the settings and
conservation equations in Table 2.

Table 2. Settings and conservation equations used for CFD Simulations
Energy On
Species Model Species Transport Model-Mixture Material
Viscous Model = K-omega (2 equations)
K-omega Model SST
Options -Low-Re Correction

-Viscous Heating

-Curvature Correction

-Production Limiter

-Buoyancy Effect (Full)

-Steady State

-Gravity (on)

H20 16,35 %

N2 68,25 %

N0 9,8 %

025,6%

General

Metarial

In ANSYS Fluent, the upper reactor inlet is defined as a
"velocity inlet." The lower reactor outlet is defined as a
"pressure outlet." The serpentines in the waste heat boiler
section of the ammonia oxidation reactor are spiral-
shaped. They are wrapped from the inside out as a sleeve
pie. The serpentines are arranged in a way that they are 29
layers on top of each other and connected. Since the NOx
gas flowing through the reactor's main body and the water
flow passing through the coils are turbulent, the Realizable
k-o turbulence model was chosen as the turbulence model
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to get closer results. With a parametric study, the flow and
hydrodynamic structure (velocity, temperature, and
pressure distributions) of NOx gas coming from the regions
where the economizer, evaporator, superheater, and pre-
evaporator coils are located were examined with the help
of CFD analysis. The boundary conditions, gas properties,
and material properties used for Ansys Fluent Analysis are
also shown in Table 3.

Table 3. Input Gas Operating Values (Boundary Conditions) and
Material Properties of the Reactor
Operating Values of

Material Properties of

Inlet Gas the Reactor
Inlet 342.000 Pa Superheater 13 CrMo4-5
Pressure
Input 29m/s Vaporizer P235GH
Velocity
Input 51.525Nm3/h Pre- P235GH
Flow Rate Evaporator
Inlet 870 °C Economizer  SA213
Temperature

The plant SCADA gas pressure values comparison with CFD
model values (with error percentages) is shown in Figure 8,
and the plant SCADA gas velocity values comparison with CFD
model values (with error percentages) is also shown in Figure
9. This online SCADA data from the plant (such as gas pressure
and velocity values) provides us with real-time measurements
of plant operations. Since the CFD model data is compatible
with this data, the model is proven to be accurate and reliable.
A validated model also more reliably predicts how design
improvements will work.
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Figure 8. Comparison of Facility SCADA Gas Pressure Values
with CFD Model Values (with error percentages)
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Table 4. gives the numerical values used for the parametric study
in the reactor analysis with the CFD model. In this study, for
parametric study with CFD analysis, four parameter values
were examined separately; these models:

1. Analysis model: The horizontal distance value (a)
between the heat exchanger pipes was studied. In the
current operation, the horizontal distance value between

the heat exchanger pipes of the reactor is (a) = 48 mm.
Parameter values of 44 mm, 46 mm, 52 mm, and 54 mm
were created to find the optimum level for the horizontal
distance between heat exchanger pipes.

Table 4. Numerical Values Used for Parametric Study in the
Analysis of the Reactor with CFD Model

— e Z
L._.__d
Between Between Between Heat Pipe
Pipes Pipes Exchanger Diameter
Horizontal Vertical Packages (D)
Distance (a) Distance Distance (L)
(b)
Current Current Current Reactor Current
Reactor Reactor (Omm) Reactor
(48mm) (63mm) (42mm)
44 mm 57 mm 100 mm 38 mm
46 mm 60 mm 150 mm 40 mm
52 mm 66 mm 250 mm 44 mm
56 mm 69 mm 300 mm 46 mm

2. Analysis model: The vertical distance value (b) between
the heat exchanger pipes was studied. In the current
operation, the perpendicular distance between the heat
exchanger pipes of the reactor is (b) = 63 mm. Parameter
values of 57 mm, 60 mm, 66 mm, and 69 mm were created
to find the optimum level for the vertical distance between
heat exchanger pipes.

3. Analysis model: The distance (L) between heat
exchanger packages (pre-evaporator, superheater,
evaporator, and economizer) was studied. In the current
operation, the distance between the heat exchangers in the
reactor is (L) = 0 mm. So it is all on top of each other. To
find the optimum exchanger arrangement, parameters of
100 mm, 150 mm, 250 mm, and 350 mm were created.

4. Analysis model: The heat exchangers' pipe diameter (D)
was studied. Currently, the reactor's heat exchanger group
pipe diameters are (D) = 42 mm. Parameter values of 38
mm, 40 mm, 44 mm, and 46 mm were created to find the
optimum heat exchanger pipe diameter. While creating
these parameters, the most efficient values were tried to
be seen by comparing the values above and below them
based on the existing operating data.

RESULTS AND DISCUSSION

The NHs boiler produces nitrous gases and recovers the heat
produced during the reaction. Ammonia enriched with O2
undergoes catalytic combustion (oxidation) at the Pt-Rh
gauze in each reactor. Before starting the catalytic reaction,
the platinum gauze in the catalyst basket is heated by a
stationary Hz ignitor. The process begins with the ignition of
Hz, which initiates the oxidation of ammonia (NH3) with
compressed air, leading to catalytic combustion (Pottbacker
et al, 2022; Kayapinar et al, 2024). The reaction is
exothermic, and the combustion temperature can be
controlled by adjusting the ratio of ammonia and air.

The nitrous gases are cooled downstream of the catalyst
gauze using heating surfaces. Heat is transferred to water
in the pre-evaporator, superheater, evaporator, and
economizer to cool the NOx process gas formed in the
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catalyst due to oxidation in the system. An instant SCADA
image of the ammonia oxidation reactor during operation
is shown in Figure 10. The feed water is heated in the
economizer located in the process gas cooler. This heated
water then flows into the steam drum, compensating for
the water partly evaporated in the evaporator heating
surfaces in the PGC. Circulation pumps provide the boiler
water circulation. The steam drum separates the water-
steam mixture, and the saturated steam is superheated in
the superheater. An attemperator is located in the water
volume of the steam drum, where a part of the superheated
steam flow is cooled down to control the required
superheated steam temperature.

Figure 10. Instant SCADA View of Oxidation Reactors

Steam and water side of the process operating data and gas
analysis values in the catalyst basket Table 5. is also given.

Table 5. Analysis Content of The Gas in The Catalyst Basket and
Operating Values of the Steam-Water Side
Operating Data For Steam and

Gas Analysis at

Water Side Catalyst Basket
Parameter Value Parameter Vol %
Steam generation 36500 kg/h H20 16,35
(at 100% state)
Blowdown 1-2% N2 68,25
(maximum)
Steam 4300C NO 9,8
temperature
Steam pressure 41 barg 02 5,6
Feed water Design pressure,
temperature 150°C gas side 4,5 barg

The primary function of cooling devices in an ammonia
oxidation reactor is to manage the temperature of the gases
leaving the reactor. Figure 11. shows the process of gas entry-
exit points to the pre-evaporator tube packages, symmetrical
plane details, and the temperature distribution of the fluid in
the heat exchanger tubes.

By cooling these hot process gases and promoting the
evaporation of water flowing through the system, these
devices effectively dissipate excess heat and prevent
overheating within the reactor system. Effectively cooling
hot process gases and promoting water evaporation, this
application zone plays a critical role in maintaining desired
temperature conditions in the ammonia oxidation reactor.
This helps ensure efficient and safe reactor operation
while minimizing the risk of thermal problems or
equipment damage.
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Figure 11. Temperature Distribution for Fluid Input-Outlet Points and
Water Side of Pre-Evaporator Tube Packages Analyzed with CFD

The temperature distribution contours formed on the inlet
and outlet for the gas side of the pre-evaporator in the
ammonia oxidation reactor are shown below (Figure 12).
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Figure 12. Temperature Distribution Contours of the Process Gas
Inlet (a) and Outlet (b) in the Pre-evaporator

Effect of Distance Between Heat Exchanger Packages
on Gas Cooling

The heating surfaces consist of tube coils, parallel arranged in a
spiral. One spiral is one layer located among each other and
vertically oriented to the gas flow in the vessel. The spiral
heating surfaces are surrounded by wall cooling coils,
protecting the vessel shell. The feed water is heated in the
economizer before entering the steam drum. The economizer
heating surface consists of 10 layers. The ten layers are fed by
20 inlets and routed in a 2-way cross-flow.

The distributor and collector are arranged externally on the
vessel. The saturated steam is superheated in the superheater.
The superheater surface is made of parallel arranged tube
banks horizontally in layers. There are always two layers
connected. Figure 13. shows the CFD model results of the
oxidation reactor analyzed with 100, 150, 250, and 300 mm
gaps between the heat exchanger packages. The temperature
values at the system outlet were measured as 329.73, 327.12,
326.685, and 323.205°C, respectively.
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The minimal differences between the outlet temperatures
indicate that the distance between the exchangers
minimizes thermal performance. It is also seen that the
velocity and pressure values at the system outlet are pretty
close to each other. The results obtained show that the
effects depending on the distance are limited. If the
distance does not create an impact that will change the
temperature or velocity profiles of the fluid, its effect on
thermal performance is also minimal.

In the reactor currently in operation, the heat exchanger
tube packages (pre-evaporator, superheater, evaporator,
and economizer) used to cool the process gas were
designed without leaving any space between them. The
CFD study compared and analyzed the models created
with 100, 150, 250, and 300 mm distances between these
heat exchanger packages.
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Figure 13. Effect of Distance Between Heat Exchanger Packages
on Temperature, Speed, and Pressure (CFD Model Results)
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Proper spacing and routing help maintain an even
temperature throughout the gas flow, preventing hot spots
or areas of inadequate cooling. Increasing the performance
in heat exchanger tube packages will also mean increasing
performance in the gas cooling process.

The optimum distance between tube packages will
increase the heat transfer rate. It is necessary to have the
proper amount and quality of feed water, heating steam,
and cooling water. It should be done slowly when hot
water fills to avoid thermal stress or shock on the pumps.

In Figure 14, the effect of the distance between heat exchanger
packages on the temperature and pressure of the cooling
process gas is shown by comparing all models. Sufficient
optimum space between packages makes inspection, cleaning,
and repair activities easier. Conversely, tight intervals can
create difficulties for maintenance personnel and increase
downtime during service.
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Figure 14. Effect of Distance Between Heat Exchanger Packages
(HEP) Cooling Process Gas on Temperature and Pressure

Effect of Horizontal and Vertical Distance Between
Heat Exchanger Tubes on Gas Cooling

The distance between heat exchanger tubes is critical in gas
cooling systems, affecting heat transfer efficiency, temperature
distribution, pressure drop, system optimization, maintenance,
and overall economy. For a given number of pipes, the smaller
the pipe spacing, the smaller the body diameter and, therefore,
the lower the cost. As a result, designers tend to bundle
together as many pipes as mechanically possible. However, in
the case of heat transfer (thermal-hydraulic or thermo-
hydraulic), the optimum pipe spacing and pipe diameter ratio
must be determined to convert pressure into heat transfer.
Closer spacing will result in insufficient fluid permeability by
the body-side fluid and difficulty in mechanically cleaning the
outer surfaces of the tubes.

The gap between the heat exchanger tubes can affect the
temperature distribution of the gas as it passes through the
cooling system. Proper spacing ensures even cooling
throughout the gas flow, preventing hot spots or undercooled
areas. A smaller distance may lead to less pressure drop and
increase the risk of flow instability. Widening the horizontal
distance between heat exchanger pipes ensures homogeneous
fluid distribution (Noorollahi et al,, 2018). This provides a more
equal heat transfer and a more homogeneous temperature
distribution. The narrowing of the horizontal distance between
pipes causes the flow to accelerate and local flow velocities to
increase. In this case, the temperature profile is irregular, and
heat transfer is less in certain regions.

Figure 15. shows the effect of the horizontal distance between
the heat exchanger tubes on temperature, speed, and pressure
(CFD model results). The outlet temperature was measured as
334.95 °C when the horizontal distance between the tubes was
44 mm, 327.12 °C when the distance between the tubes was 46
mm, 286.23 °C when the distance between the tubes was 52
mm, and 270.51°C when the distance between the tubes was
56 mm. When the distance between the tubes was increased,
the resistance to flow decreased, and the thermal efficiency
increased because, especially by improving the horizontal
distance between the tubes and reducing the cross-sectional
area of the fluid passing through the middle of the system, a
homogeneous pipe distribution was obtained in the system.
Increasing the distance between the tubes ensures that the
fluid encounters fewer obstacles throughout the exchanger.
This reduces the flow resistance and optimizes turbulence at
the same time.
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Figure 15. Effect of Horizontal Distance Between Heat Exchanger
Pipes on Temperature, Speed, and Pressure (CFD Model Results)
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Figure 16.shows the effect of the horizontal distance between
the heat exchanger pipes on the temperature and pressure of
the cooling process gas. Regarding facility and system
efficiency, the lowest temperature of the process gas
(270.51°C) was obtained in the model with a horizontal
distance of 56 mm. This was the best cooling performance
model obtained among all parametric study models.
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Figure 16. Effect of Horizontal Distance Between Heat Exchanger
Pipes on Temperature and Pressure of Cooling Process Gas

The vertical distance between the heat exchanger pipes in the
gas cooling zone of the existing oxidation reactor is 63 mm.
Figure 17. the CFD model results of the oxidation reactor were
analyzed with a vertical distance of 57, 60, 66, and 69 mm
between the heat exchanger pipes. As a result of the studies,
when the perpendicular distance between the pipes is 57 mm,
the system outlet temperature is measured as 318.42 °C; for 60
mm, itis 319.29 °C; for 66 mm, itis 320.59 °C, and for 69 mm, it
is 321.9 °C. As seen in Figure 9, where the effect of the distance
between the exchangers on the system efficiency is examined,
it has been determined that its impact is low. In addition, it has
been observed that thermal efficiency decreases when the
distance between the pipes increases vertically.

In this case, it has been determined that the most efficient
model has a vertical distance of 57 mm. Increasing the
vertical distance reduces the pipe density in the exchanger.

A less dense pipe arrangement causes the gas fluid to pass
more efficiently throughout the system without losing energy.
However, this also causes the fluid to leave the system
without cooling sufficiently, which increases the outlet
temperature. It also causes the thermal interaction areas
around each pipe to decrease.
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Figure 17. Effect of Vertical Distance Between Heat Exchanger Pipes
on Temperature, Speed, and Pressure (CFD Model Results)

This results in the "heat transfer effect” created by the pipes
on the fluid becoming isolated from each other. Thus, the
synergistic heat transfer between the pipes is reduced. Since
the fluid spends less time between the pipes, the heat
exchange with the pipes is also restricted. This causes the gas
to leave the system at a higher temperature. Figure 18. shows
the effect of the vertical distance between the heat exchanger
pipes on the temperature and pressure of the cooling process
gas. Regarding facility and system efficiency, the lowest
temperature of the process gas (318 °C) was obtained in the
model with a vertical distance of 57 mm.
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Figure 18. Effect of Vertical Distance Between Heat Exchanger Pipes
on Temperature and Pressure of Cooling Process Gas

Effect of Heat Exchanger Tube Diameter on Gas Cooling

The heat exchanger pipe diameters in the existing
oxidation reactor gas cooling zone are 42 mm. Figure 19.
the CFD model results of the oxidation reactor were
analyzed with heat exchanger pipe diameters of 38, 40, 44,
and 46 mm. When the temperature contour graphs are
examined, the system outlet temperature for the diameter
of 38 mm is measured as 296.67 °C, for 40 mm as 310.15°C,
for 44 mm as 325.38 mm, and for the diameter of 46 mm
as 334.51°C. It has been determined that the change in
diameter significantly affects the system efficiency and
that the most efficient model is a diameter of 38 mm. Since
this diameter value offers a higher surface area-to-volume
ratio compared to the others, the heat transfer efficiency
increases. As the diameter increases, the gas cooling
performance decreases. It can be said that small-diameter
pipes increase the total heat transfer surface by fitting
more pipes in the same area.
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Figure 19. Effect of Heat Exchanger Pipe Diameter on Temperature,
Speed, and Pressure (CFD Model Results)
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The effect of heat exchanger pipe diameter on cooling process
gas temperature and pressure is shown in Figure 20. Many
parameters are effective in the optimization and design of heat
exchangers. The manufacturing method of the heat exchanger,
the heat transfer mechanism, and the flow states of the fluids
are effective in the design and efficient use of heat exchangers.
Regarding facility and system efficiency, the lowest
temperature of the process gas (296.67 °C) was obtained in the
model with a pipe diameter of 38 mm. In the process of cooling
the process gas, the hot gas fluid that comes into contact with
the surface area of the heat exchanger tube packages at low
speeds provides a better performance with smaller diameter
heat exchanger pipes (with water circulating in them).
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Figure 20. Effect of Heat Exchanger Pipe Diameter on Cooling
Process Gas Temperature and Pressure

Because it ensures that the fluid (water) remains in the pipes
for longer, providing more heat transfer. Additionally, smaller
diameter pipes offer a more compact design. Thus, providing a
better flow distribution and a more homogeneous temperature
profile increases efficiency by delivering more heat transfer
surfaces. An important point to consider while cooling the
process gas is this: during regular operation, the circulation
water is circulated by electrically driven pumps. Flow
measurements are taken and monitored for accurate control.
Additionally, a second electrically-driven pump is available as a
standby in case of any issues. Low water-steam mixture
velocities can cause water-steam separation in the horizontally
designed evaporator heating surfaces. This can decrease the
cooling efficiency of the upper part of the tubes, leading to
overheating and severe damage. Using smaller diameter pipes
in the liquid passing parts on the cold side has been observed
to affect several factors that increase heat transfer. When the
pipe diameter decreases for the same flow rate, the flow rate
increases, which makes the flow more dynamic. Increasing
velocity causes the liquid to interact more with the pipe wall,
increasing heat transfer. In smaller-diameter pipes, the
possibility of the flow becoming turbulent increases. Turbulent
flow increases heat transfer coefficients because the movement
of the fluid provides better mixing and temperature
distribution. These factors explain why the pipes through
which the liquid on the cold side passes are smaller in diameter,
increasing heat transfer and, therefore, cooling performance.
However, these advantages may vary depending on the overall
design of the system and operating conditions.

Table 6. gives the hourly SCADA data (process gas temperature
and flow rate values) taken online at operating conditions for the
ammonia oxidation reactor of the relevant nitric acid production
facility. Additionally, Table 7 compares this study's design values
with those obtained in studies in the literature. When the actual
operating SCADA values of the ammonia oxidation reactor
modeled with CFD analysis are examined, it is seen that the gas

outlettemperature is around 297 °C on average. Considering this
average temperature value, a decrease in gas temperature of
approximately 9% was achieved with this study.

Table 6. Hourly SCADA Data for Process Gas Temperature and Flow
Rate in Ammonia Oxidation Reactor

Process gas Process gas Process

Time inlet (°C) outlet (°C) gas flow

(Nm3/h)
02:00 870 297 51700
04:00 874 296 52100
06:00 874 298 52374
08:00 879 297 51680
10:00 870 297 51630
12:00 877 299 51706
14:00 871 296 51620
16:00 874 298 51600
18:00 875 299 51843
20:00 881 293 52495
22:00 866 292 52444
00:00 871 296 52470

When the absolute operating SCADA values of the ammonia
oxidation reactor modeled with CFD analysis are examined, it
is seen that the gas outlet temperature is around 297 °C on
average. Considering this average temperature value, a
decrease of approximately 9% in gas temperature has been
achieved with this study.

Table 7. Comparison of Values for Different Models in the Ammonium
Oxidation Reactor

Model Reactor System
Zone Conditions
Heat Average gas flow: 51971 Nm3/h
This study exchangers Reactor Height: 6500 mm
§ Gas side pressure:4.5 barg
Abbasfard Reactor Gas inlet speed: 13.77 m/s
etal, (2012) inlet and Outlet pressure: 5.33 bar
’ distributor Nominal flow: 32543 m3 /h
Grande Platinum Activation energy: 114 k] /mol
etal. (2018). catalyst Pressure value: 4.7 bar
' ' ¥ Flow rate value: 1.698 SLPM
Amirsadat Inlet feed Press.ure value: 12.65 bar
etal. (2024) iveline Nominal flow: 6466 m3 / h
' pip Reactor Height: 9082 mm
Nascimento Absorption Pressure value: 456.62 kPa
etal. (2024).  column Air molar flow: 310.74 kmol/h

Cooling coils area: 8.47 m?

This decrease in the percentage of cooling of these hot NOx gases
formed due to chemical reactions in the ammonia oxidation
reactor catalyst is significant for the following criteria and system
reactions. Because as the temperature value decreases,

- NOx gases (especially NO and NO,) have high energy and
tend to enter side reactions.

- The chemical stability of NOx gases increases; this prevents
undesirable reactions.

- This gas leaving the reactor is then sent to the absorption towers.
As the gas temperature decreases, the reaction Kkinetics
accelerates due to the low solubility of the gases. The conversion
rate of NOx to nitric acid and product efficiency also increases.

The distribution of maximum temperature values for steam is
necessary to manage major critical factors such as equipment
life, energy exchange, chemical change, system stability, and
observed protection. High temperatures can cause metal
surfaces to melt, oxidize, or expand, leading to equipment
failure. These temperature limitations help the system to be
efficient, safe, and long-lasting.
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Extreme temperatures can create extreme stresses on valves,
pipelines, and other components in the system. Based on the
design of the heat exchanger packages of the ammonia
oxidation reactor of the relevant facility, the maximum fluid
(water) temperature was limited to 266 9C in the economizer
and evaporator and 470°C in the superheater. With CFD
simulation analysis, the model results in which the lowest
process gas temperature was obtained with a 56 mm
horizontal distance between the heat exchanger pipes were
compared with the actual operating values obtained from the
facility's online SCADA data system.

Accordingly, there was an increase of 8.2% in the fluid outlet
temperature obtained in the economizer, 9.7 % in the
evaporator, and 4.3 % in the superheater. These changes
received as a result of the simulation are consistent with the
temperature values that are the basis for the design and the
limited ones. Table 8. shows the temperature change values of
the fluid circulating in the heat exchanger packages.

Table 8. Temperature change values of the fluid in the heat exchanger packages
Component a b [

Facility SCADA Data System 430 301 202
Fluid Temperature (°C)
CFD Simulation Data 448,4 330.1 218,5

Fluid Temperature (°C)
Rate of Increase in 4.3 9.7 8.2
Temperature Value (%)

a: Superheater b: Evaporator c: Economizer

Other problems affecting the gas cooling process and
solution suggestions

After a shutdown or emergency stop of the process gas cooler,
the entire system must be vented after an ammonia trip to
remove corrosive flue gas. If the gas cooler is disconnected
from the steam network, the start-up valve must be activated
to release the steam and cool the superheater. During this
process, monitoring the outlet temperature at the superheater
is crucial. Monitoring the overall circulation volume and
current consumption during operation is essential to avoid
overloading the circulation pump. As the heat-up process
progresses, the circulation volume should be reduced at the
discharge slide gate valve. The heat-up process commences by
opening the steam injection valve to the steam drum. To
control the heat-up process, the steam quantity and heat
supplied and the steam discharge via the start-up valve should
be adjusted. Ensuring a continuous steam flow to the drum is
crucial to prevent hammering. During the heating-up process,
itis essential to maintain the drum water level above the "low"
level. The water level will increase due to thermal expansion
and condensed heating steam. After the heating-up process
commences, the water level should not decrease. Boiling out is
a commonly used method for cleaning the water and
water/steam system, involving fast temperature changes
instead of chemicals. This method effectively dissolves iron
oxide layers, dust, and sand while forming a protective
magnetite layer (only above 200°C). Flushing is often done
before boiling out. There are two methods for boiling out the
Process gas cooler system: constant pressure and fluctuating
pressure (respiratory method). The respiratory method is
preferred as it accelerates flaking. Boiling out is most effective
for new plants, while pickling is more efficient for existing
plants where deposits have already formed in the pipes. The
temperature can be monitored and controlled if there is a
measurement in the water circulation system. When the drum
pressure is 0.2 MPag, the valve should be closed. Once the

steam pressure reaches around 0.2-0.3 MPag, the bypass valve
of the steam traps can be closed, and the steam traps can be put
into operation. During the heat-up phase and after the start of
the reaction, the superheater and the superheated steam line
must be drained repeatedly via the bypass valves. It is
important to gradually increase the temperature of
superheated steam, particularly during the initial heat-up
phase, after ignition, and the start of catalytic combustion
(when the attemperator is fully open). While heating up and
after the reaction has started, it is necessary to repeatedly drain
the superheated steam line and the superheaters via the bypass
valves. The facility is heated up using external steam from the
“20 atu net”, which is nozzle-fed into the steam drum via a bleed
pipe. To avoid water hammer, the steam valves must be opened
slowly and carefully. During the heat-up, the water level of the
drum must be within the visible range. It is not allowed to
operate the system with a water level below “low.”The manual
regulating valve on the heating line adjusts the jet-fed external
steam quantity. Steam hammering is to be avoided.

CONCLUSION

Proper gas flow and distribution within ammonia oxidation
reactors are essential for a homogeneous reaction
environment. A well-designed reactor system can achieve the
desired conversion efficilency and ensure the process is
economically and environmentally sustainable. One of the
most critical parameters here is the NO outlet temperature.
This NO gas formed in the catalyst reaches high temperatures
until it enters the cooling exchangers. The system efficiency
value decreases at every °C level where the NO outlet
temperature exceeds the design value. The same model of the
ammonia oxidation reactor of the 610 ton/day nitric acid
production plant considered in this study was analyzed in CFD
simulation. Regarding plant and system efficiency, the lowest
temperature of the process gas (270.51°C) was obtained in the
model where the horizontal distance between the heat
exchanger tubes was 56 mm. The increased horizontal distance
between the tubes allowed each tube to contribute equally to
heat transfer and reduced the "dead zones" (where
temperature changes are minimal). This model has shown the
most effective cooling performance among all parametric
study models. In response to the cooling performance of this
hot gas, there has also been an increase in the current
temperature values of the refrigerant circulating in the
exchanger packages. When the CFD simulation results are
compared with the actual operating data (SCADA online data),
the fluid outlet temperature in the ammonia oxidation reactor
has increased by 8.2% in the economizer, 9.7% in the
evaporator, and 4.3% in the superheater. In other simulations,
it has been observed that the distance between the exchanger
packages has a minimal effect on the thermal performance (the
speed and pressure values at the system outlet are pretty close
to each other) and that the thermal efficiency decreases when
the distance between the tubes is increased vertically and the
tube diameter increases. Increasing the vertical distance
between the tubes reduces the contact time to the heat transfer
surface and the thermal interaction zones between the tubes.
This results in lower thermal efficiency and higher outlet
temperatures for hot gas cooling. The approximate
temperature change for a vertical distance change of 12 mm is
3.48 °C. Therefore, vertical distance changes appear to have
less impact on system efficiency. The following study aims to
investigate the effect of different design types of La Mont
nozzles, which are located at the inlet of each evaporator and
wall cooling pipe, on the system efficiency (by CFD simulation
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analysis), ensuring that the required water flow reaches
separate regions and that all sections are sufficiently cooled.
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The study aimed to investigate the thermal performance of a fluidized bed cooling tower (FBCT)
by examining the effects of varying bed heights and circular tempestuous spheres on cooling
efficiency. An experimental setup was designed to evaluate the FBCT's performance under
different conditions, including variable water flow rates, bed heights ranging from 200 to 300
mm, and spherical balls with diameters of 25 mm and 50 mm. Critical parameters such as the
range and approach of temperature and the liquid-to-gas (L/G) ratio were analyzed to
understand their influence on the cooling tower's efficiency. The findings indicated that more
petite turbulence balls significantly enhanced air mixing efficiency, improving thermal
performance. It was observed that an increase in the ratio of water mass flux to air mass flux
resulted in decreased cooling tower effectiveness. The static bed height was also identified as a
critical factor affecting performance, with the entry water temperature impacting the static bed
height. The study concluded that optimizing bed height and utilizing more petite (25mm)
spherical balls can enhance the thermal efficiency (92.83%) of fluidized bed cooling towers.
The relationship between water and air mass flow rates is crucial for achieving effective cooling
performance, highlighting the importance of these parameters in the design and operation of
FBCTs in industrial applications.

Akiskan Yatakli Sogutma Kulelerinde Isil Verimliligin Artirilmasi: Yatak
Tasarimina Deneysel Bir Yaklasim

MAKALE BILGISI

OZET

Anahtar Kelimeler:

akiskan yatakl sogutma kulesi
yatak ytiksekligi

1s1 transferi

hiz

verim

sogutma

Bu calisma, degisen yatak yiksekliklerinin ve dairesel firtinali kiirelerin sogutma verimliligi
tizerindeki etkilerini inceleyerek akiskan yatakli bir sogutma kulesinin (FBCT) termal performansini
arastirmay1 amaglamistir. FBCT 'nin performansini, degisken su akis hizlari, 200 ila 300 mm arasinda
degisen yatak yiikseklikleri ve 25 mm ve 50 mm ¢apinda kiiresel toplar dahil olmak tizere farkh
kosullar altinda degerlendirmek i¢in bir deney diizenegi tasarlandi. Sicakligin aralig1 ve yaklasimi ile
sivi-gaz (L/G) oram gibi kritik parametreler, sogutma kulesinin verimliligi {izerindeki etkilerini
anlamak icin analiz edildi. Bulgular, daha kiiciik tiirbiilans toplarinin hava karistirma verimliligini
onemli dl¢lide arttirdigini ve termal performanst iyilestirdigini gosterdi. Su kiitle akisinin hava kiitle
akisina oranindaki artisin sogutma kulesi etkinliginin azalmasina neden oldugu goézlendi. Statik
yatak ytiksekliginin de performansi etkileyen kritik bir faktor oldugu ve giris suyu sicakliginin statik
yatak ytiksekligini etkiledigi belirlendi. Calisma, yatak ytiksekligini optimize etmenin ve daha kiigiik
(25 mm) kiiresel bilyalar kullanmanin, akiskan yatakli sogutma kulelerinin termal verimliligini
(%92,83) artirabilecegi sonucuna varmistir. Su ve hava kiitle akis hizlar arasindaki iligki, etkili
sogutma performansi elde etmek i¢in ¢ok Onemlidir ve bu parametrelerin endiistriyel
uygulamalarda FBCT'lerin tasarimi ve ¢alistirilmasindaki 6énemini vurgulamaktadir.
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INTRODUCTION

Since the beginning of the twenty-first century, there has
been a significant rise in the number of people around the
world who are experiencing water scarcity. There are a
number of causes that are posing an increasing threat to the
availability of freshwater resources. These include drought,
contamination of water reserves, and changes in the
patterns of rainfall. All of these concerns have been made
worse by human activities and the consequences of climate
change (Distefano and Kelly, 2017). Businesses that deal in
oil and gas in the Middle Eastern region, which has a limited
supply of water, are always looking for alternative sources
of groundwater. An industry may face risks associated with
water that can be classified as physical, regulation, or
reputational (Moglia et al., 2024). At the ideal concentration,
municipally recovered water exhibited reduced inorganic
scale formation and did not deposit any scale on the surfaces
of the cooling system. Based on the findings of the biohazard
assessment that was carried out on the operations of cooling
towers, it was determined that the deployment of a
comprehensive water treatment system that included
disinfection, in conjunction with stringent operating
procedures, successfully reduced the potential for adverse
health effects (Badruzzaman et al., 2022). Desalination is an
innovative method employed to address worldwide water
limitations. Desalination is the process of converting seawater
and saltwater into freshwater (Ayaz et al., 2022). The feasibility
of zero-liquid discharge cooling tower technique was evaluated
in several parts of the Mediterranean basin, considering
environmental concerns. Based on the findings of this
investigation, the induced draft cooling tower has the
capacity to evaporate 177 litres per hour of brine liquid
fraction at a temperature of 23 °C (deNicolas et al.,, 2023).

Both the economic and social growth of a region are
significantly impacted when there is a shortage of water.
Having access to clean water is critical for several different
industries as well as for human well-being; nevertheless, a
lack of this resource can have a detrimental effect on
agricultural and livestock production, which can result in
higher food prices and insecurity (Dolan et al, 2021).
Desalination plants have been developed in the region in
recent years to treat water that contains substantial levels of
salt and nitrate. This is done to ensure that people continue
to have access to water that is free of contamination from
this contaminated aquifer. This strategy, on the other hand,
does have a few significant limitations, such as the
significant expenditures that are associated with the
treatment method and the discharge of brine that has been
rejected into the ecosystem that is located nearby (Shalaby
et al,, 2022). Sedimentation and corrosion not only hinder
the functioning of cooling tower pipes and equipment, but
also impede heat transfer and result in higher energy
consumption (Safari et al,, 2013; Turetgen, 2014; Wang et
al, 2019). Ultraviolet C/ Vacuum Ultraviolet (UVC/VUV)
treatment performance is improved in acidic conditions due
to increased light absorbance. On the other hand, alkaline
environments enhance the performance of Photochemical
Degradation (PCD) treatment. The influence of pH on other
therapies is minimal (Saha et al., 2021).

Usually, freshwater sources are utilised to provide the
water, and additional substances like acids, anticalins,
corrosion inhibitors, and microbiological inhibition are
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included. Water concentration increases by evaporation, a
process in which heat is transformed into latent heat. When
the cooling tower discharges water (CTBD), the water gets
released in order to keep the water's quality consistent
throughout the entire processing system. As a consequence
of this, the discharge from the cooling tower, which is known
as cooling tower blow down (CTBD), is anticipated to have
high levels of salt and to contain varying quantities of humic
substances (HS) in addition to other organic compounds
(OCs) (Yuetal, 2013). The thermal and diffusion properties
of a wet cooling tower that employs a counter flow
configuration and packs foam made from ceramics were
investigated in a study that was carried out. According to
the findings of the study, applying of foam-type ceramic
material for packing led to a superior cooling performance
for the tower in contrast to the deployment of alternative
packing materials Huang et al (Chaibi et al, 2013). The
temperature ratio improved the efficiency of the tower by
increasing the rate of airflow and decreasing the
temperature of the water at the output. This was done in
order to evaluate the efficacy of employing plastic balls as
packaging in FBCT (Ren, 2008). A higher temperature ratio
has led to greater NTU values with various L/G ratios.
Increased airflow resulted in a greater reduction in
pressure. The findings indicated that this approach
exhibited a 50% quicker cooling rate compared to
alternative methods. Lower liquid-to-gas (L/G) ratios
resulted in higher cooling rates (El-Dessouky, 1993).

The primary parameters that have a considerable impact on
the tower's performance are the spray characteristics and
the precise location of the manifold. The results that were
acquired indicate that the configuration with the taller
manifold is the most advantageous solution for all of the
mass flow ratios that occurs when the tower operates. It
obtains a performance that is 25% higher than that of the
intermediate manifold and a performance that is 37%
higher than that of the lower manifold respectively (Muscio
et al, 2023). The design and operation of a wet cooling
tower's fill, water supply system, and drift eliminator are the
factors that affect the thermal efficiency of the tower. For the
purpose of determining the impact that the filling have on the
thermal performance of the cooling tower, a comprehensive
analysis has been carried out (Navarro et al, 2023;
Mohiuddin and Kant, 1996). For the purpose of determining
the thermodynamic effectiveness of a mechanical system, an
investigation was carried out. The cooling tower makes use
of a number of different drift eliminators and distribution of
water strategies during operation. With reference to the
drift eliminators, the researchers arrived at a conclusion. As
a result of the fact that the existence of an eliminator is
unlikely to inevitably decrease the effectiveness of a cooling
tower, this is an essential aspect to take into consideration.
It is logical to infer that there is an effect, as there is a further
reduction in air pressure throughout the airflow
(MirabdolahLavasani et al., 2014). The presence of biohazards
in high-temperature conditions poses challenges to the
utilisation of municipal reclaimed water. Microbiological
growth can occur in cooling towers within the temperature
range of 20 to 50 °C (68 to 122 °F).

In order for the implementation to be successful, it is vital to
have effective regulation of the replication of both bacteria
and viruses. The levels of bacteria and viruses that are
present in wastewater that has not been treated might vary



substantially. Both the primary and secondary treatment
techniques have the potential to lower viral concentrations,
despite the fact that they were not specifically developed for
this objective specifically. As a consequence of this, tertiary
treatments, which incorporate filtration, are commonly
incorporated in order to construct numerous barriers. It has
been determined that cooling towers are the source of every
single outbreak of Legionnaire's disease that has ever
occurred (Lucas et al.,, 2013; Tsao et al., 2019). It is possible
for the efficiency of a cooling tower to be affected by a
number of factors, including the temperature of the air
around them, the humidity, and the temperature of the wet
bulb. This study proposes a new cooling tower structure
that contains an innovative control system that is capable of
making optimal use of energy based on the weather
conditions that are currently in effect. By implementing this
concept, the overall efficiency of the cooling system is going
to be improved (Crook et al, 2020). A comparison of the
novel packing to the conventional straight-wave packing
revealed that the novel packing exhibited a 14.4% gain in
cooling efficiency. This phenomenon has a significant impact
and presents a novel approach to improving heat transport
in cooling towers, that can be employed in engineering
procedures thanks to its unique nature. After examining the
present operational characteristics of the tower, it has been
concluded that raising the height of the packaging enhances
the cooling process. Furthermore, by decreasing the ratio of
gas to liquid and air volume needs, substantial air volume
reductions of up to 30% can be achieved (Salins etal., 2023).

Novelty and objective of the research

The novelty of this study on fluidized bed cooling towers
(FBCT) lies in its comprehensive examination of the
combined effects of varying bed heights (200 mm and 300
mm) and different sizes of spherical turbulence balls (25 mm
and 50 mm) on thermal performance have not been
extensively explored in prior research. By analyzing air-water
interactions and providing detailed metrics on air-side
pressure drops and fluidization velocities, the study aims to
evaluate how these parameters influence cooling efficiency,
explicitly focusing on enhancing air mixing efficiency through
more petite spherical balls. Additionally, the research seeks to
understand the relationship between water flow rates, air
flow rates, and inlet temperatures on the thermal
performance of FBCTs, ultimately contributing to improved
design and operational strategies for enhanced energy
efficiency and reduced costs in industrial cooling applications.

HEAT TRANSFER BEHAVIOUR IN FLUIDIZED BED
COOLING SYSTEMS

This highly specialist type of heat exchanger, known as
fluidized bed cooling towers, has been utilised in a wide
variety of industrial applications for the purpose of chilling
hot water. In order to determine the thermal parameters of
a fluidized bed cooling tower, it is necessary to conduct
comprehensive investigation of heat transfer, fluid flow, and
thermodynamics throughout the entire system. Heat
transfer mechanisms, fluidization, and temperature
gradients are some of the important aspects that can be used
to characterise the thermal characteristics of fluidized bed
cooling towers. Shape factors to be considered include the
height of the bed, the size of the particles, and the shape of
the heat exchange surface.
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EXPERIMENTAL ARRANGEMENT AND METHODOLOGY

Figure 1 depicts a comprehensive experimental setup as well
as the components that were utilised to ascertain the heat and
mass transport properties of a fluidized bed cooling tower.
The dimensions of the duct's cross-sectional area are 20 cm X
20 cm, as shown in Table 1. The height of the duct is 100 cm.
There is a thickness of 0.15 cm in the conduit. One of the
components that supplied the cooling water was a rotameter,
which had a discharge capacity of 2-18 lpm. The water was
consistently dispersed throughout the cooling tower in a
uniform manner. After careful consideration, it was decided
to deliberately set up a water reservoir in close proximity to
the lowest of the tower in order to collect the cold water that
was expelled from the tower. An aquatic pump was employed
in order to transport water from the storage tank to the
highest point of the tower column. To determine the pressure
difference that existed between the airflow channels, a
manometer with a U-tube was utilised. For the goal of
measuring a wide range of temperatures, the RTD sensors
were use. An inductive water heater with a power output of
three thousand watts was utilised to supply thermal energy.
For supplying fluidized air, the tower was fitted with a
centrifugal air blower that had a capacity of 650 watts. When
it came to adjusting the rate of airflow to the column, a valve
that had controls was utilised. In addition, a bypass
connection was installed prior to the throttle valve in order to
safeguard the air blower against any potential damage. This
action was taken in order to avoid any potential destruction.
An electric air heater was employed in order to achieve the
desired effect of adjusting the temperature of the air that was
being circulated. The experimental setup is depicted in a
schematic form in Figure 1, which features an illustration.
Experiments were conducted for the following parameters.

1. Variable air velocity

2. Variable water flow rate

3. Bed height (200-300 mm)

4. Fluidized Ball diameter (25mm and 50mm spherical balls).

Table 1. Cooling Tower Specifications

Parameter Measurement

Tower magnitudes 100 cm height and
20x20 cm
cross-section
(square)

Width 0.15cm

Air Blower 650 Watts

Rotameter 2-18 Ipm

Induction Heating System 3000 Watts

R U Tube

otameter Manometer

Duct — ]
Cooling ﬁ

Tower

Supply

Water Qut WaterIn

e —®
7

Figure 1. Schematic diagram of experimental setup
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RESULTS AND DISCUSSION

Both the range, which corresponds to the difference in
temperature between the cold water that enters and leaves
the tower, and the approach, that is the difference in
temperature among the cold water and the temperature of
the wet bulb, are the key parameters that govern the
features of a cooling tower. The range is the difference in
temperature between the cold water and the wet bulb. The
range and the approach are the terms that are used to refer
to both of these distinctions, respectively. Additionally, the
ratio of the flow rate ofliquid to the flow rate of gas, usually
commonly referred to as the L/G ratio, is also an important
factor in the process. This ratio plays a significant role in
the process. It was established that the two significant
zones in the cooling tower were identified as a result of the
interaction between the air and the water in the cooling
tower. In situations where the water flow rates are quite
low, the first zone that takes place is referred to as the
pellicular regime (PR), and it is the zone that takes place.
The bubble and dispersion phase, sometimes abbreviated
as Bubble and dispersion phase (BDR), is a distinct regime
that occurs at greater flow rates. It is commonly referred
to as the bubble and dispersion phase.

Air velocity vs. Cooling tower efficiency

The variation in cooling tower effectiveness that occurs at
various air velocities is seen in Figure 2. In compared to the
other cases, the cooling tower efficiency of the BH300 mm
with BD50 mm configuration was found to be significantly
greater. The Wet Bulb Temperature (WBT) of the
surrounding air is the point at which the water that has
been cooled reaches its lowest temperature. The efficiency
of the cooling tower was calculated for a BH (height of the
cooling tower) of 300 mm and a BD (diameter of the
cooling tower) of 25 mm, with a water flow rate of 2 litres
per minute. The efficiency values achieved were 78.94%,
86.36%, 91.85%, 90.14%, and 92.83% when the air flow
rates were 4.1 m/s, 6.3 m/s, 7.0 m/s, 8.2 m/s, and 8.5 m/s,
correspondingly. Conventional cooling towers are unable
to reach water cooling temperatures that are like the Wet
Bulb Temperature (WBT). This is due to the minimal
interaction between water and fresh air as the water flows
over the fill surface [23].
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Figure 2. Air velocity vs. cooling tower efficiency

Air velocity vs. Evaporative loss

Figure 3 depicts the relationship between air velocities and
the variance of evaporative loss. The evaporation rate is more
significant for a BH of 300 mm and BD of 50 mm compared to
other scenarios. While natural convection drives the airflow
in cooling tower packing, gravitational forces primarily
influence the water flow. It is feasible for water to evaporate
into the air in a cooling tower, which results in the loss of heat.
This phenomenon is known as evaporative loss.
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Figure 3. Air velocity vs Evaporative loss

It is good because this result has the effect of increasing
the cooling impact, which is why it is desirable. In order
to determine the amount of water that is lost through
evaporation, there are a number of factors that play a
role. These factors include the temperature difference
between the water and the air, the relative humidity of
the air, and the surface area that is accessible for
evaporation. When the velocity of the air that is being
transported rises, the potential for evaporative loss also
increases. This is because improved water-to-air contact
and higher evaporation both contribute to this potential
increased loss (Agarwal et al, 2022). The results
demonstrate that although elevated air velocity
augments evaporative loss through enhanced water-to-
air interaction, this increase is not limitless. The findings
indicate a notable increase in evaporative loss with
elevated air velocities; nevertheless, practical factors, like
environmental humidity and system limitations, may
restrict the maximum attainable benefit (Amir et al,
2023). The augmentation of air velocity is substantial in
improving evaporative loss, especially for the
configuration including a bed height (BH) of 300 mm and
a ball diameter (BD) of 50 mm. However, at a certain
threshold, efficiency improvements may stabilize or
decline due to possible air over-saturation or constraints
in water distribution efficacy (Agarwal et al., 2022). Mass
loss (evaporation) directly influences the effectiveness of
the cooling tower by enhancing heat removal via latent
heat. Augmented evaporative loss amplifies the cooling
effect, hence enhancing thermal performance. Excessive
mass loss without corresponding cooling advantages may
result in water wastage and operational inefficiencies
(Salins et al., 2023).
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Air velocity vs. L/G

Figure 4 shows the graphical representation of the
fluctuation in the liquid-to-gas (L/G) ratio across different
air velocities. The maximum length-to-girth ratio was
observed for the tree with a B.D of 50 mm and BH of 300
mm. Based on the graphical representation, the L/G ratio
exhibited a rapid increase followed by a subsequent
decrease. Eventually, the curve reached a point of stability
where it maintained a constant value. The primary factors
that exert influence are temperature and enthalpy. At
elevated temperatures, the liquid-to-gas ratio exhibits a
near-constant behaviour. However, if the L/G ratio is
excessively high, which indicates that there is an abundance
of water in comparison to the air, this might lead to an
increase in the amount of water that is carried over.

= Without bed
® B.H-300mm@B.D-50mm
5 4  B.H-300mm@B.D-25mm|
& & A A A a
(O]
= o
L ]
>
L]
-
.
14 - ®e
-
m =
0 T T T T
3.0 4.5 6.0 7.5 9.0

Air velocity (m/s)
Figure 4. Air velocity vs L/G ratio

Extremely high L/G ratios have the potential to cause
water droplets to be carried out of the tower along with the
exhaust air, which can have adverse effects on both the
environment and the operations of the tower. When it
comes to maximizing the performance of cooling towers, it
is essential to strike the appropriate balance between the
L/G ratio and the air velocity. The use of suitable fill media,
effective water distribution systems, and suitable tower
designs can maintain the required L/G ratio and increase
heat transfer efficiency (Xi et al., 2023).

Air velocity vs. NTU

Figure 5 depicts the correlation between NTU (Number of
Transfer Units) and different air velocities. The BH 300 mm
with BD 25 mm demonstrates the most minimal NTU in
comparison to other variations. The relationship between air
velocity and NTU in a cooling tower is complex and dependent
on various factors, including the design, water flow rate, and
ambient conditions. Increasing the speed of the airflow can
result in a decrease in the NTU value. As the velocity of the air
increases, the amount of time that the air and water are in touch
with one another reduces. This leads to a reduction in the
amount of heat that is transferred. This can be counteracted by
modifying alternative design characteristics or tweaking
operational circumstances to maintain or improve the overall
efficiency of the cooling tower. The relationship between air
velocity and NTU is a vital component of the thorough
optimisation process for cooling tower design. Scientists
consider several factors, including water distribution, material
for packing, air distribution, and operating circumstances in
order to achieve the necessary heat transfer efficiency (Salins
etal, 2023).
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Figure 5. Air velocity vs. NTU
Water flow rate vs. cooling tower efficiency

It is common practice to measure the efficiency of a cooling
tower based on its heat transfer performance. This performance
is what defines the quantity of evaporative cooling that may be
achieved. Figure 6 provides a visual representation of the
connection that exists between the effectiveness of a cooling
tower and the rate at which water enters and exits the tower. The
ratio of the actual decrease in water temperature to the highest
decrease that was conceivable was determined in order to
evaluate the effectiveness of the heat transfer system. This ratio
represented the ratio between the real decline and the
maximum decrease. The capacity of the cooling tower was
increased as a result of increasing the total quantity of water
that was running through it simultaneously. A bed height of
300 mm and a ball diameter of 50mm allowed the cooling
tower to achieve its maximum effectiveness. Utilising the
height of the bed allowed for this to be accomplished. A
number of different air flow rates were tested, and it was
found that the cooling tower had an efficiency of 31.4%,
36.5%, 43%, 43.4%, and 47.4% when the bed material was
not there. When determining the effectiveness of the cooling
tower, a fluidized bed with a height of 300 millimetres, a
water flow rate of two litres per minute, and a ball diameter
of fifty millimetres was utilised in the calculation. According
to the findings, the tower exhibited an efficiency of 61.81%,
68.01%, 69.88%, 72.59%, and 76.99% for the various air
rates that were tested during the experiment. There is a
potential for a substantial disparity in enthalpy to occur
between the hot water which is being introduced into the
tower and the water which is being cooled at the point of
intake (Shublaq and Sleiti, 2020). A possible explanation for
the tower's superior efficiency is that this differential is
accountable for it.
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Water flow rate vs. evaporative loss

Figure 7 depicts the fluctuation in evaporative loss that
occurs as a result of switching between different water flow
rates. It is possible to draw the conclusion from the figure
that the rate of evaporation was lower for BH 200 mm in
comparison to BD 50 mm on the other hand. The measures
of BH 300 mm and BD 50 mm were the ones that
experienced the highest level of evaporation.
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Water flow rate vs L/G

The variation in the L/G ratio that occurs in respect to the
various water flow rates is seen in Figure 8. When compared to
the situation in which a bed was present, the L/G ratio
displayed a greater magnitude when there was no bed present.
It is possible to establish a connection between the increased
cooling capacity of the tower and a decrease in the water flow
rate, which ultimately leads to a diminished cooling potential at
higher water flow rates. With an air flow velocity of 8.47 metres
per second, the L/G ratio was measured to be 0.5, 0.75, 1, 1.25,
and 1.5 for water flow rates of 2 Ipm, 2.5 Ipm, 3 Ipm, 3.5 Ipm, and
4 lpm, respectively. This was done without the presence of the
fluidized bed. It has been noted that the rate at which water flows
has a crucial impact on the ratio of liquid to gas (L/G), which in
turn has a substantial influence on the performance and features
of a system. Enhancing the liquid flow rate in comparison to the
gas flow rate facilitates the transfer of mass between the liquid
and gas regimes. Increasing the flow velocity of the liquid can
lead to higher reductions in pressure inside the system. This can
have a significant impact on the overall efficiency and
sustainability of a process, especially in instances where
restrictions on pressure are crucial. The practical execution of
perpetual cooling is not achievable (Xi et al,, 2023).
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Water flow rate vs NTU

Figure 9 illustrates the variation in the number of transfer
units (NTU) that occurs when the water flow rate is changed.
This variation can be observed in the figure. It was
discovered that the NTU value was at its highest when the
bed height was precisely 200 millimetres and the ball
diameter was precisely fifty millimetres. As the ratio of L to
G is raised, there is a corresponding reduction in the mass
flux that takes place. The decrease in the rate of heat and
mass transfer that occurred as a result of the interfacial
activity level led to an increase in the temperature of the
cold water. This was the result of the interfacial activity
happening. When the velocity of the water with the lowest
fluidization hits a critical point, the fluidized bed begins to
exhibit instability. A decrease in the water flow rate is
implemented in order to establish a fluidized bed that is
stable. This leads to a decrease in the temperatures at the
exit. In a cooling tower, the link between the mean thermal
unit (NTU) and the water flow rate in the cooling tower is
influenced by both the design of the cooling tower and the
operational parameters of the cooling tower. Several
aspects are taken into consideration while calculating the
NTU. These aspects include the surface area of the heat
exchanger, the heat transfer coefficient, and the rate of flow
of both the hot and cold fluids flowing through the heat
exchanger. It is of the utmost importance to take into
consideration the fact that the influence of flow velocity on
NTU and the efficiency of the cooling tower may be
dramatically different depending on the architecture and
characteristics of the cooling tower (Ren, 2008).
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CONCLUSION

In conclusion, this study demonstrates that varying bed
heights and the use of different sizes of spherical turbulence
balls significantly impact the thermal performance of FBCT.

e Increasing the bed height from 200 mm to 300 mm
significantly enhances the cooling tower's thermal efficiency.

e Compared to larger balls (50 mm), smaller spherical
turbulence balls (25 mm) improve air mixing efficiency,
leading to better thermal performance.

e The study reports cooling tower efficiency values
reaching up to 92.83% under optimal conditions,
highlighting the effectiveness of the FBCT design.

¢ TheFBCT research achieved a maximum efficiency of 92.83%,
which is competitive with, and in certain instances surpasses,
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the efficiencies of traditional cooling tower designs. This
indicates that fluidized bed cooling towers may provide
substantial benefits in thermal performance, especially in
scenarios where optimizing cooling efficiency is essential.

¢ The cooling tower's interaction between air and water is
critical in determining heat transfer capabilities. The
study identifies two distinct regimes (pellicular and
bubble dispersion) crucial in this interaction.

e The research emphasizes the importance of water flow
rates and air flow rates in determining the cooling
tower's overall thermal performance.

¢ The findings provide insights for improving the design and
operation of FBCTs, contributing to enhanced energy
efficiency and reduced operational costs in industrial settings.
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