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ABSTRACT

Keywords: Coupler Point, Four-Bar In industry, the trace path of a point on the coupler link of four-bar mechanism is often utilized
Mechanism, Crank Speed Control, and sometimes it is desired that the couplar point moves on its path with constant velocity. This
Simscape Multibody Model can be achieved by a variable crank speed. Processes requiring constant speed are often achieved
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integral plus derivative (PID) control action is used to control of the crank speed and it is shown
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Uygulamasi

Oz

Endiistride, dort gubuklu bir mekanizmanin biyel kolundaki bir noktanin izledigi yol siklikla
kullanilmakta ve bazen bu biyel noktasinin yoriingesi tizerinde sabit hizla hareket etmesi
istenmektedir. Bu, degisken krank hizi ile saglanabilir. Sabit hiz gerektiren siiregler, genellikle geri
besleme kontrolii olmaksizin yiiksek serbestlik derecesine sahip pahali ve karmagsik mekanizmalar
tasarlanarak gergeklestirilir. Bu ¢alisma, biyel noktasinin sabit hizin1 saglamak {izere bir DC
motoru tarafindan tahrik edilen dért ¢ubuklu bir mekanizmay: ele almaktadir. Sistem
dinamiklerini modellemek ve simiile etmek i¢cin MATLAB® kullanilmistir. Sanayinin biiyiik
olgtide ihtiyag duydugu biyel noktas: hiz kontroliiniin deneysel bir uygulamasi, dikkate deger
derecede diisiik bir maliyetle bagariyla gerceklestirilmistir. Detayli bir simiilasyon modeli

gelistirilmis ve bu model, yatak siirtiinmeleri gibi karmagik sistem dinamiklerini igermektedir.

Anahtar Kelimeler: Biyel Noktas, Ayrica, uygulama igin gerekli olan motor parametreleri, tahmin yontemleriyle belirlenmistir.

Dort Cubuk Mekanizmasi, Krank
Hiz Kontrolii, Simscape Multibody yapilmis ve sonuglar karsilagtirilmistir. Krank hizini kontrol etmek i¢in oransal, integral ve tiirev

Yontemin etkinligini gostermek i¢in sayisal simiilasyonlarin yani sira bazi deneysel ¢aligmalar

Model (PID) kontrol yontemi kullanilmig ve istenilen biyel nokta hizinin elde edildigi gosterilmistir.
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1. Introduction

Mass production machines generally have requirements such as high production speed, constant speed,
product specific process trajectories and low cost. Four-bar mechanisms are widely used in industry and are
classified as motion, function, or path generation based on requirements [1]. The mechanisms are designed
assuming that the input link, i.e. crank, rotates at a constant speed. However, even if a constant voltage is
supplied to the motor driving the crank of the four-bar mechanism, fluctuations occur around the desired
speed of the crank due to the dynamics of the mechanism itself. To partially eliminate these speed fluctuations,
a flywheel can be added to the crank mechanically. However, today, this is not sufficient, especially due to the
need to use high-speed, light and flexible mechanisms. With the development of measurement tools and
control engineering, these speed fluctuations can be eliminated more effectively by controlling the motor that
drives the mechanism. For this purpose, the crank speed is measured instantaneously and compared with the
reference value and the appropriate control signal is generated according to the present error and applied to
the motor driving the mechanism to eliminate the speed fluctuation. Tao and Sadler [2] tried to eliminate the
speed fluctuations occurring in the crank speed of a four-bar mechanism driven by a direct current (DC)
electrical motor by implementing the well-known proportional plus integral plus derivative (PID) control
action-based algorithms. Other control techniques, such as fuzzy logic [3], sliding mode control [4], moving
sliding mode control [5], backstepping control [6], and a combination of these techniques [7,8], have also
been used for the same purpose. Four-bar mechanisms that generate path are commonly used in the industry.
These mechanisms typically utilize a point on the link, known as the coupler, and the path traced by this point
is referred to as coupler curves. Fig. la shows the kinematic diagram of the four bar path generating
mechanism and Fig. 1b shows the trajectory drawn by point C on the coupler link. The third link, or coupler,
which connects the links 2 and 4 to each other, creates different curves based on the geometric position of the
point C on it. When the input link is moves at a constant speed, the velocity of coupler point varies along the
trajectory it follows, depending on the link lengths and the geometric position of C. In the industry, there are
situations where it is desired that this point moves at a constant velocity in a specific portion or throughout
the entire trajectory it follows. Designing mechanisms that can provide a constant speed in a specific region
is possible [9,10]; however, due to the dynamics of the mechanism, this cannot be achieved accurately without
control. While measuring the crank speed is easy in real applications, measuring the speed of a point moving
along a trajectory is quite challenging and costly. In this regard, ensuring that the coupler point follows the
trajectory at a constant speed can be achieved with a variable crank speed. This can be achieved by controlling
the motor that drives the mechanism. For this purpose, a variable crank speed profile can be obtained from
the kinematic relationship between the velocity of the coupler point and the crank speed. This velocity profile
can be used as a reference to control the crank speed. Pe6n-Escalante et al. [11] tried to control the speed of
the crank in a four-bar mechanism to ensure that a point on the coupler moves at a constant speed on the
trajectory it follows. For this purpose, the dynamics of the four-bar mechanism driven by a DC motor were
obtained analytically and the desired variable crank speed was tried to be achieved with the PID algorithm.
Then Bafiuelos et al. [12] presented their experimental studies on the same problem. In their work, they
determined the velocity of the coupler point using real-time camera images and employed a PID control
algorithm. Recently, Pedn-Escalante et al. [13] applied Artificial Neural Network (ANN) based PID control
scheme to the same problem. Denizhan and Chew explored linkage mechanisms for automotive applications,
emphasizing the role of optimized spring configurations to reduce the force required to open and maintain
hood positions. Their findings showed that extension and compression springs could effectively balance the
hood while allowing ease of use [14]. The usual way of analysing mechanisms is to derive mathematical model
of the system and solve them by numerical methods. However, especially for complex dynamic systems with
high degrees of freedom, analyzing dynamics can be challenging. Another way to solve dynamic problems is
through commercial simulation programs. MATLAB® provides a wide environment for such studies. With
MATLAB® SIMULINK®, both the control structure and the dynamic model can be created and executed in
the same environment using block structures. Multibody Simulation (MSM) formulates and solves the
equation of motion after modeling the system with blocks such as forces, sensors, joints, and links [15]. This
allows researchers to focus on their main studies without the need to derive the complex dynamic equations
of the mechanism. For example, the complete dynamics of the robotic mechanism with 26 degrees of freedom
were modelled by using MSM in [16]. The present study considers the problem of maintaining constant speed
motion along the trajectory of a point on the coupler in a four-bar mechanism driven by a DC motor (see Fig.
1b). The MSM interface is used to model the dynamics of the system consisting DC motor-gearbox-four-bar
linkage. However, the friction in the joints that has not been considered in other studies was taken into
account. The crank speed was controlled using PID control technique with reference to the obtained variable
crank speed profile for a specified coupler point velocity. In order to show the efficiency of the method, some
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experimental case studies are made besides the numerical simulations. In the next section, the kinematic
relationship between the velocity of the coupler point and the crank speed is determined. Then the system is
modelled by using MSM tool and the numerical simulations and experimental case studies are given for the
specific coupler point velocities with comparision. Subsequently, the results are discussed.

(o

y (meter)

-0.04 -0.02 0 0.02 0.04 0.06 0.08
x (meter)

Fig. 1. (a) Kinematic diagram of the four-bar mechanism and (b) the tracking path of point C on the coupler link

2. Kinematic Modeling of System

In this section, the relationship between the coupler point velocity and the crank angular velocity is derived.
The vector loop equation of the four-bar linkage mechanism given in Fig. la is:

AyA + AB = AyB, + B,B (1)
and it can be written in the polar form as,

el + ryel®t =1, +rel®2 (2)
Two scaler equations can be written from Eq. (2) using Euler identity as follows:

f1(a, 1, ¢2) = ryc0sq + 130591 — 11 — 140050, =0 (3)

f2(q, ¢4, P2) = 128inq + 1r38ing; — rysing, = 0 (4)

where 1i, (i=1,2,3,4) represents length of links, q is position of input crank and ¢, i=1,2 are positions of other
links. For given q, ¢, and ¢, can be found by solving nonlinear equations given by Eq.(2) or Egs.(3,4).

On the other hand, the angular velocities of links 2 and 3 ¢b; and ¢, depending on the crank angular velocity
q are given as follows:

b1 =914, b2 = 929 (5)
where g, and g, are named as velocity influence coefficients and they are calculated as follows:

g=—J1f (6)
where the bold characters are vectors and matrices and J is Jacobian matrix, g is velocity influence coefficients

vector and f' is the derivative of the constraint equations Eqs.(3,4) according to the input variable q and
written in the form as:
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_ ,_ (0 Ofn (7)
g=1{9:19.)" .f —{% %}
ofy . .
Juy = OTJ:'(“J =12) ®
j

For the four-bar linkage J ve f’ are given as follows [5]:

j= —138ing, nsing, ] , _{—rzsinq} (9)
T | rycos¢p;  —ricosg,)’ “ | rpcosq Y

Solving Eq.(6) the velocity influence coefficients of four-bar linkages can be found as follows:

__Tsin(@—¢2) (10)
1 13 sin(¢p; — ¢,)’

. sin(q — ¢,) (11)
g2 ==

Ty sin(¢; — ¢,)

The next step is to express the angular velocity of the input crank ¢ depending on the velocity of the coupler
point V. The position vector of the coupler point can be written in the polar form as:

AyC =A4A+ AC (12)

1o = 1,e' + 1 elP1+ho) (13)
and the time derivative of Eq.(13) gives the coupler point velocity:

Ve = iry,getd + irg¢p,e'(P1+F) (14)
and the real and imaginary parts are

Ve = —1yqsing — 1¢q gy sin(¢, + Bc) (15)

V7' = r,qcosq + rcqgycos (o1 + Bc) (16)

Finally, the angular velocity of the input crank can be found as follows:

. v+ ()’ )
q =
7 + 1297 + 2ryregicos (q — ¢y — Be)

The Eq.(17) gives the variable crank velocity for the given value of V; = ’(VC")2 + (v )2 and it is reference

for the control algorithm. Although the value of V is taken as constant during the trajectory in this study, it
can be considered as partially constant or fully variable. It should be noted that, the necessary position and
velocity values for the control will be determined by the mechanism model created in MSM environment, in
this study. In the next section, the modelling of the linkage and control system in SIMULINK is given.

3. Modelling the System via MSM

The motion analysis is made in order to understand dynamic behaviour of a machine under the known
external forces. This analysis is also called as forward dynamics or Wittenbauer’s first problem. For this
analysis, it is needed to derive equation of motion of the machine under consideration, first. There is a number
of different ways to accomplish this, for example Exergian equation of motion for single degree of freedom
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machines, and Lagrange Equations for single or multiple degree of freedom systems. On the other hand, today
there are many commercial analysis programs and these offer researchers the opportunity to analyse without
deriving the equation of motion. MATLAB® SIMULINK is a widely used tool where the system is simply
modelled with blocks and connections. The mechatronic system under consideration in this study includes
the four-bar linkage, DC motor-gearbox and the controller. The main block structure created in MSM is given
in Fig.(2). The four-bar mechanism block has one input and four outputs. Input is DC motor torque and
outputs are the position of links and the speed of crank. These outputs are the inputs of controller block. The
controller block generates the control signal by comparing desired and present value of the crank speed. The
DC motor block generates the control torque depending on the control signal and this torque drives the crank
of mechanism from the torque input. In the next subsections, the detailed block structures of mechanism, DC
motor with gearbox and controller are given.

output F—

»(q

Torque Input

output1

output2

—‘—P qdot

_,—V Phi1
Phi2

Control signal

Control and Trajectory Generator

Control Signal
g

¥

=

- 0 O

Control Torque

——

Motor Model

output3 ——

Four-Bar System Dynamic

Fig. 2. Simulink® main model structure of a four-bar mechanism that follows a variable speed trajectory with DC motor control
3.1. Four-bar linkage model in MSM

The SIMULINK' block model of the four-bar linkage is shown in Fig.(3). Four-bar linkage consists of four
rigid bodies (links) and four revolute joints. The rigid links can be created by using computer aided design
(CAD) programs as well as using SIMULINK® library. The mass, mass moment of inertia, and mass centre of
the linkage elements' physical parameters are automatically generated once the material parameters are
defined. The revolute joints are defined between two links. The rigid transform blocks are used to define the
position of the joints on the links taking the local coordinate of the relevant rigid link as reference. The
damping and stiffness properties of joints can be defined in the joint blocks. However, the position and
velocities of the links and the reaction forces in the joints during the motion can be determined from the joint
blocks. For example, the outputs q and w in the revolute joint 1-2 block are the angular position and the
angular velocity of the link 2, respectively. In addition, the inner and outer ring bearing blocks are defined
between the joint and the adjacent link compatible with the experimental case in this study. However, the
frame of experimental system, DC motor body and couplings are transferred to SIMULINK model from CAD.
It should be noted that Ports B and F are frame ports they represent the base and follower frames, respectively.
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Fig. 3. Block diagram of the four-bar system dynamics subsystem
3.2. DC motor model in MSM

In this study it is considered that the mechanism is driven by a DC motor and a gear box as shown in Fig.(4).
DC motor input voltage V., the torque generated by motor Tm and the torque at output of gearbox T2 are
given by Eqs.(18-20), respectively [2-5].

DC Motor
e/ 4-Bar
Gear box Mechanism

Fig. 4. DC motor-gearbox-four bar mechanism model
di 8
Vo = Raig + Lo——+nKyq (18)

dt

Ty = Kmia )
T, = n(—nJmG — nBq + T, — Tf) 00

The definition of symbols used in Eqs.(18-20) are given as follows

Symbol Unit Description

Ra Q Armature resistance

La Henry Armature inductance

ia A Armature current

Kg V-s Motor voltage constant

n - Gear ratio

Km Nm/A Motor torque constant

Tf Nm Lost torque due to friction in brushes, bearings, gearbox and so on.
Jm kg-m2 Mass moment of inertia of the rotor

B Nm-s Viscous damping coefficient in the bearings

DC Motor model is ready in SIMULINK' as a block and it is shown in Fig.(5) including gearbox block. All of
the motor parameters defined above are set in the DC motor block. Input of the block is the control voltage
and the output is the control torque. The torque is measured by a torque sensor at output of gearbox block.
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L
T 3
D)

Control Torque

Control Signal

Fig. 5. DC Motor and gearbox block diagram

It should be stated that, MATLAB® Parameter Estimation toolbox can be used to estimate the actual DC
motor parameters. The experimental performance outputs, such as the voltage and speed of the motor, are
used to determine the motor parameters. DC motor parameters used in this study are determined MATLAB
toolbox and then they are used in the simulations.

3.3. Speed trajectory generator and control

V&S is the desired velocity of the

The control structure of the DC motor-four bar linkage is shown in Fig.(6).
coupler point. The constant velocity of the coupler point is achieved with variable crank speed. The crank
speed trajectory q,; is generated by using Eq.(17) where the necessary position parameters (q, ¢4, ¢) are
taken from the four-bar linkage block. However, the instantaneous speed of the crank g is feed back to
calculate speed error and the control signal u(t) is generated by the controller. In this study PID controller is

considered and the control signal is defined as

u(t) = Kye(t) + Kddii—(tt)-l' K; Jte(t) dt
0

1)

where K,, K; and K; proportional, derivative and integral gains respectively, and e(t) is the speed error
defined as follows:

e(t) = qerj — 4 (22)

pdes DC Motor wit?) q
¢ 4-Bar Mechanism [¢1]

v . #

Veloci aj 'y J s

elocity Trajectory g
Generator

Fig. 6. The control structure of the DC motor-gearbox-four bar linkage

A MATLAB- function is prepared for the speed trajectory generator and the controller as a function block in
MSM and given in Fig.(7).
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d_error signal —@
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Fig. 7. The function block including trajectory generator and controller

In this way, the mechatronic system consists of DC motor-gearbox-fourbar linkage is modelled in MSM
without deriving the complex equations of motions. In this study, some numerical simulations and
experimental case studies have been made and the results are given in the followed two sections, respectively.
In the applications, two diferent four-bar linkages named Model-1 and Model-2 are used. In the Model-2, the
mass properties of the link 3 are changed in order to show the performance of the method. For the
experimental studies, two four-bar mechanisms driven by a DC-Motor is manufactured and the same linkage
and DC-motor parameters are used in both the numerical simulation and the experimental case studies.

4. Numerical Simulation

The parameters of Model-1 four-bar linkage and DC-motor used in the simulation are given in Table 1 and
Table 2 respectively. 3D solid model of the four-bar linkage was created via SolidWorks and it is transferred
to the Simscape as shown in Fig. 8. There is a gearbox with 1:50 gear ratio at the motor output. However, in
the joints of the experimental system, the roller bearings with mass of 40 g are used and the mass of them are
considered in the simulations. Also, the viscous friction in bearings is considered in the simulations. The
viscous friction coefficient is determined by experimentally as 0.000745 Nm/(rad /sec). For this, one of the
link is subjected to the free vibration like a pendulum while other link is fixed and the damping coefficient is
determined from logarithmic decrement.

Fig. 8. 3D solid model of the four-bar linkage
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Table 1. Four-bar linkage parameters

Mechanism parameters

Model 1-Link no (i)

Parameters 1 2 3 4
7; (mm) 108.91 42.26 96.44 58.78
¢; (mm) 21.13 0.04781 29.39
m; (kg) 0.0461 0.1438 0.0546
Ji(kg-m2) 1.55e-5 0.000125 2.91e-05
Bi(rad) 0.0 0.0 0.2268 0.0
B c(rad) 7, (mm)
0.8318 58.11

Table 2. DC motor parameters

DC Motor parameters

R )3 Ko K Jin T[ B
Q) (H) (Nm/A) (Vs) (kgm?2) (Nm) (Nms)
6.9724e- 1.1236e-
4.2602 0.0538 0.0021 4 6 0.00 9.5486e-7
Speed (rpm)
Power Torque (Gearbox Voltage Current
(kw) (Nm) output) V) (A)
0.04 1.47 330 12 <6.0

The simulations are made for the constant coupler point velocities V4% = 0.1 and V&® = 0.2 m/sec. m/sec.
PID parameters for Model 1 mechanism are determined by trial and error K, = 3.7,K; = 7 and K; = 2., as
this approach allowed practical tuning for desired performance. However, methods like pole placement could
also be considered for systematic tuning to ensure stability across various operating conditions. The
simulations are run for 5 seconds using the chosen Ode4 (Runge-Kutta) solver with a fixed time step of 0.0001
seconds. The comparison of the desired and calculated (measured) angular velocity trajectories and the crank
velocity errors for the cases V@ = 0.1 m/sec and V@ = 0.2 m/sec are given in Fig. 9 and Fig. 10,
respectively. It is seen that the desired and measured crank velocities match each other well along the entire
trajectory, and the error for both cases are under 0.1 rad/sec after 1.5 sec and they tend to decrease over time
due to control.

o

Desired angular velocity trajectory
—Measured angular velocity

o
~

B¢ g 0.2
S ~ A o 0
23- J =

57 S — s

g2 N/ g
&4l N &

£ or B £-02

4 . . B . ) L . .
0 1 2 3 4 5 0 1 2 3 4 5
Time (sec) Time (sec)

Fig. 9. a) Comparison of desired and calculated crank speeds and b) crank speed error of Model-1 mechanism for
Vges = 0.1 m/sec
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Fig. 10. a) Comparison of desired and calculated crank speeds and b) crank speed error of Model-1 mechanism for
VEes = 0.2 m/sec

In order to show the performance of the proposed method, a second simulation is conducted. In the second
example, the mass and mass moment of inertia values of the link 3 are updated without changing the physical
and geometrical properties of the other links such that m; = 0.719 kg and J; = 0.000626 kg-m?.
This model is named as Model-2. In this case, PID parameters are estimated as K, = 50, K; = 30 and K; =
10. The results for this case are also very satisfactory as can be seen in Fig.s 11 and 12.

6 — Desired angular velocity trajectory| 2
o —Measured angular velocity %
@5 g 0.1
2 =
3 g
Sap 5 005
2 Z
83 yA\ 8 0]
= =
5 2 \7/ & -0.05 |
3 ; 3
g1 1 ‘: C - £-01r
0 ‘ o -0.15 i : : .
0 1 2 3 4 5 0 1 2 3 4 5
Time (sec) Time (sec)

Fig. 11. a) Comparison of desired and calculated crank speeds and b) crank speed error of Model-2 mechanism fo
Vges = 0.1 m/sec

N

—Desired angu\ar velocity trajectory
~— Measured angular veloclly

NM/ \W w/ \f

o o

Angular Velocity (rad/sec)
s (o)

Angular Velocity Error (rad/sec)

2]
|
0 9 2 3 4 5 0 1 2 3 4 5
Time (sec) Time (sec)
Fig. 12. a) Comparison of desired and calculated crank speeds and b) crank speed error of Model-2 mechanism for
VEes = 0.2 m/sec
5. Experimental Study

For the experimental study Model 1 and Model 2 mechanisms, are manufactured where moving parts links
2-4 are produced by laser cutting from steel sheet with thickness of 5 mm and fixed part link 1 is produced by
3D printing from PLA flament. For Model-2, the link 3 is manufactured thicker. A 12 V DC motor with a
gear box and optical encoder, whose parameters are given in Table 2, is used to drive the crank. ATMEGA
328, 8 bit- 16 MHz microchip were used to control the system. The mechanism is controlled by the
microcontroller at a frequency of approximately 200 Hz. The experimental system is shown in Fig. 13. It
should be noted that 1 kHz PWM signal is generated for the motor driver and a low-pass filter on the encoder
output was used to eliminate the noise.

For the experimental study, both Model-1 and Model-2 mechanisms are run for the cases constant coupler

de

point velocities V4% = 0.1 and V& = 0.2 m/sec. PID control parameters are estimated using the trial-and-
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error method as K, =8, K;=12,K; =20 for Model 1 and K, =13, K; = 50,K; = 32 for Model 2. The
results for both mechanisms are given in Fig.s 14-17. As can be seen in the Fig.s, the measured crank speed

agrees with desired crank speed trajectory but some noise. For these cases the trajectory errors are under 0.6

rad/sec.

DC Motor

Optical
Encoder

o 8 Bit, 16Mhz
Driver

Microcontroller

Four-Bar
Mechanism

Fig. 13. Experimental system
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Time (sec)
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o
2
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Fig. 15. a) Comparison
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Fig. 16. a) Comparison of desired and measured crank speeds and b) crank speed error of Model-2 mechanism for

Vges = 0.1 m/sec
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5.1. Comparison of numerical and experimental results

In this section, the desired coupler point velocities obtained from the numerical simulation and the
experimental studies are compared. The results are given in Fig.s 18-21. It can be seen in all of the Fig.s, the
coupler point velocities determined by the numerical simulation oscillate around the desired value of which
and they continue to decrease during the time. A similar situation also exsists in the experimental cases but
there are noise and sudden ups and downs. Approximate maximum deviations from desired velocity values
for all cases are given in Table 3.

0.15

—Desired
—Simulation

Experiment

o
=

0.05)

Coupler point velocity (m/s)

0 L Il Il L
0 1 2 3 4 5

Time (sec)
Fig. 18. Comparison of the couplar point velocities: desired, numerical simulation and experimental case for V¢S = 0.1 m/s (Model 1)
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Fig. 19. Comparison of the couplar point velocities: desired, numerical simulation and experimental case for V¢S = 0.2 m/s (Model 1)
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Fig. 20. Comparison of the couplar point velocities: desired, numerical simulation and experimental case for V&S = 0.1 m/s (Model 2)
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Fig. 21. Comparison of the couplar point velocities: desired, numerical simulation and experimental case for V&S = 0.2 m/s (Model 2)

Table 3. The maximum deviations for numerical and experimental case studies

Mechanism Desired Velocity Maximum Deviation (m/s)
Simulation Experimental
Model 1 0.1 0.01 0.020
0.2 0.01 0.025
Model 2 0.1 0.01 0.025
0.2 0.01 0.025

In Table 3 and Figs. 18 through 21, it can be seen that the deviations in both the numerical and experimental
case studies are acceptable. These minor deviations do not significantly impact the overall system
performance or reliability. The deviations in the experimental case studies are bigger than that of the
numerical simulations. However, the coupler point velocity approaches to the desired value as time progress
in the numerical simulations while it goes up and down about reference value in the experimental case. This
is an expected result. Because the sampling rate of the experimental system is lower than that of the numerical
simulation due to frequency of the microprocessor used in the system. On the other hand, the mechanical
issues such as loosness and manufacturing tolerances affect the experimental results. It is no doubt that the
mechanical system works perfectly in the numerical simulation but it cannot fully represent the real
mechanical structure. Nevertheless, the rise time is 0.07 sec and the settling time is 1.5 sec for all cases. As a
result, it can be said that the desired velocity is achieved in both the numerical and experimental studies.

The numerical and experimental results are also compared for the desired velocities 0.1, 0.2, 0.3 and 0.4 m/sec
in Fig. 22 for Model-1 and Model-2 mechanisms. It is seen that the deviations become larger as the desired
velocity increases.
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Fig. 22. Comparison of the couplar point velocity for different values: a) Model-1 b) Model-2

6. Conclusion and Discussion

The numerical simulations and the experimental case studies are made in order to show the efficiency of the
method. Different constant couplar point velocity are considered in the case studies. However, the effect of
the mass properties of the link 3 is investigated. It is shown that the constant coupler velocity could be
achieved by the variable crank speed. The couplar point velocity approaches to the desired value as time
progress in the numerical simulations. But there are sudden ups and downs about reference value in the
experimental case. This is due to sampling rate of the microprocessor and the motor encoder, and some
mechanical issues. As a result, MSM can provide analysis of the mechatronic systems without deriving the
complex mathetmatical model as long as the parameters of the system are set accurately.

The experimental results demonstrate that for industrial applications requiring a stable speed, the system can
maintain a speed of up to 0.2 m/s with oscillations around 0.025 m/s. This finding suggests that a low-cost
system, designed to handle specified loads, could be effectively implemented for applications within this speed
range. At target speeds of 0.3 m/s and 0.4 m/s, however, the system experiences increased fluctuations of about
0.04 m/s and 0.1 m/s along the trajectory, respectively. This knowledge allows for a well informed system
selection, acknowledging that at higher speeds, speed stability may be compromised. Therefore, the system
configuration can be chosen based on the allowable oscillation range, ensuring a balance between cost-
effectiveness and performance requirements.
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ABSTRACT

Keywords: Credit Card, Customer Today, customers can give up using credit cards for various reasons, and this situation has
Churn, Card Cancellation, Machine negative consequences for banks. Therefore, it is necessary to predict potential customers who
Learning, Prediction will cancel their credit cards in advance and to turn these cancellations in favor of the bank and

thus to regain the customers. This situation is also very important in terms of monitoring
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Dept. of Management Information predict customer churn. A dataset obtained from the Kaggle platform was utilized to create the
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06500 - Ankara, Tirkiye . . . . .
Orcid: 0000-0001-7991-438X there were 23 features in the dataset, 2 features were deleted without being included in the model

¢ mail: hanefi.calp@hbv.edu.tr because they did not affect the results. As a result, a total of 21 different variables were used, 20
inputs and 1 output. The models were created using Artificial Neural Networks, Logistic
Regression, Support Vector Machines, K-Nearest Neighbor, Decision Tree, Random Forest, Ada
Boost, and Gradient Boosting machine learning algorithms. As a result, it was seen that the model
‘Corresponding author: with the highest performance was Gradient Boosting with a rate of 98.70%, and the model with
hanefi.calp@hbv.edu.tr the lowest performance was Support Vector Machines with a rate of 67.9%. All these results
clearly show that Credit Card Customer Churn can be effectively predicted by machine learning

methods.

Kredi Kart1 Miisteri Kaybinin Makine Ogrenmesi
Yontemleri Kullanilarak Tahmin Edilmesi

0z

Gliniimiizde miisteriler muhtelif sebeplerle kredi kart kullanimlarindan vazgegebilmekte ve bu
durum bankalar agisindan olumsuz sonuglar dogurmaktadir. Dolayisiyla, kredi karti iptali
yapacak muhtemel miisteriler 6nceden tahmin edilerek sézkonusu iptallerin banka lehine
cevrilmesi ve boylece miisterilerin geri kazanilmasi gerekmektedir. Bu durum, miisteri kaybinin
takibi ve s6zkonusu kaybin 6nlenmesi agisindan da oldukga 6nem arzetmektedir. Bu baglamda,
calismada kredi kart: kullanan miisterilerin kart iptal durumlarini tespit etmek ve dolayisiyla
miisteri kaybini tahmin etmek igin makine 6grenmesi yontemleri kullanilarak bir model
onerilmistir. Modelin olusturulmas: icin Kaggle platformundan elde edilen bir verisetinden
yararlanilmigtir. Bu veri setinde toplam 10127 miisteriye ait kredi kart verisi bulunmaktadir. Veri
setinde 23 Ozellik olmasma ragmen 2 6zelligin sonuglara etkisi olmadigindan modele dahil
edilmeden silinmigtir. Sonug olarak 20 girdi, 1 ¢ikt1 olmak iizere toplamda 21 farkli degisken
kullanilmugtir. Modeller; Yapay Sinir Aglari, Lojistik Regresyon, Destek Vektor Makineleri, K-En
Yakin Komsu, Karar Agaci, Rastgele Orman, Ada Boost ve Gradient Boosting makine 6grenmesi
algoritmalar1 kullanilarak olusturulmustur. Sonu¢ olarak, en yiiksek performansi gosteren
modelin %98.70’lik bir oranla Gradient Boosting, en diisiik performansin ise %67.9’luk bir oranla

Anahtar Kelimeler: Kredi Karti, Destek Vektér Makineleri modeli oldugu goriilmiistiir. Elde edilen tiim bu sonuglar, Kredi Kart
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1. Introduction

A highly dynamic and competitive market has emerged with the existence of a large number of service
providers such as banks worldwide [1]. These banks have become reliable places for the storage of money and
similar valuable metals. With the increase in competition, the most important thing for banks is the customer.
Because customers are very important for banks to survive in difficult market conditions. What is important
here is customer loyalty. Because banks make high profits by keeping customers in their organization for a
long time, therefore, banks should keep customer churn to a minimum [2]. Harvard Business Review stated
that companies can make a profit between 25% and 85% with 5% deviation in the number of customers [3].
In this context, customer churn basically means customers giving up on preferring the company due to
competition [4].

Customer churn can be defined as a customer giving up or not preferring a bank. The increase in customer
churn rates is inversely proportional to the rate of campaigns and satisfactory services that banks carry out
compared to each other. In other words, the more customer satisfaction there is, the less churn there is. In
this process, access to technological facilities, low transaction fees, staff quality and competence,
advertisements, proximity in terms of location and similar services are also very effective [5,6]. Churn is the
transfer of a customer to another bank or the complete abandonment of the bank, thus decreasing the bank's
profit. It is very important for banks to predict this situation before a customer switches to another bank [7].

In today's competitive environment, banks should know their customers well and be honest with them in
order to provide faster and more effective service to their customers, to reach all of their customers, and
therefore not to lose customers. With the development of technology, banks record and use the data they
obtain. It is important to analyze this data, which develops and grows every day. Banks use many technologies
for data analysis. Thanks to these technologies, they can analyze the data in question effectively, quickly, and
statistically reliably [3]. With the analysis of data, banks can take some campaigns or actions by predicting
many problems in advance. These analyses prevent possible customer churn or regain customers who have
left the bank [8].

This entire process is only possible with current and new technologies such as machine learning. Machine
learning is a subset of artificial intelligence and is a mathematical model established to help the computer
learn the model or subject without direct guidance. A high-performance machine learning model can provide
effective resource management or savings. Machine learning models are trained based on given examples and
automate the task given to them by detecting certain patterns. Unlike traditional methods, it produces results
by giving input and output in the process of solving any problem [9,10].

Machine learning actually works with trial-and-error logic and allows programs to make predictions. Machine
learning algorithms can be used in almost every field from health to tourism, from sports to education. There
are different types such as supervised, unsupervised, and reinforced [11]. When the literature is scanned, it is
seen that different methods are used to predict the losses that will occur in bank customers. In the literature,
machine learning algorithms such as Support Vector Machines (SVM), K-Nearest Neighbors (KNN),
Artificial Neural Network (ANN), Logistic Regression (LR), Decision Trees (DT), and Random Forest (RF)
are mostly used for this prediction [12-16].

Therefore, in this context, the aim of the study is to predict customer churn (credit card cancellation cases)
with an up-to-date and effective approach such as machine learning methods, thus offering a new approach
to the problem of customers quitting credit card use and providing a proactive perspective for the future. The
second part of the study includes all the details of the material and method. The third part includes
experimental findings and discussion, and the fourth part includes information on the results and
recommendations obtained from the study.
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2. Material and Methods

This section includes all the details of the study, including the dataset, dataset preprocessing, model selection,
model creation, and findings from model performance. In the study, the card cancellation status of credit card
customers and thus customer churn were estimated using machine learning methods. For this purpose, a total
of 8 different methods were used, including Ada Boost, RF, ANN, KNN, LR, DT, SVM, and Gradient Boosting
(GBoosting). Before moving on to the models, information about the dataset was provided.

2.1. Dataset

The data set was obtained from the address ‘Credit Card Customer Dataset’ [17] and contains 10127 data and
consists of 23 attributes. Two attributes that were not seen to directly affect the results were deleted and
reduced to 21 (20 Inputs, 1 Output). Info Gain, Gain Ratio, Gini, ANOVA, Chi2, ReliefF, and FCBF (Fast
Correlation Based Filter) were used to determine the extracted attributes (Figure 1).

# Info.vgain Gain ratio Gini ANOVA X ReliefF FCBF

1 mgTota]_Trans_C! 0.117 0.059 0.040 NA 1165.960 0.090 0.097

2 @ Total_Revolving_Bal 0.081 0.041 0.033 NA 544.972 0.078 0.066

3 [ Total_Trans_Amt 0.077 0.038 0.023 NA 335959 0.071 0.000

4 [ Total_Ct_Chng_Q4_Q1 0.075 0.038 0.032 NA 688.376 0.009 0.060

— - —

s @ Avg_Utilization_Ratio 0.066 0.033 0.028 NA 541.112 0.045 0.000
— — .

6 m Months_Inactive_12_mon 0.027 0.015 0.009 NA 190317 0.021 0.022

7 [ Contacts_Count_12_mon 0.026 0.013 0.009 NA 219.283 0.019 0.020

s @ Total_Relationship_Count 0.019 0.010 0.007 NA 195.035 0.039 0.000
- - - - — .

9 @ Total_Amt_Chng_Q4_Q1 0.013 0.007 0.005 NA 57.527 0.008 0.000
- - - . . .

10 @ Avg_Open_To_Buy 0.013 0.006 0.005 NA 11.070 0.010 0.000

11 [ Credit_Limit 0.003 0.002 0.001 NA 20.585 0.011 0.000

12 [ CLENTNUM 0.003 0.001 0.001 NA 30.128 0.004 0.002
' ' ' ' ' '

13 Gender 2 0.001 0.001 0.000 NA 7443 0.012 0.000

14 Income_Category 6 0.001 0.000 0.000 NA 9431 0.056 0.000

15 Education_Level 7 0.001 0.000 0.000 NA 0339 0.096 0.000

16 [ Customer_Age 0.001 0.000 0.000 NA 3.202 0.016 0.000
. . ' . - .

17 m Dependent_count 0.001 0.000 0.000 NA 3.851 0.012 0.000

18 Marital_Status 4 0.000 0.000 0.000 NA 1.303 0.054 0.000

19 [ Months_on_book 0.000 0.000 0.000 NA 1.479 0.003 0.000

20 Card_Category 4 0.000 0.000 0.000 NA 0.986 0.002 0.000

Figure 1. Scores of input and output variables

The attributes in the dataset are as follows: Client_Num (Client Number), Customer_Age (Customer's Age
in Years), Gender (Demographic variable - M=Male, F=Female), Dependent Count (Number of
Dependents), Education_Level (Educational Qualification of the account holder), Marital_Status (Married,
Single, Divorced, Unknown), Income_Category (Annual Income Category of the account holder),
Card_Category (Type of Card), Months_on Book (Period of relationship with bank),
Total_Relationship_Count (Total no. of products held by the customer), Months_Inactive_12_mon (No. of
months inactive in the last 12 months), Contacts_Count_12_mon (No. of Contacts in the last 12 months),
Credit_Limit (Credit Limit on the Credit Card), Total_Revolving_Bal (Total Revolving Balance on the Credit
Card), Avg_Open_To_Buy (Open to Buy Credit Line (Average of last 12 months)), Total_Amt_Chng Q4 Q1
(Change in Transaction Amount (Q4 over Q1)), Total_Trans_Amt (Total Transaction Amount (Last 12
months)), Total_Trans_Ct (Total Transaction Count (Last 12 months)), Total_Ct_Chng_Q4_Q1 (Change in
Transaction Count (Q4 over Ql)), Avg Utilization_Ratio (Average Card Utilization Ratio), and
Attrition_Flag (Internal event ( customer activity) variable - if the account is closed then 1 else 0). The features,

types, and value ranges found in the dataset are given in Table 1.
Table 1. Dataset features

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yaymcilik 18



Gazi Mihendislik Bilimleri Dergisi: 11(1), 2025

INPUT
s:ll:: :er Feature Type Range
1 Client_num Numerical ~ No Limit
2 Customer_Age Numeric 0-150
3 Gender Categorical ~ Female, Male
4 Dependent_count Numeric 0-50
. . College, Doctorate, Graduate, High School, Post-Graduate,
5 Education_Level Categorical Uneducated, Unknown
6 Marital_Status Categorical ~ Divorced, Married, Single, Unknown
. $40k-$60k, $60k-$80k, $80k-$120k, $120k+, Less than $40k,
7 Income_Category Categorical
Unknown
8 Card_Category Categorical ~ Blue, Gold, Platinum, Silver
9 Months_on_book Numeric No range
10 Total_Relationship_Count = Numeric No limit
11 Months_Inactive_12_mon  Numeric No limit
12 Contacts_Count_12_mon  Numeric No limit
13 Credit_Limit Numeric No limit
14 Total_Revolving Bal Numeric No limit
15 Avg_Open_To_Buy Numeric No limit
16 Total_Amt_Chng Q4 Q1  Numeric No limit
17 Total_Trans_Amt Numeric No limit
18 Total_Trans_Ct Numeric No limit
19 Total_Ct_Chng Q4_Q1 Numeric No limit
20 Avg_Utilization_Ratio Numeric No Limit
OUTPUT (Target)
I;::::)er Feature Type Range
1 Attrition_Flag Categorical Customer Churn
(Customer Activity) g Existing Customer

2.2. Data preprocessing

During the preprocessing phase of the data set, two different columns indicating the change in the number of
transactions and the type of change in the number of transactions were ignored and not included in the model.
Repeating rows or inconsistent data in the data were revised. The first column contains classification data for
customer activity (customer churn). The other columns contain the number of customers, customer age,
gender, number of dependents, education level, marital status, income category, card category, months
(duration of relationship with the bank), credit limit, total number of relationships, number of inactive
months in the last 12 months, number of people in the last 12 months, revolving balance on the credit card,
credit limit open for purchase (average of the last 12 months), total transaction amount (12 months), total
number of transactions (12 months) and average card usage rate. Therefore, “Customer Churn” was estimated
using the data in all these columns in the study. A sample section from the data set after preprocessing is given
in Table 2.
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Table 2. A Sample section from the dataset

CN CA G DC EL MS IC CC MB TRC MI_12_mon CC_12_mon CL TRB AOB TAC_Q4_Q1 TTA TTC TCC_Q4.Q1 AUR AF
709188108 45 M 2 Graduate Single $60K - $80K Silver 33 4 2 2 34516 1529 32987 0.609 13940 105 0.81 0.044  Existing Customer
719106783 52 M 1 High School Single $80K - $120K Blue 41 4 1 4 4103 1972 2131 0.665 16344 118 0.788 0.481  Existing Customer
713437008 40 F 3 Graduate Married Unknown Blue 25 1 2 3 6888 1878 5010 1059 9038 64 0.829 0.273 Customer Churn
719574033 38 M 1 High School Single $60K - $80K Blue 28 2 2 2 21906 0 21906 0.696 15349 119 0.7 0 Existing Customer
710005683 56 M 2 College Single $80K - $120K Blue 46 3 3 5 12540 1696 10844 0.799 16518 115 0.716 0.135  Existing Customer
801036033 31 M 0 High School Single $40K - $60K Blue 25 3 2 3 4493 1388 3105 0.795 17744 104 0.763 0.309  Existing Customer
716644008 55 M 3 Graduate Single $120K + Silver 36 4 3 4 34516 0 34516 1007 9931 70 0.75 0 Customer Churn
718372458 42 M 2 Graduate Unknown $40K - $60K Blue 30 3 2 5 3735 1723 2012 0.595 14501 92 0.84 0.461  Existing Customer
720608658 33 F 1 Uneducated Single Less than $40K  Blue 36 5 3 3 8398 1875 6523 0.727 16706 123 0.757 0.223  Existing Customer
717185658 51 M 1 High School Married $80K - $120K Blue 36 4 3 4 22754 0 22754 0.799 8531 77 0.791 0 Customer Churn
715474083 51 M 3 Graduate Single $60K - $80K Silver 36 3 2 2 29663 1743 27920 0.667 14638 93 0.722 0.059  Existing Customer
709646433 59 F 1 High School Married Less than $40K  Blue 50 1 4 3 5043 743 4300 0.805 10170 66 0.784 0.147 Customer Churn
717494358 58 F 0 Graduate Single Less than $40K  Blue 48 2 2 5 4299 1334 2965 0.66 15068 123 0.685 0.31 Existing Customer
713924283 61 M 0 Graduate Single $60K - $80K Blue 54 2 1 4 11859 1644 10215 0.866 8930 79 0.837 0.139 Customer Churn
714471183 47 M 4 Graduate Divorced $80K - $120K Blue 39 4 3 4 17504 476 17028 0.892 10468 66 0.737 0.027 Customer Churn
780613758 47 M 5 High School Single Less than $40K  Blue 35 4 3 5 4165 0 4165 0.813 17093 111 0.82 0 Existing Customer
718225683 56 M 1 Graduate Single $80K - $120K Silver 49 5 2 2 34516 1091 33425 0.64 15274 108 0.714 0.032  Existing Customer
710734308 49 M 1 Graduate Single $60K - $80K Blue 40 6 3 3 6481 1569 4912 0.692 15937 119 0.803 0.242  Existing Customer
708564858 33 M 2 College Married $120K + Gold 20 2 1 4 34516 0 34516 1004 9338 73 0.622 0 Customer Churn
713733633 27 M 0 High School Divorced $60K - $80K Blue 36 2 3 2 13303 2517 10786 0.929 10219 85 0.809 0.189 Customer Churn
712210458 38 M 1 Uneducated Single $40K - $60K Blue 36 2 3 2 5639 1558 4081 0.614 16628 109 0.946 0.276  Existing Customer
714109308 46 M 5 College Single $80K - $120K Blue 36 1 2 3 13187 2241 10946 0.689 15354 112 0.931 0.17 Existing Customer
712503408 57 M 2 Graduate Married $80K - $120K Blue 40 6 3 4 17925 1909 16016 0.712 17498 111 0.82 0.106  Existing Customer
716893683 55 F 3 Uneducated Single Unknown Blue 47 4 3 3 14657 2517 12140 0.166 6009 53 0.514 0.172 Customer Churn
710841183 54 M 1 High School Single $60K - $80K Blue 34 5 2 0 13940 2109 11831 0.66 15577 114 0.754 0.151  Existing Customer
713899383 56 F 1 Graduate Single Less than $40K  Blue 50 4 1 4 3688 606 3082 0.57 14596 120 0.791 0.164  Existing Customer

CN: Client Num, CA: Customer_Age, G: Gender, DC: Dependent_Count, EL: Education_Level, MS: Marital Status, IC: Income_Category, CC: Card_Category, MB:Months_on_Book, TRC: Total_Relationship_Count,
MI_12_mon: Months_Inactive_12_mon, CC_12_mon: Contacts Count_12_mon, CL: Credit_Limit, TRB:Total Revolving Bal, AOB: Avg Open_To_ Buy, TAC_Q4_Q1: Total Amt Chng Q4_Ql, TTA:Total Trans_ Amt,
TTC: Total Trans_Ct, TCC_Q4_Q1: Total Ct Chng Q4 Ql, AUR: Avg Utilization Ratio, AF: Attrition_Flag
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As seen in Table 2, the first column is determined as the output (target). The remaining 20 columns constitute
the study's inputs.

2.3. Model infrastructure

The models used in the study to classify credit card customer churn are Logistic Regression, Artificial Neural
Network, K-Nearest Neighbor (one neighbor), K-Nearest Neighbor 2 (tree neighbors), K-Nearest Neighbor
3 (five neighbors), Decision Tree, Random Forest, Support Vector Machines, Ada Boost, and Gradient
Boosting. Brief explanations of these models are given in this section.

2.3.1. Random forest (RF)

RF is an algorithm that uses randomization to create many decision trees. This algorithm aims to obtain more
accurate and reliable results by training multiple decision trees and combining their predictions. Each tree is
trained on a randomly selected subset of features, and then the predictions of these trees are combined. The
output of these trees is collected into a single output using averaging for classification or regression problems
[18,19].

2.3.2. Support vector machine (SVM)

SVM is a powerful supervised learning algorithm used for classification and regression analysis. It is effective
in high-dimensional spaces and is versatile due to the variety of kernel functions that can be used. SVM is
known for its ability to handle outliers and is suitable for scenarios with a large number of features compared
to the number of samples [20,21].

2.3.3. Decision tree (DT)

DT is a method of analyzing a dataset using a tree structure that represents a series of decisions in the dataset.
A decision tree consists of many nodes and the edges connecting these nodes. Each node corresponds to a
feature or decision. Starting from the first node, it branches according to the value of a feature in the dataset.
Decision trees stand out with their understandability and interpretability. In addition, thanks to their ability
to handle complexity in the dataset, they can be used in various tasks such as classification and regression
[22,23].

2.3.4. Adaptive Boosting (AdaBoost)

AdaBoost is a machine learning algorithm that combines strong learners to form an ensemble. This algorithm
uses an adaptive method to improve the performance of weak learners. The basic principles of AdaBoost are
Weak Learners, Weights and Error Focus, Ensemble Building, and Boosting [24,25].

2.3.5. Gradient boosting (GBoost)

GBoost is an ensemble method that combines weak learners to form a strong model. This method uses
gradient descent to eliminate the weaknesses of the model. The basic principles of GBoost are Weak Learners,
Error Focus, Gradient Descent, and Boosting. GBoost is often used effectively in regression and classification
problems. This method is known for its ability to create complex and high-performance models [26].

2.3.6. Logistic regression (LR)

LR is a parametric model used for binary classification. It estimates the probability that a given input belongs
to a given category. It is relatively fast and efficient, which makes it a good starting point for classification
tasks. However, it may not perform well in complex relationships in the data [27].

2.3.7. Artificial neural network (ANN)

An ANN is a model inspired by biological neural networks and is known for its ability to learn complex
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relationships. ANNs have a structure consisting of layers of interconnected neurons. Each neuron receives
input values, multiplies them with weights, subjects them to an activation function, and transmits the output
to other neurons. In this way, the network gains the ability to learn complex relationships in the dataset [28-
30].

2.3.8. K-nearest neighbor (KNN)

It is one of the machine learning methods and is a supervised learning algorithm with effective, parameter-
free learning. This algorithm is used in classification and regression problems. Its basic logic is to determine
the class of a data point by considering its KNNs. The KNN model works according to the proximity principle
by considering the nearest neighbors in the feature space of the data to be classified [31]. The Euclidean
distance between the training samples and the test sample is used to predict the label of the test sample [32].

2.4. Creating models

First, the inputs and outputs of the study were determined to create the models. Then, the steps of loading
the dataset, preprocessing steps, creating the models, performance evaluation, and visualization of the results
were carried out respectively. First, the machine learning methods to be used and the basic features to be used
for each were determined. After the dataset was loaded into the system, the data were examined and possible
data-cleaning processes were carried out at this stage. Finally, the models were created and the results and the
graphs of the created models were obtained. In the preprocessing process of the data, two variables were
deleted without being included in the model since it was seen that they did not affect the results much. Then,
the data were checked again. While evaluating the model results, the data were normalized to obtain more
reliable data, and the general results were answered.

2.4.1. Inputs and outputs

Inputs; number of customers, customer activity (current customer-lost customer), customer age, gender,
number of dependents, education level, marital status, income category, card category, months (duration of
relationship with the bank), credit limit, total number of relationships, number of inactive months in the last
12 months, number of people in the last 12 months, revolving balance on the credit card, credit limit open
for purchase (average of the last 12 months), total transaction amount (12 months), total number of
transactions (12 months), change in transaction amount (from 4th quarter to 1st quarter), change in number
of transactions (from 4th quarter to 1st quarter) and average card usage rate.

The output is Customer Churn and Existing Customer, which are in two categories.
2.4.2. General structure of the study
In the process of creating the models, first of all, the available data was divided into two parts 80% training

and 20% test. Then, training and test performances were measured for each model and the most appropriate
model was decided. The general structure of the study including all models is given in Figure 2.
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When Figure 2 is examined, in the first section, the file named File containing the dataset was obtained and
then it was subjected to a preprocessing process to create the models. After the dataset was prepared,
exploratory data analysis was performed using tools such as tables, graphics, feature statistics, and
distribution.

In the second section, the dataset was integrated into the models (AdaBoost, GBoost, SVM, RF, LR, DT (1
and 2 leaves), ANN and KNN (1, 2 and 3 neighbors) in light of the previously determined features. Then,
using the Test and Score tool, the test results/outputs of the models were obtained under six headings in total,
namely ROC analysis, Confusion Matrix, Performance Curve, Relationship Graph, t-SNE and Prediction.

3. Experimental Findings and Discussion

This section includes the evaluation of the performance of the created models and a detailed analysis of the
results obtained.

3.1. Performance of models

ROC Analysis, Confusion Matrix, Scatter Plots, Accuracy Value (AUC), Sensitivity, Specificity, and F1 score
values to evaluate the performance in the study were taken into consideration. In this context, visualization
tools such as ROC analysis, confusion matrix, recall-precision, and scatter plots were used. ROC analysis is
used to evaluate the sensitivity and specificity of classification models. The larger the area under the ROC
curve (AUC), the higher the performance of the model. AUC Value, the size of the area under the ROC curve,
is a measure of the classification performance of the model. If the AUC value takes a value between 0-1 and
approaches 0.5, the classification performance of the model is no different from random selection. An AUC
value approaching 1 indicates that the model has high sensitivity and low false positive rates and that the
classification performance increases. Sensitivity and Specificity, ROC curve shows the balance between
sensitivity and specificity. Ideally, the closer the curve is to the upper left corner, the better the model
performs. The ROC curve also shows the relationship between sensitivity and specificity values in the test. A
steep curve indicates a model that provides high sensitivity and specificity [33,34]. The confusion matrix is a
matrix that shows the classification performance of the model in more detail. The confusion matrix shows
how the model predicts positive (separated) and negative (non-separated) classes. High TP and TN values
indicate the overall correct classification ability of the model. FP and FN values represent incorrect
classifications [35,36]. The scatter plot provides the opportunity to visually examine the distribution of data
points belonging to different classes. Recall expresses the ratio of correctly predicted positive values to all true
positive class values. Precision is the ratio of correctly predicted positive class values to all positively predicted
class values [37].

First of all, the general performances of the models used in the study were evaluated. Here, the type of kernel
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function used for SVM was determined as RBF. The numbers 1, 2 and 3 specified for KNN indicate the
number of neighbors used. Regularization type Ridge (L2) and C value were determined as 1 for LR. For
ANN, the number of neurons in the hidden layer was determined as 100, the activation function was
determined as Adam, the ReLu learning optimization algorithm, and the maximum iteration number as 200.
The number of trees was determined as 10 for RF. For DT, the number of leaves was taken as 2 and the
maximum tree depth was taken as 1000, and it was decided to stop when majority reached 95. For AdaBoost,
the number of predictors was taken as 50, the classification algorithm was SAMME.R, the Regression loss
function was taken as Linear, and the learning rate was taken as 1. Finally, for the GBoost model, the number
of trees was determined as 100, the learning rate was 0.1, and the individual tree depth limit was determined

as 3.

When the overall accuracy performances of the models created using these features are examined, it is seen
that the values of 86.8% for the LR model, 94.2% for ANN, 70.5% for SVM, 95.6% for RF, 96.0% for GBoost,
93.2% for AdaBoost, 87.2% for KNN (1), 88.4% for KNN (3), 88.7% for KNN (5) and 92.5% for DT are
obtained. In light of this information, the AUC values of the models in the study were between 67.9% and
98.7%. When the findings obtained from the models are examined in general, it can be said that the models
exhibit a classification performance that can be considered good to a large extent.

3.1.1. Gradient boosting model

As seen in the Confusion Matrix created for GBoost (Figure 3), 91.7% (1078) of those who are actually
Customers were predicted correctly, while 3.2% (224) were predicted incorrectly. In addition, 96.8% (6703)
of those who are actually Existing Customers were predicted correctly, while 8,3% (97) were predicted

incorrectly. bredicted
redicte
Customer Churn Existing Customer b3
Customer Churn 91.7 % 32% 1302
©
§ Existing Customer 83 % 96.8 % 6800
)3 1175 6927 8102

Figure 3. Confusion Matrix - GBoost

When we look at the ROC curves for Customer Churn and Existing Customer in Figure 4, we observe high
sensitivity and specificity in terms of classification success with the size of the area under the curves. In
addition, in Figure 5, the recall and precision graphs also reveal the high success of the model. While the area
under the curve for the Customer Churn is 0.652, it is obtained as 0.997 for the Existing Customer.
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Figure 4. ROC analysis- GBoost a) Customer churn, b) Existing customer
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3.1.2. AdaBoost model

As seen in the Confusion Matrix created for the AdaBoost algorithm (Figure 6), 79.8% (1021) of those who
are actually Customer Churns were predicted correctly, while 4.1% (283-1) were predicted incorrectly. In
addition, 95.9% (6541) of those who are actually Existing Customers were predicted correctly, while 20.2%
(259) were predicted incorrectly.

Predicted
Customer Churn Existing Customer )3
Customer Churn 79.8 % 41 % 1302
g Existing Customer 20.2 % 95.9 % 6800
)3 1280 6822 8102

Figure 6. Confusion matrix - AdaBoost

When we look at the ROC curves for Customer Churn and Existing Customer in Figure 7, it cannot be said
that the size of the area under the curves shows a good success in terms of classification success. In addition,
in Figure 8, the recall and precision graphs also reveal the success of the model. While the area under the
curve for the Customer Churn is 0.24, it is obtained as 0.998 for the Existing Customer.
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Figure 8. Performance curve (Precision-Recall) - AdaBoost a) Customer churn, b) Existing customer

3.1.3. Random forest

As seen in the Confusion Matrix created for the RF algorithm (Figure 9), 89.6% (1065) of those who are
actually Customer Churns were predicted correctly and 3.4% (237) were predicted incorrectly. In addition,
96.6% (6676) of those who are actually Existing Customers were predicted correctly and 10.4% (124) were
predicted incorrectly.
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Predicted

Customer Churn Existing Customer

89.6 % 34 %
104 % 96.6 %
1189 6913

Figure 9. Confusion matrix - Random forest
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When we look at the ROC curves for Customer Churn and Existing Customer in Figure 10, the size of the
area under the curves shows high sensitivity and specificity in terms of classification success. In addition, in
Figure 11, the recall and precision graphs also reveal the success of the model. While the area under the curve
for Customer Churn is 0.636, it is obtained as 0.626 for Existing Customer.

0.8

TP Rate (Sensitivity)
o
o

14
>

0.2

/ # 1 // e
// P | 0.500
0500 08 ’
i
/4 Z os
/|
f é
I | 2
! g
§ & 0.4
l 0.2
0
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
FP Rate (1-Specificity) FP Rate (1-Specificity)
(a) (b)
Figure 10. ROC analysis- Random forest a) Customer churn, b) Existing customer
1 1 —_ —_—
N\
08 Probability threshold(s): | 08 Probability threshold(s):
—0.01 —0.99
—
s //
~
0.6 0.6
/ /
g
/ &
04 / 04
/
//
/
/
0.2 / 0.2
/
/
/
0 ! 0
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Recall Recall
(a) (b)

Figure 11. Performance curve (Precision-Recall) - Random forest a) Customer churn, b) Existing customer

3.1.4. Artificial neural network model

As seen in the Confusion Matrix created for the ANN algorithm (Figure 12), 82.3% (984) of those who are
actually Customer Churns were correctly predicted, while 4.6% (318) were incorrectly predicted. In addition,
95.4% (6588) of those who are actually Existing Customers were correctly predicted, while 17.7% (212) were

incorrectly predicted.
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Predicted
Customer Churn Existing Customer )3
Customer Churn 823 % 4.6 % 1302
Eg; Existing Customer 17.7 % 95.4 % 6800
)3 1196 6906 8102

Figure 12. Confusion matrix — Neural network

When we look at the ROC curves for Customer Churn and Existing Customer in Figure 13, the size of the
area under the curves shows high sensitivity and specificity in terms of classification success. In addition, in
Figure 14, the recall and precision graphs also reveal the high success of the model. While the area under the
curve for Customer Churn is 0.654, it is obtained as 0.995 for Existing Customer.
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Figure 13. ROC analysis- Neural network a) Customer churn, b) Existing customer
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Figure 14. Performance curve (Precision-Recall) - Neural network a) Customer churn, b) Existing customer

This section includes a comparison of the general performance curves of the four models. In these graphs,
the ratio of true positive data samples was analyzed according to the threshold of the classifier or the number
of samples classified as positive. Although the results were close to each other, the best result was obtained
from the Gradient Boosting and AdaBoost models.
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3.2. Cumulative gains curve and t-SNE

In the study, the Cumulative Gains Curve and t-SNE distribution graph were also examined. The Cumulative
Gains Curve shows the support, which is the ratio of true positive samples to current customers and the
fraction of positively predicted samples to customer churn, assuming that the samples are sequential.
According to the probability of the model being positive for Customer Churn, the larger the area between the
curve and the baseline (dashed diagonal line), the better the model is. It can be said that the model created in
the study is meaningful. Here, since the model is looked at for lost customers, we see that it remains below
the line in the Performance Curve analysis. This table can be looked at again by multiplying the data in the
data collection for customer churn.

|
1 1 |
|
|
|
|
0.8 Probability threshold(s): | | 0.8 Probability threshold(s):
—0.013 —0.987
0.0
—0.016
—0.004
0.6 0.6
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P Rate P Rate
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Figure 15. Cumulative gains curve a) Customer churn, b) Existing customer

Finally, a visualization is created using t-distributed stochastic neighbor embedding with t-SNE. The aim here
is to reduce one dimension by mapping points into two-dimensional space according to their probability
distributions. It accepts a data table or distance matrix as input.

© Attrited Customer
@ Existing Customer

Figure 16. T- distributed stochastic neighbor embedding (t-SNE)

As seen in Figure 16, the distribution of the number of Customer Churns and Existing Customers generated
by considering the distances between data points is shown. The graph clearly shows the distribution pattern
of the two customer categories. There are clusters with a higher density of existing customers (red) in some
regions and a higher density of customers who left (blue) in other regions. There are also areas where the two
categories overlap significantly. The graph shows the regions where customers are more likely to be Churned
or Existing. Identifying these regions can help understand the characteristics or behaviors that cause customer
churn or customer retention. This shows that although there is some overlap, there are clear areas that can
be targeted with specific strategies to reduce churn or increase retention.

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yaymcilik 29



Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

As a result, the prediction performance results of the ANN, RF, SVM, KNN, DT, AdaBoost, LR, and GBoost
models are given in Table 3 for comparison.

Table 3. Findings from all models
Model AUC CA F1 Precision Recall MCC

GB 98,7 96,1 96 96 96,1 94,9
RF (1) 98,5 956 956 95,5 95,6 83,4
RF 97,7 951 95 95 95,1 81,3
ANN 97,3 94,3 94,2 94,2 94,3 78,3
LR 88,7 88,2 86,8 87,1 88,2 49,4
KNN (5) 88,3 89,1 88,7 88,5 89,1 57,1
AdaBoost 87,2 932 954 97,3 92,7 74,6
KNN (3) 85,5 88,8 88,4 88,2 88,8 56

DT 81,3 92,8 92,5 92,5 92,8 71,9
KNN (1) 75,7 87,3 872 87,1 87,3 52,3
SVM 67,9 66,3 70,5 79,1 66,3 19,5

When Table 3 is examined, it is clearly seen that the highest performance is GBoost; the lowest performance
is obtained with the SVM model, and the other models produce results with similar and different values. At
this stage, the results obtained from the models were compared with the experimental results in the literature.
In Table 4, some of the studies in the literature related to customer churn prediction and summary
information about the proposed study are given in the last line of the table. Models have been developed using
various data mining and machine learning methods in these studies. Some of these and their details are
summarized below:

The studies given in Table 4 show that various machine learning and data mining techniques have been
successfully applied for customer churn prediction in different sectors. In particular, the highest success rate
(99.67%) was obtained in study number 3, and in the table in general, it is seen that a success rate of over 95%
was obtained in studies number 3 and 10. At this point, very little data was used in study number 3, which
showed the highest performance. This situation also brings to mind that the model memorizes. In addition,
studies number 14 and 15 also have high rates (around 95%).

The most striking study in the table is study number 2 with a very low success rate (68%). The reason for the
low success in this study may be the use of the Naive Bayes algorithm, which is not fully suitable for the study.
In addition, the fact that the data number was too large (50000) and could not be included in the
preprocessing/cleaning process can also be shown as a reason. As a result, a high success rate of 98.70% was
obtained in the proposed study. Although this rate is not the highest, there is approximately 1 point difference
between it and 99.67% (study number 3).
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Table 4. Comparison of the models created in the study with the literatiire

No  Author(s) Industry Methods Used Number of  Dataset Properties Results Performance
Data
1 Keramati Telecommunications  Decision Tree, 3150 Data from a Mixed methodology achieved 95%
etal. Artificial Neural telecommunications  high accuracy. Additionally, a
(2014) Networks, K- company in Iran new methodology for
[38] Nearest Neighbor, extracting influential features
Support Vector in the dataset was introduced
Machines and tested.
2 Nath Telecommunications ~ Naive Bayes 50000 Geographic and Customer churn analysis was 68%
(2014) demographic data, conducted using the Naive
[39] call details, service Bayes method. A framework
quality, package was developed to help
features customers analyze their own
business.
3 Dahiya Telecommunications ~ Logistic 50, 100, 608 50, 100, and 608 Decision Tree model showed 99.67%
and Bhatia Regression, features the best performance.
(2015) Decision Trees
[40]
4 Kaynar et Telecommunications ~ Support Vector 4667 4667 customers, 21 Artificial Neural Networks 91.35%
al. (2017) Machines, features provided more successful
[41] Artificial Neural results than other methods.
Networks, Naive
Bayes
5 Rautio Software Artificial Neural Unspecified ~ Business metrics, Support Vector Machines 85%
(2019) Network, Support feature usage, showed the best performance.
[42] Vector Machines, platform usage
Random Forest metrics, service
quality metrics,
event metrics
6 Ullah etal.  Telecommunications Random Forest, 64,107 and Data from 64,107 Random Forest model 88.63%
(2019) J48, Naive Bayes, 3,333 and 3,333 achieved the highest accuracy.
[43] Logistic customers
Regression, IBK,
and LWL
7 Ozbas Telecommunications ~ OptiScorer, 7043 21 columns Customer churn prediction 82%
(2020) Python, Knime (variables) and 7043 was performed using the
[44] rows (customers) OptiScorer engine.
8 Dengetal.  Banking Catboost, 10000 Banking customer Random Forest model 91%
(2021) LightGBM, data achieved the best results with
[45] Random Forest 91% accuracy.
9 Haddadi Banking Bi-LSTM, 50000 Customer data from  Bi-LSTM model outperformed 84%
etal. Decision Tree, abank in Iran other models.
(2022) Naive Bayes,
[46] Logistic
Regression
10 Peng, K., Banking Seven classifier 10000 Bank customer data Achieved high prediction 96.08%
Peng, Y., models including with demographic accuracy; emphasized the
and Li, W. decision trees and and transaction importance of model
(2023) neural networks features interpretability in
[47] understanding churn factors.
SMOTEENN proved more
effective than SMOTE and
ADASYN in handling unstable
banking data.
11 Ozcan, B, Banking Random Forest, 10000 Composed of 12 Random Forest algorithm 84%
Kayapinar, Decision Tree, features yielded the highest accuracy
K., and Gaussian, K- rate. Other algorithms' success
Adem, K. Nearest Neighbor, followed in the order of K-
(2023) Adaboost, Logistic Nearest Neighbor, Decision
[48] Regression Tree, Adaboost, Gaussian, and
Logistic Regression.
12 Khattaket  General Composite deep 7033 Large-scale Deep learning techniques 81%
al. (2023) learning models customer datasets provided superior performance
[49] with behavioral in churn prediction compared
features, 20 to traditional machine learning
different features models.
13 Mouli et General Various 7043 Customer data Identified the most effective 85%
al. (2024) classification across multiple classification models for churn
[50] models including industries prediction, providing insights
logistic regression for businesses to select
and support appropriate techniques.
vector machines
14  VuV.H. Banking Combined feature ~ Unspecified ~ Banking customer The integrated approach 95.13%
(2024, selection methods data with various improved prediction accuracy,
July) [51] with machine attributes aiding in early detection of
learning classifiers potential churners in the
banking sector.
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Table 4. Comparison of the models created in the study with the literatiire (Contuniue)

No Author(s) Industry Methods Used Number of  Dataset Properties  Results Performance
Data
15 He, C,, General Ensemble-Fusion 8500 Diverse customer The proposed model 95.35%
and Ding, model combining data with feature outperformed traditional
C.H. multiple machine selection methods in predicting churn,
(2024) learning demonstrating higher accuracy
[52] algorithms and robustness.
16 Calp Banking RF, DT, Gradient 10127 21 different The highest performance was 98.70%
(2025) Boosting, LR, variables in the achieved with Gradient
ANN, KNN, dataset Boosting (98.70%), while the
SVM, and lowest performance was with
AdaBoost Support Vector Machines
(67.9%).

4. Conclusion and Recommendations

In this study, the churn of bank customers, their departure from the bank, or card cancellations were
predicted using various machine learning algorithms. The fact that machine learning is a powerful tool in
every field, has started to be used, and can find solutions to important problems has been effective in its use
in this study. The algorithms used include RF, DT, GBoost, LR, ANN, KNN, SVM, and AdaBoost. All
machine learning methods used were compared and evaluated. According to the results obtained from the
models, GBoost showed the highest level of performance with a high accuracy rate, and a good result was
obtained in predicting customer churn with this algorithm. The model created with SVM ranked last in terms
of performance and remained below the performance expected from the algorithm. Despite all this, it has
also been observed that the models have significant accuracy rates regarding credit card customer churn. At
this point, much higher performances will be achieved by reaching more customers, obtaining more data,
and recording this data. At this point, both increasing customer registration and using hybrid models will
positively increase the success of the model. As a result, this study clearly showed that Credit Card Customer
Churn can be effectively predicted with machine learning methods. Finally, the use of powerful algorithms
such as deep learning or hybrid approaches is considered in the future planning of the study. In addition, it
is planned to develop an online system where business managers can make effective decisions. The system in
question can be developed within the scope of an expert system or decision support system, which will have
some important features such as identifying customer situations, strengthening customer satisfaction,
increasing customer loyalty, and being able to track customer movements instantly.
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ABSTRACT

Keywords: In this study, we investigated the mechanical effect of by weight of 0.05%, 0.1% and 0.15%
Mechanical Properties, Graphene Nanoplates (GNPs) and MWCNTs doped polyurethane adhesives on single lap joint
Tensile Test, of Epoxy based and Carbon Fiber Reinforced Composite (CFRP) plates. First of all,

Nano Particle Doped Nanocomposite adhesive was produced by adding different weight ratios of nanoparticles into
polyurethane adhesive. Then, the tensile test samples were produced using these adhesives and
tensile tests were performed in accordance with the ASTM D 882 standard. According to the
obtained results, the additive ratios showing the best mechanical properties were determined and
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Yapistirici ile Birlestirilmis Epoksi Bazli Karbon Fiber
Takviyeli Kompozit Levhalarin Tek Tarafli Bindirmeli

Baglantilarinin Mekanik Ozellikleri

oz

Bu galismada, epoksi esasli karbon fiber takviyeli kompozit (CFRP) plakalarin tek tarafli bindirme
baglantilarda, agirlik¢a %0.05, %0.1 ve %0.15 grafen nanopargacik (Gr) ve ¢ok duvarl karbon
nanotiip (CCKNT) katkili poliiiretan yapistiricilarin mekanik etkisi incelenmistir. ilk olarak,
farkli agirhk oranlarinda nanopargaciklar politiretan yapistiriciya eklenerek nanokompozit
yapistiricl tiretilmigtir. Daha sonra, bu yapistiricilar kullanilarak gekme testi numuneleri iiretilmis
ve ¢ekme testleri ASTM D 882 standardina uygun olarak gergeklestirilmistir. Elde edilen
sonuglara gore en iyi mekanik oOzellikleri gosteren katki oranlari belirlenmis ve tek tarafli
bindirme baglantilar1 (TTBB) tiretilmistir. Ardindan, TTBB'nin mekanik 6zellikleri sabit ¢ekme

] yikleme orani altinda ASTM D1002-10 standardina uygun olarak test edilmistir. Cekme test
Anahtar Kelimeler : numuneleri arasinda en yiiksek ¢ekme dayanimi, %52.67 artisla (14.58 MPa) 05GR15CNT

Mekanéil?;zllr}lzl;z numunesinde gézlemlenmigtir. Ote yandan, TTBB numuneleri arasinda en yiiksek kayma

Nano Parcactk Katkalt dayanimi, %14.80 artigla (1551 MPa) 10GRIOCNTSL] numunesinde elde edilmistir.

Poliiiretan Yapistiricilar, Nanopargaciklarin dagilimi ve hasar ytizeylerinin morfolojisi, taramali elektron mikroskobu
Taramali Elektron Mikroskobu (SEM) goriintiileri ile analiz edilmistir.
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1. Introduction

Adhesive is defined as a chemical bonding material applied to the surfaces of materials to bind and hold them
together [1]. Adhesive bonds are preferred due to their advantages such as addressing the shortcomings of
traditional joining methods, combining different materials, and providing uniform stress distribution [2]. A
range of adhesive types, including polyurethane, epoxy, acrylic, silicone, and latex, are available for diverse
structural applications [3]. Polyurethane adhesives (PU) are essential in numerous industries because of their
versatility and superior performance attributes [4]. PU adhesives are utilized in various applications, thanks
to their outstanding resistance to external factors, including as coatings, binders for efficient processes like
seawater desalination, sealing components, foam in sandwich panels, adhesives for industrial purposes, and
even in biomedical applications [5]. Due to their extensive range of applications, various methods have been
proposed to increase the mechanical properties of structural adhesives. It has been observed that the strength
of adhesive joints depends on the type and surface quality of the adherend, the application and curing
techniques of the adhesive, the size of the adhesive joints, testing under different loading conditions, and
environmental factors such as temperature and humidity [6]. In addition to these properties, the
incorporation of nanoparticle reinforcements into adhesives has emerged as a prominent method for
enhancing the strength of adhesive bonds [7]. Nanoparticles, such as aluminum oxide (A1203), silica (SiO2),
nano clay, rubber particles, carbon black, graphite, GNPs, MWCNTs, and fullerenes, are advanced materials
that offer a wide range of opportunities for obtaining nanocomposite materials[8]. MWCNTs and GNPs with
exceptional properties have gained considerable recognition among researchers. Numerous studies have
investigated the effects of these components in detail [9]. MWCNTs have an extremely high aspect ratio and
are regarded as one-dimensional nanomaterials with exceptional mechanical properties. Their unique
structure and outstanding mechanical and physical properties render them advanced fillers for the
development of new composite adhesives [10]. Gilad Otorgust et al. [11] developed a nanocomposite adhesive
by adding MWCNT's at concentrations of 0.1 to 0.4 wt% to structural polyurethane (PU) adhesives with the
aim of improving their properties. According to SLJ shear test results, the bonded shear strengths increased
by up to 64% and 22%, respectively. Wernik et al [7] conducted tensile tests on dogbone specimens, tensile
bond tests, double lap shear tests, and double cantilever beam fracture toughness tests to experimentally
investigate the mechanical properties of MWCNT-reinforced epoxy adhesives. Experimental observations
indicate that the greatest improvement in measured properties occurs at a critical carbon nanotube
concentration of approximately 1.5 wt%. However, at concentrations exceeding this critical value, the
properties begin to degrade, sometimes falling below the levels of pure epoxy. Ozkan et al [12] investigated
the effects of nanoparticle hybridization on the shear and flexural performance of SL]Js of glass fiber reinforced
polymer (GFRP) composites. For this purpose, MWCNT and silica nanoparticles were incorporated into the
epoxy adhesive at various concentration rates. The effects of these nanoparticles on adhesion performance
under different loads were analyzed through three-point bending tests and single-lap shear tests. The
maximum shear and flexural strengths were achieved with the combination of 0.5 wt.% MWCNT and 0.25
wt.% nano-silica particles, showing improvements of 45.4% and 63.2% respectively, compared to pure
samples. Scanning electron microscopy (SEM) was used to examine fracture mechanisms and failure modes,
revealing that nanoparticle-doped samples exhibited higher load-bearing capability, with observed failure
mechanisms including crack deviation, crack pinning, pull-out and bridging. Jia et all [13] conducted an
experimental study to investigate the mode I fracture resistance of epoxy construction adhesive reinforced
with graphene nanoplatelets (GNPs) using double cantilever beam (DCB) samples. The study revealed that
the incorporation of 0.25 wt% graphene resulted in a fivefold enhancement in mode I fracture toughness
compared to the neat epoxy adhesive. However, increasing the graphene content further led to a decrease in
fracture toughness due to the aggregation of graphene particles within the adhesive matrix. Research studies
often use low-viscosity laminating resins to facilitate the effective mixing and uniform dispersion of
nanoparticles in adhesive formulations [14]. When nanoparticle concentrations are < 0.5 wt%, significant
variations in adhesive performance [15], particularly in terms of mechanical strength enhancement, have been
reported [16].
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In complex structures, it is often necessary to join components in a way that maintains structural integrity
under different loads and environmental conditions. While metals are typically joined using techniques such
as riveting, bolting, gluing, brazing, and soldering, the joining methods for polymer matrix fiber-reinforced
composites are predominantly limited to adhesive bonding. This highlights the essential role of adhesives in
the effective assembly of these advanced composite materials [17]. Research on the mechanical strength of
adhesive joints focuses on factors such as joint geometry, overlap length, adhesive thickness, material
properties, and environmental conditions. In recent years, studies on the effects of nanoparticles added to
polyurethane adhesives on mechanical and thermal properties have been limited. The literature shows that
nanoparticles are generally used in epoxy-based adhesives, while research on polyurethane adhesives remains
scarce.

Nanoparticles enhance the thermal, electrical, and mechanical properties of adhesives while also improving
environmental resistance and aging performance. Therefore, it is possible to develop hybrid adhesives by
incorporating nanoparticles into polyurethane adhesives. Polyurethane was preferred in this study due to its
cost-effectiveness and wide range of applications, and the potential of polyurethane-based hybrid adhesives
has been demonstrated.

In this study, neat and nanoparticle-added polyurethane adhesives were used to join the epoxy-based carbon
fiber-reinforced composite plates. Tensile tests for dog-bone adhesive samples and SLJ tensile tests for
adhesively jointed composite plates were conducted to obtain the mechanical properties. SEM analysis was
performed to examine the fractured surfaces after tensile tests.

2. Materials And Method
2.1. Materials

In this study, the adhesive used is KLB 75, a two-component polyurethane-based adhesive supplied by
Duratek® company. This adhesive consists of polyester-based polyols used as catalysts in suitable proportions,
accounting for 80% of the components, and a curing isocyanate mixture comprising the remaining 20%. The
viscosity of KLB 75 adhesive at room temperature is 1800 mPas, with a density of 1.35+0.10 g/cm3. The curing
time at room temperature when used in the proportions specified by the manufacturer (80% polyol by weight,
20% isocyanate) is approximately 1 to 2 hours. Graphene and MWCNT were used as nanoparticles. The
MWCNTs utilized have an outer diameter ranging from 15 to 25 nm, an inner diameter between 5 and 10
nm, and lengths varying from 10 to 20 um. The properties of graphene include a purity of 99.5%, a diameter
of 24 um, a specific surface area of 150 m2/g, and an elasticity modulus of 0.5 TPa. The nanoparticles were
procured from Nanografi company. In this study, CFRP plates produced by Kompozitsan company were used
as the adhered material. The CFRP plates consist of 8 layers and have a total thickness of 2 mm.

2.2. Preparation of nanoparticles doped polyurethane adhesive

For the purpose of adhering the composite plates, nanoparticles doped adhesives were prepared. Different
ratios of nanoparticles added into the polyurethane resin were mixed using a Bandelin HD 2200 ultrasonic
mixer to ensure a homogeneous distribution without compromising the structure of the polyurethane and
nanoparticles to prevent overheating and maintain the stability of the polyurethane-nanoparticle mixture, the
mixing was performed in a beaker containing ice water. Then the solution was subjected to degassing at room
temperature under a vacuum of 0.25 bar for one hour to evacuate any entrapped air bubbles within the
solution. Subsequently, a hardening agent was added at a concentration of 20% and mechanically mixed for
10 minutes to ensure uniform dispersion. Following this procedure, the nano-adhesive was prepared for
application.
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2.3. Preparing the surfaces of adhesive bonding samples

In the surface preparation of CFRP plates, the bonding surfaces were abraded perpendicular to the direction
of tension using 240-grid SiC sandpaper. Following abrasion, the samples were sequentially rinsed with tap
water and distilled water, and subsequently immersed in acetone for 10 minutes. The samples were then dried
in a sterilized oven at 60°C for 20 minutes to complete the surface preparation process.

2.4. Manufacturing of dogbone and single lap joints samples

The nanoparticle-doped and pure polyurethane adhesives, produced with nanoparticle additives, were
poured into metal molds prepared according to ASTM D638 [18] standards as Figure 1, following the casting
process, the dogbone tensile samples were left to cure completely at room temperature for 72 hours, in
accordance with the manufacturer's recommendation. At the end of this waiting period, the samples were
prepared for tensile testing. The nanoparticle type, additive percentage by weight (%), and abbreviated names
of the prepared samples are as shown in Table 1. Using the manufactured nano-composite adhesives, CFRP-
CFRP single lap joints were produced in accordance with the dimensions specified in ASTM D1002 [19]
standards (Figure 1). During the preparation of bonded joints with the adhesive, a specially designed fixture
was utilized to ensure the materials remained stationary and to adjust the desired adhesive thickness. After
completing this process and placing the topmost sample, the fixture was closed, and the SLJs samples was
subjected to a 72-hour curing process at room temperature.

Table 1. Naming of the produced nanocomposite materials

Samples Additive by Weight (%)
Graphene MWCNT
PU - -
05GR 0.05 -
10GR 0.1 -
15GR 0.15 -
05CNT - 0.05
10CNT - 0.1
15CNT - 0.15
05GRO5CNT 0.05 0.05
05GR10CNT 0.05 0.1
05GR15CNT 0.05 0.15
10GRO5CNT 0.1 0.05
10GR10CNT 0.1 0.1
10GR15CNT 0.1 0.15
15GRO5CNT 0.15 0.05
15GR10CNT 0.15 0.1
15GR15CNT 0.15 0.15
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Figure 1.Schematic view of a) tensile sample, b) SLJ test sample
2.5. Characterization

Tensile tests of the dogbone samples were conducted according to ASTM D638, with the specimens loaded at
a constant tensile speed of 2 mm/min until failure, while shear strength tests of composite-to-composite SLJs
followed ASTM D1002 standards, with the SLJs tested at a tensile speed of 1 mm/min. Both tests were
performed using a Shimadzu AGS-X tensile testing machine equipped with Trapezium-x software. An
Epsilon 3560 model extensometer was employed to measure deformations in the adhesive regions of the single
lap joint samples.

3. Experimental Results
3.1. Dogbone tensile tests results for nanocomposites

Tensile tests were conducted to determine the mechanical behavior of dogbone samples made from both
doped and neat polyurethane adhesives, resulting in stress-strain curve (Figure 2). From these curves, the
tensile strengths, maximum strains and toughness values of the nanoparticle-reinforced samples were
determined. The results for tensile samples containing graphene nanoparticles at weight fractions of 0.05%,
0.10%, and 0.15% are presented in Table 2. The results for tensile samples containing MW CNT nanoparticles
at weight fractions of 0.05%, 0.10%, and 0.15% are shown in Table 3. Additionally, the test results for hybrid
adhesive tensile samples containing both graphene and MWCNT nanoparticles at weight fractions of 0.05%,
0.10%, and 0.15% are provided in Table 4. After the dog-bone tensile test, the tensile strength of the neat
polyurethane sample was found to be 9.55 MPa. Compared to this, the maximum strain value was observed
in the 05GR10CNT sample, with a 52.67% increase, reaching 14.58 MPa. The minimum strain value was
recorded for the 10CNT sample at 7.57 MPa.
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Figure 2. Stress-strain curves of pure Polyurethane adhesive and GNPs and MWCNTs nanoparticle doped adhesives

Table 2. Mechanical properties of pure polyurethane and graphene doped nanocomposites

Maximum Percentage

Sample Tens%;/{S}:r;ngth Strain Change T(()I:g/hnse)ss
a (mm/mm) (%) J/m

PU 9.55+0.76 0.72+0.15 - 5.22+1.61

05GR 10.88+0.46 0.67+0.10 13.93 6.12+1.06

10GR 11.41+0.39 0.81+0.04 19.48 7.11+0.47

15GR 10.52+0.39 0.65+0.10 10.16 5.51+1.18

Table 3. Mechanical properties of polyurethane and MWCNT doped nanocomposites

Tensile Maximum
Sample Strength strain Percentage Toughnsess
(MPa) (mm/mm) Change (%) (kJ/m?)
PU 9.55+0.76 0.72£0.15 - 5.22+1.61
05CNT 9.71£0.09 0.33£0.08 1.68 2.71£1.02
10CNT 7.57 0.31 -20.73 1.88
15CNT 14.43 0.14 51.10 2.06
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Table 4. Mechanical Properties of graphene and mwcent doped nanocomposites

Tensile Maximum  Percentage
. Toughness
Sample Strength Strain Change (J/m®)
(MPa) (mm/mm) (%)

PU 9.55+0.76 0.72+0.15 - 5.22+1.61
05GRO5CNT 13.83+0.95 0.27+0.05 44.82 3.07+0.49
05GR10CNT 14.58+1.49 0.09+0.012 52.67 1.17£0.19
05GR15CNT 11.67%0.56 0.25+0.08 22.20 2.56%0.97
10GRO5CNT 12.66+0.99 0.23+0.04 32.57 2.71+0.57
10GR10CNT 14.37+1.34 0.12+0.03 50.47 1.66+0.58
10GR15CNT 10.57+0.52 0.46+0.05 10.68 4.02+0.54
15GRO5CNT 13.15£0.59 0.46+0.07 37.70 5.42+0.79
15GR10CNT 11.51+0.84 0.66+0.09 20.52 6.31+0.98
15GR15CNT 9.71+£0.91 0.67+0.12 3.98 5.33+0.67

3.2. Shear tests of single lap joints

Based on the results obtained from the dogbone tensile tests, adhesives with the best mechanical properties
were selected for lap shear tensile tests and the stress-strain (shear strain) curves were plotted. These curves
are shown in Figure 3. The shear strengths, shear strain values, and shear modulus derived from the stress-
strain curves are seen in Table 5.The results indicate that the addition of nanoparticles led to an increase in
shear strengths. The maximum shear stress was achieved with the 10GR10CNTSL] sample as 15.51 MPa,
showing a 14.80% improvement compared to the unmodified PUSL] sample. Additionally, the 10GRSL]
sample exhibited a 13.18% increase in shear stress, and the addition of 0.10 wt.% MWCNT to the
10GR10CNTSL] sample resulted in a noticeable improvement in shear strength. This enhancement is
attributed to the higher elastic modulus of MWCNTs compared to graphene nano particles, which provides
better stress transfer and joint strength [20]. The highest shear strain for the maximum shear strength was
observed for the I5GRO5CNTSL] sample, which has the maximum graphene nanoparticle content and the
minimum MWCNT nanoparticle content.

Table 5. Mechanical properties of graphene and MWCNT doped single lap joints

Shear i;it;i‘: Per;:nta Shear

Sampl St h Modul
ample (Ir:[;it) Shear Stress Change ((épa;ls

(mm/mm) (%)

PUSLJ 13.51+0.43 1.83+0.20 9.32+1.83
10GRSLJ 15.29£1.16 1.43+0.32 13.18 10.06+1.4
15CNTSLJ 14.99+1.20 0.86+0.42 10.95 9.43+3.47
05GRI10CNTSLJ 14.17+0.82 1.15+0.40 4.89 13.50+1.2
10GR10CNTSLJ 15.51+1.72 0.98+0.56 14.80 12.91+4.2
15GRO5CNTSL] 15.11+2.07 2.05%0.63 11.84 9.81+2.07
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Figure 3. Shear stress- shear strain curves of single lap joints
3.3. SEM analysis of fractured surfaces of nanocomposites

After dogbone tensile and lap shear tensile tests, fracture surfaces were examined by ZEISS Evo LS 10 Scanning
Electron Microscope (SEM). The fracture surfaces provide initial insights into the effects of nanoparticle
additives on fracture behavior and mechanisms [21]. As shown in Figure 4a, the examination of neat
polyurethane sample fracture surfaces reveals a smoother and more uniform surface, indicative of the
material's weak resistance to crack initiation and propagation, characteristic of a brittle fracture process. After
the tensile test, the fracture surfaces of thermosetting polymers display a mirror-like region, where cracks
initially propagate slowly and then suddenly accelerate, forming a relatively smooth area. This mirror region
is followed by a more pronounced rough zone with significant surface irregularities and flow lines (river
pattern), which forms as the deformation rate increases, reflecting the final crack propagation [22]. Polymer-
based adhesives can be considered more brittle than nanoparticle-reinforced adhesives due to the density of
mirror regions, which indicates a weaker resistance to crack initiation and propagation [23]. The addition of
nanoparticles to polyurethane adhesives enhances mechanical properties within the composite structure
through various toughening mechanisms. These include nanoparticle rupture, crack development, bridging,
shear band formation, plastic deformation, crack pinning, and crack bending [24]. SEM images of the 15GR
tensile sample are presented in Figure 4b that highlights the regions of embedded graphene and matrix
fracture on the fracture surface. Comparing these images reveals that the surface has a rougher texture and
that the graphene effectively inhibits crack propagation [25]. In Figure 4b, the single-lap joint sample exhibits
coarser fracture surfaces and features steeply inclined structures on its surface. Typically, increased surface
roughness accompanies plastic deformation of the matrix, resulting in higher fracture energy expenditure.
Consequently, the improved dispersion and distribution of graphene within the adhesive matrix led to
enhanced shear strength and toughness values due to increased energy distribution during the fracture
process. These indicators suggest cohesive damage in the adhesive region, thus confirming the high quality of
the prepared composite surfaces and the produced nanocomposite adhesive [26].

SEM images of the 15CNT tensile sample are presented in Figure 4c, while SEM images of the 15CNTSLJ
sample are shown in Figure 5c. The images clearly illustrate that the MWCNTs effectively arrest crack
propagation across the matrix fracture surfaces through a bridging mechanism. The SEM images of the
15GRO5CNT SLJ sample (Figure 5d) reveal that the addition of MWCNTs results in rougher regions on the
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fracture surfaces of the adhesives compared to pure polyurethane. Significant toughness increasing observed
in MWCNT-reinforced polyurethane adhesives include nanotube pull out, delamination, and bridging
effects, which contribute to changes in crack propagation direction or branching[27]. In the I5GRO5CNTSL]
sample (Figure 5d), the surface seems an even rougher texture due to the combined addition of graphene and
MWCNTs. The nanoparticle reinforcement effectively inhibits crack propagation, thereby enhancing the
toughness of the adhesive.
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Figure 4. SEM images of nanocomposite materials’ fractured surfaces of doped with MWCNT and graphene after tensile tests at 10kX
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Figure 5. SEM images of nanocomposite materials’ fractured surfaces of doped with MWCNT and graphene after shear tests at 10kX
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3.3. Fractured surfaces of nanocomposites

Figure 6 presents the fracture surfaces of samples exhibiting the best mechanical properties resulting from
shear strength tests of SLJs. There is no significant difference observed in the fracture surfaces among different
nanoparticle-reinforced adhesives in terms of mechanical properties. The appearance of damaged surfaces in
almost all SL] samples is approximately the same. It is observed that the damage mechanisms of SLJ samples
are cohesive failure because of adhesive remained on both fracture surfaces [28]. Examining the fracture
surfaces of PUSLJ, 15GRSLJ, and 15CNTSL]J samples, no air cavities were observed. However, air cavities were
observed in samples with high nanoparticle contents, such as 05GRIOCNTSL], 10GRI0CNTSL], and
15GRO5CNTSLY]. This condition is interpreted as contributing to the reduction in mechanical properties [29].

a)"l b}

d)

Figure 6. Macroscopic images of the broken surfaces of SLJ connections;
a) PUSLJ, b) 15GRSLJ, ¢) 15CNTSLJ, d) 05GR1I0CNTSL] e) I0GR10CNTSL] and f)15GRO5CNTSLJ

3. Results and Discussion

In this study, the mechanical properties of polyurethane nanocomposite adhesives, reinforced with graphene
and MWCNT nanoparticles were experimentally investigated. For this purpose, SL] and dogbone tensile
samples were prepared, and their mechanical properties were examined. The major conclusions are presented
as follows:

When examining the experimental results,

« It is observed that the addition of graphene nanoparticles increases the tensile strength of the samples
while causing a decrease in the maximum strain values at failure. Additionally, the increasing in toughness
values was observed with the increase in graphene content. If the MWCNT were added to the polyurethane
adhesive, an increase in tensile strength was observed, while a decrease in unit strain values occurred. In
contrast to the addition of graphene nanoparticles, the incorporation of MWCNT nanoparticles resulted in a
decrease in toughness values.

» When graphene and MWCNT nanoparticles were used together as additives in dogbone tensile samples,
the highest values for tensile strength, maximum strain, and toughness were achieved when the graphene
content was maximum and the MWCNT content was minimum.
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« Improvement in mechanical properties was observed compared to the pure polyurethane adhesive when
nanoparticles were added to the polyurethane adhesive.

When examining the experimental results of composite-to-composite SL] samples,

« Anincrease in shear strength was observed in all SLJs. The highest shear strength was observed in sample
10GRI0CNTSL]J, where the graphene nanoparticle content was maximum and the MWCNT nanoparticle
content was minimum. Upon examining the strain values at the maximum shear strength, it was observed
that the maximum strain values decreased with the addition of MWCNT nanoparticles, while an increase in
strain values was observed with the increase in graphene nanoparticle content.

o In SEM images, it has been determined that MWCNT nanoparticles and graphene nanoparticles halt the
propagation of cracks between fracture surfaces by bridging, or causing the crack to branch. The formation
of these types of damage indicates that a homogeneous mixture was achieved and that nanoparticle
reinforcement, aimed at enhancing the strength and toughness of the adhesive, was successful.
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ABSTRACT

In this study, machine learning and ensemble learning methods have been developed for the
classification of encrypted network traffic. Using the ISCXVPN2016 dataset, the performances of
Light Gradient Boosting Machine (LGBM), k-Nearest Neighbors (KNN), Support Vector
Machines (SVM), and Logistic Regression (LR) algorithms were compared. The data underwent
various processes, such as feature selection, addressing class imbalances via Synthetic Minority
Over-Sampling Technique (SMOTE), and hyperparameter optimization. The LGBM algorithm
stood out due to its high accuracy and fast performance, providing an effective model for accurate
and rapid classification of encrypted traffic. This work contributes to the development of effective
solutions to detect and prevent cybersecurity threats.

Makine Ogrenmesi Algoritmalari ile Sifreli Trafigin
Siniflandirilmasi

Oz

Bu ¢alismada, sifreli ag trafiginin siniflandirilmasina yonelik olarak makine 6grenmesi ve
topluluk 6grenmesi yontemleri gelistirilmistir. Caliymada, ISCXVPN2016 veri seti kullanilarak
Light Gradient Boosting Machine (LGBM), k-Nearest Neighbours (KNN), Support Vector
Machines (SVM) ve Logistic Regression (LR) algoritmalarinin performanslar: karsilastirilmgtir.
Veriler 6zellik se¢imi, Synthetic Minority Over-Sampling Technique (SMOTE) ile siuf
dengesizliklerinin giderilmesi ve hiperparametre optimizasyonu gibi siireglerden gegirilerek
analiz edilmistir. LGBM algoritmas, yiiksek dogruluk ve hizli performansiyla 6ne ¢ikmus, sifreli
trafigin dogru ve hizli siniflandirilmast igin etkin bir model sunulmustur. Calisma, siber giivenlik
tehditlerini tespit etmek ve 6nlemek icin etkili ¢oziimler gelistirilmesine katkida bulunmaktadr.

To cite this article: N. B. Demirel, A. Erden, “Classification of Encrypted Traffic with Machine Learning
Algorithms”, Gazi Journal of Engineering Sciences, vol.ll, no.l, pp. 48-68, 2025. doi:
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1. GlI'1$ (Introduction)

Giinimizde internet, bilgiye erisim ve iletisimin saglanmasinda temel bir arag¢ haline gelmistir. Diinya
genelinde milyarlarca insana, genis bir bilgi yelpazesine aninda erisebilme imkani sunmaktadir [1]. Internetin
yaygin olarak kullanilmasy; saglik, giivenlik, sanat, eglence, teknoloji ve ticaret gibi bir¢ok alanda 6nemli
faydalar saglamaktadir. Ancak, internet {izerinden kisiler ve kurumlar tarafindan kisisel, finansal, askeri ve
diger bircok hassas verinin iletilmesi, saglanan bu faydalarla birlikte giivenlik endiselerini de beraberinde
getirmektedir [2]. Bu nedenle, internet iizerinden iletilen verilerin giivenliginin saglanmas: bityikk 6nem
tagimaktadir. Verilerin giivenligi saglanamadiginda, siber saldirilara ve veri ihlallerine maruz kalma riski
artmaktadir [3].

Sifreleme, hassas verilerin izinsiz erisime kars1 korunmasi amaciyla uygulanan temel giivenlik 6nlemlerinden
biridir. Boylece iletilen verilerin gizliligi saglanmaya c¢aligilir. Ancak, aga sizmis olan saldirganlar da sifreli
trafigi kullanarak saldirilar gerceklestirebilmekte ve izlerini gizleyebilmektedirler. Bu tiir saldirilara kars:
onlem alabilmek i¢in ¢esitli ¢6ztiimler gelistirilmis olsa da mevcut ticari giivenlik ¢6ztimleri, sifrelenmis trafigi
desifre etmeden analiz yapamadiklari i¢in sifreli trafigin siniflandirilmasinda yetersiz kalabilmektedir [4,5].

Makine 6grenmesi algoritmalari, sifreli trafigi desifre etmeden, baska bir deyisle veri paketinin icerigini
gormeden paket sayisi, uzunlugu, boyutu, iletisim siireleri ve hedef IP adresleri gibi 6zellikleri kullanarak
sifreli trafikteki veri paketlerini kategorize edebilmekte ve sifreli trafigi siniflandirabilmektedir. Béylece, siber
tehditlerin daha dogru ve hizli bir gekilde tespit edilmesinde ve saldirilarin 6nlenmesinde etkili bir ara¢ haline
gelmektedir [6].

Bu caligmada, ag trafigi desifre edilmeden, ag tizerinden gerceklesen veri akigina ait paket sayisi, uzunlugu,
boyutu, iletisim siireleri ve hedef IP adresleri gibi degiskenler makine 6grenmesi teknikleri ile analiz edilmis
ve siniflandirilmistir. Sifreli trafigin siniflandirilmasinda makine 6grenmesi tekniklerinin etkinliginin test
edilebilmesi amaciyla denetimli makine 6grenmesi algoritmalar1 ve makine 6grenmesinin bir alt dali olan
topluluk 6grenmesi algoritmalar: kullanilmistir. Calismada, yliksek bagar1 oranina ve hizli performansa sahip
algoritmalar ile bu algoritmalar i¢in en iyi parametrelerin tespit edilmesi hedeflenmistir. Analizlerde, Kanada
Siber Giivenlik Enstitiisi tarafindan yayimlanan sifreli trafik verilerini iceren ISCXVPN2016 veri seti [7]
kullanilmistur.

Caligmanin ana katkilar1 asagidaki gibidir:

« ISCXVPN2016 veri seti kullanilarak yapilan bu ¢alismada, daha 6nce bir arada ele alinmamis Light
Gradient-Boosting Machine (LGBM) topluluk 6grenmesi algoritmasi ile k-Nearest Neighbours (KNN),
Support Vector Machines (SVM) ve Logistic Regression (LR) denetimli makine 6grenmesi algoritmalari, hem
basar1 oran1 hem de hiz agisindan karsilastirilmigtir.

«+ Onerilen modelin test edilebilmesi igin, kullanilan veri setindeki tiim senaryolara iliskin veriler analiz
edilmistir. Bu siiregte Synthetic Minority Over-Sampling Technique (SMOTE) yontemiyle sinif
dengesizlikleri giderilmis ve hiperparametre optimizasyonu amaciyla rastgele drneklenen hiperparametre
kiimeleri izerinde ¢apraz dogrulama yapilarak en iyi kombinasyon belirlenmistir.

o Hem dogruluk hem de hiz bakimindan diger yontemlere kiyasla daha yiiksek performans gosteren bir
LGBM topluluk 6grenmesi modeli 6nerilmistir.

Makalenin devaminda 6ncelikle ag trafiginin sifrelenmesi ve siniflandirilmasina iligkin yontemler ele alinarak
ilgili literatiir incelenmistir. Ardindan kullanilan algoritmalar, tizerinde ¢aligilan veri seti, onerilen iki agamali
model ve model performans metrikleri agiklanmistir. Son bolimde elde edilen sonuglar karsilastirmali
analizlerle degerlendirilmis, calismanin hem akademik hem de sektorel acidan pratik katkilari ortaya konmusg
ve gelecekteki ¢alismalara yonelik 6neriler sunularak makale sonuca baglanmustir.

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yaymcilik 49



Demirel & Erden Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

2. Ag Trafiginin Siniflandirilmas: ve Ilgili Aragtirmalar  (Classification of Network Traffic and Related

Research)

Internetin yaygin kullanimi, bilgiye hizli erigim imkani sunmanin yani sira saglik, giivenlik, sanat, eglence,
teknoloji ve ticaret gibi pek ¢ok alanda 6nemli avantajlar saglamaktadir. Ancak bu avantajlarla birlikte,
internet tizerinden Kisisel, finansal, askeri ve diger hassas verilerin iletilmesi, s6z konusu verilerin giivenligine
iligkin endiseleri artirmaktadar.

Bu endiselerin giderilmesi ve olasi tehditlerin 6nlenmesi amaciyla ag trafiginin sifrelenmesi gerekliligi
dogmustur. Ag trafiginin sifrelenmesi, internet tizerindeki hassas bilgilerin giivenli bir sekilde aktarilmasina
olanak tanimaktadir [8].

Hypertext Transfer Protocol Secure (HTTPS) protokolii ve Virtual Private Network (VPN) teknolojisi,
guvenli iletisim saglamak i¢in sik¢a kullanilan yontemler arasindadir [9]. HTTPS protokoliinde, kullanicr ile
baglandig1 sunucu arasindaki veri trafigi sifrelenerek kullanicinin internet tizerinden sunulan hizmetlere
givenli bicimde erismesi saglanmaktadir [10]. VPN teknolojisinde ise iletisim sifreli bir tiinel araciligiyla
gerceklestirilmektedir. Veriler bu giivenli tiinelden iletilirken kapsiillenerek farkli bir paket igerisine
alinmakta ve sifrelenmektedir [11]. Boylece kullanicilar, internet tiizerinden giivenli bir baglanti
saglayabilmektedir.

Sifreleme yontemleri ve protokolleri, kullanicilarin giivenligini artirirken, saldirganlarin ag tizerindeki koti
niyetli faaliyetlerini gizlemesine de olanak taniyabilmektedir. Bu durum, kotii niyetli etkinliklerin tespitini
zorlastirmaktadir. Ayrica, sifreli iletisim kanallarmin yayginlagmas: bilgi giivenligi agisindan olumlu bir
gelisme olsa da, siber giivenlik uzmanlarinin trafigi analiz etme ve agdaki giivenlik tehditlerini tanimlama
stireglerini karmagiklagtirabilmektedir. Ttim bu etkenler, sifreli trafigin siniflandirilmasini ag giivenliginin
saglanmasinda 6nemli bir konu haline getirmektedir [12].

Ag trafiginin simiflandirilmasina yonelik olarak literatiirde sik¢a kullanilan ii¢ temel yontem bulunmaktadir.
Bunlar; port tabanl simiflandirma, igerik tabanli siniflandirma ve makine 6grenmesi tabanh siniflandirma
yaklasimlaridir [12,13].

2.1. Port tabanli siniflandirma (Port-based classification)

Siniflandirma islemi icin kullanilan en eski yontem, internet kaynaklarinin tahsisi ve diizenlenmesinden
sorumlu Internet Assigned Numbers Authority (IANA) tarafindan yonetilen “Service Name and Transport
Protocol Port Number Registry” veritabanindaki port numaralarini sorgulamaktir. Bu veritabani, internet
hizmetlerinin adlar1 ile bu hizmetlere tahsis edilmis port numaralarini icermekte ve siber giivenlik
uzmanlarima saldirilarin tanimlanmasinda bir referans kaynag: sunmaktadir [14]. Ancak saldirganlar, port
sahtekarligi, port atlama ve yaniltici trafik yonlendirmesi gibi hileli taktikler kullanarak bu y6ntemi
atlatabilmektedir. Bu nedenle port tabanli siniflandirma yontemi disiik bir giivenilirlik seviyesine sahip
olarak degerlendirilmektedir [15].

2.2. Iqerik tabanli siniflandirma (Content-based classification)

Igerik tabanli siniflandirma yénteminde ag trafigindeki veri paketlerinin igerigi ayrintili bir sekilde
incelenerek siiflandirma gergeklestirilmektedir [16]. Bu yaklasim genellikle Deep Packet Inspection (DPI)
tekniklerini kullanmakta olup, trafigin yiiksek dogrulukla analiz edilmesini saglamaktadir. Ancak DPI, imza
tabanl bir yaklasim benimsediginden, belirli Oriinti veya imzalari tespit etmek amaciyla siirekli
giincellenmesi gereken bir imza veritabanina ihtiya¢ duymaktadir. Bu veritabani giincel tutulmadiginda, yeni
ve degisen tehditlerin tespitinde yetersiz kalinabilmektedir. Bunun yani sira, igerik tabanli siniflandirmada
derinlemesine inceleme yapilmasi gizlilik endiselerine neden olabilmektedir. En 6nemli zayiflig1 ise
sifrelenmis paket ieriklerini tanimlayamamasidir [12,17].
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2.3. Makine 6grenmesi tabanli siniflandirma (Machine Learning-based classification)

Topluluk 6grenmesi ve derin 6grenme gibi cesitli 6grenme tekniklerini de iceren bu yontem ile, trafigin sifreli
oldugu durumlarda, ag tizerindeki veri iletisiminine ait; paket sayisi, uzunlugu, boyutu, iletisim siiresi ve hedef
IP adresi gibi sifrelenmemis bazi veriler kullanilarak smiflandirma yapilabilmektedir. Bu sayede, siber
givenlik uzmanlar1 agda iletilen verilere iliskin 6nemli bilgilere ulagabilmektedir [18,19]. Diger yontemlere
gore daha esnek ve duyarli olan bu yaklasim, karmasik ve degisken ag trafigi tizerinde etkin siniflandirma
olanag: sunmaktadir. Ayrica, bityiik hacimli veri trafigi tizerinde daha yiiksek performans gostermektedir
[16,20].

2.4. Hgili ara@tlrmalar (Related Research)

Sifreli ag trafiginin siniflandirilmasi, ag giivenligi ve trafik yonetimi agisindan kritik bir aragtirma alanidur.
Yapilan ¢alismada sifreli trafik verilerini iceren ISCXVPN2016 veri seti kullanilmigtir. ISCXVPN2016 veri seti
temel alinarak gerceklestirilen bir¢ok ¢aligma farkli makine 6grenmesi, topluluk 6grenmesi ve derin 6grenme
algoritmalar1 kullanarak yiiksek dogruluk oranlarina ulagsmayr amaglamaktadir. Draper-Gil vd [7],
ISCXVPN2016 veri setini olusturarak sifreli ag trafiginin siniflandirilmasi icin 6nemli bir temel
olusturmuslardir. Bu veri seti, 14 farkli etiketten yararlanan akis tabanli bir siniflandirma yaklasimina
dayanmaktadir. Gergek internet trafik verilerinden elde edilen veri setinde, ag trafiginde yaygin olarak
goriilen Browsing, Email, Chat, Streaming, File Transfer, Voice over Internet Protocol (VoIP) ve Peer-to-Peer
(P2P) olmak tizere toplam 7 sinif bulunmaktadir. Veri setinde, HTTPS protokoliiyle sifrelenmis trafik ve VPN
teknolojisiyle sifrelenmis trafik verileri yer almakta; bu trafik tiirleri veri seti igerisinde sirasiyla non-VPN ve
VPN olarak 2 tiirde kategorize edilmektedir.

Veri setinde, Sekil 1’de gosterildigi iizere Senaryo A ve Senaryo B olmak tizere iki farkli senaryo
bulunmaktadir. Senaryo A’da sinif tiirii ve trafik tiiriine gore kategorizasyon iki adimda, Senaryo B’de ise tek
adimda gerceklestirilmistir. Her iki senaryoda da veriler, zamanla ilgili 6zellikler dogrultusunda akis
stirelerine gore 15, 30, 60 ve 120 saniyelik veri gruplarindan olusmaktadir.

Senaryo Senaryo
Al A2
—» ven Browsing

: — VPN

Ag Trafigi : VPN : —» VPN File Transfer
A e nonVPN :
: —> nonVPN Browsing
—» nonVPN

—p» n0onVPN File Transfer

Senaryo . VI
o ——Ag Trafigi—] ve
nonVPN
—J» nonVPN File Transfer

Sekil 1. Veri setinde yer alan senaryolar

—> VPN Browsing

(Scenarios included in the dataset)
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Draper-Gil vd. [7], yukarida ayrintilar1 verilen kendi olusturduklar1 ISCXVPN2016 veri setini kullanarak,
C4.5 ve KNN algoritmalariyla caligmalar gergeklestirmis ve senaryoya bagli olarak VPN ve non-VPN
siniflayicilarinda %80,9 ila %90,6 arasinda degisen dogruluk oranlarina ulasmiglardir. Bu veri seti ve ¢aligma,
literatiirde sonraki aragtirmalara 6nemli bir rehber niteligi tasimaktadir.

Bu veri seti kullanilarak sifreli trafigin makine 6grenmesi yontemleriyle siniflandirilmasina iliskin yapilan
¢aligmalar incelendiginde, senaryo bazli karsilagtirmalarin  sinirli sayida oldugu goriilmektedir.
Karsilagtirilabilir sonuglar elde etmek amaciyla, bu ¢aliymada genel bagar1 oranlar: yerine “senaryo” bazl
bagar1 oranlarini raporlayan ¢alismalar [2,5,7,21,22] temel alinarak degerlendirme yapilmustir.

Ayrica, ilgili veri setinin yayimlanmasindan bu yana ISCXVPN2016 veri seti kullanilarak sifreli trafigin
siniflandirilmasina iligkin yiritilen ¢aligmalar [2,5,7,8,15,19,21-34] incelenmis ve bu alanda gergeklestirilen
az saylda ¢aligmada [35], giiniimiizde hemen her alanda 6nemli bir kriter olan zaman unsuruna iliskin test
stiresi metriginin [36] ele alindig1 goriilmiistiir. Test siiresi, egitilen algoritmanin test agamasinda harcadig
stireyi ifade etmektedir. Bu c¢alismada kullanilan algoritmalarin test siireleri de hesaplanarak
kargilagtirilmstir.

Asagida, kullanilan yontemlere gore literatiirde 6ne ¢ikan ¢aligmalar ve bulgular ele alinmistir.

2.4.1. Makine 6grenmesi yontemleri ile siniflandirma (Classification with machine learning methods)

Bir¢ok ¢alisma, ISCXVPN2016 veri setini kullanarak makine 6grenmesi algoritmalarinin etkinligini analiz
etmistir. Yamansavascilar vd. [23], farkli algoritmalar arasinda en iyi sonucu %93,94 dogruluk orantyla KNN
algoritmast ile elde etmislerdir. Caicedo-Muiioz vd. [5], trafik siniflandirmasi icin 6zel bir Quality of Service
(QoS) smuflayict 6nermis ve bu dogrultuda ISCXVPN2016 veri setinden QoS etiketli bir veri kiimesi
olusturmuslardir. Calismanin sonucunda, Bagging algoritmasi ile A2 senaryosunda %94,42, B senaryosunda
ise %86,94 dogruluk oranlar1 elde etmislerdir. Zhang vd. [27], dengesiz sifreli trafigin siniflandirilmasi igin
Random Forest (RF) algoritmasini kullanarak bir sema énermisler ve bu yontemle %93 dogruluk oranina
ulagmiglardir. Bagui vd. [24], RF ve Gradient Boosting Tree (GBT) algoritmalari ile %90 dogruluk orani elde
etmislerdir. Zhou vd. [30] ise RF algoritmasi kullanarak %98 dogruluk oranina ulagmistir.

Literatiirdeki bu ¢aligmalar, KNN, Bagging ve RF algoritmalarinin 6n planda oldugunu ve bagarili sonuglar
verdigini gostermektedir. KNN algoritmast %93,94, Bagging algoritmasi %94,42 ve RF algoritmas: %98
dogruluk oranina ulagmistir. Ayrica GBT algoritmas: da etkili sonuglar elde edilen bir diger yontem olarak
one ¢ikmaktadir.

2.4.2. Derin 6grenme yontemleri ile siniftandirma (Classification with deep learning methods)

Derin grenme yontemleri, sifreli trafigin siniflandirilmasinda kayda deger basarilar elde etmistir. Ornegin,
Guo vd. [28], Convolutional Auto Encoder (CAE) modelini kullanarak %99,87 dogruluk oranina ulagmuis;
Ismailaj vd. [33] ise Convolutional Neural Network (CNN) tabanli yaklasimlariyla %90 dogruluk orani elde
etmistir. Obasi [19], Artificial Neural Network (ANN), CNN ve Long Short-Term Memory (LSTM) gibi derin
6grenme modellerini Decision Tree (DT) ve RF algoritmalariyla karsilagtirmis ve RF ile %96 dogruluk oranina
varmistir. Bu sonug, Bagui vd. [24] ile Zhou vd. [30] tarafindan bildirilen bulgularla da ortiserek, RF
algoritmasinin siiflandirmadaki tistiin basarisini 6n plana ¢ikarmaktadir. Boéylece RF, ANN, CNN ve LSTM
gibi derin 6grenme modelleriyle kiyaslandiginda, %96 dogruluk orani ile yiiksek bir performans
sergilemektedir.
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2.4.3. Hibrit ve topluluk 6grenmesi yontemleri ile siniflandirma (Classification with hybrid and ensemble learning
methods)

Hibrit modeller ve topluluk 6grenmesi yontemleri, birden fazla algoritmayi bir araya getirerek performansi
artirmay1 amaglamaktadir. Huang vd. [8], 6nerdikleri hibrit bir yaklasim ile %80 F1 skoru elde etmiglerdir.
Bozkur [22] ise Extreme Gradient Boosting (XGBoost) algoritmas ile %99 F1 skoru yakalayarak en ytiksek
sonuglardan birini elde etmistir. Ugurlu vd. [2], XGBoost algoritmasi kullanarak %93,04 dogruluk oranina
ulagmislardir. Almomani [34], ANN, RF ve SVM algoritmalarini bir araya getirerek olusturdugu topluluk
ogrenmesi modeli ile %98 dogruluk orani elde etmistir.

Afuwape vd. [32], sifreli trafigi stmiflandirmak icin AdaBoost, GBT, RF, Bagging Decision Tree (BDT), KNN,
LR, Multi Layer Perceptron (MLP) ve Naive Bayes (NB) tekniklerini ISCXVPN2016 veri seti iizerinde
kullanmiglardir. Bu ¢alismada, topluluk algoritmalarinin tekli algoritmalardan daha iyi performans gosterdigi
sonucuna varimis ve RF ile %93,8 dogruluk oranina ulagilmistir. Genel olarak, hibrit modeller daha yiiksek
dogruluk ve F1 skorlar1 saglarken, topluluk 6grenmesi yontemleri birden fazla algoritmanin birlesimi
sayesinde performansi 6nemli 6l¢iide artirmaktadir. Ayrica, farkli tekniklerin uygulandig: ¢alismalarda da
topluluk algoritmalarinin tekli algoritmalardan daha iyi sonuglar verdigi gozlemlenmistir.

2.4.4. Alternatif veri setleri ve kargilagtirmalar (Alternative datasets and comparisons)

ISCXVPN2016 verisetinin yani sira, bazi aragtirmacilar kendi veri setlerini de kullanmiglardir. Khatouni ve
Heywood [35], Gradient Descent, DT, NB, SVM ve RF algoritmalarini kendi veri setlerinde kullanarak %85
dogruluk oranina ulagsmiglardir. Ayrica RF algoritmasinin dogruluk agisindan tistiin olmasina ragmen, DT
algoritmasinin iglem hizi konusundaki avantajlarina dikkat ¢ekmiglerdir. Majeed vd. [21], sifreli trafigin
siniflandirilmast i¢in 6zellik tabanli Horizontal Federated Learning yontemini énermis ve bu yontemle %86
dogruluk orani elde etmislerdir.

Bunlarin yani sira, karanlik ag (Dark Web) trafiginin siniflandirilmasi i¢in makine 6grenmesi tabanli yéntem
kullanilarak yapilan ¢aligmalara da [37-40] rastlanmistur.

Sonug olarak literatiirde yer alan arastirmalar KNN, Bagging, RF gibi makine 6grenmesi algoritmalarinin yani
sira, CNN ve CAE gibi derin 6grenme modellerinin yitksek dogruluk oranlari sundugunu géstermistir. Hibrit
ve topluluk modelleri, bu yontemleri birlestirerek daha yiiksek performans ve dogruluk saglamistir. Cesitli
veri setleri ve alternatif yontemler kullanilarak yapilan ¢alismalar, 6zellikle RF algoritmasinin siniflamada
dstiin bagar1 gosterdigini ortaya koymustur. Literatiir taramasi kapsaminda degerlendirilen tiim Onceki
¢aligmalar Tablo 1’de ayrica 6zetlenmistir.
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Y Kaynak Veri Seti Algoritma Tiiri Algoritma Ad1 Sonug
ISCXVPN2016
(Ver setini C4.5 ile Senaryo A1 %90,6 kesinlik
2016 Draper-gil vd. [7] Kendileri Makine 6grenmesi C4.5 ve KNN Senaryo A2 %89 kesinlik
Senaryo B %80,9 kesinlik
hazirlamigtir.)
Y 1l -48, RF, KNN
2017 amansavaseial 1SCXVPN2016 Makine 6grenmesi J-48 ve KNN ile %93,94 dogruluk
vd. [25] Bayes Net
Makine 68 i, NB, SVM, KNN, LR,
2017 Baguivd. [24] ISCXVPN2016 PP RF ve GBT ile %90 dogruluk
Topluluk 6grenmesi RF ve GBT
2018 Caicedo vd. [5] ISCXVPN2016 Makine 6g"ruenmesi, . C4.5, .Bagging ve Bagging ile Senaryo AVZ %94,42 dogruluk
Topluluk 6grenmesi Boosting Senaryo B %86,94 dogruluk
Makine 68 i,
2020 Zhangvd.[27]  ISCXVPN2016 ANE OFTENMESL 4 5, KNN ve RF RF ile 0,93 dogruluk
Topluluk 6grenmesi
Derin 6§ ) CAE, CNN, KNN
2020 Guovd. [28] ISCXVPN2016 erin ogrenme, Y€ CAEile %99,87 genel dogruluk
Makine 6grenmesi C4.5
. ISCXVPN2016 ve Der11'1 og”rvenme, . ANN, CNN, LSTM, ' )
2020 Obasi [19] Makine 6grenmesi, CapsNet, DT RF ile %96 dogruluk
Solana Networks . .
Topluluk 6grenmesi ve RF
ISCXVPN2016 ve Derin 6grenme,
ANN, SVM, NB, LR . “
2020 Zhou vd. [30] ISCX-Tor/Non- Makine 6grenmesi, ve RF RF ile %98 dogruluk
Tor Topluluk 6grenmesi
Horizontal Federated
2020 Majeedvd. [21]  ISCXVPN2016 Makine dgrenmesi orzontal FeCeraled  Senaryo A %86, Senaryo B %81 dogruluk
Learning yontemi
Makine 6grenmesi, KNN, LR, NB, MLP,
2021 Afuwapevd. [32]  ISCXVPN2016 Derin 6grenme, AdaBoost, GBT, RFve  RFile %93,80 dogruluk
Topluluk 6grenmesi BDT
L . XGBoost ile Senaryo Al %93,04 kesinlik
. Makine 6grenmesi, B
2021 Ugurlu vd. [2] ISCXVPN2016 > . DT, XGBoost ve RF Senaryo A2 %94,53 dogruluk
Topluluk 6grenmesi o
Senaryo B %86,06 kesinlik
Derin 6grenme, Kendi 6nerdikleri Onerilen yéntem ile
2021 H d. [8 ISCXVPN2016
uang vd. [8] Makine 6grenmesi hibrit yaklagim %80 F1 Skoru
Derin 6 X
2021 Ismailajvd. [33]  ISCXVPN2016 CHIOBTENME NN ve LGBM CNN ile %90 dogruluk
Topluluk 6grenmesi
Derin 68 s ANN, SVM ve kendi .
2022 Almomani [34] ISCXVPN2016 er11'1 og”rvenme . . . ve endl Onerilen yontem ile %98 dogruluk
Makine 6grenmesi onerdikleri yontem
GBT, LGBM ve XGBoost ile
2023 Bozkir vd. [22 ISCXVPN2016 Topluluk 68 i
ozkar vd. [22] Opuk ogrenmest XGBoost Senaryo A ve Senaryo B %99 F1

3. Materyal ve Yontem (Materials and Methods)

Yapilan ¢alismada, Drapper-Gil vd. tarafindan olusturulan ve Kanada Siber Giivenlik Enstitiisii tarafindan
yayimlanan kapsaml bir etiketli veri seti olan ISCXVPN2016 kullanilmistir [7]. Bu veri seti i¢in KNN, SVM
ve LR denetimli makine 6grenmesi algoritmalarinin yani sira LGBM topluluk 6grenmesi algoritmas: ile

caligilmistir.

Caligmada veriler oncelikle, eksik veri kontrolii ve sayisallagtirma yapilarak analize hazir hale getirilmistir.

Sonrasinda 6nem derecesine gore Ozellik se¢imi yapilmig ve her bir 6zellik i¢in 6l¢eklendirme islemi

gerceklestirilmigtir. Olgeklendirme sonrasi veriler, %70'i egitim ve %30'u test verisi olacak sekilde rastgele bir

sekilde boliinerek ayrilmistir.

Caligmanin birinci asamasi olan orijinal veri seti ile egitim ve test, yukarida yapilan islemler sonrasinda

gerceklestirilmistir. Tkinci asamada ise dengesiz dagilima sahip veri setleri SMOTE teknigi ile dengelenmis,

hiperparametrelerin rastgele Ornekleri segilerek capraz dogrulama uygulanmis ve boylece en iyi

hiperparametre kombinasyonu belirlenmistir. Ardindan bu optimize edilmis hiperparametreler kullanilarak

tekrar egitim ve test adimlar1 gerceklestirilmistir.

Calisma kapsaminda makine 6grenmesi algoritmalari ile sifreli trafifin simiflandirilmasinda izlenen bu iki

asamanin adimlari sirasiyla Sekil 2 ve Sekil 3’te gosterilmektedir.

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yaymncilik

54



Demirel & Erden

Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

Verileri Analize

Hazirlama

Ozellikleri Segme ve
Olgeklendirme

Veri Setini Egitim ve
Test Olarak Ayirma

Sonuglar1

Degerlendirme

Modeli Egitme ve
Test Etme

Sekil 2. Birinci agama aragtirma metodolojisinde izlenen adimlar

(The steps followed in the research methodology of the first stage)

N
Veri Setini Egitim

ve Test Etme

Verileri Analize Ozellikleri Segme
Hazirlama ve Olgeklendirme ve Test Olarak
Ayirma
( B
Modeli Egitme Randomize Search ile Veri Setini

Hiperparametre Se¢gme

Dengeleme

Sonuglar1
Degerlendirme

Sekil 3. fkinci asama aragtirma metodolojisinde izlenen adimlar
(The steps followed in the research methodology of the second stage)

Calismada kullanilan ISCXVPN2016 veri seti etiketli verilerden olusmaktadir [7]. Veri setinin analize uygun
hale getirilmesi i¢in eksik veriler kontrol edilmis ve eksik veri bulunmadig: tespit edilmistir. Ardindan, veri
setinde kategorik verilerin varligi incelenmis ve sinif etiketlerinin kategorik oldugu belirlenmistir. Bu
kategorik sinif etiketleri sayisal degerlere donustirilmistiir (Tablo 2).

Tablo 2. Siif etiketlerine atanan sayisal degerler (Numerical values assigned to class labels)

Trafik Sinufi
Browsing
Chat

File Transfer

Atanan Deger

Email

P2P

Streaming
VoIP
VPN-Browsing
VPN-Chat

VPN-File Transfer
VPN-Email
VPN-P2P
VPN-Streaming
VPN-VoIP

O 0 NN A L A W NN~ O

—_ e e
W N = O

Makine 6grenmesi modellerinin bagar1 oranlarini etkilemeden ¢aligma performansini artirmak, hesaplama
maliyetini diigiirmek ve gereksiz 6zelliklerin etkisini azaltmak amaciyla 6zellik se¢imi yapilmaktadir [41]. Bu
¢aligmada, Decision Tree Classifier kullanilarak modelde yer alan 6zelliklerin 6nem dereceleri hesaplanmustir.
Bu 6nem dereceleri, toplami 1 olacak sekilde agirliklandirma yapilmistir. Tiim siniflar1 iceren Senaryo B-15s
veri setinde, agirlig1 0,01’in tizerinde agirliga sahip Tablo 3’de yer alan ilk 15 6zellik segilerek kullanilmistir.
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Tablo 3. Senaryo B 15s’ye ait 6zelliklerin agirlik degerleri (The weight values of the features for Scenario B 15s)

No  Ozellik Ad1 Agirlip

1 total_biat 0,143661
2 flowBytesPerSecond 0,117527
3 duration 0,114499
4 min_flowiat 0,087023
5 total_fiat 0,065198
6 std_flowiat 0,060411
7 max_fiat 0,059739
8 max_flowiat 0,056023
9 mean_biat 0,046961
10 min_biat 0,045398
11 max_biat 0,045074
12 mean_flowiat 0,040779
13 flowPktsPerSecond 0,031403
14 min_fiat 0,020947
15 mean_fiat 0,018952
16 std_idle 0,008859
17 mean_idle 0,007039
18 max_active 0,006434
19 min_idle 0,006154
20 std_active 0,005152
21 mean_active 0,004819
22 min_active 0,004677
23 max_idle 0,003259

Sonrasinda veri seti analiz edilmis ve degerlerin farkli olgeklere sahip oldugu gorilmistiir. Ornek olarak
agagida bulunan Tablo 4’te Senaryo B 15s’ye ait betimsel istatistiki veriler paylagilmigtir. Tablodaki veriler
incelendiginde, degiskenlerin aritmetik ortalamalar: ile minimum ve maksimum degerleri arasinda ciddi
farkliliklar oldugu gozlemlenmistir. Ornegin, baz1 degiskenlerde maksimum degerlerin milyonlarla ifade
edilmesi, diger degiskenlerde ise oldukga diigitk degerlere sahip olmasi, verilerde 6lgek farkliliklarini ortaya
koymaktadir. Bu tiir dengesizlikler, 6zellikle makine 6grenimi modellerinde kullanilan metriklerin dengesiz
¢aligmasina ve model performansinda sapmalara yol acabilmektedir.

Tabloda goriilen o6zelliklerden flowBytesPerSecond isimli olan byte/saniye, flowPktsPerSecond isimli olan
paket/saniye, kalan diger tiim veriler ise saniye cinsindendir. Hem 6zellikler arasindaki dengesizlikler hem de
farkl cinslerde 6zelliklerin bir arada kullanimi verilerin normallestirilmesi ihtiyacini ortaya ¢ikarmaktadur.
Bu durumu dengelemek ve verileri ayni ol¢ek seviyesine getirmek amaciyla min-max normalizasyonu ile
6lgeklendirme islemi yapilmustir [40].

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yaymcilik 56



Demirel & Erden Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

Tablo 4. Senaryo B 15s’ye ait betimsel istatistiki veriler (Descriptive statistical data for Scenario B 15s)

Veri Sayst Aritmetik Standart Sapma Mir}imum Ma}<simum
Ortalama Deger Deger

total_biat (s) 13.130 638.875 2.362.490 1 43.002.380
flowBytesPerSecond
(byte/saniye) 13.130 454.718 8.982.233 0 565.000.000
Duration (s) 13.130 9.788.733 14.807.250 0 601.405.000
min_flowiat (s) 13.130 43.427 466.325 721 18.919.900
total_fiat (s) 13.130 619.785 2.274.082 1 37.680.790
std_flowiat (s) 13.130 1.032.781 3.595.225 0 136.000.000
max_fiat (s) 13.130 1.016.790 3.328.565 0 152.000.000
max_flowiat (s) 13.130 3.852.325 14.311.790 1 601.109.700
mean_biat (s) 13.130 604.968 2.390.375 0 98.000.000
min_biat (s) 13.130 2.871.231 10.275.070 1 600.109.700
max_biat (s) 13.130 928.233 2.504.501 0 43.000.000
mean_flowiat (s) 13.130 480.361 1.475.132 0 60.700.000
i:agtl;tsiei;:mnd 13.130 1.909 15.646 0 666.666
min_fiat (s) 13.130 3.306.506 10.627.500 1 303.595.700
mean_fiat (s) 13.130 8.410.637 4.509.882 0 215.000.000

x —min (x) N

- max(x) — min (x)

Min-max normalizasyon 6lgeklendirmesi, yukarida yer alan formiildeki (1) gibi, bir veri setindeki bir degerin
minimum degere olan uzakhiginin, maksimum ve minimum degerler arasindaki farka bolinmesiyle
gerceklestirilir. Bu yontem, veri setindeki degerleri 0 ile 1 araligina indirger. Boylece, degerler arasindaki
biiytik farkliliklar ortadan kaldirilarak modelin daha dogru ve dengeli sonuglar iiretmesi saglanmaktadir.
Olgeklendirme sonrasi veriler, %70'i egitim ve %30'u test verisi olacak sekilde rastgele béliinerek ayrilmis ve
caligmanin birinci asamast olan orijinal veri seti ile egitim ve test gerceklestirilmistir. Ikinci asamada, simf
dengesizligi bulunan A2 ve B senaryolarindaki veri setleri i¢in dengeleme islemi uygulanmistir. Bu iglemde,
yeniden 6rnekleme yontemlerinden SMOTE kullanilmistir. SMOTE, az sayidaki siniflar i¢in sentetik 6rnekler
olusturarak veri setindeki dengesizligi gidermeyi amaglamaktadir. Ttm siniflar1 iceren Senaryo B-15s veri
setinde, dengeleme Oncesi ve sonrast veri dagilimi Sekil 4'te gosterilmistir.
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ekil 4. Senaryo B-15s i¢in SMOTE ile verilerin dengelenmesi
Ty ¢ g
(Balancing the data for Scenario B-15s using SMOTE)

Hiperparametreler, algoritmalarin performansimi dogrudan etkilemektedir [42]. Calismanin ikinci
asamasinda, algoritmalar i¢in en iyi parametre kombinasyonunu belirlemek amaciyla rastgele arama teknigi
kullanilmistir. Bu teknikte, belirlenen bir araliktaki hiperparametre degerleri rastgele denenerek optimize
edilir. Bu yaklagim, hesaplama siiresi agisindan daha az zaman gerektirdigi i¢in avantaj saglamaktadir. Ayrica,
tiim parametrelere esit kaynak ayirmak yerine, 6nemli parametrelere odaklandigindan, verimli ve pratik bir
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yontemdir [43].

Kullanilan makine 6grenmesi algoritmalarinin parametreleri, belirlenen araliklar iginde rastgele arama
yontemine tabi tutulmus ve siniflandirma islemi igin en iyi sonuglari veren parametreler belirlenmistir.
Parametre se¢imi i¢in kullanilan araliklar Tablo 5'te gdsterilmistir.

Tablo 5. Kullanilan hiperparametre araliklari (The hyperparameter ranges used)

Algoritma Adi Hiperparametre Araliklari

'n_neighbors" [3, 5,7, 9],
KNN ‘weights": ['uniform’, 'distance'],

'metric: ['euclidean’, 'manhattan’, 'minkowski'].

'C: [0.1, 1, 10, 100],
SVM 'gamma’: ['scale’, 0.1, 1, 10],
'kernel": [linear’, 'rbf, 'sigmoid'].
'C': [0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000, 10000],
‘penalty”: ['none', 11', '12'],
'solver": ['newton-cg, Ibfgs’, liblinear’, 'sag’, 'saga'],
'max_iter": [30, 50, 100, 200, 500, 1000, 2000, 5000].
‘num_leaves": sp_randint(6, 100),
learning_rate": [0.01, 0.05, 0.1, 0.3, 0.5, 0.7],
‘'max_depth": sp_randint(3, 30),

LR

‘'min_child_samples": sp_randint(100, 1000),
'subsample’: [0.6, 0.7, 0.8, 0.9, 1.0],
'colsample_bytree": [0.5, 0.6, 0.7, 0.8, 0.9, 1.0],
'reg_alpha": [0, 0.1, 0.5, 1, 2, 5, 10],

'reg_lambda' [0, 0.1, 0.5, 1, 2, 5, 10],
‘'min_child_weight": [1e-3, 1e-2, 0.1, 0.5, 1, 5, 10],
'n_estimators": sp_randint(50, 1000).

LGBM

Rastgele arama islemi ile birlikte hiperparametre se¢iminde ¢apraz dogrulama da yapilmustir. Capraz
dogrulama igleminde veri setinin her bir parcasi hem egitim hem de test verisi olarak kullanilmaktadur.
Boylece veri, daha verimli degerlendirilmekte ve daha giivenilir tahmin yapilmaktadir. Capraz dogrulama veri
setini k sayida alt kitmeye bolmekte ve her alt kiime i¢in modeli egitmektedir. Bu islem k kez tekrarlanmakta
ve sonuglarin ortalamalar alinarak performans degeri elde edilmektedir [44]. Bu ¢aliymada tiim algoritmalar
i¢in ¢apraz dogrulama isleminde kullanilan katman sayis1 3 olarak belirlenmistir.

Calismada performans metriklerinden dogruluk, F1 skor ve test siiresi dikkate alinmigtir. Performans
metriklerinin hesaplanmasinda, makine 6grenmesi modelinin dogru ve yanlis yaptigi siniflandirma sayilarina
ihtiya¢ duyulmaktadir. Bu kapsamda gercek ve tahmin degerlerini iceren karmasiklik matrisi
kullanilmaktadir. Karmasiklik matrisi yapisi Tablo 6’da yer almaktadur.

Tablo 6. Karmagiklik matrisi yapisi (The structure of the confusion matrix)

Tahmin
Karmagiklik Matrisi
X1 (Pozitif) Xz (Negatif)
Xi (Pozitif) DP YN
Gergek
X (Negatif) YP DN

Gergekte pozitif olup pozitif smiflandirilan Dogru Pozitif (DP), gercekte negatif olan ama pozitif
siniflandirilan Yanls Pozitif (YP), gercekte negatif olup negatif siniflandirilan Dogru Negatif (DN), gercekte
pozitif olan ama negatif siniflandirilan ise Yanlis Negatif (YN) 6rnek sayisin1 vermektedir [45].

Dogruluk, dogru siniflandirilan tahminlerin oranini bulmak i¢in kullanilmakta ve asagida yer alan formiille
(2) hesaplanmaktadir.
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S DP + DN -
OB = b Y DN+ YP + YN

Kesinlik, pozitif olarak tahmini yapilan 6rneklemlerin ger¢ekte ne kadarinin pozitif oldugunu 6l¢mek icin
kullanilmaktadir. Asagida yer alan formiille (3) hesaplanmaktadir.

Kesinlik = —27 (3)
eSS = p ¥ vP

Duyarlilik, gercek pozitif 6rneklerin ne kadarimin dogru tahmin edildigini 6l¢mek igin kullanimaktadir.
Asagida yer alan formiille (4) hesaplanmaktadir.

DPuyarlitk = —- 4)
Wartit = hp ¥ YN

F1 skor (F1-score), hassasiyet ve duyarliligin harmonik ortalamasini alarak modelin ne kadar dengeli bir
o6lgiim sagladigini 6lemek icin kullanilmakta ve asagidaki formiille (5) hesaplanmaktadir.

F1 skor = 2 * Kesinlik * Duyarlilik 5)
steor = Kesinlik + Duyarlilik

Test siiresi, bir siniflandirma siirecinde algoritmanin siniflandirma iglemini ne kadar siirede gerceklestirdigini
ifade etmektedir. Bu siire bir siniflandirma algoritmasinin ne kadar hizli veya ne kadar yavas ¢alistiginin
belirlenmesine yardimeci olmaktadir. Algoritmalarin hizi, siniflandirma igleminde yapilan tespitin daha hizh
olabilmesini saglayacagindan daha etkin bir siniflandirma ve kaynaklarin daha verimli kullanilmasi agisindan
fayda saglayacaktir [36].

4, Bulgular ve Yorumlar (Findings and Interpretations)

Senaryo Al’de yer alan 4 adet, Senaryo A2’de yer alan 8 adet ve Senaryo B’de yer alan 4 adet zaman bazl veri
setlerinin her biri igin ayr1 ayr1 denetimli makine 6grenmesi ve topluluk 6grenmesi algoritmalar1 kullanilarak
calisma yapilmustir.

4.1. Birinci asamada elde edilen sonuglar (The results obtained in the first stage)

Calismanin bu ilk asamasinda, veri dengeleme islemi ve hiperparametre se¢imi yapilmamigtir. LGBM, KNN,

SVM ve LR algoritmalar1 kullanilarak orijinal veri seti ile elde edilen sonuglar Tablo 7°de gosterilmistir. Tablo
8de ise algoritmalar i¢in test siireleri raporlanmistr.
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Tablo 7. Orijinal veri seti ile bagar1 oranlari (The success rates with the original dataset)

Algoritma LGEM KNN SVM LR
Senaryolar Dogruluk  F1 Skor Dogruluk  F1 Skor Dogruluk  F1 Skor Dogruluk  F1 Skor
Senaryo Al 15s 0,9087* 0,9085* 0,8211* 0,8212* 0,6075 0,5924 0,5721* 0,5678*
Senaryo Al 30s 0,8924 0,8922 0,8144 0,8140 0,6078 0,5859 0,5612 0,5389
Senaryo Al 60s 0,8901 0,8912 0,7889 0,7891 0,6123 0,6108 0,5603 0,5231
Senaryo Al 120s 0,8927 0,8926 0,7935 0,7930 0,6173* 0,6125* 0,5518 0,5156
Senaryo A2 No-VPN 15s 0,9468** 0,9461** 0,8539 0,8521 0,6874** 0,6310** 0,5825 0,4790
Senaryo A2 VPN 15s 0,8999 0,8988 0,8043 0,8028 0,5752 0,5106 0,4847 0,3503 °
Senaryo A2 No-VPN 30s 0,9383 0,9373 0,8613** 0,8578** 0,6460 0,5791 0,5742 0,4801 %
Senaryo A2 VPN 30s 0,9130 0,9121 0,8311 0,8290 0,5890 0,5277 0,5050 0,3862 'g
Senaryo A2 No-VPN 60s 0,9169 0,9166 0,8050 0,8013 0,5812 0,5262 0,5190 0,4460 'é
Senaryo A2 VPN 60s 0,8813 0,8785 0,7967 0,7915 0,5320 0,4448 0,4786 0,3827 OE‘
Senaryo A2 No-VPN 120s 0,9353 0,9341 0,8551 0,8480 0,6578 0,5767 0,6255** 0,5380**
Senaryo A2 VPN 120s 0,8728 0,8684 0,7834 0,7791 0,5811 0,4841 0,5053 0,3644
Senaryo B 15s 0,8658% 0,8657* 0,7166 0,7147 0,4394* 0,3987* 0,2601 0,1882
Senaryo B 30s 0,8576 0,8562 0,7232% 0,7286* 0,3938 0,3595 0,3219 0,2420
Senaryo B 60s 0,8335 0,8234 0,7187 0,7245 0,3767 0,3443 0,3289 0,2619
Senaryo B 120s 0,8250 0,8222 0,6754 0,6681 0,4049 0,3655 0,3354* 0,2634*
* Kalin yazilan degerler, ilgili senaryo ve algoritmada elde edilen en yiiksek basar1 oranlaridir.
**Kalin ve kirmizi yazilan degerler, ilgili algoritmada tiim senaryolar iginde elde edilen en yiiksek bagar1 oranlaridir.
Tablo 8. Orijinal veri seti ile test siireleri (The test durations with the original dataset)
Algorifma T es't LGBM KNN SVM LR
Edilen . Birim . i
Girdi Toplar'r.l _ B.1.r1m_ Test  Toplam Test Toplar'r.l _ B'1.r1mv Test Toplam Test B.1.r1m_ Test
Senaryolar Sayist Test Siiresi  Siiresi T?st ) Siiresi Test Siiresi  Siiresi Siiresi (s) Siiresi
(adet) (s) (s/ad) Siiresi (s) (s/ad) (s) (s/ad) (s/ad)
Senaryo Al 15s 5.628 0,01 0,000002 0,34 0,000060 2,73 0,000485 0,04 0,000007
Senaryo A1l 30s 4.397 0,01 0,000002 0,43 0,000098 2,09 0,000475 0,01 0,000002
Senaryo A1 60s 4.655 0,03 0,000006 0,56 0,000120 1,80 0,000387 0,01 0,000002
Senaryo Al 120s 3.236 0,13 0,000040 0,61 0,000189 1,13 0,000349 0,01 0,000003
Senaryo A2 No-VPN 155 2.690 0,04 0,000015 0,25 0,000093 0,63 0,000234 0,01 0,000004
Senaryo A2 VPN 15s 2.938 0,05 0,000017 0,16 0,000054 0,96 0,000327 0,01 0,000003 ©
Senaryo A2 No-VPN 30s  2.076 0,05 0,000024 0,09 0,000043 0,41 0,000197 0,01 0,000005 %
Senaryo A2 VPN 30s 2.321 0,04 0,000017 0,13 0,000056 0,59 0,000254 0,01 0,000004 %
Senaryo A2 No-VPN 60s  2.574 0,04 0,000016 0,09 0,000035 0,69 0,000268 0,01 0,000004 %
Senaryo A2 VPN 60s 2.081 0,03 0,000014 0,22 0,000106 0,46 0,000221 0,01 0,000005 %
Senaryo A2 No-VPN 120s  1.546 0,02 0,000013 0,07 0,000045 0,18 0,000116 0,01 0,000006 ©
Senaryo A2 VPN 120s 1.690 0,12 0,000071 0,39 0,000231 0,33 0,000195 0,01 0,000006
Senaryo B 15s 5.704 0,17 0,000030 0,72 0,000126 6,31 0,001106 0,01 0,000002
Senaryo B 30s 4.543 0,14 0,000031 0,49 0,000108 2,97 0,000654 0,01 0,000002
Senaryo B 60s 4.825 0,12 0,000025 0,45 0,000093 2,03 0,000421 0,01 0,000002
Senaryo B 120s 3.501 0,12 0,000034 0,39 0,000111 1,62 0,000463 0,01 0,000003
Ortalama Test Siireleri 0,07 0,000022 0,33 0,000098 1,56 0,000385 0,01 0,000004

* Kalin yazilan degerler, en yiiksek bagar1 orani elde edilen senaryo ve algoritmalardaki test siireleridir.
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Tim senaryolar goz 6niinde bulunduruldugunda, orijinal veri setiyle en yiiksek basar: oranlarina denetimli
makine 6grenmesi algoritmalar1 arasinda KNN ile ulagilmistir. KNN algoritmasi ile elde edilen en yiiksek
basar1 oranlari, 0,8613 dogruluk ve 0,8578 F1 Skoru ile Senaryo A2 No-VPN 30s veri setinde kaydedilmistir.
Test siiresi 2.076 girdi i¢in 0,09 saniye olmus, bu da girdi basina 0,000043 saniyede kategorizasyon
yapilabildigi anlamina gelmektedir. Topluluk 6grenme algoritmas1t LGBM’de ise ulagilan en yiiksek basar:
oranlari, 0,9468 dogruluk ve 0,9461 F1 Skoru ile Senaryo A2 No-VPN 15s veri setinde elde edilmistir. Test
stiresi 2.690 girdi i¢in 0,04 saniye olarak hesaplanmis ve bu, her bir girdinin 0,000015 saniyede kategorize
edildigini gostermektedir. Sonug olarak, LGBM ile elde edilen bagar1 oranlarinin, hem dogruluk ve F1 Skoru
agisindan hem de kategorizasyonun gergeklestirilme siiresinin kisaligi bakimindan KNN’den daha yiiksek
performans gosterdigi goriilmektedir.

Caligmanin ilk agamasinda algoritmalarin varsayilan parametre degerleri kullanilmigtir. KNN ve LGBM
algoritmalarinda kullanilan varsayilan parametre degerleri Tablo 9’da gosterilmistir.

Tablo 9. KNN ve LGBM algoritmalari igin varsayilan parametre degerleri
(The default parameter values for the KNN and LGBM algorithms)

Algoritma Parametrenin Adi Varsayilan Deger
n_neighbors 5

KNN weights uniform
metric minkowski
colsample_bytree 1.0
learning_rate 0.1
max_depth -1
min_child_samples 20
min_child_weight 0.001

LGBM
n_estimators 100
num_leaves 31
reg_alpha 0.0
reg_lambda 0.0
subsample 1.0

Tablolar incelendiginde hem test siireleri hem de performans metrikleri agisindan 6ne ¢ikan modelin LGBM
oldugu gorilmektedir. LGBM, ¢ogu senaryoda diger algoritmalardan daha yiiksek dogruluk ve F1 skor
degerlerine ulasirken, test siiresi ve birim test siiresi bakimindan da son derece verimli gériinmektedir. KNN,
performans agisindan LGBM’nin gerisinde kalsa da 6zellikle A2 senaryolarinda makul dogruluk ve F1 skor
degerlerine ulagabilmekte, ancak birim test siiresi LGBM’ye kiyasla daha uzun kalmaktadir. SVM, bazi
durumlarda orta diizeyde performans sunarken, test siirelerinin goreceli olarak daha yiiksek oldugu ve birim
test stiresinin KNN ve LR’a kiyasla daha maliyetli oldugu dikkat cekmektedir. LR ise genellikle en diisiik
dogruluk ve F1 skoruna sahip olmakla beraber, test siiresi ve birim test siiresi agisindan en hizli sonug veren
yontemdir. Sonug olarak, yitksek performans ile diisiik test siiresini dengelemek isteyenler icin LGBM o6ne
cikarken, ¢ok hizli ancak diigitk dogruluk isteyen durumlar icin LR, daha ihimli bir dengenin gerektigi
senaryolar icin ise KNN veya SVM alternatif olarak degerlendirilebilir. Ayrica, No-VPN kosullarinin
performansa genellikle olumlu etki yaptig1 goriilmektedir.

4.2. Tkinci a§amada elde edilen sonuc;lar (The results obtained in the second stage)

Calismanin ikinci asamasinda, Senaryo Al’de VPN ve No-VPN olarak yapilan ikili siniflandirmada verilerin
dengeli oldugu gozlemlenmistir. Bu nedenle, Senaryo Al’deki zaman bazli 4 adet veri seti i¢in veri seti
dengeleme islemi yapilmamistir. Ancak, Senaryo A2 ve Senaryo B’de yer alan toplam 12 adet veri setinde
SMOTE kullanilarak dengeleme islemi gerceklestirilmistir. Ayrica hiperparametrelerin rastgele drnekleri
secilip ¢apraz dogrulama yapilarak en iyi kombinasyon belirlenmis ve hiperparametre optimizasyonu
saglanmigtir. Yapilan optimizasyon sonrasinda veriler tekrar egitim ve teste tabi tutulmustur. LGBM, KNN,
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SVM ve LR algoritmalar1 kullanilarak yapilan optimizasyon sonrasi elde edilen sonuglar Tablo 10°da yer
almaktadir. Dengeleme islemi yapilmayan Senaryo Al’de yer alan 4 adet veri seti i¢in optimizasyon sonrasi
en iyi hiperparametre se¢imi yapildiktan sonra elde edilen sonuglara da ayni tabloda yer verilmistir. Tablo
11’de ise optimizasyon sonrasi algoritmalar i¢in test siireleri raporlanmustir.

Tablo 10. Veri setinde optimizasyon sonrasi basar1 oranlar1 (The success rates after optimization on the dataset)

Algoritma LGBM KNN SVM LR

Senaryolar Dogruluk F1 Skor Dogruluk F1 Skor Dogruluk F1 Skor Dogruluk F1 Skor
Senaryo Al 15s 0,9135% 0,9173* 0,8277* 0,8421* 0,6167 0,6113 0,5963* 0,5877*
Senaryo A1l 30s 0,8994 0,9081 0,8279 0,8289 0,6445 0,6367 0,5956 0,5874
Senaryo A1 60s 0,8915 0,9005 0,8089 0,8191 0,6323 0,6308 0,5603 0,5231
Senaryo Al 120s 0,8870 0,9015 0,8127 0,8209 0,6576* 0,6388* 0,5904 0,5802
Senaryo A2 No-VPN 15s 0,9653** 0,9459%* 0,9126%* 0,8591%* 0,7403 0,7633 0,6646** 0,7197%*
Senaryo A2 VPN 15s 0,9267 0,8989 0,8695 0,8203 0,6511 0,6411 0,5692 0,5486
Senaryo A2 No-VPN 30s 0,9468 0,9302 0,9109 0,8505 0,6427 0,6866 0,6489 0,6746
Senaryo A2 VPN 30s 0,9299 0,9076 0,8989 0,8454 0,7602%* 0,7176%* 0,6278 0,5735
Senaryo A2 No-VPN 60s 0,9294 0,9169 0,8675 0,8186 0,6372 0,6374 0,5537 0,6009
Senaryo A2 VPN 60s 0,9228 0,8678 0,8739 0,7999 0,6866 0,6293 0,5430 0,5044
Senaryo A2 No-VPN 120s 0,9437 0,9271 0,8993 0,8433 0,6748 0,6711 0,6171 0,6293
Senaryo A2 VPN 120s 0,9149 0,8614 0,8725 0,7972 0,6969 0,6049 0,5518 0,4746
Senaryo B 15s 0,9005* 0,8614* 0,8219 0,7334 0,5914* 0,5696* 0,3608 0,4008
Senaryo B 30s 0,8989 0,8561 0,8379* 0,7357* 0,4245 0,4234 0,3950* 0,3778*
Senaryo B 60s 0,8335 0,8234 0,8187 0,7245 0,3767 0,3443 0,3289 0,2619
Senaryo B 120s 0,8869 0,8253 0,8214 0,7140 0,4128 0,3810 0,3705 0,3281

* Kalin yazilan degerler, ilgili senaryo ve algoritmada elde edilen en yiiksek bagar1 oranlaridir.
**Kalin ve kirmiz1 yazilan degerler, ilgili algoritmada tiim senaryolar iginde elde edilen en yiiksek basar1 oranlaridr.

Tablo 11. Veri setinde optimizasyon sonras test siireleri (The test durations after optimization on the dataset)

LGBM KNN SVM LR
Algoritma Test Edilen . . . .
Girdi Sayist Test . Blnm. Test  Test . Blnm. Test  Test . Blnm. Test  Test ) Blnm. Test
Senaryo (adet) Siiresi Siiresi Siiresi Siiresi Siiresi Siiresi Stiresi Siiresi
(s) (s/ad) (s) (s/ad) (s) (s/ad) (s) (s/ad)

Senaryo Al 15s 5.628 0,06 0,000011 0,43 0,000076 2,56 0,000455 0,01 0,000002
Senaryo A1l 30s 4.397 0,10 0,000023 0,31 0,000071 1,82 0,000414 0,01 0,000002
Senaryo A1l 60s 4.655 0,25 0,000054 0,44 0,000095 1,30 0,000279 0,01 0,000002
Senaryo Al 120s 3.236 0,34 0,000105 0,60 0,000185 0,96 0,000297 0,01 0,000003
Senaryo A2 No-VPN 15s 2.690 0,27 0,000100 1,50 0,000558 3,45 0,001283 0,01 0,000004
Senaryo A2 VPN 15s 2.938 0,93 0,000317 0,17 0,000058 1,79 0,000609 0,01 0,000003
Senaryo A2 No-VPN 30s 2.076 0,03 0,000014 0,10 0,000048 1,45 0,000698 0,01 0,000005
Senaryo A2 VPN 30s 2.321 0,04 0,000017 0,15 0,000065 1,31 0,000564 0,01 0,000004
Senaryo A2 No-VPN 60s 2.574 0,03 0,000012 0,11 0,000043 2,94 0,001142 0,01 0,000004
Senaryo A2 VPN 60s 2.081 0,03 0,000014 0,14 0,000067 1,31 0,000630 0,01 0,000005
Senaryo A2 No-VPN 120s 1.546 0,02 0,000013 0,06 0,000039 0,74 0,000479 0,01 0,000006
Senaryo A2 VPN 120s 1.690 0,11 0,000065 0,45 0,000266 1,10 0,000651 0,01 0,000006
Senaryo B 15s 5.704 0,16 0,000028 1,46 0,000256 12,75 0,002235 0,01 0,000002
Senaryo B 30s 4.543 0,64 0,000141 0,65 0,000143 7,70 0,001695 0,01 0,000002
Senaryo B 60s 4.825 0,23 0,000048 0,60 0,000124 6,50 0,001347 0,01 0,000002
Senaryo B 120s 3.501 0,79 0,000226 0,54 0,000154 6,00 0,001714 0,01 0,000003
Ortalama Test Siireleri 0,25 0,000074 0,48 0,000140 3,35 0,000906 0,01 0,000003

* Kalin yazilan degerler, en yiiksek basar1 orani elde edilen senaryo ve algoritmalardaki test stireleridir.
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Tum senaryolarda optimizasyon sonrasinda en yiiksek bagari oranlarina denetimli makine 6grenmesi
algoritmalar1 arasindan KNN ile ulagimistir. KNN algoritmasinda elde edilen en yiiksek basar1 oranlari,
Senaryo A2 No-VPN 15s veri setinde 0,9126 dogruluk ve 0,8591 F1 skor olarak gerceklesmistir. Bu veri setinde
2.690 girdi icin test siiresi 1,5 saniye siirmii, bu da her bir girdinin ortalama 0,000558 saniyede kategorize
edilebildigini gostermektedir.

Topluluk 6grenmesi algoritmalarindan LGBM’de ise en yiiksek basar1 oranlarina, yine Senaryo A2 No-VPN
15s veri setinde 0,9653 dogruluk ve 0,9459 F1 skor ile ulasilmistir. Ayrica LGBM, her bir girdiyi ortalama
0,0001 saniyede kategorize edebilmistir.

Sonug olarak LGBM’nin hem dogruluk ve F1 skor degerleri hem de kategorizasyon siiresinin kisalig
bakimindan KNN’den daha etkin oldugu goriilmektedir.

Senaryo A2 No-VPN 15s veri seti ile LGBM algoritmas: kullanilarak elde edilen en bagarili sonug icin Sekil
5’deki karmagiklik matrisine gore yapilan analizde, sinif tiirlerini tahmin etmedeki en belirgin hatanin Chat
ile Browsing siniflar arasinda oldugu goriilmektedir. Bu durum, Chat sinifina ait 6rneklerin Browsing olarak
ya da Browsing sinifina ait 6rneklerin Chat sinifi olarak tahmin edildigini gostermektedir.
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Sekil 5. LGBM algoritmast ile Senaryo A2 No-VPN 15s veri seti karmagiklik matrisi
(The confusion matrix for the Scenario A2 No-VPN 15s dataset with the LGBM algorithm)

KNN ve LGBM algoritmalarina ait parametre optimizasyonu sonrasinda elde edilen en iyi parametreler Tablo
12’de sunulmaktadir.
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Tablo 12. KNN ve LGBM algoritmalari i¢in en iyi parametre degerleri
(The best parameter values for the KNN and LGBM algorithms)

Algoritma  Parametrenin Adi Hiperparametre Araliklar En lyi Deger
n_neighbors [3,5,7,9] 7

KNN weights ['uniform’, 'distance'] distance
metric ['euclidean’, 'manhattan’, 'minkowski'] manhattan
colsample_bytree [0.5,0.6,0.7,0.8,0.9, 1.0] 0.8
learning_rate [0.01, 0.05, 0.1, 0.3, 0.5, 0.7] 0.5
max_depth sp_randint(3, 30) 13
min_child_samples sp_randint(100, 1000) 257
min_child_weight [le-3, 1e-2,0.1,0.5, 1, 5, 10] 0.01

LGBM
n_estimators sp_randint(50, 1000) 604
num_leaves sp_randint(6, 100) 18
reg_alpha [0,0.1,0.5,1, 2, 5, 10] 0
reg_lambda [0,0.1,0.5, 1, 2, 5, 10]
subsample [0.6,0.7,0.8, 0.9, 1.0] 0.9

Calismanin her iki asamasinda da algoritmalarin test siireleri incelendiginde, senaryolardaki en diisiik toplam
test siirelerinin genellikle LGBM ve LR algoritmalarinda elde edildigi, buna karsilik KNN ve 6zellikle SVM’nin
daha ytiksek test stirelerine sahip oldugu goriilmektedir. Birim test stiresi degerlendirildiginde LR, ¢ogunlukla
her bir giris bagina en diisiik siireyi sunarken (yaklagik 2 ila 7 mikro saniye), LGBM de bu a¢idan rekabetci
sonuglar ortaya koymaktadir. KNN ve SVM ise hem toplam hem de birim basina test siiresi anlaminda diger
iki algoritmaya kiyasla daha uzun test siireleriyle dikkat ¢ekmektedir. Ozellikle SVM’nin birim test bagina
milisaniyeye yaklasan veya gegen siireleri (0,000279 s/ad ve iizerine ¢ikan degerler) onu hiz agisindan
dezavantajli hale getirirken, LR ve LGBM test kosullarinda en hizli tepki verebilen modeller olarak one
¢ikmigtir. Bu veriler genel olarak, test siiresinin kritik oldugu hallerde LR ve LGBM’nin tercih edilebilecegine,
KNN ve SVM’nin ise daha uzun islem siiresi gerektirdigine isaret etmektedir.

5. Sonuqlar ve Tart1§ma (Results and Discussion)

Bu caligmada, siber giivenlik uzmanlarinin ag tzerindeki tehditleri tespit etme ve saldirilar1 6nleme
yeteneklerinin artirilarak sistemlerin daha giivenli hale getirilmesi amaglanmistir. Bu siniflandirma sayesinde,
siber giivenlik uzmanlari belirledikleri politikalar dogrultusunda, 6rnegin yetkisiz erisim olarak etiketlenmis
istenmeyen ag trafigini tespit edip engelleyebileceklerdir. Calisma kapsaminda, ag trafiginde yaygin olarak
kullanilan siniflar1 iceren ve gergek internet trafiginden elde edilen ISCXVPN2016 veri seti kullanilmigtir.

Bu veri seti i¢in denetimli makine 6grenmesi algoritmalarindan KNN, SVM ve LR ile topluluk 6grenmesi
algoritmalarindan LGBM algoritmas: kullanilmistir. Kullanilan algoritmalar i¢in dncelikle orijinal veri seti ile
egitim ve test gerceklestirilmistir. Daha sonra, dengesiz dagilimli veri setleri SMOTE ile dengelenip, rastgele
arama ve ¢apraz dogrulama yontemleri ile parametre optimizasyonu yapilarak tekrar egitim ve test
gerceklestirilmistir. Optimizasyon sonucunda bagar1 oranlarinin arttigi goriilmiistiir.

Bu ¢alismada, optimizasyon sonrast LGBM algoritmasi ile elde edilen en basarili sonuglar ile literatiirde yer
alan diger arastirmacilarin gelistirdigi algoritmalarin basar1 oranlarinin kargilastirmasi Tablo 13’te
sunulmustur.
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Tablo 13. Literatiir karsilagtirmast (Literature comparison)

Senaryo Yazar(lar) Algoritma Dogruluk F1 Skor Kesinlik
Draper-gil vd. 8] C4.5 - 90,60%
Majeed vd. [38] Federated Learning 86%

Al Ugurlu vd. [2] XGBoost 93,04%
Bozkir vd. [22] XGBoost - 99% -
Kendi ¢aliymamiz LGBM 91,35% 91,73% 91,99%
Draper-gil vd. [8] C4.5 89%
Caicedo vd. [6] Bagging 94,42%

o Majeed vd. [38] Federated Learning 86% - -
Ugurlu vd. [2] XGBoost 94,53%
Bozkir vd. [22] XGBoost - 99% -
Kendi ¢aliymamiz LGBM 96,53% 94,59% 94,86%
Draper-gil vd. [8] C4.5 80,90%
Caicedo vd. [6] Bagging 86,94% -
Majeed vd. [38] Federated Learning 81% - -

B Ugurlu vd. [2] XGBoost 86,06%
Bozkr vd. [22] XGBoost 99%
Kendi ¢aliymamiz LGBM 90,05% 86,14% 86,83%

Senaryo Al’de en yiiksek bagar1 oranlar1 15s veri setinde elde edilmis olup dogruluk %91,35, F1 Skor %91,73
ve kesinlik %91,99’dur. Draper-gil vd. [7] ve Majeed vd. [21] tarafindan yapilan ¢aligmalara gore daha yiiksek
basar1 oranlarma ulasildig1r gorilmistiir. Ancak Ugurlu vd. [2] ve Bozkir vd. [22] tarafindan yapilan
¢alismalardan daha az bagari elde edilmistir. Senaryo A2’de en yiiksek bagar1 oranlari 15s veri setinde elde
edilmis olup dogruluk %96,53, F1 Skor %94,59 ve kesinlik %94,86’dir. Senaryo B’de en yiiksek basar: oranlar:
da yine 15s veri setinde elde edilmis olup dogruluk %90,05, F1 Skor %86,14 ve kesinlik %86,83’dir. Her iki
senaryoda da Draper-gil vd. [7], Caicedo vd. [5], Majeed vd. [21] ve Ugurlu vd. [2] tarafindan yapilan
¢aligmalara gore daha yitksek bagar1 oranlarma ulagildigr gérillmistiir. Ancak Bozkir vd. [22] tarafindan
yapilan calismadan daha az bagari elde edilmistir.

Sifreli ag trafiginin siniflandirilmasina iligkin bu ¢aligmada, bagar1 oranlarinin yani sira giiniimiizde hemen
her alanda 6nemli bir kriter haline gelen test siiresi de ol¢iilmustiir. Optimize edilmis kosullarda, LGBM
topluluk Ogrenmesi algoritmasinin ortalama girdi kategorizasyon siiresi 0,000074 saniye olarak
hesaplanirken, KNN makine 6grenmesi algoritmasinin ortalama kategorizasyon siiresi 0,00014 saniye olarak
belirlenmistir. Bu degerlere gore LGBM algoritmasi, KNN’ye kiyasla girdi kategorizasyonunda daha hizli
¢aligmaktadir. Elde edilen bulgular, Khatouni ve Heywood [35] tarafindan yapilan ¢alismanin aksine, sifreli
trafigin siniflandirilmasinda topluluk 6grenmesi algoritmasinin makine 6grenmesi algoritmasina oranla daha
yiiksek bir hiz saglayabilecegini ortaya koymaktadir.

Yapilan ¢alismada hem dogruluk hem de hiz agisindan yiiksek performansl bir LGBM topluluk 6grenmesi
modeli gelistirilmistir. Sifreli trafigin siniflandirilmasina odaklanan bu yaklasim, mevcut tehdit tespit ve
engelleme sistemlerinin iyilestirilmesini ve gii¢lendirilmesini miimkiin kilmaktadir. Onerilen model, sifreli
trafigi daha dogru ve hizli bi¢cimde siniflandirirken, yeni nesil giivenlik duvarlari veya ag izleme sistemleriyle
entegre edilerek daha etkin ve uyarlanabilir bir giivenlik yapisi olusturulabilir. Gelecekte, farkli veri
kaynaklarinin kullanimiyla daha kapsamli ve giivenilir siniflandirma modellerinin gelistirilmesi, modelin
hizini artiracak yeni yontemlerin tasarlanmasi ve veri biitiinligini korumak amaciyla zaman damgas:
entegrasyonunun saglanmasi ongoriilmektedir. Bu alanda siirdiiriilen ¢alismalar ilerledik¢e, modellere daha
ytiksek giivenilirlik diizeyleri kazandirilacak ve boylece sistemler daha giivenli bir hale getirilebilecektir.
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ABSTRACT

The rapid increase in energy demand, environmental concerns, and the necessity for efficient
utilization of energy resources highlight the importance of distributed generation (DG) systems.
Optimal positioning and sizing of DG units play a critical role in reducing power losses,
improving voltage profiles, and increasing system reliability. This study evaluates the
performance of the Artificial Bee Colony (ABC) and JAYA algorithms for solving the optimal DG
location and sizing problem on an IEEE 33-bus distribution system. The results show that the
JAYA algorithm provides superior performance in reducing power losses, achieving a 73.00%
reduction in active power loss and a 68.77% reduction in reactive power loss in the DG3 scenario.
The minimum bus voltage improved from 0.902 p.u. (base case) to 0.979 p.u. with the JAYA
algorithm. The ABC algorithm, on the other hand, was more effective in improving the voltage
profile, reaching 0.969 p.u. in the DG3 scenario. Moreover, the JAYA algorithm achieved a faster
convergence rate and lower computational time compared to the ABC algorithm. These findings
indicate that a hybrid approach combining both algorithms may lead to further improvements in
DG optimization. This study aims to contribute to the effective planning and implementation of
distributed generation units in modern power systems.

Yapay Ar1 Kolonisi ve JAYA Algoritmalari
Kullanarak Dagitik Uretimin Optimal Yerlesimi ve

Boyutlandirilmasi

Oz

Enerji talebindeki hizli artig, gevresel kaygilar ve enerji kaynaklarinin verimli kullanilmasi
gerekliligi, dagitik iretim (DG) sistemlerinin onemini vurgulamaktadir. DG initelerinin
optimum konumlandirilmast ve boyutlandirilmasi, gii¢ kayiplarinin azaltilmasinda, gerilim
profillerinin iyilestirilmesinde ve sistem giivenilirliginin artirilmasinda kritik bir rol
oynamaktadir. Bu ¢aligma, bir IEEE 33-bus dagitim sisteminde optimum DG konumu ve
boyutlandirma problemini ¢6zmek i¢in Yapay Ar1 Kolonisi (ABC) ve JAYA algoritmalarinin
performansini degerlendirmektedir. Sonuglar, JAYA algoritmasinin gii¢ kayiplarmni azaltmada
iistiin performans sagladigini ve DG3 senaryosunda aktif gii¢c kaybinda %73,00 ve reaktif giig
kaybinda %68,77 azalma elde ettigini gostermektedir. Minimum bara gerilimi JAYA algoritmasi
ile 0,902 p.u.'dan (baz durum) 0,979 p.u.'ya yiikselmistir. ABC algoritmast ise gerilim profilini
iyilestirmede daha etkili olmug ve DG3 senaryosunda 0,969 p.u. degerine ulagmistir. Ayrica, JAYA
algoritmas1 ABC algoritmasina kiyasla daha hizli bir yakinsama orani ve daha diigiik hesaplama
stiresi elde etmistir. Bu bulgular, her iki algoritmayr birlestiren hibrit bir yaklasimin DG
optimizasyonunda daha fazla iyilestirmeye yol agabilecegini gostermektedir. Bu ¢alisma, modern
gii¢ sistemlerinde dagitik iiretim birimlerinin etkin bir sekilde planlanmasina ve uygulanmasina
katkida bulunmay1 amaglamaktadir.
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1. Introduction

Today, increasing energy demand, environmental concerns, and the need for efficient use of energy resources
have necessitated the adoption of innovative approaches in energy generation and distribution systems. In
this context, DG has emerged as an important solution that aims to shift energy generation from centralized
systems to smaller and more localized energy sources. DG systems can be defined as small-scale power
generation within the distribution system [1]. Distributed generation systems have the potential to reduce
energy losses and improve system reliability and efficiency [2-4]. However, the effective integration of these
systems requires correct siting and sizing decisions [5]. Improper placement and sizing of DGs can lead to
excessive power losses, voltage ripples, and increased costs [6].

The optimal placement and sizing of DGs require balancing multiple objectives such as reducing energy
generation costs, minimizing power losses, improving voltage profiles, and enhancing system reliability. To
maximize the benefits of DGs, single/multi-objective target functions should be established. Therefore, such
multi-objective optimization problems necessitate the use of robust and flexible optimization methods [7-9].
When determining these objective functions, the constraints and limitations must be well-defined to ensure
maximum system benefit.

DG systems are flexible in utilizing renewable energy sources such as solar, wind, hydro, biomass, and
geothermal, as well as conventional energy sources like gas turbines, microturbines, fuel cells, and internal
combustion engines [10]. For efficient allocation of DGs in distribution networks, minimization of power
losses is very important. Various optimization techniques are also used to minimize power loss. Genetic
Algorithm (GA) [11], Artificial Neural Networks (ANN) [12], Particle Swarm Optimization (PSO) [13] have
been widely used to achieve this goal. Moreover, determining the optimal location of the DGs is a critical issue
that needs careful consideration, and various methods have been proposed to address it. In the literature,
continuous power flow (CPF) analysis has been used to calculate the sensitivity of each bus and determine the
optimal DG placement [14]. Weak Bus Sensitivity Index (WBSI) is proposed using CPF to identify suitable
locations for DG integration [15]. Moreover, PSO and GA are used to determine the optimal size and location
of DGs [16]. Voltage Sensitivity Index (VSI) is used to identify the weakest bus in the system [17].
Furthermore, the optimal allocation and sizing of DGs in distribution networks are performed to minimize
power losses and improve voltage stability. Three VSI and PSO are used in this process: Direct Voltage
Stability Index (DVSI), Fast Voltage Stability Index (FVSI), and Line Quality Factor (LQF) [18].

In the IEEE 69-bus distribution system, studies aimed at optimizing the allocation and sizing of DGs to reduce
total active power losses and improve the voltage stability index have been presented using PSO and Bat
Algorithm (BA) [19]. The Grey Wolf Optimizer (GWO), Whale Optimization Algorithm (WOA), and PSO
have been applied to the IEEE 33-bus and IEEE 69-bus test systems to reduce power losses and improve
voltage profiles [20]. Moreover, a hybrid model based on PSO and Chaotic Frog Leaping Algorithm (PSO-
CFL) has been proposed to minimize power losses and enhance voltage profile quality. This study developed
a PSO-CFL based algorithm to determine the optimal DG location and size, analyzing its performance on
IEEE 33-bus and IEEE 69-bus radial distribution systems [21]. Additionally, optimization techniques such as
Biogeography-Based Optimization (BBO), GWO, Salp Swarm Algorithm (SSA), WOA, and Moth Flame
Optimization (MFO) have been proposed to solve the sizing and allocation problems of DGs in the IEEE 33-
bus, IEEE 69-bus, and other distribution systems while reducing energy losses [22]. To find the optimal size
and location of different types of DGs and optimally reconfigure the grid, continuous and binary PSO
algorithms (CBPSO) have been recommended. These methods have been applied to the IEEE 33-bus and
IEEE 69-bus distribution networks to reduce power losses and improve voltage profiles [23].

In the IEEE 33-bus distribution network, GA, Harmony Search Algorithm (HSA), and improved HSA have
been proposed to determine optimal DG locations and improve voltage profiles [24]. Furthermore, a new
methodology is applied to minimize power losses through optimal reconfiguration and placement of DGs in
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IEEE 33-bus and IEEE 69-bus test radial distribution systems. Three optimization algorithms, PSO, GA, and
Blue Whale Optimization (BWO) were used to achieve these objectives [25]. The optimal dimensioning and
placement of distributed generators in the 7-33-71 bus power systems have been achieved by the application
of a high convergence optimization algorithm [26]. The artificial rabbit optimization technique was employed
in radial distribution systems to enhance the voltage stability index, facilitating the calculation of optimal
locations and sizes of DGs [27]. To determine the optimum DG allocation in IEEE 14-30 bus systems, Garra
Rufa optimization was used to reduce active power loss and increase the voltage index, thus realizing location
and size allocation [28]. Finally, a fine-tuned PSO-based approach is proposed to optimize the placement and
sizing of various types of DGs in IEEE 33-bus, IEEE 69-bus, and real-world radial distribution networks in
Malaysia [29].

The location and size of DGs must be carefully considered when assessing the installation, cost, and impact
of a distribution system. Incorrect selection of DG location and size can cause more harm than benefit, leading
to significant power losses and instability in the distribution network. That is, incorrect location and size can
lead to significant power losses and instability in the distribution network. In distribution systems, power
flows from the grid supply point to the load. This can result in large power losses.

This study aims to address the problem of optimal placement and sizing of distributed generation (DG)
systems by evaluating the performance of the Artificial Bee Colony (ABC) and JAYA algorithms. The main
objectives of the study are to minimize power losses, improve voltage profiles, and enhance system reliability.
The analyses conducted on the IEEE 33-bus distribution system compare both algorithms in terms of
convergence speed, power loss reduction, voltage improvement capability, and computation time. The
obtained results indicate that the JAYA algorithm achieves faster convergence and more effective reduction
of active/reactive power losses. On the other hand, the ABC algorithm proves to be more successful in
improving voltage profiles. This study aims to contribute to the efficient planning and implementation of
distributed generation units in modern power systems.

The manuscript is organized as follows: Section 2 defines the mathematical formulation and objective
functions for the optimal placement and sizing problem of DGs. Section 3 introduces the proposed

algorithms. Analysis results, comparisons, and literature discussions are presented in Section 4. Finally,
Section 5 concludes the study.

2. Formulation of The Problem

To determine the optimum location and size of DGs in distribution systems, the objective functions of
minimizing active power losses and reducing voltage deviation are determined within various constraints and
limitations.

2.1.Power loss minimization

To minimize the total power loss in distribution systems, it is formulated as in Eq. 1.

fl(x) = Pposs = ?’zl Rillil2 1)

Where, f; (x) is the power loss objective function, N is the number of buses, R; is the resistance of bus i. and
I; is the current of bus i.

2.2. Voltage deviation

To minimize the voltage deviation value in distribution systems, it is formulated as in Eq. 2.

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yaymncilik 71



Ermis & Tasdemir Gazi Mihendislik Bilimleri Dergisi: 11(1), 2025

f2(x) =vD =FL|V; - 1] )
Where, f,(x) is the voltage deviation objective function, V; is the voltage at bus i.
2.3. Objective function

The objective function for the optimum location and size of DGs in the distribution system, which is the sum
of the power loss reduction and voltage deviation value, is given in Eq. 3.

foo = 0f,) + (1~ 0) o) ©)
Here, f(y) is the objective function for the optimal location and size, w is chosen as the weight factor. The
weighting factor is determined according to the needs of the system and can be adjusted by the operator. For
example, if the power loss in a distribution system is high, the value of w can be kept high. If voltage
fluctuations are a major problem, w can be selected at low values. In this way, system performance is
optimized by producing solutions suitable for different network conditions and operating strategies.

2.3.1. Equality constraints

The equality constraints are based on the balance principle. The power flow equations corresponding to both
the active and reactive power balance equations are defined mathematically as Eqs. 4 and 5:

PGi - PDi - Vl Z_Ily=1 V][Gl] COS(SL' - 6]) + Bl] sin(@i - 5])] =0
(4)

Qci — Qi — Vi XY V;[Gyj sin(8; — &;) + Byj cos(8; — 6;)] =0 (5)

Here, Pg; is the active power produced by the generators at bus i. Pp;, the active power demand at bus i. Qg;
is the reactive power produced by the generators at bus i. Qp;, the active power demand at bus i. G;; and B;;
are the conductance and susceptance values of the transmission line between the i. and j. buses.

2.3.2. Inequality constraints

The voltage value of each busbar must be maintained within the limits in Eq. 6. In the study, V,,,;;, and V4,
values are taken as 0.95 and 1.05 p.u, respectively.

Vmin sVs Vmax (6)
The maximum operating limits of the DGs are defined in Eq. 7.
P < P (7)

max
Pi

Here, is the maximum operating limit of the DGs. In the study, P/*** is chosen as 5 MW.

3. Optimization Algorithms

3.1. Artificial bee colony algorithm (ABC)

The ABC algorithm [30] is an optimization method inspired by the foraging behavior of honeybees, developed
to solve complex optimization problems. Figure 1 visually illustrates the foraging process of bees. Bees are

generally categorized into three main groups: worker bees, onlooker bees, and scout bees. Worker bees are
primarily tasked with searching for abundant food sources, functioning as onlooker bees during this process.
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After gathering information from high-quality food sources, worker bees perform a waggle dance to guide
other bees to the optimal food source. Subsequently, scout bees combine the information received from
onlooker bees with the probabilities of nectar sources to select a new food source, then initiate a search in a
new area, similar to onlooker bees. If the newly found food source offers a better solution, it replaces the
current solution. This cycle continues throughout the solution process until the best solution is identified
based on fitness value or error rate [31].

Food source Honey source
search search
_— Y
Share Mectar source .. [
imformation marking .
Employed bee Onlooker bee

Food source

thhe} i Comparative
11 analysis

Scout bee

Figure 1. Food foraging and information sharing process of bees
The pseudo-code sequence of the ABC algorithm used for optimal location and sizing of DGs is given below.

ABC_ALGORITHM()

1. Load IEEE 33-bus system data

2. Initialize candidate solutions randomly (each solution represents DG location and capacity)
3. Define colony size and number of iterations

FOR
iteration = 1 TO Maximum_[terations DO
# Employed Bees Phase

FORi=1TO Number_of Food_Sources DO

4. Select a random neighbor solution (between i and k)

5. Generate a new DG location and capacity:

New_Solution = Current_Solution + ¢ * (Current_Solution - Neighbor_Solution)
6. Evaluate the fitness of the new solution:

f_new = CALCULATE_OBJECTIVE_FUNCTION(New_Solution)

7. If f_new is better, update the current solution

8. Otherwise, increase the abandonment counter

ENDFOR

# Onlooker Bees Phase

9. Compute selection probabilities based on solution fitness

10. Select a solution randomly and generate a new solution

11. Evaluate the new solution’s fitness and update if it is better
# Scout Bees Phase

12. Replace abandoned solutions with new random ones

13. Update the best solution and record iteration progress
ENDFOR

14. Return the optimal DG locations and capacities

(1) Worker Bees; this process consists of two main stages. The first stage, the initialization phase, accepts each
food source as a feasible solution and randomly initializes the parameters of this solution. Each feasible
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solution is then evaluated by substituting its parameters into the objective function, and the resulting function
values are assessed using the fitness function, defined as Eq. 8:

1/1+f;, ;=0

1+abs(f;, ;<0 ®)

fitness = {

Here, f; represents the function value for each feasible solution.

The second sub-stage involves a crossover mutation where the j. dimension of each feasible solution is
modified using a randomly generated neighbor solution in the j. dimension. This is expressed by Eq. 9:

Vij = xij + @i (xij — Xij) )

Here, V;; represents the valid solution obtained after the crossover mutation. x;; represents the j. dimension
solution of the i. valid solution, while x, ; represents the j. dimension solution of the k. valid solution, which
is the neighbor of the i. solution. ¢;; is a random number. After the crossover-mutation stage, the fitness
value will be calculated according to Eq. 8. This value will be compared with the initial fitness value in the
initial stage, and if the post-mutation value is better, the parameters of the valid solution will be updated with
the post-mutation parameters.

(2) Onlooker Bees; onlooker bees evaluate all information returned by worker bees and select a set of solutions
from this information. The probability of selecting a solution (p;) is calculated using Eq. 10:

fitness;
Zf!l fitness;

pi = (10)

Here, fitness; represents the fitness value of each feasible solution. SN denotes the number of feasible
solutions, which equals the number of available food sources. At this stage, a random number between 0 and
1 is compared with the probability of each solution. If the random number is smaller, it is used as a criterion
to determine whether the corresponding food source improves the objective function. If the improvement is
insignificant or the random number exceeds the probability value, the crossover mutation process is
performed as per Eq. 9.

(3) Scout Bees; if a feasible solution does not converge within a specified number of crossover mutations, it is
considered invalid, and a new solution is randomly generated for recalculation.

3.1. JAYA algorithm

The JAYA algorithm, proposed by Rao (2016), is a population-based global optimization method [32]. The
fundamental principle of the algorithm is that each solution should consistently move towards the optimal
solution within a population while simultaneously moving away from inferior solutions. A key advantage of
this algorithm is its simplicity, as it relies solely on a single equation without requiring parameter adjustments
to find the optimal solution [33]. In conclusion, the JAYA algorithm is considered more intuitive and distinct
compared to other metaheuristic algorithms [34]. The position update equation of the JAYA algorithm is
expressed in Eq. 11 [35].

X,’(_]- =Xy; +1 X (Bestj — |Xk,]-|) — 1, X (worst; — |Xk_]-|) (11)

In the equation given above, k = 1,2, ..., N is the index of the candidate solution, j = 1,2, ..., D is the relevant
dimension of the problem, Best; is the best solution for the population, worst; is the worst solution in the
population. r; and r, represent a random value generated between [0,1]. The pseudo-code sequence of the
JAYA algorithm used for optimal location and sizing of DGs is given below.
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JAYA_ALGORITHM()
1. Load IEEE 33-bus system data
2. Initialize population randomly (each solution represents DG location and capacity)
3. Define number of particles and number of iterations
FOR iteration = 1 TO Maximum_Iterations DO
4. Identify the best and worst solutions in the population
FOR i =1 TO Population_Size DO
5. Generate two random factors (r1, r2)
6. Compute the new solution using:
New_Solution = Current_Solution + r1 * (Best_Solution - Current_Solution)
- r2 * (Current_Solution - Worst_Solution)
7. Evaluate the fitness of the new solution:
f_new = CALCULATE_OBJECTIVE_FUNCTION(New_Solution)
8. If f_new is better, update the current solution
ENDFOR
9. Update the best solution and record iteration progress
ENDFOR
10. Return the optimal DG locations and capacities

4. Simulations and Results

In this study, the analysis of optimal sizing and placement of DG was carried out using the IEEE 33-bus
distribution system. The ABC and JAYA algorithms were employed to perform these analyses. The total active
power of the IEEE 33-bus power system was taken as 3.72 MW, and the total reactive power was taken as 2.3
MVAr [36]. The single-line diagram of the IEEE 33-bus system is shown in Figure 2. All analyses were
conducted on a PC with an Intel Core(TM) i7-2620 2.7GHz processor and 8 GB RAM (64-bit) using
MATLAB R2017b.

Figure 2. Single-line diagram of the IEEE 33-bus distribution network

The objective functions of the IEEE 33-bus power system were to minimize active power losses and reduce
voltage deviations to achieve optimal DG sizing and placement. The ABC and JAYA algorithms were utilized
to determine the optimal size and location based on these objective functions. Analyses were conducted for
three cases based on the number of DGs:

« Sizing and placement of a single DG (DG1)
« Sizing and placement of two DGs (DG2)
« Sizing and placement of three DGs (DG3)

In the base case without DGs, total active and reactive power losses and bus voltage values were calculated
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using the Newton-Raphson power flow method. The values obtained for the base case were then compared
in detail with those obtained for DG1, DG2, and DG3 cases using the ABC and JAYA algorithms.
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Figure 3. Convergence graphs of the algorithms based on objective functions (a) DG1, (b) DG2, (c) DG3
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Figure 3 presents the convergence graphs of ABC and JAYA algorithms for three cases. Both algorithms were
run for 200 iterations to determine the optimum size and location of DGs concerning their objective
functions. As shown in Figure 3, the JAYA algorithm showed faster convergence than the ABC algorithm in
all three cases. JAYA algorithm achieved 4.26%, 16.46%, and 24.32% lower objective function values
compared to ABC in DG1, DG2, and DG3 cases, respectively. When more DG units were placed, the objective
function decreased to lower values and the system became more efficient.
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Figure 4. Voltage profiles of the algorithms (a) DG1, (b) DG2, (c) DG3
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Figure 4 shows the bus voltage profiles for the base case, DG1, DG2, and DG3 scenarios calculated using the
ABC and JAYA algorithms. The results indicate that both algorithms successfully maintained the bus voltage
values within the specified limits of 0.95-1.1 p.u. In terms of voltage profile improvement, the ABC algorithm
is more successful compared to the JAYA algorithm. However, it has been observed that as the number of
DGs in the power system increases, the improvement in bus voltage values also increases.

As seen in Figure 4 and Table 1, the lowest bus voltage in the base case was calculated as 0.902 p.u. (Bus 18).
With the ABC algorithm, this value increased to 0.959 p.u. in the DGI scenario, 0.968 p.u. in the DG2
scenario, and 0.969 p.u. in the DG3 scenario. In the JAYA algorithm, the lowest voltage values were calculated
as 0.956 p.u., 0.973 p.u., and 0.979 p.u., respectively. The highest improvement was achieved with the JAYA
algorithm in the DG3 scenario, reaching a value of 0.979 p.u.

With the reduction in voltage deviations, a more balanced voltage profile has been established in the system.
In particular, the ABC algorithm has been more effective in providing a more homogeneous improvement in
low-voltage buses, while the JAYA algorithm has been more effective in raising the minimum voltage level.
This situation offers a significant advantage in terms of increasing system stability and improving energy

quality.
Table 1. Analysis results for the IEEE 33-bus power system under DG1, DG2, and DG3 scenarios
Without
DG DG1 DG2 DG3
Analysis Initially ABC JAYA ABC JAYA ABC JAYA
Active Power Loss (KW) 0.207 0.094 0.090 0.079 0.066 0.074 0.056
Reactive Power Loss (KVAr) 0.138 0.076 0.071 0.057 0.047 0.058 0.043
Active Power Reduction (%) 54.33 56.48 61.55 67.92 64.24 73.00
Reactive Power Reduction (%) 45.21 48.36 58.98 66.03 58.30 68.77
DGl Size (MW) and Location 32357 3.768,6 1.367,14 1.931,30 1.215,33 1.557,23
DG2 Size (MW) and Location 2.271,30  2.485,18 1.489,14 1.542,13
DG3 Size (MW) and Location 2.097,26 1.817,30
Minimum Voltage (p.u.) and Location 0.902,18 0.959,33 0.956,18 0.968,25 0.973,12 0.969,25 0.979, 25
VD (p.u.) 2.047 0.548 0.570 0.392 0.521 0.237 0.344
Time (sn) 664.9 241.6 1261.6 842.6 1942.7 570.7

As shown in Table 1, the inclusion of DGs reduced both active and reactive power losses compared to the
base case. The JAYA algorithm achieved greater reductions in active and reactive power losses in all cases
compared to the ABC algorithm. For the DG1 case, the JAYA algorithm reduced active and reactive power
losses by 56.48% and 48.36%, respectively. For the DG3 case, these reductions were 73.00% and 68.77%,
respectively. These results indicate that increasing the number of DGs decreases power losses. Regarding
computation time, the JAYA algorithm outperformed the ABC algorithm.
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Table 2. Comparison of ABC and JAYA algorithms with other methods

DG1 DG2 DG3
Active Active Active
Algorithm  [ocation DG Size Power Location DG Size Power Location DG Size Power
(Bus No) (MW) Loss (Bus No) (MW) Loss (Bus No) (MW) Loss
(MW) (MW) (MW)
7 3.2350 0.0944 14 1.3670 0.0795 33 1.2150 0.0739
ABC 30 2.2710 14 1.4890
26 2.0970
6 3.7680 0.0900 30 1.9310 0.0663 23 1.5570 0.0558
JAYA 18 2.4850 13 1.5420
30 1.8170
6 2.5775 0.1050 6 1.9707 0.0899 6 1.7569 0.0792
ABC [37] 15 0.5757 15 0.5757
25 0.7826
6 2.5752 0.1039 14 0.7876 0.0962 10 1.0491 0.0760
PSO-CFA [38] 29 1.2487 25 0.8786
33 0.8049
6 2.5753 0.1039 13 0.8464 0.0859 14 0.7547 0.0714
ACO-ABC [39] 30 1.1588 24 1.0999
30 1.0714
6 3.1335 0.1102 6 3.1335 0.1057 6 2.1642 0.0828
PSO [40] 16 0.3651 16 0.3651
25 0.7386

Table 2 presents the comparison of the developed ABC and JAYA algorithms on IEEE 33 busbar power
systems in the literature in terms of the location, size of the DG, and the total active power losses on the system
according to the cases of DG1, DG2, and DG3. It is seen that the developed algorithms give better results in
terms of reducing active power losses compared to other algorithms studied in the literature.

5. Conclusion

In this study, the problem of optimal location and sizing of DG systems is analyzed using ABC and JAYA
algorithms. The optimization process is focused on the objectives of minimizing active power losses and
reducing voltage deviations. Simulations performed on an IEEE 33-bus power system showed that both
algorithms effectively optimize the specified objective functions. The results show that the JAYA algorithm
exhibits superior performance in reducing active and reactive power losses due to its faster convergence. On
the other hand, the ABC algorithm is found to be more effective in terms of improving voltage profiles.
Moreover, increasing the number of distributed generation units significantly reduced system losses and
improved voltage stability for both algorithms. The results of the study support the applicability of the JAYA
algorithm in large-scale distribution systems due to its simple structure and fast computability. On the other
hand, the ABC algorithm is found to provide an effective solution in terms of voltage profile improvement.
Accordingly, it is considered that a hybrid approach combining both algorithms can achieve superior results.
The proposed optimization methods provide important contributions to the effective planning and
implementation of DG systems within the scope of engineering and academic research. Future studies can
focus on the development of optimization processes for different test systems and the integration of renewable
energy sources.
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ABSTRACT

This study addresses the critical challenge of reducing energy consumption in residential
buildings, particularly in extreme climates like Baghdad, where thermal loads are substantial
during summer and winter. Conventional construction methods often fall short in achieving
energy efficiency, necessitating innovative approaches. This work evaluates alternative solutions
such as exterior insulation, reflective coatings, and renewable energy systems. The study
highlights a novel perspective by integrating advanced simulations using HAP and TRACE 700
to analyze thermal performance and validate findings. Key results demonstrate the pivotal role of
insulation in achieving energy efficiency: cooling loads in a living room decreased from 6.8 kW
to 3 kW, while heating loads reduced from 3.3 kW to 1.6 kW with insulation. The choice of
reflective coatings further influenced thermal loads, though to a lesser degree. Solar energy
integration proved vital in balancing the Variable Refrigerant Flow (VRF) system's energy
demands, requiring 5.94 kW in summer and 3.66 kW in winter. A variance of 5% between
simulation tools confirmed the reliability of the results. This research provides actionable insights
into sustainable building practices, emphasizing the transformative potential of insulation and
renewable energy in reducing carbon footprints and achieving net-zero energy goals.

Hourly Analysis Program Kullanarak Net Sifir Enerji
Binasi Icin Enerji Analizi: Bagdat'ta Bir Konut Binast
Uzerine Bir Vaka Calismasi

Oz

Bu ¢alisma, yaz ve kis aylarinda termal yiiklerin yiiksek oldugu Bagdat gibi ekstrem iklimlerde
enerji tilketimini azaltma konusundaki kritik zorluklari ele almaktadir. Geleneksel ingaat
yontemleri enerji verimliligini saglama konusunda yetersiz kalmakta, bu nedenle yenilikgi
yaklagimlar gerekmektedir. Bu ¢alisma, dig cephe yalitimi, yansitici kaplamalar ve yenilenebilir
enerji sistemleri gibi alternatif ¢oziimleri degerlendirmektedir. Ayrica, gelismis simiilasyon
tekniklerini (HAP ve TRACE 700) kullanarak termal performansi analiz eden ve bulgularn
dogrulayan yeni bir perspektif sunmaktadir. Ana bulgular, enerji verimliligi saglama konusunda
yalitimin kilit roliinii ortaya koymaktadir: oturma odasinda yalitim ile sogutma yiikleri 6,8
kW’tan 3 kW’a, 1sitma ytikleri ise 3,3 kW’tan 1,6 kW’a diigmiistiir. Yansitici kaplama tercihleri de
termal yiikleri etkilemis, ancak daha az 6lglide. Yenilenebilir enerji entegrasyonu, Degisken
Sogutucu Akigkan (VRF) sisteminin enerji talebini dengelemede hayati bir rol oynamis ve yazin
5,94 kW, kisin ise 3,66 kW enerji ihtiyaci belirlenmistir. Simiilasyon araglar: arasinda %5’lik bir
fark, sonuglarin giivenilirligini dogrulamustir. Bu aragtirma, siirdiiriilebilir bina uygulamalar:
konusunda uygulanabilir bilgiler sunmakta ve yalitim ile yenilenebilir enerjinin karbon
ayak izini azaltma ve net sifir enerji hedeflerine ulagsma konusundaki donistiiriicii
potansiyelini vurgulamaktadir.

To cite this article: L. R. J. Al-Shammari and M. Tekir, “The Energy Analysis For Net Zero Energy Building
Using Hourly Analysis Program: A Case Study of a Residential Building in Baghdad," Gazi Journal of
Engineering Sciences, vol.11, no.1, pp. 83-103, 2025. doi:10.30855/gmbd.070525N06
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1. Introduction

In 2021, emissions from heating buildings accounted for 80% of all direct CO, emissions in the building
industry. However, heating-related CO, emissions have only increased by 1.5% since 2010. To achieve net-
zero goals, the rate of improvement in energy efficiency must accelerate, with the CO, intensity of heated
homes needing to decrease by nearly 10% per year until 2030. Heating and cooling systems are critical
components of modern construction, designed to maintain indoor comfort in various climates.
Understanding the basics of these systems is essential for sustainable construction methods. Heating systems
include forced air, boilers, heat pumps, hybrid heating, ductless mini-splits, radiant heating, and baseboard
heaters [1].

Air conditioning is vital for cooling and dehumidifying large buildings and homes. Split systems, with
separate evaporator and condenser units, as well as variable refrigerant flow (VRF) systems, offer flexibility
and convenience. Chilled water systems generate cold water for cooling, while evaporative cooling systems
use water evaporation to cool air [2]. Radiant cooling systems cool building surfaces using water, and passive
cooling systems harness outdoor air to cool interior spaces. Zero-energy buildings (ZEBs) aim to balance
energy consumption with renewable energy generation, using solar panels, wind turbines, and geothermal
systems. These buildings rely on advanced insulation, efficient lighting, and smart technologies to optimize
energy use. Additionally, passive design strategies, sustainable materials, and landscaping contribute to
reducing the environmental impact of NZEBs [3].

1.1. Zero energy buildings

A net-zero energy building (NZEB) is designed to produce as much energy as it consumes annually,
minimizing environmental impact and maximizing energy efficiency [4]. Key features of NZEBs include
energy-efficient design, integration of renewable energy sources, advanced energy monitoring and
management systems, passive design strategies, and energy storage solutions. Achieving net-zero energy
requires a holistic approach, encompassing every aspect of building design, construction, and operation [5].

ZEBs play a crucial role in reducing the environmental impact of the built environment and combating
climate change. However, many people, even in developed countries, face challenges due to a lack of electricity
and adequate housing. To meet their energy needs, ZEBs rely on on-site energy generation through
microgeneration technologies such as solar power, wind turbines, biomass, sewage gas, waste heat, and other
renewable sources [6].

On the other hand, challenges such as financial constraints, workmanship errors, and insulation not providing
the expected efficiency can undermine the intended energy savings of ZEBs in the real field. These issues can
lead to financial losses, costly repairs, and operational inefficiencies, preventing buildings from achieving their
intended net-zero status [7-8].

The Home Energy Rating System (HERS) is a standardized method used in the United States to assess the
energy efficiency of homes and predict future energy use [9]. The U.S. Department of Energy recommends
conducting a HERS assessment, which provides recommendations for cost-effective energy improvements
and estimates anticipated energy savings [10].

Building environmentally friendly homes requires careful planning and design. Buildings should be well-
insulated and airtight to minimize energy consumption. Although the upfront cost of electric heating and
cooling systems can be high, they offer a more sustainable alternative in the long run as the energy grid shifts
towards renewable sources. Energy analysis is critical for evaluating efficiency, environmental impact, and
cost-effectiveness. Buildings should be appropriately sized, monitored, and equipped with advanced control
systems and variable speed drives to optimize performance [11]. Heating systems can be further optimized
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by reducing energy consumption, evaluating energy sources, and integrating renewable energy technologies.
Regular maintenance, programmable thermostats, and heat recovery systems also help reduce energy use and
improve overall efficiency. As the global energy system transitions toward renewables, using electricity for
heating becomes the only sustainable option [12].

In regions with high heating demands, meeting energy needs through renewable sources becomes more
difficult, especially since solar energy is scarce during the heating season. As a result, a significant portion of
heating energy in densely populated areas still comes directly or indirectly from fossil fuels. The European
Union has estimated that around 2000 TWh of seasonal energy storage would be required to meet winter
heating demands if reliance on fossil fuels is reduced [13,14]. Germany alone would need around 40 TWh of
seasonal storage [15]. Zero-energy buildings can help address these challenges by reducing the need for
additional infrastructure and offering energy solutions that are less reliant on conventional heating systems
[16].

Greenhouse gas emissions from electricity and heating are often reported together, making it difficult to
isolate the contribution from heating alone. However, estimates suggest that heating and electricity together
account for about 45% of emissions, far exceeding emissions from transportation, which contribute around
28% [17]. Approximately half of these emissions come from homes, businesses, schools, and other public and
private buildings.

According to research conducted in 2014, around 70% of energy consumption in the residential sector is
derived from fossil fuels. Central heating systems, such as forced steam boilers and hot water or air furnaces
with radiators, typically rely on fossil fuels like natural gas [18].

1.2. Building envelopes

Overall Thermal Transfer Value (OTTV) is a metric that quantifies the average rate of heat transfer into a
building through its envelope, encompassing walls, windows, and roofs. It serves as an index for comparing
thermal performance of buildings, with lower OTTV values indicating better energy efficiency. Envelope
Thermal Transfer Value (ETTV) is a similar measure, focusing specifically on the heat transfer through the
building's envelope, excluding the roof. Both OTTV and ETTV are utilized in building codes and standards
to regulate and enhance the energy efficiency of structures. Systematic Evaluation on Energy and Thermal
Performance (EETP) is a comprehensive assessment approach that evaluates a building's energy consumption
and thermal characteristics. While OTTV and ETTV concentrate on the building envelope's thermal
properties, EETP encompasses a broader analysis, including factors like mechanical systems, occupancy
patterns, and overall energy usage. This holistic evaluation aids in identifying areas for improvement to
achieve optimal energy efficiency and occupant comfort [19-20].

Building envelope design takes local weather patterns into consideration, evaluating thermal effectiveness
using indices like Overall Thermal Transfer Value (OTTV), systematic evaluation on energy and thermal
Performance (EETP), and Envelope Thermal Transfer Value (ETTV) for subtropical and hot summer/cold
winter zones. Chua et al. [21] emphasize a bioclimatic approach that focuses on passive design tailored to
different climate zones, minimizing heating and cooling energy consumption through four energy-efficient
building envelope measures. They found 4% reduction in cooling energy consumption in Singapore
according to their analyses.

Daouas et al. [22] evaluates the optimum insulation thickness, energy savings, and payback period for external
walls in Tunisia's climate, considering both heating and cooling demands. Using the Complex Finite Fourier
Transform (CFFT) method and life-cycle cost analysis, the results highlight that wall orientation significantly
impacts energy savings, with the south-facing wall being the most economical, achieving 71.33% energy
savings. They also highlight that insulation is more effective in colder regions for heating-dominated
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buildings and less effective in warmer climates. However, over-insulation may lead to increased cooling needs
and energy consumption. The optimal insulation thickness is typically determined through cost and energy
efficiency analyses. Many designers and researchers employ thermal mass strategies to reduce interior
temperatures during the day, with recent studies focusing on sensitivity analysis. Integrating nighttime
ventilation with thermal mass optimizes energy conservation [23]. Artmann et al. [24] propose a design
method for moderate or cold climates of Central, Eastern and Northern Europe that prevents excessive
summer heating and reduces the cooling load, thus potentially mitigating the effects of climate change on the
indoor environment.

Tian et al. [25] propose balancing daylight and solar apertures in and glazing design, incorporating
generalized energy rating systems for sustainable building development. Boixo et al. [26] found that greening
rooftops in Andalusia, Spain, could save 295 MWh of power annually, though limited roof space may hinder
the deployment of renewable energy systems. Biggest savings are achieved in mild climates with up to 48%,
and savings of flat dark roof of old buildings are greater.

1.3. Renewable energy and other technologies

Despite advanced energy reduction strategies, buildings still require energy for daily operations, which in
Zero-Emission Buildings (ZEBs) is provided by sustainable energy technologies. These include both on-site
and off-site solutions. Cheng et al. [27] describe a hybrid photovoltaic thermal system that improves
photovoltaic (PV) efficiency by using a thermoelectric cooling module to lower the temperature of solar cells,
thus generating both thermal and electrical energy. Strzalka et al. [28] suggest that integrating photovoltaic
systems into the grid can generate on-site electricity, reducing CO, emissions and lessening reliance on fossil
fuels. This approach enhances the use of renewable energy in urban areas and produce 35% of total electricity
consumption. Foley et al. [29] indicate that wind and solar energy can complement each other, enabling the
construction of hybrid PV-wind power systems, which provide superior energy performance.

1.4. Building insulation

Buildings account for approximately 40% of total energy consumption in the UK, prompting significant
efforts to reduce energy use and greenhouse gas emissions through energy-efficient retrofitting. Recent
studies emphasize the importance of enhancing building envelopes with advanced materials like aerogel [30],
insulation plaster [31], bamboo fibre reinforced briquettes [32], hollow bricks [33] for optimal thermal
performance, demonstrated by substantial reductions in heat loss coefficients and thermal bridging effects in
retrofitted structures.

Azkorra et al. [34] point to the benefits of insulation, which reduces energy consumption and improves
thermal comfort. Green walls, in particular, are promising for enhancing urban quality of life and reducing
noise, though their sound insulation capabilities require further study. In Malaysia, increased electricity usage
led researchers to assess the long-term environmental impact of various insulation materials. Shekarchian et
al. [35] found that 2.2 cm of fiberglass-urethane insulation provides cost savings and reduces annual CO,
emissions by 16.4 kg/m?, with renewable power plants and the phasing out of thermal coal also contributing.
Dombayci [36] highlights the importance of insulation in Denizli, Turkey's third climatic region, where
heating is required for five months each year. The study explored the environmental benefits of optimal
insulation thickness using coal as fuel and expanded polystyrene as an insulating material, showing that
optimal insulation reduced energy usage by 46.6% and CO, and SO, emissions by 41.53%. Bolattiirk [37]
examined the optimal insulation thickness for Turkey's coldest cities (Erzurum, Kars, and Erzincan), using a
life-cycle cost-benefit analysis. In Erzurum, the optimal insulation thickness can result in savings of up to
$12.11/m* of wall area. Insulation continues to gain popularity due to its significant impact on the
environment and high energy costs.
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This focus on insulation methods is further supported by studies exploring the application of advanced
thermal superinsulation (TSI) materials such as aerogels (ABs) and vacuum insulated panels (VIPs). While
ABs provide exceptional thermal performance with minimal thickness, their internal application is limited by
space constraints, making external insulation more advantageous for avoiding space reduction and protecting
building elements from corrosion. Thermal bridges can be mitigated by combining VIPs with materials like
expanded polystyrene (EPS), enabling heat loss reductions of up to 90%. However, the high cost of these
materials, such as silica aerogel, poses a challenge, despite projections showing the annual market budget for
silica aerogel surpassing $10 billion by 2027. Future research will focus on eco-friendly solutions and
integrating TSI materials with conventional building components to enhance energy efficiency and reduce
costs. Insulation continues to gain popularity due to its significant impact on the environment and high
energy costs [38-39].

1.5. Energy-efficient building design

The European Union's energy strategy mandates that new buildings achieve "nearly zero" energy
consumption by 2020. Achieving these goals requires research into cost-effective technologies that reduce
energy usage without compromising daylight availability or thermal comfort. One such technology is vacuum
glazing, which offers a high level of thermal insulation while maintaining good optical transmittance. This
makes it an ideal solution for reducing heat loss without sacrificing natural daylight, contributing to both
energy efficiency and indoor comfort. Vacuum glazing has become a promising solution in building design
due to its impressive thermal insulation properties and ability to transmit visible light, making it an ideal
choice for reducing energy consumption while maintaining natural daylight. A comprehensive review of
vacuum glazing technology by Cuce and Cuce [40] highlights its evolution and future prospects, covering
both experimental and theoretical studies. It has been found that vacuum glazing can achieve a reduced overall
heat transfer coefficient of up to 0.20 W/m?K when integrated with low-emissivity coatings. This contributes
to significant reductions in energy consumption and greenhouse gas emissions. Additionally, vacuum glazing
products are assessed in terms of several performance parameters, such as visible light transmittance and solar
heat gain coefficient, which further demonstrate their potential as an energy-efficient solution. In terms of
retrofit solutions, thin film coatings, known for their control over solar radiation and visible light, show
promise when applied to glazed areas. When combined with vacuum glazing, these technologies can optimize
window performance, enhancing thermal insulation while maximizing natural light intake [41]. Recent
studies have emphasized the importance of accurate U-value assessments for window systems, noting that
thermal bridges and edge effects can impact the actual performance of glazing products. Therefore, vacuum
glazing combined with advanced thin film technologies represents a valuable approach to enhancing building
energy efficiency and reducing environmental impact [42].

While windows provide natural light, they can also contribute to discomfort and heat loss. Ghisi et al. [43]
and Suvorova et al. [44] examined the influence of factors such as orientation, window size, and room
geometry on energy consumption for lighting, cooling, and heating in offices across various climate zones in
USA. Ghisi et al. [43] developed a method for estimating energy savings by integrating daylight into lighting
systems, using the Ideal Window Area concept. Their research, conducted in Leeds and Florianopolis, showed
potential energy savings of 10.8% to 44.0% for 5000 lux of exterior illumination. Lee et al. [45] investigated
the impact of window-to-wall ratios, orientation, U-values, g-values, and optical transmittance on optimizing
window designs in offices across five of Asia’s most common climate regions Manila, Taipei, Shanghai, Seoul
and Sapporo. Loutzenhiser et al. [46] suggest strategies to reduce the window-to-wall ratio while maximizing
daylight in buildings. They recommend using low-emissivity glass and gas-filled cavities to reduce heat gain
while still maximizing daylight. However, these strategies may not be as effective in cooling-dominated
buildings with high interior heat loads. The energy-saving potential of daylighting is particularly notable in
cooling-dominated structures. Motuziene et al. [47] focused on window-to-wall ratios, window orientation,
and glazing types to evaluate energy usage in office buildings in Lithuania's cool climate. They found that the
most energy efficient window-to-wall ratios (WWR) for the south, east and west oriented facade are 20%.
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Persson et al. [48] found that in Sweden’s passive homes, the size of windows no longer plays a major role in
reducing heating energy demand, emphasizing that cooling need in summer is the primary concern in well-
insulated homes.

Recent interest has resurfaced in the indoor thermal environment and the potential non-visual benefits of
natural daylight in residential buildings, as highlighted by Mardaljevic et al. [49]. Paridari et al. [50] describe
"Active Houses," which are designed to optimize natural lighting and provide pleasant views while
maintaining low energy usage and a favorable indoor temperature without negatively affecting the
environment. As part of the Model Home 2020 project, Alliance et al. [51] designed "Home for Life" in
Denmark to maximize livability, using passive solar and ventilation cooling strategies such as natural cross-
ventilation and roof windows to maintain a favorable indoor thermal environment. Foldbjerg et al. [52] found
that these solar control strategies effectively maintain comfortable indoor conditions while minimizing energy
consumption.

This study addresses the gap in understanding the combined effects of insulation, reflective coatings, and
renewable energy systems on achieving net-zero energy in extreme climates like Baghdad. Utilizing advanced
simulation tools (HAP and TRACE 700), the research provides reliable insights into cost-effective strategies
for reducing heating and cooling loads in residential buildings. By integrating passive and active energy
measures, the study offers a holistic approach to minimizing energy consumption and environmental impact.
While reliant on simulation data, it sets a foundation for future validation and serves as a blueprint for
sustainable building practices in similar climates.

2. Problem Description and Governing Equations

This study addresses the energy efficiency and optimization challenges in achieving a net-zero energy building
in the specific context of a residential building in Baghdad (Figure 1), where climate conditions result in
substantial thermal loads, particularly during summer. The primary focus is on evaluating the impact of
exterior insulation and paint layers on the thermal performance of the building. The overall aim is to reduce
the building's heating and cooling demands through passive and active energy solutions, including the
integration of solar energy systems and optimized building design.

Baghdad's hot summers and relatively cold winters result in high energy consumption for cooling and heating.
The problem becomes more critical when considering the urban population growth and the increasing
demand for energy in the region. Traditional energy sources lead to high carbon emissions, contributing to
environmental degradation and climate change. Thus, transitioning to net-zero energy buildings (NZEB) can
help reduce dependency on fossil fuels, lower energy costs, and mitigate environmental impact.

This study uses a combination of passive measures (e.g., improved insulation, energy-efficient coatings) and
renewable energy integration to optimize the building’s energy profile. Advanced software simulations,
including the Hourly Analysis Program (HAP) and TRACE 700, were used to analyze various scenarios,
comparing insulation effectiveness, paint reflectivity, and the performance of solar energy systems. The results
of this analysis could provide a roadmap for the future design of energy-efficient buildings in similar climates.
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Figure 1. Building in Baghdad (case study) [53]
2.1. The Hourly Analysis Program (HAP)

The Iraqi refrigeration blog is an online platform for professionals and stakeholders in the refrigeration,
cooling, and Heating, Ventilation, and Air Conditioning (HVAC) systems industry in Iraq. It provides a
comprehensive resource on refrigeration technology, energy efficiency, sustainability, regulations, and best
practices. The blog aims to foster a deeper understanding of the intricacies involved in designing, installing,
operating, and maintaining refrigeration and cooling systems across various sectors. It bridges the gap between
theory and practice in the refrigeration industry, facilitating continuous learning and professional
development. The blog contributes to improved system design, enhanced energy efficiency, and the
advancement of the refrigeration sector in Iraq. The Carrier's Hourly Analysis Program (HAP) is a computer
tool that assists engineers in designing HVAC systems for commercial buildings. It estimates design loads,
determines airflow rates, sizes cooling and heating coils, air circulation fans, and chillers and boilers (Figure
2).

CALCULATE CALCULATE CALCULATE
TRANSMISION ABSORBED SOLAR
SOLARHEAT SOLAR HEAT TEMPRATUTRE

CALCULATE
CONDUCTION
SOLARHEAT HEAT GAIN

N L

USING CONDUCTION WALL FACTOR AND
SOME OF THE COEFFICIENT CONDUCTION
HEAT GAIN AND WINDOW CEFFICIENT HEAT
GAIN AND HOURLYCOOLING, HEATING
LOAD,ABSORBED WALL AND WINDOW
HEATGAIN

EQUIPMENT HEAT
GAIN

LIGHT HEAT GAIN

CHARACTERISTIC
S EFFECT OF

Figure 2. Flow chart HAP software

2.2. Hourly thermal load analysis and transfer function

The purpose of calculating load is to determine peak heating and cooling loads which used to size and select
equipment and these calculations dependent on:

e Room conditions

e Occupancy

e  Building construction

e Location
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Factors Effecting Human Comfort
e  Temperature
e  Humidity
e Airspeed

General Practice Comfort Limits [54]
e  Air temperature maintained between (20°C-26°C)
e  Summer: (23°C-26°C) 50% RH Max 60% RH
e  Winter: (20°C-23°C) Min 35% RH
e (3°C) maximum head-to-foot temperature gradient

Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

e Air Speed in occupied zone: 50 fpm (0.254 m/s) cooling, 30 fpm (0.15 m/s) heating

Heating Load- Heat Loss
Envelope Heat Loss

1. Walls
2. Floor
3. Windows
4. Roof
Heating Load Equation

qwall = Gwindow = {roof = Area - U - AT
Qaoor = Perimeter - F - AT

qtotal = qwal 1+ qwi.ndow + qr00f+ qﬂoor

q = Load

Unit: BTU /h (Watts)

U = U-value as calculated based on material properties

Unit: BTU/(h- ft*°F) {W/(m?°C)}

Fp = Heat loss coefficient of slab floor construction

Unit: BTU/(h-ft-°F) {W/(m*°C)}

AT = Temperature difference between indoors and outdoors
Determined using ASHRAE published weather tables [52].

Cooling Heat Gain
Internal Heat Gain
1. People
2. Equipment
3. Lights

Envelope Heat Gain

Conductive
1. Walls
2. Floor
3. Windows
4. Roof

(1)

2)

3)
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Solar
1. Windows

Cooling Load Equations

quar=U - A - CLTDa (4)
CLTD..1 depends on: construction (mass), orientation, latitude, time, At

Groot=U - A - CLTD o0t (5)
CLTD o depends on: construction (mass), time, At

Qwindow_cond= U - A - CLT D yindow (6)

CLTD yindow _ cona depends on: construction, time, At
{window _ solar = USC SHGF (7)

SHGF : Solar heat gain factor
SHGF depends on: orientation, time
q 1tight =3412W -Fy-Fu-N (8)

W = wattage

F w1 - lighting use factor (ratio of wattage in use)

F . = lighting allowance factor ( ballast+ lamp)
N = number of light

q total= {enviope + ( people +q equipment +q light (9)

(q people, q equipment) depends on number of people and equipment [52].
3. Results and Discussion

3.1. Validation with Trane Traces 700 software

HAP and TRACE 700 are essential tools in building energy analysis and HVAC engineering. They help
engineers evaluate the energy efficiency of HVAC systems and their impact on energy usage. Both programs
simulate and examine HVAC systems on an hourly basis, allowing for understanding of system functions
over time. They also assist in sizing HVAC equipment for comfort and efficiency. HAP and TRACE 700 can
calculate heating and cooling loads for a building using variables like environment, building orientation,
insulation, and occupancy. They can determine if a building meets local building rules, American Society of
Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) Standard 90.1, LEED, and other energy
codes and standards. Engineers can create energy models of buildings using HAP and TRACE 700, which can
be used to compare different design options and energy-saving strategies. Both programs offer customizable
options, allowing users to specify HVAC system configurations and operational schedules suited to their
project needs. They can also determine how energy-saving solutions, such as variable-speed drives, high-
efficiency machinery, and control methods, affect a building's energy usage and operating expenses. The
choice between HAP and TRACE 700 depends on factors like user preference, project needs, and software
familiarity within an engineering organization. Engineers and designers can choose the tool that best suits
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their individual requirements and project goals.

In a validation process, HAP was compared with Trane TRACE 700 software, a similar tool used for energy
analysis and load calculations (Table 1-2) in building HVAC systems. The validation involved simulating a
building with light paint and insulation using both programs, applying the same parameters. The results
showed a difference of less than 5% between the two software tools, a margin considered acceptable for
engineering purposes. This confirms that both HAP and Trane TRACE 700 provide reliable and consistent
results for such analyses.

Table 1. Terminal unit sizing data - cooling

Zone name Cooling coil load (kW) Sensible coil load (kW) Zone (L/(s.mA2))
(HAP) (Trace 700) (HAP) (Trace 700) (HAP) (Trace 700)

Reception 3.1 3.0 2.8 2.7 7.3 7.0
Living room 3.0 2.9 2.8 2.7 13.9 13.3
Kitchen 2.6 2.5 2.4 2.3 9.9 9.5
Bed room 2.1 2.0 2.0 1.9 7.5 7.2
Bed room 1 1.6 1.5 1.5 14 8.6 8.3
Bed room 2 2.2 2.1 2.0 1.9 8.0 7.6
Master bed

3.0 2.9 2.8 2.7 8.3 8.0
room

Table 2. Terminal unit sizing data - heating, fan, ventilation

Zone Name Heating coil load (kW) Fan design airflow (L/s) OA vent design air flow (L/s)
(HAP) (Trace 700) (HAP) (Trace 700) (HAP) (Trace 700)

Reception 1.9 1.8 188.0 180.5 23.0 22.1
Living room 1.6 15 208.0 199.7 20.0 19.2
Kitchen 1.5 1.4 176.0 169.0 14.0 13.4
Bed room 1.3 1.2 143.0 137.3 11.0 10.6
Bed room 1 1.1 1.1 112.0 107.5 6.0 5.8
Bed room 2 1.3 1.2 151.0 145.0 11.0 10.6
Master bed

2.0 1.9 212.0 203.5 13.0 12.5
room

3.2. Cooling load

The Heating, Ventilation, and Air Conditioning (HVAC) program is crucial in designing an HVAC system.
It estimates the cooling load, which is the amount of heat energy needed to maintain a comfortable
temperature in a building. Accurate calculations help in selecting and sizing HVAC equipment, reducing
energy usage and costs. HAP data also aids in designing environmentally responsible HVAC systems,
reducing greenhouse gas emissions. Engineers and designers use HAP-generated data to select the right
cooling equipment, system type, capacity, and energy sources. HAP also helps in predicting long-term
maintenance and operational expenses, ensuring the system remains affordable over its life. The HAP
program's cooling load calculations enable architects and engineers to create thermally comfortable,
environmentally friendly, and sustainable spaces.

Figure 3. shows the comparison between the insulation states or not in the light paint. Where it is noted that
the value of the cooling load is reduced to half in the case of insulation, and this indicates its usefulness in
using it to reduce the cooling load. In the living room, the value of the cooling load when isolated was 3 kW,
but with the absence of the insulation, it rises to 6.8 kW, and this difference is vast and can be benefited It is to
improve cooling loads.
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Figure 4. shows the effect of the presence of insulation with no insulation on the cooling load using dark paint.
The results prove once again the effectiveness of using insulators in reducing the cooling load. In the same
living room, the value of the cooling load in the case of insulation was 3 kW, but with the absence of the
cooling load, it rises to 7 kW, which is a big difference.

6.8
6
5.1
5 4.6
4.2
3% 4 m Cooling load
4 insulation(light coating
y 3.1 3 28 3 )
2.2
21 m Cooling load without
2 16 insulation (light
coating)
1 4
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G.Freception G.Fliving G.Fkitchen G.Fbed room F.F bed room F.F bed room F.F master
room 1 2 bed room
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Thermal Load (kW)

N
D

Figure 3. Cooling load insulation vs. cooling load without insulation (light coating)
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Figure 4. Cooling load with insulation vs. cooling load without insulation (dark coating)
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The presence of windows and windows during the used building was many, and therefore the coating areas
are few in Figure 1., as the difference between the light and dark coatings decreases, and this is what is
noticeable in Figure 5., which shows the difference between the cooling load in the presence of light and dark
coatings with an insulating coating, as the difference is non-existent in the living room and its value 3 kW for
each floor. The difference increases in the master bedroom, so the value of the cooling load reached 3.1 kW

during the dark coating and 3 kW in the light coating.

Figure 6. shows the same concept with regard to the effect of the paint, but in this case, with the absence of an
insulator, the effect of changing the paint increased. The difference between the two types of paint in the
cooling load reached the largest value in the master bedroom, as it was 5.4 kW in the dark paint and 5.1 kW

in the light paint.
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Figure 5. Cooling load insulation (light coating vs. dark coating)
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Figure 6. Cooling load without insulation (light coating vs. dark coating)
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3.3. Heating load

The heating load of a structure is the thermal energy needed to maintain a building's interior temperature
during cold or winter weather. It is crucial in designing and sizing heating systems, as it determines the
capacity and effectiveness of heating equipment. The building's insulation, layout, and activities contribute to
the heating load. Higher passenger density and heat-generating activities can increase the load. The building's
ventilation needs, air leaks, and passive solar heating can also affect the load. The heating load is influenced
by occupants' desired indoor temperature, and efficient heating system design aims to satisfy the load while
avoiding equipment oversizing.

Figure 7. shows a comparison between cases of insulation or not in light coatings. Where it is noted that the
value of the heating load decreases to half in the case of insulation, and this indicates the benefit of using it in
reducing the heating load. In the living room, the value of the heating load when isolated was 1.6 kW, but with
the absence of the insulation it rises to 3.4 kW, and this difference is vast and can be used to improve heating
loads.

Figure 8. shows the effect of the presence of insulation with no insulation on the heating load using dark paint.
The results prove once again the effectiveness of using insulators in reducing the heating load. In the same
living room, the value of the heating load in the case of insulation was 1.6 kW, but with the absence of the
Heating load, it rises to 3.3 kW, which is a big difference.
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Figure 7. Heating load insulation vs. heating load without insulation (light coating)
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Figure 9. shows an improvement in reducing the heating load for rooms painted with dark insulated paint
compared to rooms painted with light insulated paint, due to the presence of more areas painted with dark
paint than windows. Where an improvement is noticed in reducing the heating load in relation to the master

bedroom 2, where the heating load in the insulated dark coating is 1.9 kW, while the heating load in the light
coating is 2 kW.

Figure 10. shows the same concept with regard to the effect of the paint, but in this case, with the absence of
an insulator, the effect of changing the paint increased. The difference between the two types of paint in the

heating load reached the largest value in the master bedroom, as it was 3.5 kW in the dark paint and 3.6 kW
in the dark paint. light paint.
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Figure 9. Heating load with insulation (light coating vs. dark coating)
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Figure 10. Heating load without insulation (light coating vs. dark coating)

3.4. Total heating and cooling loads for each case

After the process of studying thermal loads during different seasons and knowing the amount of energy
required to obtain an integrated system that achieves zero energy, work has been done on a solar panel system
that feeds three phases capable of operating cooling and heating systems 24 hours a day. Where the electrical

model was designed by the Simulink program, the solar panel system was simulated and the voltage was
obtained to feed the systems used as in Figure 11.
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Figure 11. Total heating and cooling load (light coating vs. dark coating)
3.5. Zero energy calculation

The Variable Refrigerant Flow (VRF) system's efficiency depends on factors such as insulation, exterior
coating, and local climate. Insulation reduces the amount of electricity needed for heating and cooling, while
exterior coatings absorb more solar heat. Local climate, humidity, building size, and design also impact the
load. Internal heat gain is influenced by heat-generating activities and the number of people inside the
structure. The tenants' indoor temperature also affects energy consumption. Proper maintenance, including
cleaning filters and coils, is necessary to keep the VRF system running efficiently. Energy modeling or
consulting a qualified HVAC engineer can help assess energy requirements accurately. In conclusion, a VRF
system's energy requirements for insulation and light coating depend on various factors, including climate
and building design (Table 3).

Figure 12 clears the actual need for electrical capacity for (cooling and heating load) in summer and winter
seasons for each case, The figure shows that the electrical power required for the insulated cases is much less
than the no insulated cases, while the electrical power for the light and dark coating for the two
cases(insulating and no insulating)is equal due to the close cooling and heating capacities for the light and
dark coating cases therefore the selection of VRF system be similar for light and dark coating for two cases
insulating and no insulating.

97

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yayincilik



Al-Shammari & Tekir Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

Table 3. The amount of electrical energy calculated for the devices in the case of light coating with insulation for cooling load
(summer season) and heating load (winter)

Coating Insula  Season (kW) FFbed FFbed FF GF GF GF GF Power
Color tion room1l room2 master bed kitchen  living recepti input
bed room room  on W)
room
Room
load 1,10 1,30 2,00 1,30 1,50 1,60 1,90
Winter . 3660
Heating
capaci 1,80 1,80 2,50 1,80 1,80 1,80 2,50
Light  With pacity
Room
load 1,6 2,2 3,0 2,1 2,6 3,0 3,1
Summer Coolin 5940
u8 16 22 3.6 22 2,8 3,6 3,6
capacity
Room
load 1,10 1,30 1,90 1,30 1,40 1,60 1,80
Winter . 3660
Heating
. R 1,80 1,80 2,50 1,80 1,80 1,80 2,50
. With capacity
Light
out Room
load 1,60 2,30 3,00 2,20 2,60 3,00 3,10
Summer ) 5940
Cooling
R 1,60 2,20 3,60 2,20 2,80 3,60 3,60
capacity
Room
load 2,10 2,80 3,50 2,70 2,40 3,30 3,10
Winter X 5900
Heating
: 2,50 3,20 4,00 3,20 2,50 4,00 3,20
Dark With capacity
Room
load 3,1 4,5 5,4 4,2 3,8 7,0 4,9
Summer Coolin 9300
X & 3,6 4,5 5,6 4,5 4,5 7,1 5,6
capacity
Room
load 2,20 2,80 3,60 2,70 2,50 3,40 3,20
Winter X 5900
Heating
. X 2,50 3,20 4,00 3,20 2,50 4,00 3,20
Dark With capacity
out Room
load 2,90 4,20 5,10 4,00 3,70 6,80 4,60
Summer Coolin 9300
. & 3,60 4,50 5,60 4,50 4,50 7,10 5,60
capacity
10
. B Cooling load (winter season)
2 9
=
%‘ 8 M Heating load (summer season)
s 7
& 5.94
© s
T
i
s
w 4
3
2
1
0

No insulation light coating  No insulation dark coating Insulation light coating Insulation dark coating

Figure 12. Electrical capacity for (cooling and heating load) in summer and winter seasons
3.6. Supplying cooling and heating systems by solar panels
After the process of studying thermal loads during different seasons and knowing the amount of energy

required to obtain an integrated system that achieves zero energy, work has been done on a solar panel system
that feeds three phases capable of operating cooling and heating systems 24 hours a day. Where the electrical
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model was designed by the Simulink program, the solar panel system was simulated and the voltage was
obtained to feed the systems.

In order to obtain an amount of capacity that can be used for processing and storing in batteries, it is necessary
to use twice the solar panels for the energy required for the purpose of supplying cooling and heating systems
over a 24-hour period. The values of the energy extracted from the solar panels during the summer were
approximately 12 kW, but in the winter, they reached 8.3 kW as in Figure 13.

13000

12000

11000

summer
10000

winter
9000

Power (W)

8000

7000

6000
0 500 1000 1500 2000 2500

Time (s)

Figure 13. The output power of solar panel system
4. Conclusion

This study evaluates the combined impact of insulation, reflective coatings, and renewable energy integration
on achieving net-zero energy goals for residential buildings in extreme climates. The results highlight
significant improvements in energy efficiency through these measures.

¢ Insulation reduced cooling loads by approximately 56% in the living room (from 6.8 kW to 3.0 kW)
and heating loads by 53% (from 3.4 kW to 1.6 kW).

e For dark coatings, cooling loads increased slightly compared to light coatings, but the effect was
minimal. In the master bedroom, the cooling load increased by 3.3% (from 3.0 kW to 3.1 kW) when
insulated and by 5.9% (from 5.1 kW to 5.4 kW) when not insulated.

e Heating loads showed a reduction of 5% in the master bedroom for dark coatings compared to light
coatings when insulated (from 2.0 kW to 1.9 kW).

e  Solar panels generated sufficient energy to power the VRF system, producing 12 kW in summer and
8.3 kW in winter, exceeding the VRF system's requirements of 5.94 kW (summer) and 3.66 kW
(winter), with surplus energy stored for later use.

e  Validation results showed a less than 5% variance between HAP and TRACE 700 simulation tools,

confirming the reliability of findings.

In line with the growing importance of energy efficiency in extreme climates, other studies conducted in Iraq
also emphasize the need for sustainable building practices.

e  For example, a study focused on the design of sustainable models for residential buildings in North
Iraq addresses the significant impact of local climate, building design, and occupant behavior on
energy use. It found that residential buildings in North Iraq account for approximately 69% of the
total electricity consumed, emphasizing the importance of energy-saving measures. The study
utilized mixed research methods and simulations to develop a sustainable model, showing potential
energy savings of up to 50% through improved designs and occupancy behavior adjustments [55].

e  Additionally, research aimed at providing energy-efficient housing guidelines for architects in Iraq
highlights the potential to achieve up to 50% energy reduction in housing units. This study, based
on computer simulations of a reference building in Baghdad, identified cost-effective solutions for
improving energy efficiency while considering local materials and budgets. The results indicate that
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substantial energy savings can be achieved within a reasonable payback period, with some measures
providing immediate benefits [56].

The findings of this study offer valuable insights into practical applications that can be implemented in
residential buildings to enhance energy efficiency. Homeowners and builders can significantly reduce
energy consumption by these strategies not only contribute to environmental sustainability but also provide
actionable pathways toward achieving net-zero energy goals in everyday living spaces.
e Insulation remains a cost-effective solution for retrofitting existing buildings, significantly lowering
heating and cooling demands and ensuring occupant comfort.
e  Solar energy systems demonstrate practical viability, offering a sustainable alternative to traditional
energy sources in regions with high solar potential.
e This research provides actionable insights into sustainable building practices, emphasizing the
transformative potential of integrating insulation, reflective coatings, and renewable energy systems
to achieve net-zero energy goals.

As the demand for sustainable building practices continues to grow, strategic integration of new technologies
will play a crucial role in shaping the future of energy-efficient homes.
e Research into advanced insulation materials, coatings, and renewable systems tailored to different
climates can further enhance energy efficiency.
e Integrating hybrid photovoltaic-thermal systems or battery storage can improve energy balance and
autonomy for residential buildings.
e Policy recommendations could include the widespread adoption of these techniques in urban
planning to achieve sustainable, energy-efficient housing.
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ABSTRACT

Protection systems are crucial for ensuring the continuity and reliability of power systems.
Simulating the power system before its implementation helps improve protection strategies. This
study examines the coordination of non-directional overcurrent relays in a three-bus power
system modeled in the ETAP software. A three-phase short-circuit fault was applied, and load
flow analysis, short-circuit analysis, and relay coordination graphs were generated. To minimize
relay operating times, the widely used Particle Swarm Optimization (PSO) algorithm and the
Transit Search Optimization (TSO) algorithm, which was applied to relay coordination for the
first time, were utilized. The results indicate that TSO significantly reduced the total relay
operating time compared to both PSO and the calculated values. The total operating time, initially
1.428 ms, was reduced by 19.82% to 1.145 ms using PSO, and further reduced by 46.43% to 0.765
ms using TSO. Additionally, a direct comparison of PSO and TSO revealed that TSO achieved a
33.19% greater reduction in relay operating time than PSO. These findings suggest that TSO may
serve as a more effective optimization method for relay coordination compared to PSO.

Radyal Sistemde Asir1 Akim Rolesi Koordinasyonu
icin Gegis Arama Optimizasyonu ve Par¢acik Siiriisii
Optimizasyonunun Karsilastirmali Performans
Analizi

Oz

Koruma sistemleri, gii¢ sistemlerinin siirekliligini ve giivenilirligini saglamak i¢in kritik 6neme
sahiptir. Gli¢ sisteminin tesisinden once simiile edilmesi, koruma stratejilerini iyilestirmeye
yardimci olur. Bu ¢alismada, ETAP programinda olusturulan tig barali bir gii¢ sisteminde yonsiiz
agir1 akim rolelerinin koordinasyonu incelenmistir. Ug faz kisa devre arizasi uygulanarak yitk
akisi, kisa devre analizi ve réle koordinasyon grafikleri olusturulmustur. Rolelerin ¢aligma
stirelerini en aza indirmek igin, yaygin olarak kullanilan Pargacik Siirii Optimizasyonu (PSO)
algoritmasi ile réle koordinasyonunda ilk kez uygulanan Transit Arama Optimizasyonu (TSO)
algoritmas1 kullanilmistir. Elde edilen sonuglara gére, TSO hem PSO’ya hem de hesaplanan
degerlere kiyasla rélelerin toplam ¢alisma siiresini 6nemli 6l¢iide azaltmistir. Hesaplanan toplam
stire 1.428 ms olup, PSO ile %19.82 oraninda azaltilarak 1.145 ms’ye, TSO ile %46.43 oraninda
azaltilarak 0.765 ms’ye diigiiriilmustiir. Ayrica, PSO ve TSO karsilastirildiginda, TSO PSO’ya gore
role galigma siiresini %33.19 daha fazla azaltmistir. Bu bulgular, réle koordinasyonunda TSO’nun
PSO’ya kiyasla daha etkin bir optimizasyon yontemi olabilecegini gostermektedir.

To cite this article: 1. Arslanoglu, F. M. Nuroglu and I. H. Altas, “Comparative Performance Analysis of
Transit Search Optimization and Particle Swarm Optimization for Overcurrent Relay Coordination in Radial
System,” Gazi Journal of Engineering Sciences, vol.11, no.1, pp. 104-120, 2025. doi:10.30855/gmbd.070525N07
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1. Introduction

The demand for electrical energy is steadily increasing. Therefore, the reliability of the power system and the
continuity of energy supply are crucial at all stages, from generation to consumption. Ensuring reliability and
continuity is heavily reliant on designing protection systems that align with operational conditions.

To prevent equipment damage and ensure stable operation during fault conditions, protective systems are
essential in distribution networks. Faults often cause significant fluctuations in current levels within short-
circuited areas. Devices like fuses and overcurrent relays react to these variations to safeguard the system. In
radial distribution networks, non-directional overcurrent relays are widely preferred because they offer a cost-
effective, straightforward, and dependable protection solution [1,2].

In power system design, operational safety must be prioritized under all conditions by accounting for worst-
case scenarios and selecting appropriate equipment. Faults in the system are inevitable, leading to high fault
currents that, if not promptly detected and cleared, can cause equipment damage and system instability.
Protection systems are integral to ensuring reliable operation, minimizing outage durations, and maximizing
power delivery efficiency within the distribution network [1].

Power systems are engineered to prevent harm to people, equipment, and property. This design is based on
criteria such as speed, reliability, selectivity, cost-effectiveness, and ease of operation [3,4]. Protection
equipment in power systems includes relays, which perform calculations using current and voltage data from
measuring instruments; circuit breakers, which operate according to relay commands in the event of a fault;
current and voltage transformers, which supply data to the relays; and auxiliary communication equipment.

The primary goal of protection in power systems is to maintain operation within specified voltage and current
limits, isolate faulted sections during malfunctions, and prevent damage to equipment and harm to personnel.
Due to the complexity of power systems, it is essential to model and simulate them in a virtual environment.
This enables a comprehensive analysis of system behavior and facilitates the implementation of protection
strategies for potential fault scenarios. As the number of overcurrent relays increases, coordinating their
operation has become a major challenge, further complicated by various system constraints. Optimization
techniques have proven effective in managing these challenges, significantly enhancing operational efficiency.

When examining the literature, numerous studies have focused on minimizing the total operating time of
relays through overcurrent relay coordination in radial networks. In one study [5], relay coordination was
performed using ETAP software, while in [6], the impact of integrating a solar power plant into a 13-bus test
system on relay coordination was analyzed and resolved using ETAP. Additionally, in [7], an adaptive
modified firefly algorithm (AMFA) was employed for relay coordination using both MATLAB and ETAP
software. In [8], the time multiplier setting required for relay coordination was optimized using the Two-
Phase Simplex and Particle Swarm Optimization (PSO) algorithms. These studies highlight the effectiveness
of ETAP software in power system modeling and relay coordination analysis, demonstrating its capability to
simulate fault scenarios and optimize protection settings with high accuracy.

Several studies have examined various optimization techniques to improve overcurrent relay coordination.
In [9], a genetic algorithm was applied with a proposed objective function to optimize relay settings for radial
and parallel feeders, effectively mitigating miscoordination between primary and backup relays. In [10], the
Time Dial Setting (TDS) of overcurrent relays was optimized using the Cuckoo Search Algorithm (CSA) and
compared with the Firefly Algorithm (FA), with ETAP simulations confirmed that CSA delivered superior
and more reliable relay coordination. In [11], the Bozkurt Optimization Algorithm (BOA) was successfully
applied to the IEEE 8-Bus test system, with a comprehensive performance analysis demonstrating its
effectiveness. Furthermore, the study in [12] tackled the overcurrent relay coordination problem at the
Hasangelebi transformer center using four different algorithms and found that the Whale Optimization
Algorithm (WOA) delivered the fastest solutions.

These studies emphasize the effectiveness of metaheuristic optimization algorithms in enhancing the
coordination of overcurrent relays. By employing advanced computational techniques, significant
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improvements in relay response time and overall protection system reliability can be achieved, thereby
increasing the efficiency and robustness of power system protection.

In [13], the Path-Finder Algorithm (PFA) and Neural Network Algorithm (NNA) were applied for the first
time to solve the overcurrent relay coordination problem. A performance analysis was conducted using three
test cases with objective functions for both directional and non-directional relays. Research in [14] applied
PSO to solve the overcurrent relay coordination problem. Similarly, the study in [15] applied PSO and the
Crow Search Algorithm (CSA) to coordinate directional and non-directional relays in power system
protection. Lastly, in [16], the Fidan Developmental Algorithm (FGA) and League Championship Algorithm
(LCA) were employed for overcurrent relay coordination, yielding effective results. These studies highlight
the diversity and effectiveness of metaheuristic approaches in addressing relay coordination challenges.

This study focuses on optimizing overcurrent relay coordination in power systems using both traditional and
novel metaheuristic algorithms. A three-busbar power system model was simulated in the ETAP software,
where load flow, short circuit analyses, and relay coordination graphs were developed. Particle Swarm
Optimization (PSO) and the newly introduced Transit Search Optimization (TSO) Algorithm were applied
to minimize relay operating times. The results demonstrated that the TSO algorithm outperformed PSO by
significantly reducing total relay operating times, highlighting its potential as an effective optimization
method for relay coordination.

The rest of this paper is organized as follows; Overcurrent relay coordination formulation for distribution
networks, parameters of radial network and information about different optimization algorithms are given in
Section II. Section III presents information about the application of the algorithms on sample test systems
and a comparative analysis with other algorithms. Conclusions are discussed in Section IV.

2. Material and Method

2.1. Overcurrent protection

This section is prepared in accordance with the following IEEE standards: IEEE Guide for Protective Relay
Applications to Distribution Lines (IEEE Std C37.230™-2020), IEEE Guide for Protective Relay Applications
to Transmission Lines (IEEE Std C37.113™-2015), and IEEE Recommended Practice for System Grounding
of Industrial and Commercial Power Systems (IEEE Std 3003.1-2019).

When a fault occurs in a power system, the fault current exceeds the current flowing under normal operating
conditions. To protect the system, overcurrent relays are connected to the equipment. When the nominal
current level is exceeded, an opening signal is sent to the breaker to prevent damage. The relationship between
the current through the overcurrent relay and its operating current is expressed as the current-time
(operating) characteristic. Based on this characteristic, relays can be configured to operate in either definite-
time or inverse-time mode. Typically, inverse-time mode is used for phase-to-phase faults, while definite-
time mode is preferred for phase-to-ground faults. Figure 1 illustrates the definite-time operating
characteristic of an overcurrent relay. In definite-time mode, if the fault current exceeds the relay’s set current
(I>) threshold, the relay will trip after a specific delay (t>). However, regardless of the current level, the relay’s
opening time remains constant until the instantaneous trip (I>>) setting is reached. Once the instantaneous
trip threshold (I>>) is reached, the relay activates immediately.
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+ | (A)
I= ==
Figure 1. Definite-time operation characteristic

Figure 2 shows the inverse-time operation curve of the overcurrent relay. In inverse-time mode, when the set
current threshold is exceeded, the relay's operating time decreases as the current level increases. This allows
for quicker isolation of higher fault currents. Current-time curves depend on standard specifications, and
Table 1 provides the coefficients for different inverse-time characteristics [3,17].

t(sn)
4

ACTI

»1 (A)
I= I==

Figure 2. Inverse time operation characteristic

Table 1. Constants of curve types for the ANSI/ IEEE relay

Curve Type Standard A B P

Moderately Inverse ANSI/IEEE  0.05 0.114 0.02
Very Inverse ANSI/IEEE  19.61 0.491 2.00
Extremely Inverse ANSI/IEEE  28.20 0.122 2.00

2.2. Selectivity and relay coordination

In a radial system, when multiple relays detect the same fault, the relay farthest from the source responds first,
while the relay closer to the source operates later. This process is known as selectivity or selective operation.
Configuring relays for selective operation is referred to as relay coordination. Figure 3 illustrates a simple
radial distribution system, including a grid, transformer, line, three circuit breakers (CB1, CB2, CB3), three
current transformers (CT1, CT2, CT3), three overcurrent relays (R1, R2, R3), and a load. When a fault occurs
at point F, all three relays detect it. Since relay R3 is closest to the fault, it should ideally send a trip signal to
circuit breaker CB3, isolating the fault at the third busbar to maintain power continuity for the rest of the
system. If relay R3 fails to send a trip signal, relay R2 should then send a trip signal to breaker CB2. If relay
R2 also fails, relay R1 would then operate, sending a trip signal to CB1 to isolate the faulty section from the
system. A coordination time interval exists between the operating times of these relays; when calculating CTI,
factors such as relay operating time, breaker operating time, and mechanical delays are also considered.

Grid Bus1 Bus2 Bus3

Figure 3. Radial distribution system relay coordination
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2.3. Radial grid parameters

Table 2 presents the parameters of the radial grid. For phase-to-phase faults, the grid's overcurrent relays are
coordinated using the standard inverse-time curve. As shown in Equation (1), generating this curve requires

the pickup current (/, ) and time dial setting (TDS) values. By optimizing these two parameters, the total

ickup
operating time of the relays can be minimized [9,18,19].

Table 2. Grid parameters
Component  Teknik Ozellikler

Ul Rated kV = 33
X/R=15
10 MVA

T1 33/ 6 kV

X/R=10 %Z=8
Cable 1: 10 km, XLPE CU 120 mm?*

Line Cable2: 5 km, XLPECU 95 mm?
Cable 3: 3 km, XLPECU 70 mm?
Current CT1, CT3, CT4: 300/1
Transformer ~ CT2: 1200/1
Circuit CBI1: 36 Kv 0.05 sec
Breaker CB2, CB2, CB3:7.2 Kv 0.05 sec
Relay R1, R2, R3, R4: Typical overcurrent relay
Lump 1: 2 MVA, 6 kV, (%80 Motor, %20 Static)
Load Lump 2: 1 MVA, 6 kV, (%80 Motor, %20 Static)

Lump 3: 2 MVA, 6 kV, (%80 Motor, %20 Static)

In order to perform the optimization process, the objective function is required. The objective function (OF)
used in overcurrent relay coordination is presented in Equation (1).

0F=3T, W, 0

where 1 denotes total number of relays in the system, and W, represents the weight coefficient. The weight
coefficient is set to 1 because the probability of failure across different feeders in the network is equal, and the
feeder distances are generally similar [3, 20, 21].

T . =TS x—2 13 )
L |

1

Pickup

Tl, , for phase fault at point & i it represents the operating time of the relay. This value is calculated by
Equation (2). where; TDS, i time setting of the relay; /. the magnitude value of the fault current measured

from the current relay; / the set threshold current value of the overcurrent relay; the indices A, Band P

Pickup
refer to the constant coefficients given in Table 1, which vary depending on the overcurrent relay
characteristic.

2.4. Constraints

There are some restrictions when performing overcurrent relay coordination. For example, in the inverse

time curve given in figure 4, [, operating time of the primary relay for fault current T iBp and the
operating time of the backup relay T(i pp €0 be determined as follows. The coordination constraint

between the relays is given in equation (3). In addition, TDS setting constraints, / Pickyp S€tting constraints
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and operating time interval constraints are also needed. These constraints are given in Equation (4)-(6)
respectively [2,17].

T(i.k)b
Tii,klp

tem

/

I

—» 1 (A)

Figure 4. Inverse time curve

Tiin=T o,z ®3)
TDS ;) in < TDSyy STDS ) e @)
I Pickup(sy min <1 Pickup, <I Pickup(s) max (5)
TDS ) in < TDS ;) <TDS ;) on ©)

2.5. Particle Swarm Optimization (PSO)

It is an algorithm developed based on the fact that the movements of certain animals moving in herds to find
food influence other individuals. Each individual searching for a solution is called a particle, and the collection
of these particles is known as a swarm. The basic outline of Particle Swarm Optimization (PSO) is as follows
[22,23]:

Step 1: Initialize the population of particles
Step 2: Evaluate the objective function
Step 3: Update the particle solutions

Step 4: Check the stopping criteria

Step 5: Determine the optimal TDS value and / based on these values, calculate the objective function

Pickup

In this study, 7DSand [ Pickup WeTE determined according to Equation (7)-(9).

Pk+1 :P,-k +vik+l (7)

1

k
where, P represents the initial position of the particle; k, k + 1 represents the iteration number. Then, the

velocity value (v) is updated to the position P;kﬂ .

K+l k k k
v, =wyv, +c.rnd, . (pbest,—p, )+c,.rnd,.(ghest —p,) 8)
where, pbest represents the best solution of the itA particle; gbest represents the best position of the swarm;
¢, and c, represent the weight coefficients; wrepresents the weight function; and rnd, and rnd; represent

the random number generators that produce values between 0 and 1.
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_ Uy
max
lb

where, the speed value Vi, is limited by the upper limit #, and the lower limit /, . The parameters of the

9)

PSO algorithm used in this study are presented in Table 3.

Table 3. PSO algorithm parameters

Number of Population Number of iterations ¢ G

20 60 2 2

2.5. Transit Search Optimization (TSO)

The Transit Search Optimization (TSO) algorithm is a novel astrophysics-inspired metaheuristic
optimization technique. It is based on the "transit method" used in exoplanet discovery, where periodic
reductions in a star’s brightness indicate the presence of a transiting planet. TSO adapts this principle to solve
optimization problems by balancing exploration and exploitation to find the optimal global solution. The
TSO implementation is divided into five phases: galaxy, transit, planet, neighbor, and exploitation. Figure 5
represent the details of the TSO. [24,25].

TSO is particularly effective in handling complex and large-scale optimization problems where classical
methods struggle. It has a wide range of applications in engineering, artificial intelligence, energy systems,
and machine learning.
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Neighbor Phase
e Follow all steps for the
‘l P ifiHie new planet i neighbor planet as the
v ® E is the best for planet phase.
Choose a galaxy and o thestar? ' 7
its center randomly. 1N
Define th.a4 habitable | Get the final location of If;h:tnf lf:b?: st —
zones of the galaxy the new planet after ror:he :lar; &
(SN* ns times) | detecting the light signals..
Determine the best | Define the observed
of ns stars. = Keep it as the best for
— the host star.
salaxy Phase
= v
/ v Determine the best planet
Detect any reduction in after neglecting the noise
the received light signals If the transit ) of location (SN times)
from stars and rank them. is observed? -
. Get the best one
Determine the distance of ns planets,
between the telescope Find the new Exploitation Phase
and the stars. brightness of stars. ¢
y ¥
Change each star’s location, detect the stars’
lights, and rank them.
\ Transit Phase /

Figure 5. Flowchart of TSO algorithm
2.5.1. Fundamental steps of the TSO algorithm:

a. Galaxy Phase:

The algorithm begins by selecting a random galaxy center in the search space. The habitable zones within the
galaxy are identified. Subsequently, the most promising regions with the highest potential are chosen for the
next phase. The optimal locations for stellar systems, denoted as Ls (regions highly likely to host life), are
illustrated in Figure 6. The locations of these regions are determined using Equations (10)-(12) as follows:

Ly, = Ly + D — Noise I =1,...,(nx SN) (10)
clLGalaxy - Lr . zZ = 1 (Negative)

- 11

clLGalaxy +Lr ! z :1 (POSitiVe) ( )

Noise = (c,)’L, (12)

1, . Number of host stars
SN :Signal-to-noise ratio
L r. - The fitness of the stellar system
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Ly, : The initial locations for the best regions of the stellar systems

L

Galaxy - The random location for the center region of the galaxy

Sign Border ~

Selected Stellar System

Center of the Selected Region

Figure 6. The selection process of the stellar systems by TSO
b. Transit phase:
The luminosity of stars is analyzed to detect potential transits. A decrease in the received light indicates the

presence of a planet, allowing its location to be determined. If no transit is detected, the algorithm explores
the best neighboring solutions. This phase is represented using Equations (13), (14) as follows:

Lie Rz/nzs
(di)

di=+(Ls — Lt)’ (14)

Li : The luminosity and Ri, the rank of the star i are represented

i=1,...,ns Riel,...,ns (13)

di : The distance between the telescope and the star i.

Lt : The telescope’s position (random)

c. Planet phase:

Planets corresponding to detected transits are identified, and their positions are refined by calculating
distances from both the host star and the observer. Figure 7 shows a planet transiting between the star and
the telescope. Figure 8 illustrates that, to account for the planet’s orbital position in the TSO, three zones are

defined and influenced by the application of the zone parameter (z) during the planet phase. This phase is
represented using Equations (15)-(18) as shown below:

Lz=(C8LT +RL LS)/2i=1,..,ns & C8 (random) =0 or 1

Lz :The initial location of the identified planet
Lm,j=Lz+C9Lrif z(random)=1 j=1,...,SNC9(random)=-1or 1 Aphelion region (15)

Lm, j=Lz+c9Lrif z(random)=2 j=1,.., SNC9 (random)=-1or I Perihelion region (16)
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Lm, j=Lz+cl0Lrif z(random)=3 j=1,..., SN C9 (random) = -1 or 1 Neutral region (17)
SN
2. Lm,j
Lp=—— (18)
SN

Lp: The detected planet's final location

Recieved brightness Recieved brightness (| )
o i - )
| =5 r' E'__, i o
*-’# L—#
L] L]
Telescope Host Star Telescope Detected Planct Haost Star
a. No-Transit b. Transit

Figure 7. Transit observed by the space telescope

- - -2
ot \\ Neuotral Region e TV
’ b —— i ".\
, -
§ b - \
! . o
Perihelion L Aphelion Region @
. F
Region o . ;
* 'I' "'"-n-..__‘__- #
~ r . ™ Fa
. - ~——— -
e ..1': Neutral Region B

*@._._ et =TT ee Ol

Figure 8. A planet’s orbit around a star and the corresponding zones in the algorithm.

d. Neighbore phase:

If no transit is observed, the algorithm examines nearby candidate solutions surrounding the previously
detected best solution. If a superior solution is identified, it replaces the previous one.

e. Exploitation phase:

The properties of detected planets (such as density, atmospheric composition, and habitability conditions)
are assessed. Additional information is integrated to further refine planetary characteristics. The optimal
overall solution is determined, thereby concluding the optimization process. This phase is represented using
Equations (19)-(22) as follows:

LE, j= C16 Lp+CI5K, if Ck = 1(State 1) (19)
LE, j=Cl16 Lp+ C15K, if Ck =2 (State 2) (20)
LE, j=Lp+CI15K,if Ck =3 (State 3) (21)
LE, j=Lp+CI5K,if Ck = 4 (State 4) (22)
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C15 (a random number) = [0,2]; C16 (a random number) = [0,1]; K= (C17)p Lr, C17 (a random vector) =
[0,1]; P (a random power) = [1...., SN]. LE: represents the characteristics of the planet

The phases of the proposed algorithm, along with their definitions and details, have been presented. To
more clearly illustrate the implementation process of the TSO, a general pseudocode is provided in
Algorithm 1 [24].

Algorithm 1. General pseudocode of the TSO algorithm
Inputs:
Number of host stars #,; Signal-to-noise ratio SN; The number of iterations n;
Outputs:
Location of the best planet ever Lp and its corresponded fitness fz
Initialization:
The initial location of the galaxy
do Galaxy phase using Algorithm 1
Return the Best Stars, Ls
While (Stopping condition is not met) do
do Transit Phase using Algorithm 2
fori=1:n,
if transit is detected
do Planet Phase using Algorithm 3
else
do Neighbor Phase using Algorithm 4
end
end
Return Lp; and its corresponded fitness (fp;) for each star
do Exploitation Phase using Algorithm 5
Return Lpand its corresponded fitness (fp;) for each star
end
Return Lpand its corresponded fitness (f3)

3. Modeling and Analysis of The Grid

A radial grid model was developed using the ETAP software environment, incorporating the parameters
specified in Table 2. The relay coordination curve was generated by performing load flow and short circuit
analyses, combined with calculations based on outcomes derived from both the Particle Swarm Optimization
(PSO) and Transit Search Optimization (TSO) algorithms.

Figure 9 presents the load flow analysis results, while Figure 10 illustrates the short circuit analysis. Figure 11
depicts the selectivity and relay coordination, and Figure 12 shows the calculated relay coordination curve.
Figure 13 highlights the overcurrent relay coordination achieved using the PSO algorithm, whereas Figure 14
highlights the overcurrent relay coordination utilizing the TSO algorithm. Figure 15 presents the optimal
objective function value obtained with both PSO and TSO. Additionally, Table 4 summarizes the relay
isolation times for the three-phase fault and the total isolation time of the relays.

Table 4. Operating times of relays

Calculated PSO TSO
Rel: Rel Rel
Irauer (kA) . eay . eay . eay
Time ms Time ms Time ms
R1 0.262 863 665 367
R2 1.405 381 359 236
R3 1.812 120 66 88
R4 2.179 64 55 74
T
otal 1.428 1.145 765
Time
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Figure 9. Load flow analysis
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Figure 10. Short circuit analysis
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4. Conclusion

This study aimed to optimize overcurrent relay coordination to enhance protection reliability and reduce the
total operating time in power systems. A three-busbar power system model was developed in ETAP, where
load flow analysis, short-circuit analysis, and relay coordination evaluations were performed in accordance
with industry standards and regulatory requirements. An efficient and reliable protection scheme is critical
for minimizing the adverse effects of faults on system stability and equipment longevity.

To achieve this, two metaheuristic algorithms (PSO, TSO) were employed to optimize relay settings. The
initial total operating time of the relays was calculated as 1.428 milliseconds, which was significantly reduced
through optimization. With the PSO algorithm, this value improved to 1.145 milliseconds, yielding a 19.81%
reduction in total relay operating time. The newly implemented TSO algorithm provided even better results,
achieving further reductions and reaching a total operating time of 0.765 milliseconds, representing a 46.42%
improvement compared to the initial value. Additionally, TSO outperformed PSO by reducing the relay
operating time by 33.19%. These results underscore the capability of advanced metaheuristic techniques in
minimizing fault clearance times, thereby enhancing system resilience and operational efficiency.

The findings indicate that metaheuristic algorithms can play a vital role in optimizing relay settings, enabling
adaptive, fast, and reliable protection schemes in complex power networks. In particular, the first-time
application of the TSO algorithm in relay coordination has shown promising results, suggesting its potential
as an alternative to traditional methods. Given the increasing complexity of power systems with distributed
generation and dynamic network configurations, future studies should explore hybrid optimization
approaches and real-time adaptive relay coordination techniques. Furthermore, additional investigations
using larger test systems and incorporating renewable energy sources could evaluate the adaptability of these
algorithms under varying fault conditions.

In conclusion, this study contributes to the ongoing research on overcurrent relay coordination by providing
a comparative analysis of both established and novel optimization techniques. The successful implementation
of TSO, along with its superior performance over PSO, highlights the importance of exploring new
computational intelligence methods to improve protection system efficiency. Future research may extend this
work by integrating other metaheuristic approaches, such as artificial neural networks and hybrid
optimization frameworks, to further enhance relay coordination and overall system protection reliability.
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ABSTRACT

Keywords: Greenhouse gases, CO2, Carbon dioxide (CO>) is released into the atmosphere from both natural sources and human
carbon capturing, MOF, membrane activities. In Tiirkiye, the largest source of CO: emissions from human activities is the energy
sector, accounting for 85.4% of total COz emissions in 2020. Over the past 30 years, CO. emissions
have increased by 173%, making up 86% of total greenhouse gas emissions. This highlights the
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post-combustion CO: capture has been widely studied in recent years. This method involves the
separation, capture, and storage of CO: from flue gas after combustion. Common techniques
include cryogenic separation, selective membranes, electrochemical separation, physical and
chemical absorption, and adsorption. Among these, membrane-based CO: separation stands out,
emphasizing the need for membranes with high CO: selectivity and permeability. MOFs are
promising candidates due to their high porosity and CO. capture capacity. The development of
mixed matrix membranes incorporating nanoparticle-doped MOFs into conventional
membranes will enhance CO: selectivity in gas mixtures. This approach will enable the
production of cost-effective, thermally and water-stable membranes with high CO selectivity.
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Karbon Yakalamada Nanoparcacik Katkilanmig MOF
Kompozit Gomiili Karma Matris Membranlarin
Uygulanmasi

0z

Karbondioksit (CO:), hem dogal kaynaklardan hem de insan faaliyetlerinden atmosfere

salinmaktadir. Tiirkiye’de insan faaliyetlerinden kaynaklanan en biiyitk CO, emisyon kaynag1

enerji sektoriidiir ve 2020 yilinda toplam CO» emisyonlarinin %85,4’inii olusturmustur. Son 30

yilda CO: emisyonlar1 %173 artarak, toplam sera gazi emisyonlarinin %86’simn1 meydana

getirmistir. Bu durum, ekonomik agidan uygulanabilir CO; yakalama teknolojilerine olan ihtiyaci

gostermektedir. Karbon yakalama yontemleri; 6n yanma, yanma sonrasi, oksijenli yanma ve

dogrudan havadan yakalama olarak siniflandirilmaktadir. Son yillarda, 6zellikle baca gazindan

CO:x'nin ayrilmasi, yakalanmas: ve depolanmasini iceren yanma sonrast yontemleri daha fazla

arastirilmustir. En yaygin yontemler, kriyojenik ayirma, segici membranlar, elektrokimyasal

ayirma, sivi ¢oziiciilerle fiziksel/kimyasal absorpsiyon ve katilar tizerinde adsorpsiyondur. Bunlar

arasinda membran bazli CO; ayirma 6ne gikmakta olup, yiiksek CO: segiciligi ve gegirgenligi olan

yeni membranlara ihtiyag duyulmaktadir. MOF, yiiksek gozeneklilikleri ve CO: tutma kapasitesi

ile bu ihtiyac1 karsilayabilecek aday malzemelerdir. Nanoparcacik katkili MOF'lerin geleneksel

Anahtar Kelimeler: Sera gazlar1, membranlara katkilandig1 karisik matris membranlar gelistirilmesi, gaz karisimlarindan CO»
CO», karbon yakalama, MOF, seciciligini artiracaktir. Bu yaklasim, 1stya ve suya dayanikly, yiiksek CO: segiciligine sahip daha

membran ekonomik membranlarin iiretilmesini saglayacaktir.
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1. Introduction

Global CO, emissions have surged rapidly in recent years, driven by industrialization and increasing energy
demand. As energy consumption rises with population growth, urbanization, and economic expansion,
reliance on fossil fuels persists to meet this demand [1]. CO, released into the atmosphere from fossil fuel
combustion is recognized as one of the major factors of climate change. Climate change threatens the natural
balance with effects such as growing global temperatures, sea level increments, and extreme weather events
[2,3]. This situation makes reducing CO, emissions an urgent priority for a sustainable future.

The distribution of global CO, emissions plays a critical role in carbon management strategies. Figure 1
illustrates the total CO, emissions and CO, emissions per capita across various regions from 2000 to 2023. In
the left graph, China’s CO, emissions show a continuous upward trend, surpassing 12 Gt CO, by 2023,
indicating that it emits more than other regions. India's emissions are also increasing, although at a lower
level. Meanwhile, the European Union, Japan, and the United States exhibit relatively stable or declining
emission levels at the same time. In the right graph, the United States has the highest CO, emissions per capita,
though this value has been on a downward trend since 2000. Japan and the European Union also show similar
decreasing trends in per capita emissions. While China's per capita emissions have been rising, they remain
lower than those of industrialized nations like the United States. India, on the other hand, has the lowest per
capita emissions. Overall, industrialized regions (such as the US, Japan, and the EU) show a decline in per
capita emissions, whereas developing countries (particularly China and India) exhibit an increase. This
reflects the impact of factors such as industrialization, population expansion, and economic development on
CO, emissions [4].

CO; emissions CO; emissions per capita
~ 15 o 25
g £
o 3
12 E_ 20
9 g1

2000 2010 2023 2000 2010 2023
China == EUropean Union India  ===Japan United States

Figure 1. CO> total and CO: per capita by region [4].

Various strategies and technologies are being developed to reduce global CO, emissions. Strategies such as
shifting to clean energy sources, optimizing energy efficiency, and utilizing renewable energy significantly
contribute to reducing the carbon footprint. Additionally, energy-efficient technologies help lower carbon
emissions by enabling less energy consumption in production processes [5]. However, despite these efforts,
production processes in carbon-intensive sectors and the use of fossil fuels continue to generate high amounts
of emissions. While there is a trend toward clean energy in electricity generation, this transition is insufficient
to meet the entire demand, leading to a rise in fossil fuel use to bridge the production gap. The International
Energy Agency's (IEA) 2023 CO, emissions report supports this situation, noting that emissions from energy
generation enhanced by 900 Mt between 2019 and 2023; however, without eco-friendly energy solutions like
solar, wind, nuclear, heat pumps, and electric vehicles, this increase would have been approximately three
times higher [4]. Therefore, it is understood that clean energy technologies have limited the growth of CO,
emissions. Yet, the current situation remains inadequate to achieve the net-zero emissions target, indicating
that only limited improvement has been possible. In this context, solutions that go beyond existing
technologies are needed to achieve more effective results.

At this point, carbon capture and storage (CCS) technologies stand out as a significant solution, directly
targeting emissions in carbon-intensive sectors [6]. Carbon capture technologies have the potential to prevent
CO; emissions originating from coal and gas power plants and industrial sites by capturing CO, before it
reaches the atmosphere. Specifically, advanced materials such as metal-organic frameworks (MOFs)
supported by nanoparticle-enriched mixed matrix membrane (MMM) systems offer a promising solution
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because of their selective capability to separate and capture CO, molecules [7,8]. These innovative carbon
capture technologies can capture CO, released from carbon-intensive production facilities, reducing
environmental impacts and helping achieve carbon reduction goals.

This study aims to reveal the current status in this field by examining the potential of nanoparticle-doped
MOF composite-embedded mixed matrix membranes in carbon capture. In this review, the structural
characteristics, performance, and advantages of these next-generation membranes used in carbon capture
technologies will first be discussed. Subsequently, application examples in the current literature and successful
outcomes will be evaluated. Finally, the areas requiring improvement and upcoming development
possibilities necessary for the widespread industrial application of these technologies will be discussed. This
study intends to further insight into innovative technology with the potential to provide sustainable solutions
for enhancing efficiency in carbon capture and achieving carbon reduction goals.

2. CO; Emissions, Sources, and Sinks

The escalation of CO, emissions has emerged as a pressing global challenge, primarily driven by
anthropogenic activities and natural phenomena. The steady increase in CO, concentrations in the
atmosphere is linked to significant alterations in climate patterns, resulting in severe ecological and socio-
economic repercussions. A thorough comprehension of the origins and sinks of CO, is imperative for
formulating targeted strategies aimed at curbing emissions and fostering sustainability. As industries expand
and populations grow, the need to identify and address the specific contributors to carbon emissions becomes
increasingly vital in the effort to tackle climate change.

In the study conducted by Liu et al. (2023), global carbon emissions for the year 2022 were analyzed in detail.
Figure 2 clearly shows which sectors the emissions originate from and the annual emission trends of these
sectors. When examining the sectoral distribution, it is evident that major sectors such as energy production,
transportation, and industry provide significant emissions. Particularly, energy production accounts for a
large portion of total emissions, playing a critical role in shaping climate policies. The transportation sector
is also a significant source of emissions; this sector is directly related to the use of fossil fuels, and thus there
is a need to accelerate the transition to alternative energy sources. The industrial sector produces significant
emissions due to the energy and raw materials used in production processes. The study also addresses the
changes in emissions from these sectors over time. For example, it notes that emissions experienced a
temporary decline during the COVID-19 pandemic, but rapidly increased in 2021, approaching pre-
pandemic levels. These sector-specific analyses guide policymakers on where more effort is needed to reduce
emissions. The data in Fig. 2 also reflects seasonal fluctuations in emissions. For instance, it is observed that
emissions rise in winter due to increased energy consumption, while this trend reverses in summer. This
situation highlights how emissions are affected by seasonal changes in energy demand [9]. Deforestation and
land use changes contribute approximately 10% of global CO, emissions. The alteration of forests for
agriculture or urbanization not only reduces the planet’s capacity to sequester carbon but also releases stored
carbon back into the atmosphere. Agricultural practices add around 5% to total emissions, largely through
soil management and fertilizer application. Furthermore, waste management practices, including landfilling
and incineration, generate approximately 3% of global CO, emissions as organic materials decompose or are
burned [10,11].

In Tiirkiye, the biggest contributor to CO, emissions from human activities is the energy, industrial processes
and product use (IPPU), agriculture, and waste sectors. According to the National Greenhouse Gas (GHG)
Emission Inventory Report, which covers the years 1990-2020 submitted as part of the United Nations
Framework Convention on Climate Change, the energy sector accounts for 85.4% of total CO, emissions in
2020. The remaining 14.2% comes from IPPU, 0.4% from agriculture, and close to zero from waste. Total CO,
emissions from all sectors have increased by approximately 173% in 30 years. This increase constitutes 86%
of total GHG emissions in Tiirkiye [12].

Despite the challenges posed by CO, emissions, various natural and technological sinks exist that can absorb
atmospheric carbon dioxide. Forests serve as one of the most significant carbon sinks, with the ability to
sequester about 2.6 billion metric tons of CO, annually through photosynthesis. Initiatives focused on
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reforestation and afforestation are crucial for enhancing this capacity [13]. Oceans also play a vital role,
absorbing an estimated 2.5 billion metric tons of CO, each year. However, elevated CO; levels can lead to
ocean acidification, which threatens marine ecosystems [14]. Soil is another critical carbon sink, with healthy
soils capable of storing approximately 3.3 billion metric tons of carbon each year. Implementing sustainable
agricultural practices can significantly enhance soil carbon storage, thereby acting as a buffer against CO,
emissions [15]. On the technological front, solutions such as CCS aim to sequester CO, emissions from
industrial processes, currently capturing about 40 million metric tons of CO, per year. Additionally,
innovations like direct air capture (DAC) are emerging, showing potential for removing millions of tons of
CO; from the atmosphere annually [16].
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Figure 2. Global CO: emissions 1970-2022 [9].

Comprehending the sources and sinks of CO, emissions is crucial for creating effective solutions to address
climate change. By targeting emissions from fossil fuel combustion, industrial activities, and land use changes,
while simultaneously enhancing natural sinks like forests and soils, we can make significant strides toward a
sustainable future. These combined efforts will be critical in tackling the multifaceted challenges posed by
climate change and in attaining global carbon reduction targets.

3. Capture and Removal of CO,

As the urgency to address climate change escalates, the development of effective carbon capture technologies
has become crucial. These technologies aim to mitigate CO, emissions from major sources, such as power
plants, industrial processes, and transportation systems [17,18]. Key strategies include pre-combustion
capture, which involves removing CO, before combustion occurs, typically in integrated gasification
combined cycle (IGCC) power plants [19]; post-combustion capture, which captures CO, from flue gases
after fuel combustion using methods such as chemical absorption and adsorption [20]; and direct air capture
(DAC), which extracts CO, directly from the atmosphere, presenting a pathway for achieving negative
emissions [21]. Recent advancements are increasingly focused on integrating these methods with renewable
energy sources to enhance efficiency and sustainability. Table 1 summarizes the principles, advantages, and
disadvantages of CCS technologies. Accordingly, Chemical absorption enables the selective capture of CO,
using amine or solvent solutions and is a method applicable at an industrial scale [22]. However, challenges
such as high energy consumption during solvent regeneration, solvent degradation, and corrosion increase
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the cost and environmental impacts of this method [23,24]. Physical absorption, on the other hand, involves
the capture of CO, using physical solvents at low temperatures. This method is highly efficient in high-
pressure gas streams and has low solvent loss [25]. However, its reduced effectiveness at low pressures limits
its large-scale application [26]. When comparing these two absorption methods, chemical absorption offers
higher selectivity, while physical absorption has the advantage of reducing solvent costs.

Membrane technologies involve the separation of CO, from other gases through semi-permeable membranes.
This method is advantageous due to its energy efficiency and modular design [27]. Various CO, capture
technologies have reviewed the potential of membrane-based systems, particularly in applications such as
CO;-enhanced methane recovery. It is highlighted that membrane technologies when integrated with other
CO; capture methods, can improve overall efficiency and feasibility in industrial applications [28]. However,
limitations such as the chemical and thermal stability of membranes and the need for multi-stage processes
to achieve high purity are notable challenges [27]. Nevertheless, innovative approaches such as thin-film
composite membranes and graphene oxide modification show promise in enhancing membrane performance
[29]. In this context, it was emphasized that novel materials and hybrid approaches, such as incorporating
nanoparticles and advanced polymer structures, could improve membrane performance and longevity [30].

Adsorption methods involve the physical or chemical capture of CO, using high-surface-area materials [31].
The use of materials like metal-organic frameworks (MOFs) improves selectivity and recovery rates. However,
high material costs and long-term stability issues are among the disadvantages of this method [32-34].
Innovations such as hybrid graphene-MOF materials and surface engineering are improving the effectiveness
of adsorption technology [35,36]. Cryogenic separation allows producing high-purity CO, through
liquefaction at low temperatures. The absence of solvent use is a significant advantage [37]. However, the
requirement for extremely low temperatures leads to high energy consumption, limiting its economic
feasibility [38]. Biological capture involves the sequestration of CO, using microalgae or other biological
agents. This method offers additional benefits, such as biofuel production [39]. However, challenges such as
sensitivity to growth conditions and the need for large areas limit their practical applications [40,41].

Chemical looping CO; capture (CLC) is a method that uses metal oxides and enables the direct separation of
CO; from fossil fuels. CLC is a promising method for decreasing carbon emissions from fossil fuels by
enabling highly efficient and direct CO, separation [42]. Pilot-scale studies indicate that technology is still in
the developmental phase for large-scale commercial applications [43]. On the other hand, the selection of
oxygen carriers plays a crucial role in system performance. In this context, it was found that Fe,Os/CaO-based
oxygen carriers are effective for hydrogen-rich syngas production. Thus, CLC has potential not only for
carbon capture but also for hydrogen production [44]. However, despite its high efficiency, its limited
commercial adoption and high initial costs are restrictive factors [45]. Moreover, the high reactor design costs
were highlighted as a major challenge [46]. With these characteristics, CLC presents a significant opportunity
for transitioning to a low-carbon economy by offering sustainable energy production and effective CO,
emission reduction, but large-scale applicability and cost reduction are needed.

In summary, while chemical and physical absorption methods are among conventional approaches,
membrane and adsorption technologies offer innovative solutions. With the latest developments, membrane
technologies present a promising pathway for CO2 separation, but overcoming challenges related to multi-
stage processing, chemical stability, and thermal resistance is crucial for their widespread adoption in carbon
capture applications. Designing mixed-matrix membranes and incorporating advanced nanomaterials with
superior properties are essential to addressing these challenges.
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Table 1. Carbon capture technologies.

Technology Principles Advantages Disadvantages References
Chemical absorption Absorb CO, with High selectivity, can Solvent regeneration is [22-24]
amine or solvent operate at low energy-intensive, risks
solutions. temperatures and can be  solvent degradation and
applied on an industrial ~ corrosion
scale.
Physical absorption COz is absorbed atlow  Efficient in high- Poor efficiency at low [25,26]
temperatures with pressure gas flows, low pressures
physical solvents solvent loss.
Membrane Separates COz2and High energy efficiency, Requires multi-stage [27-30]
technologies other gases by semi- modular structure process for high purity,
permeable membranes limited chemical and
thermal resistance of
membranes
Adsorption CO: is physically or High selectivity and Material costs can be high, ~ [31-36]
chemically trapped in recovery rate, low long-term stability can be
materials with a high energy consumption an issue
surface area
Cryogenic separation Separation of CO. by High-purity CO2canbe  High energy consumption  [37,38]
liquefaction at low obtained, and no solvent  for low temperatures
temperatures is required
Biological capture Capturing and Renewable provides side  Efficiency is low, requiresa  [39-41]
converting CO> with benefits such as biofuel large area and growth
microalgae or other production conditions are sensitive
biological methods
Chemical looping Capture and storage of ~ High efficiency, direct Technology is not yet [42-46]
capture CO: with metal oxides  separation of CO; from commercially available.
fossil fuels The initial cost is high

3.1. Membrane-based CO, separation

Membrane-based separation technologies have attracted considerable interest in CO, capture because of their
potential for high selectivity and energy efficiency. These systems utilize semi-permeable membranes to
separate CO, from other gases, offering a compact and scalable solution for reducing emissions. Fig. 3
schematically illustrates how gas mixtures are separated using membranes. In the figure, the feed gas, which
typically consists of CO, and other components, enters the membrane system. The membrane is a semi-
permeable structure that exhibits selective permeability to certain gases, allowing some gases to pass through
more easily while others are retained. The gases that pass through the membrane are referred to as permeate
gas, whereas the gases that are retained by the membrane are called retentate gas. In CO, capture processes,
the primary goal is usually to separate CO, as the permeate gas. In membrane-based CO, separation,
permeability (P) and selectivity (a) are two key parameters used to assess performance. Permeability indicates
the amount of gas passing through a unit thickness of the membrane and is typically measured in Barrer. This
parameter reflects how quickly CO, can permeate the membrane, which is crucial for achieving high flow
rates and efficiency in industrial applications. Selectivity, on the other hand, denotes the degree of selectivity
between two gases, often measured for gas pairs like CO,/N,, and determines the membrane’s ability to
separate CO, effectively from other gases. Membranes with high permeability and high selectivity allow for
the rapid and efficient separation of CO, from other gases, making the optimization of these two parameters
essential for achieving ideal performance.

Membrane-based CO, separation technologies are characterized by several advantages, including energy
efficiency, as they typically require less energy than traditional amine scrubbing processes, resulting in lower
operational costs [28]. Moreover, the modular nature of membrane systems allows for their deployment in
various scales and applications, ranging from large industrial plants to small-scale operations, facilitating ease
of integration into existing infrastructures. The various types of membranes employed in CO, separation
include organic (polymeric), inorganic (ceramic), and nanocomposite (mixed matrix membranes - MMMs)
[29]. Polymeric membranes are known for their flexibility and ease of processing, while ceramic membranes
offer superior thermal and mechanical stability. Mixed matrix membranes combine the advantages of both
polymeric and inorganic materials, leading to enhanced performance characteristics such as increased
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permeability and selectivity for CO; over other gases.

Feed gas Retentate gas

\/
v

® Membrane
l Permeate gas

Figure 3. The diagram of gas mixture separation with membranes.
3.2. Design of mixed matrix membranes (MMMs)

MMMs are composite membranes formed by embedding inorganic or organic particles in a polymeric matrix.
The particles (e.g. MOF, zeolites, carbon nanotubes) combine with the polymer matrix to further customize
and improve the separation properties of the membrane. In this context, the most promising advancement in
membrane technology is the development of MOF-based MMMs. These advanced materials combine the
beneficial properties of MOFs with nanoparticles, creating a new class of membranes that present superior
gas separation characteristics [47,48]. The incorporation of MOFs enhances selectivity for CO, due to their
high surface area and tunable pore structures, allowing for precise adjustments to optimize gas adsorption
properties.

Fig. 4 illustrates the production of a MMM by embedding a nanoparticle-doped MOF composite into a
polymer matrix. Initially, nanoparticles and the MOF are combined to form a homogeneous nanocomposite,
leveraging the structural and chemical properties of the MOF with the functionality of the nanoparticles to
enhance carbon capture performance. The nanocomposite is then added to a polymer solution to achieve
uniform dispersion. This step aims to improve the membrane's properties, such as gas permeability and
selectivity. The prepared polymer-nanocomposite mixture is cast into a polytetrafluoroethylene (PTFE) mold
and then dried and solidified to form the MMM. The casting step is followed by a controlled drying and
solidification phase, where solvent removal is carefully managed to prevent defects and ensure the formation
of a robust and uniform membrane structure. This process also allows for the fine-tuning of the membrane’s
porosity and thickness, which are critical for optimizing gas transport and separation. The resulting MMM is
optimized for carbon capture applications with enhanced porosity, permeability, and thermal and mechanical
stability. These features make the membrane highly effective in capturing CO..

3.3. Recent advances in MMMs for CO, separation

Table 2 provides examples of MMMs prepared with various polymer and MOF compounds for CO,
separation applications. In these MMM, significant increases in CO, permeability and selectivity have been
observed using MOF fillers like UIO-66, UIO-66-NH,, MIL-96-(Al), MOF-808, and Mg,(dobpdc) combined
with polymers such as PIM-1, 6FDA-DAM, ODPA-DAM, Matrimid, and PDA [49-54]. The high surface area
and porous structures of MOF fillers contribute to the effective capture of CO, while facilitating rapid CO,
transport and maintaining stable selectivity. A high-performance membrane was developed for CO,/N,
selectivity by combining 6FDA-DAM polymer with Mg,(dobpdc), offering significant advantages for
industrial applications, especially in CO, separation from other gases [51,53]. These studies on membrane
selectivity have produced high-performance MMMs using various fillers, with optimized separation
parameters. These findings demonstrate that MOFs can enhance CO, separation performance in different
polymer matrices, and each MOF-polymer combination can be tailored for specific gas separation needs. On
the other hand, MMMs obtained by embedding nanoparticle-doped MOF composites in polymer membranes
improve the permeability of the membranes by facilitating more efficient pathways for gas transport, leading
to a synergistic effect that optimizes both adsorption and diffusion processes. The studies highlighted a range
of MOFs, such as ZIF-8 and MIL-53(Al), combined with different nanomaterials, including graphene oxide
and porous carbon, within diverse polymer matrices like PSF [55-57]. This results in increased CO, uptake
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while maintaining mechanical stability, which is crucial for consistent membrane performance under diverse
operational conditions.

Nanoparticle-Doped MOF
Composite

-
A sfolution L) Nanoparticle
of MOF \ .
\ N f l aqueous solution
\ - Dispersion with
K S00ml ‘ polymer dissolution

l

Removal of
MMM from

mold
—

Nanoparticle-Doped MOF Composite- Evaporation of solvent in
Embedded MMM PTFE mold

Figure 4. Fabrication flowchart of nanoparticle-doped MOF composite-embedded MMM
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Table 2. Application of MOFs as a filler in MMMs for CO: capture.

Membrane Materials Fillers Application References

PIM-1 Ui0-66-CN Polymeric membranes with embedded MOF in CO2 [49]
separation

6FDA-DAM Mg (dobpdc) Membranes designed for CO2 permeability and CO./N> [50]
selectivity

6FDA-DAM MIL-96-(Al) Processing of MMM:s for CO2/N post-combustion [51]
separation.

ODPA-DAM UiO-66-NH» High-performance MOF-based MMMs for gas separation [52]

UiO-66-NH.@PI

Matrimid MOE-808 CO2/N; separation [53]
performance of MMMs.

PDA Ui0-66 CO./Nzand CO»/CHj separation performance of MOF [54]
membranes

Composite membranes contribute to sustainability efforts by utilizing abundant and often environmentally
friendly materials in their production. However, challenges remain in scaling these materials for commercial
use, necessitating further research into cost-effective manufacturing processes and the long-term stability of
these membranes under various environmental conditions. The cost of MOF-based MMMs is primarily
influenced by the synthesis of MOF materials, polymer matrix selection, and fabrication processes. Studies
have shown that MOF production can contribute up to 60% of the total membrane cost, with solvent-based
synthesis being one of the major cost drivers [51,52]. Although MOFs offer superior CO, separation
efficiency, their large-scale application is often hindered by the high cost of raw materials and complex
synthesis routes. Several studies have highlighted the need for cost reduction in MMM fabrication. One
approach involves using lower-cost precursors for MOF synthesis while maintaining the structural integrity
and performance of the final membrane. For example, solvent-free synthesis and scalable continuous
production methods have been explored to reduce costs by approximately 30% [54]. Therefore, it is important
to develop alternatives such as solvent-free synthesis and continuous production techniques to make MMMs
more economical in the future. Additionally, optimizing polymer-MOF interactions through surface
modifications has been suggested to improve compatibility and reduce processing costs [53]. Finally, the use
of nanoparticle-doped MOF composites can provide economic advantages in membrane fabrication by
optimizing gas migration pathways [55,57].

3.4. Nanomaterials effect on carbon capture performance of membranes

In recent years, nanocomposite membranes obtained using nanomaterials have been frequently used in CO,
capture. The filler material used in the production of nanocomposite membranes is selected based on the
desired performance. Common nanomaterials include metal nanoparticles (Au, Ag, ZnO), carbon-based
nanomaterials (carbon nanotubes, graphene oxide), metal-organic frameworks (MOFs), and zeolites.
Additionally, functionalization processes can be applied to improve the surface properties of these
nanomaterials. Moreover, by combining these nanomaterials, it is possible to produce filler materials with
new properties such as high permeability, selectivity, and durability (e.g., MOF-graphene oxide composites).
The findings presented in Table 3 provide a comparative assessment of the CO, capture performance of
nanocomposite membranes. The HKUST-1@Graphene Oxide (GO) membrane was synthesized using the
electrodeposition method, achieving a CO, adsorption capacity of 194.1 cm®/g and a CO,/N, ideal adsorption
selectivity of 276.5, demonstrating that MOF structures modified with graphene oxide can enhance CO,
adsorption capacity [58]. The Pebax/ZIF-8/NH,-MIL-53(Al) membrane exhibited a CO, permeability of 488
+ 9 Barrer and a CO,/CHj selectivity of 37.5 + 0.6, indicating that the incorporation of amine-functionalized
ZIF-8 and MIL-53(Al) MOFs improves CO, separation properties [59]. Similarly, the PEI-functionalized
cerium nanosheet (PEI-F-Ce) mixed with a crosslinked polyethylene oxide (XLPEO) membrane
demonstrated a CO, permeability of 641 Barrer and a CO./N, selectivity of 70.1, highlighting that the
controlled pore structure provided by amine-functionalized F-Ce nanosheets enhances CO, permeability
[60]. The Polyethersulfone (PES) blended with polyurethane (PU) and nano-clay membrane showed that the
addition of PU and nano-clay fillers increased CO, permeability by 7.8 times and CO./N, and CO./CH,
selectivity by 1.8 and 2.2 times, respectively [61]. The Pebax®1657-MOF-74(Ni)@GO membrane exhibited a
significant improvement in CO,/N, separation [29]. On the other hand, during the nanomaterial drop-casting
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process, some agglomeration occurred within the membrane structure, which could impact gas transport
efficiency. Finally, carbon nanotube (CNT) incorporated with NH,-functionalized MIL-101 and 6FDA-
durene polyimide-based mixed matrix membranes (MMMs) demonstrated both high CO, permeability and
CO,/CHy; selectivity, confirming the positive impact of MOF and CNT combinations on CO, separation
performance [62]. The findings in the table highlight the significant potential of nanomaterial-incorporated
membranes in enhancing selectivity and permeability, particularly emphasizing that hybrid membranes based
on MOF, CNT, and GO can optimize CO, capture efficiency. The integration of nanoparticle-doped MOF
composite-embedded MMMs within the wider context of carbon capture technologies and membrane-based
separation provides a promising pathway for effective CO, removal. By addressing these challenges and
leveraging the unique properties of advanced membrane materials, we can enhance the efficiency of CO,
capture technologies and significantly contribute to global actions aimed at decreasing carbon emissions and
addressing climate change.

Table 3. Performance of nanocomposite membranes in CO; separation.

Nanocomposite membrane Method Findings References
HKUST-1@GO Electrodeposition High CO;adsorption capacity of 194.1 cm*/g and [58]
CO2/N; adsorption ideal selectivity of 276.5 at 273
K
Pebax/ZIF-8/NH,-MIL-53(Al) Solution-casting A COzpermeability of 488 + 9 Barrer and a [59]
technique CO./CHa selectivity of 37.5 + 0.6
PEI-F-Ce/XLPEO Solution-casting Excellent CO2 permeability (641 Barrer) and [60]
technique outstanding CO2/Nz selectivity (70.1)
PES/PU/nano-clay Solution-casting and The combined use of PU and nano-clay as fillers [61]
solvent evaporation improved the CO: permeability, CO2/N», and
methods CO.,/CHa selectivity of PES by 7.8, 1.8, and 2.2
times.
Pebax®1657-MOF-74 (Ni)@GO One-pot and solvent A substantial increase in CO2/N2 separation [29]
casting methods. selectivity,
CNT-MIL/6FDA-durene Solution casting MMMs containing the synthesized MOF/CNT [62]
method composite exhibited high CO. permeability and
NH,-MIL-101/6FDA-durene CO/CHs selectivity.

CNT-COOH/6FDA-durene

4. Conclusion

This study underscores the pivotal role of advanced membrane-based carbon capture technologies,
concentrating on the integration of nanoparticle-doped MOF composite-embedded MMMs. The innovative
use of MOFs within polymer matrices has demonstrated significant potential in enhancing both the selectivity
and permeability for CO, separation. By leveraging the high surface area, tunable porosity, and customizable
properties of MOFs, these MMMs have emerged as promising candidates for effective and efficient carbon
capture. However, the application of MOF-composites produced by incorporating carbon-based materials
into MOF for use in polymer membranes is critical in enhancing the membranes’ thermal and water stability.
These materials ensure that the membranes maintain structural integrity under harsh industrial conditions
while also functionalizing the membrane pores to make them more CO,-attractive. The selection of
nanoparticles is crucial; they must be carefully chosen to align with the morphological structure of the MOF
to achieve optimal synergy. This compatibility enhances the overall performance, as the right nanomaterial
can create efficient gas transport pathways, facilitating selective CO, adsorption and improving separation
efficiency. The use of nanocomposites in membrane production has significantly improved performance,
increasing CO, permeability by 7.8 times, CO,/N, selectivity by 1.8 times, and CO,/CHj selectivity by 2.2
times. In this context, the amount of filler material incorporated into the membrane is a significant factor.
While an optimal filler concentration can maximize CO, capture performance, excessive loading of
nanomaterials can lead to agglomeration. This agglomeration can block the pores of the membrane,
restricting gas flow and thereby diminishing the overall efficiency of the gas separation process. Thus, precise
control over the filler amount is essential to maintain a balance between performance and structural stability.
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Despite significant advancements in nanoparticle-doped MOF-based MMM:s for CO, separation, challenges
such as scaling up production, economic feasibility, and long-term stability persist. Continued research is
needed to optimize material compositions and manufacturing processes for industrial applications.
Considering that MOF production can account for up to 60% of the total membrane cost, solvent-free
synthesis and continuous production methods could reduce costs by approximately 30%. These findings
highlight that MOF and nanoparticle-doped MMMs are promising candidates for cost-effective and efficient
carbon capture processes. Progress in this field presents a promising opportunity for reducing CO, emissions
and contributing to climate change mitigation and global sustainability efforts.
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oraa: wwomzer7%  Rulman Uretimi Yapan Bir Firmada Orta Dénem
ot Kapasite Planlama I¢in Cok Amagli Matematiksel
Model Onerisi

oz
Isletmeler {iretim siireglerini planlayarak kaynaklarini verimli kullanmayi ve gelirlerini artirmayi
hedefler. Kapasite planlama bu alanda biiyiik 6nem tagir. Kapasite planlama, is akisini diizenleyip
kaynaklar1 verimli kullanarak atil kapasiteyi degerlendirir ve maliyetleri azaltmay: hedefler.
Kapasite planlama c¢alismalarinda kullanillan matematiksel tekniklerden biri dogrusal
programlamadir. Bu ¢alismada, rulman tretimi yapilan bir firmada gergek bir orta dénem
kapasite planlamasi i¢in matematiksel bir model gelistirilerek hatlarda tiretilecek {iriinlerin ve
miktarlarnin belirlenmesi gerceklestirilmistir. Isletmenin sahip oldugu kaynaklar gozetilerek gok
amagli matematiksel bir model gelistirilmis ve Pareto ¢oziimler elde edilmistir. Onerilen
matematiksel model ile isletmelerin hangi tiriinleri hangi hatta ne kadar tireteceginin belirlenerek
kapasite planlamasi gergeklestirilmigtir. Onerilen ¢ok amagli matematiksel modelde ilk amag
caligtlan giin sayisinin en kiigiiklenmesi, ikincisi ise driinlerin oOzelliklerine gore parti
biiytikliklerinin ~ belirlenerek  stok  durumlarinin  etkin  bir bigimde yOnetiminin
gerceklestirilmesidir. Onerilen modelde bu iki amag fonksiyonu Agirlikli Toplam yéntemi
Anahtar Kelimeler: Orta Dénem Kapasite kullanilarak tek bir amag fonksiyonu bigiminde ifade edilmis ve sistemde 6zel kisitlar goz 6ntinde
Planlama, Cok Amagli Matematiksel bulundurularak Pareto ¢oziimler elde edilmistir. Sonuglar performans kriterlerine gore
Programlama, Pareto Céziim karsilastirilmustir.
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1. Giris

Uretim, insani ihtiyaglarin kargilanmasi, mal ve hizmetlerin elde edilmesi i¢in yapilan ¢aligmalar biitiiniine
verilen addir. Isletmeler, mal ve hizmetleri iiretmek amaciyla, iiretim fonksiyonlarini dogru bir bigimde
planlamali ve yonetimlerini gerceklestirmelidirler. Bu nedenle tiretim planlama, tiretimdeki senaryolar1 en
iyilemek amaciyla gelistirilmistir. Isletmeler, mal ve hizmetlerin tasarlanmasi ve iiretilmesi icin kritik bir rol
oynayan tiretim planlamasindan yararlanmaktadir.

Uretim planlama, miisteri ve organizasyonlarin ihtiyacina gére iiretim igin verimli bir siireg olusturmayi
hedeflemektedir. Teslimatlarin zamaninda gerceklesmesi gibi miisteriye bagl siirecleri ve iiretimin ¢evrim
siiresi gibi miisteriden bagimsiz siiregleri en iyilemek igin galigmalar yiiriitiilmektedir. Iyi bir {iretim planinin
amacl, bir siparisin verilmesi ile o siparisin tamamlanmasi ve teslim edilmesi arasinda gegen siireyi yani
tedarik siiresini en aza indirmektir. Firmaya ve tiretim planlamasinin tipine bagl olarak, tedarik siiresinin
tanimi degisebilmektedir.

Kapasite planlama ise bir iiretim planlama tiiriidiir. Tedarik zincirinin talebinin karsilanmasi kapsaminda,
isgiicti ihtiyaclarini ve iiretim kapasitesini belirlemek icin kullanilmaktadir. Kapasite planlama, isletmelerde
tretim verimliligini en st seviyeye ¢ikararak sorunsuz bir is akis1 saglamay1 hedefleyen temel bir arag olarak
rol almaktadir. Bu bicimde, isletmelerin taleplerdeki degisikliklerin 6ngoriilmesine ve planlanmasina,
kaynaklar1 en iyilenmesine, iriin eksikliklerinin onlenmesine ve darbogazlarin belirlenmesine yardimci
olmakta ve isletmeler tarafindan siklikla kullanilmaktadir.

Kapasite planlama uzun, orta ve kisa donem kapasite planlama olmak tizere ¢ farkli diizeyde
incelenmektedir. Uzun dénem planlama kapsaminda, isletmelerin yatirim planlamalar ile ilgili ¢alismalar
yapimaktadir. Kisa donem planlama kapsaminda ise gereksinim planlamalari ve iretim cizelgeleme
calismalar1 gerceklestirilmektedir. Yapilan bu ¢alijma kapsaminda kullanilan orta dénem kapasite
planlamasinda ise, isletmelere ait kaba kapasite planlamasi yapilmaktadir. Orta donem planlama kapsaminda
hammadde, isgiicii, makine saati gibi kritik ve sinirli kaynaklarin en iyi bigimde kullanimi saglanarak,
isletmelerin verimliliklerinin en iyi seviyeye ¢ikarilmasi amaglanmaktadir [1].

Bu ¢alisma, iirlinlerin farkli kriterlere gore ozelliklerinin degerlendirilerek elde atil olarak kalmasinin
engellenmesi hedefi ile literatiirdeki ¢alismalardan ayrilmaktadir. Boylelikle riskli tiriinler az sayida partiler
halinde tretilecek, tiriintin talep edilmemesi durumunda stokta kalmasi engellenebilecektir. Ancak talep
durumu belirli ve riskli olmayan iriinler tek seferde tiretilerek talep karsilanacak ve diger yandan hazirlik
sliresi ve toplam giin sayis1 en kiigitklenebilecektir. Bu amag sayesinde sadece iiretim ve hazirlik maliyetleri
degerlendirmemis olacak ve ayrica iriinlerin riskli olmalarindan kaynaklanacak maliyetlerin de 6niine
gecilmis olunacaktir.

Bu ¢alismada, rulman iiretimi yapan bir firmada gercek tiretim siiregleri incelenmis ve kapasite planlamasi
yapimistir. Calismanin ikinci boliimde ¢aligma ile ilgili yapilan literatiir arastirmasinda incelenen 6rnek
calismalara deginilmigtir. Ugiincii boliimde arastirmada kullanilan verilerin alindig isletmedeki siiregler,
mevcut durumda kullandiklar1 yontemler ve olusturulan matematiksel model tanimlanmigtir. Dérdiincit
bolimde ise onerilen matematiksel modelin sonuglarina yer verilmistir. Bu ¢6ziimlerin degerlendirmesi farkli
performans kriterlerine gore yapilmistir.

2. Literatiir Taramasi

Dogrusal Programlama, karar vericilerin mevcutta bulunan sinirli kaynaklardan en iyi bigcimde yararlanmak
istedigi kapasite planlama ve karar verme gibi bir¢ok alanda kullanilan matematiksel programlamanin bir
alanidir [2]. Dogrusal programlama problemleri, ihtiyaglar: kargilamak i¢in sinirli kaynaklarin etkin dagilimi
ya da kullanimi ile ilgilenmektedir [3]. Literatiirde tiretim planlama ve kapasite planlama kapsaminda
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dogrusal programlamanin ve sezgisel tekniklerin kullanildig1 ¢ok sayida galigma bulunmaktadir. Incelenen
¢aligmalarda pek ¢ok farkli amag fonksiyonu ile ¢alisildig goriilmiistir. Cogunlukla karin en birytiklenmesi,
maliyetin en kiigiiklenmesi gibi ekonomik amaglarla modeller 6nerilmistir. Bu amaglarin yani sira ¢evrim
stirelerinin en kiigiiklenmesi, is¢ci atamalarinin en kiiciiklenmesi ve problemde verilen iiretim planma
uyulmas: gibi amag fonksiyonlar: ile de ¢alisilmistir. Calisma kapsaminda incelenen 6rnek ¢alismalardan
boliimiin devaminda bahsedilmistir.

Bir elektronik iireticisinde yapilan ¢alismada Tavaghof-Gigloo, Minner ve Sibelmayr (2016) tiretim planlama
problemi i¢in karma tamsayili dogrusal programlama modelini ele almiglardir [4]. Cok tiriinld, ok tesisli ve
¢ok asamali, talebin bilindigi bir sistemde sonlu kapasite planlamasi ¢aligtimistir. Caliyma kapsaminda
vardiyalar, fazla mesailer goz 6niinde bulundurularak toplam maliyet en kii¢iiklenmek istenmistir.

Uretim sektoriinde siparig {izerine iiretim yapan bir firmada kisa donem kapasite planlama problemi ele
alinmustir [5]. Chen, Mestry, Damodaran ve Wang (2009) tim siparislerin teslim tarihini ge¢irmeden
tiretilebilmesi i¢in operasyonel kar1 en yiiksek diizeye ¢ikaracak bicimde matematiksel model sunmustur.
Onerilen modelde normal mesai, fazla mesai ve dis kaynak kullanimlar1 da dikkate alinmistir.

Prefabrik evler icin yap1 elemanlar: tireten bir firmada karma model montaj hattinin kapasite planlama
calismasi, Huka, Grenzfurtner, Zauner, Gronalt (2023) tarafindan Endiistri 4.0 uygulamalarindan
yararlanilarak yapilmistir [6]. Paralel iiretim hatlarinda belirli bir planlama dénemi igin personel tahsisi ve is
yiki atamalarini gergeklestirecek dogrusal programlama caligmast yapilmis ve ¢alisma sonucunda iiriin
¢iktilar1 en biyliklenmek istenmigtir.

Yapilan baska bir kaynak kapasite planlama ¢alismasinda Ojstersek, Buchmeister (2021) iiretim sistemi
kisitlamalarina bagli olarak, yeni bir karar modeli gelistirmislerdir [7]. Orta ve kisa vadeli is¢i dagilimi icin
matematiksel bir karar modeli gelistirilerek minimum ig¢i tahsisi yapmak amaclanmistir. Bu ¢aligmalara ek
olarak bir simiilasyon modeli gelistirilmis ve tiretimdeki dinamik olaylar ile olugturulan karar modeline
uygulanmustr.

Yapilan bir bagka ¢alismada giines enerjisi ve yenilenebilir enerji sektoriinde yer alan bir firmada 12 aylik
tretim planlamasi problemi Ekmek¢i (2015) tarafindan ele alinmistir [8]. Caligmada dogrusal
programlamadan yararlanilarak kisitlar olusturulmus ve amag¢ fonksiyonunda kar en biyiiklenmeye
caligilmistir. Bu ¢aligmada karin en biytiklenmesinin yaninda tretim planlama siirecinde dogrusal
programlama ile hem siirecin hizlandirilmasi saglanmis hem de kaynaklar en iyi bigcimde kullanilmistir.

Tekstil sektoriinde yapilan bir diger caliymada ise kar maksimizasyonunu saglayan iiretim miktarlar:
hesaplanmustir [9]. Bunun igin Deste, Karabulut (2021) dogrusal programlamadan yararlanarak farkli
niteliklerde iriin tiretimi gerceklestiren igletmenin kisith kaynaklar1 sayisal verilerle ifade edilerek kisitlar
olusturmus ve matematiksel model kurulmustur. Modelin sonuglarina gore igletmenin en iyi tretim
miktarlar1 belirlenmistir.

Konfeksiyon igletmesinde yapilan bir ¢aligmada, Cetindere, Sevim ve Duran (2010) siparige gore ¢alisan ve
¢ok farkl: niteliklerde tiriin tiretimi gergeklestiren bir firmanin makine, isgiicii ve hammadde olmak tizere
kisith kaynaklari sayisal olarak ifade etmis ve bu dogrultuda matematiksel model 6nerisinde bulunmuslardir
[10]. Isletmenin sahip oldugu kaynaklarin verimli kullaniminin saglandig takdirde karini arttirabilecegi tespit
edilmistir.

Demircioglu ve Demircioglu (2016) bir isletmede tiretme-satin alma kararlarinda ilgili sistem i¢in bir dogrusal
programlama modeli gelistirmislerdir [11]. Bu modelin sonuglari mevcutta kullanilan sistem ile

kiyaslanmigtir. Caligma kapsaminda isletmedeki karliligin arttirilmas: amaglanmaktadir.

Gida sektoriinde tath iretimi yapan bir isletmede Kara ve Savas (2015) optimal {iretim miktarlarinin
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hesaplanmasi i¢in dogrusal programlamadan yararlanmislardir [12]. Bu kapsamda dogrusal programlama
modelinin ¢6ziim yontemlerinden simpleks metodundan yararlanilmigtir. Calismada asil amag, uygun tiretim
miktarlarinin belirlenmesiyle igletmenin karini en biiyiiklemeye ¢alismaktir.

Tek amagh dogrusal programlamaya ek olarak ¢ok amagh dogrusal programlama ¢6ziim yontemlerinden
yararlanilarak bu kapsamda belirlenen farkli amaglarin ayni anda gergeklesmesi kosulu tizerinden literatiirde
¢ok sayida caligma yapilmustir. Literatiirde yer alan ¢ok amagl dogrusal programlama modeli 6rneklerine
asagida yer verilmistir.

Ozcan ve Erol (2013) elektrik iiretim planlamasi kapsaminda yapilan bu ¢alismada maliyetlerin en
kiigiiklenmesi, CO2 saliniminin en kiigitklenmesi, fosil yakit kullaniminin en kiigiiklenmesi ve sosyal kabuliin
en bityitklenmesi amaglarini ayni anda eniyileyen eden ¢ok amagl bir karisik tam sayili dogrusal programlama
modeli kurmuglardir [13]. Kurulan bu model ile ¢ok amagli optimizasyon probleminin ¢éziimiinde minimum
sapma yontemi kullanilmstir.

Uretim igletmesinde yapilan bir ¢alismada, Biiyiikkeklik (2007) miisteri memnuniyeti ve termin siireleri
dikkate alimarak mesai siirelerinin en iyi bicimde kullanilmasi, kaliplarin miimkiin oldugunca dolulugunun
saglanmasi gibi amaglar1 yerine getirecek ¢ok amacl bir dogrusal programlama modeli 6nermistir [14].
Modelde, isletmenin onceliklerine uygun olarak amaglar agirliklandirilmigtir.

Liu ve Papageorgiou (2013) tedarik zinciri kapsaminda tiretim, dagitim ve kapasite planlamasi yapilirken ayni
anda maliyet, yanit verebilirlik ve miisteri hizmet diizeyleri goz 6niine alinarak karma tamsayili dogrusal
programlama modeli kurmuglardir [15]. Toplam maliyet, toplam akis siiresi ve toplam satis kayiplarinin en
kiigtiklendigi ¢ok amagli programlama modelinde e-kisit teknigi kullanilarak model ¢6zdiiriilmistiir.

Sezgisel algoritmalar gliniimiizde pek ¢ok alanda sik¢a kullanildig gibi kapasite planlama alaninda da fazlaca
ornekleri mevcuttur. Bu kapsamdaki 6rneklere boliimiin devaminda yer verilmistir. Yapilan bir ¢aligmada
Mhiri, Jacomino, Mangione, Vialletelle ve Lepelletier (2015) diisiik hacimli diretim, karmagik siirecler,
degisken ¢evrim siireleri ve tekrarli akis 6zelliklerine sahip yarr iletken {iretimi i¢in bir sonlu kapasite planlama
sezgiseli gelistirmislerdir [16]. Onerilen algoritma ile kalan siire¢ adimlari igin iiretim partileri baslangig ve
bitig tarihleri hesaplanmis, tiim makineler i¢in beklenen is yiikii tahmin edilmis ve i yiikiinii darbogaz
araclarinin kapasitelerine kars1 dengelenmistir.

Kazakovtsev, Gudyma, Antamoshkin (2014) d6ékiimhanede verilen bir ¢ikt1 planina uygun olarak proses
iretim hatlariin optimal kapasite planlamasi problemi, bir ag tizerinde ayrik bir konum problemi olarak ele
almiglardir [17]. Problemi ¢6zmek i¢in a¢gozlii sezgisellere sahip genetik algoritmay: kullanmislardir. Bu
sayede kapasite planlama probleminin ¢alisma siiresi mevcut algoritmanin ¢alisma siiresinden daha diisiik
olarak gozlemlenmistir.

Chen, Chen, Lin, Chen ve Yang (2011) diisiik siparis hacmi, yliksek siparis ¢esitliligi, karmagik siiregler,
belirsiz siparis ve sik siparis degisikligi 6zelliklerine sahip bir silah iiretim sistemi i¢in sezgisel gelistirmislerdir
[18]. Onerilen yontem ile siparigleri kaynaklara tahsis ederek fabrikaya uygun siparis tamamlama zamani
belirlenmis ve tiim makinelerin beklenen is yiikii tahmin edilmistir.

Yart iletken tiriin iretimi yapan bir firmada Iwata, Tajii ve Tamura (2003) ¢ok amagl bir kapasite planlama
metodolojisi lizerinde ¢aligmiglardir [19]. Caligmada ¢evrim siiresinin ve maliyetin enkiigiiklenmesi hedef
olarak verilmistir.

Khalili ve Khah (2020) otel kapasitesini optimal bir bigimde belirlemek i¢in kuyruk teorisini kullanan yeni bir
matematiksel optimizasyon modeli sunmuglardir [20]. Caligma kapsamindaki problem biiyiik 6lgeklerde ¢ok
karmagik oldugundan problemi ¢ozmek icin Taguchi yontemi ile gelistirilmis bir Genetik Algoritma
yaklagimi kullanilmistur.
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Literatiirdeki 6rneklerden goriildiigii iizere kapasite planlama kapsaminda dogrusal programlama ve sezgisel
tekniklerin kullanimlarina sik¢a rastlanilmaktadir. Ayrica ¢aligmalar incelendiginde ¢ogunlukla maliyet en
kiigtiklemesi veya karin en bityiiklenmesi gibi amaglar ele alinmistir. Bu ¢aligmada literatiirden farkli olarak
driinlerin farkll kriterlere gore Ozellikleri degerlendirilmis ve dirtinlerin elde atil olarak kalmasinin
engellenmesi hedeflenmistir. Bu asamada ¢alisma kapsaminda ¢ok kriterli karar verme yontemlerinden
TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) metodundan yararlanilmistir.
Literatiirde ¢ok kriterli karar verme yontemlerinden TOPSIS metodunun kullanildig1 bir¢ok ornek yer
almaktadir. Bunlardan iiretim alaninda yapilan ¢aligmalar incelenmistir.

Ayvaz, Boltiirk ve Kagtioglu (2015) tarafindan gergeklestirilen ¢alismada, isletmeler icin en uygun ERP
yaziliminin se¢imi amaciyla Analitik Ag Sireci (ANP), TOPSIS ve dogrusal programlama yontemleri
kullanidmustir [21]. Bu kapsaminda TOPSIS metodundan yararlanarak fiyat, kalite, hizmet, teslimat ve
giivenlik gibi kriterler degerlendirilmis ve en uygun yazilim belirlenmistir.

Ev tekstili tiriinleri satis1 yapan bir isletmede gerceklestirilen ¢alisma, Oguz, Pence, Siseci Cesmeli ve
Cetinkaya Bozkurt (2021) tarafindan ele alinarak, isletmenin tedarikgileri arasindan en iyisinin belirlenmesi
saglanmustir [22]. Bu ¢alismada, tedarikgi secim stirecinde Analitik Hiyerarsi Siireci (AHP), TOPSIS ve ¢ok
amach dogrusal olmayan programlama yontemleri kullanilmis ve tiriin kalitesi, defosuz tiriin miktars, iletigim
kolaylig1 gibi kriterlere gore en uygun tedarik¢i belirlenmistir. Bu yontemlerin kullaniminin karar verme
stirecinin etkinligini arttirdig1 gorillmiistiir.

Omiirbek, Makas ve Omiirbek (2015), bir {iniversitede kullanilmak {izere en uygun istatistiksel yazilimin
belirlenmesi i¢in ¢aligma ytriitmislerdir [23]. Bu kapsamda, Analitik Hiyerarsi Siireci (AHP) ve TOPSIS

yontemleri kullanilmigtir. Caligmada ilk olarak ana kriterler belirlenmis ve bu ana kriterlerin altinda alt
kriterler belirlenerek kriterlerin degerlendirmeleri yapilmaistir.

Supgiller ve Capraz (2011), bir oluklu mukavva kutu iireticisi i¢in tedarik¢i secimi sorununu ele almistir [24].
Calismada, ¢ok kriterli karar verme yontemlerinden AHP ve TOPSIS birlikte kullanilarak kalite, maliyet,
teslimat ve hizmet ana kriterleri ile bunlarin alt kriterleri tanimlanmigtir.

Literatiir taramasinin sonucunda, gerceklestirilen bu ¢alismada firma ¢alisanlari tarafindan belirlenen
kriterler, ¢cok kriterli karar verme tekniklerinden TOPSIS metodu ile agirliklandirilmistir. Bu sayede karar
verme siireclerinin karmagiklig1 6nlenmeye ¢alisilmis ve verilen iki amag fonksiyonuna gore sonuglar elde
edilmistir.

3. Uygulama

Bu ¢alismada rulman iiretimi yapilan bir firmada farkli amaglar gozetilerek matematiksel model 6nerisi
yapilmis ve uygulama gerceklestirilmigtir. Alt bolimlerde mevcut durum analizi ve 6nerilen ¢ok amach
matematiksel model anlatilmaktadir.

3.1. Mevcut durum analizi

Mevcut durumda rulman iiretimi yapilan igletmede kapasite planlama icin gerceklestirilen ¢aligmalar Sekil
I’de verilmistir. Mevcut durumda yillik olarak miisteri talepleri dogrultusunda satig plani i¢in iiriin bazinda
dretim planlar1 yapilmaktadir. Yapilan bu planlar ile her bir driin i¢in yillk tretim miktarlari
belirlenmektedir. Uretim miktarlarinin belirlenmesinden sonra ana imalat programi iizerinde galigmalar
yapilarak program yardimiyla her bir hat i¢in, hattin bir giinde ka¢ vardiya calisarak gerekli tiretimleri
karsilayabilecegi hesaplanmaktadir. Bu asamadan sonra gerektigi takdirde yonetimsel kararlar
verilebilmektedir. Ornegin, normal mesainin yetmedigi durumlarda fazla mesai kullanimi devreye
girmektedir. Ancak fazla mesai ticretlerinin yiiksek olmasi ve normal mesaiye doniilememesi durumunda
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firma yatirim kararlar1 da verebilmektedir.

Satis Tahmininin Yapilmasi

L

Uretim Miktarlarmm Belirlenmesi

¥

Program YardmiylaVardiya Uretim
Sayilarmm Hesaplanmasi

v

Calisacak Personel Sayilarmmn
Belirlenmesi

¥

Gergeklestirilen Kapasite Planlama
Mevcut Kapasiteyi Astyor Mu?

- \

Hayir Fazla Mesai veya Yatirim
Kararlarmin Verilmesi

Kapasite Doluluk Oranlarmm
Hesaplanmasi

Kapasite Doluluk Oranlarma Gore
Yonetime Makine ve Isci Planlamast
Icin Rapor Hazirlanmasi

Sekil 1. Kapasite planlama adimlar1

Isletmede mevcut durumda ana imalat programinda yillik kapasite planlamasi, yilda iki defa olmak iizere alt:
ayda bir gerceklestirilmektedir. Uriinlerin talep miktarlar1 énceki senelerde gerceklesen iiretim miktarlarina
gore yillik olarak satig planinda tahmin edilebilmektedir.

Firmada ¢alisan mithendisler tahmin edilen talep miktarlarini baz alarak, program yardimiyla manuel olarak
driin-hat eglestirmelerini yapmaktadir. Bu islem yaklasik bir hafta kadar stirmektedir. Bu sebeple kapasite
planlama ¢aligmalar1 bir yilda iki defadan fazla yapilamamaktadir. Ancak firma bu hesaplamalar1 belli
donemlerde yaparak kapasite planlamasini daha etkili kullanmak istemektedir. Ek olarak islem manuel olarak
gerceklestirildigi icin en iyi iirtin-hat eslesmesinin yapilip yapilamadig: bilinememekte ve yapilan kapasite
planlama, ¢alisanlarin tecriibesine ve yorumuna gore farklilik gosterebilmektedir.

Isletmede sekiz saat olmak {izere giinde ii¢ vardiya araliksiz {iretim gergeklestirilmektedir. Isletmenin
kurumsal kaynak planlamasi programindan alinan verilerle ve program yardimiyla her bir hattin giinde kag
vardiya caligarak yillik ihtiyaci karsilayabilecegi hesaplanmaktadir. Yapilan bu ¢alismalarda tezgah verimliligi,
tiretilecek miktar ve bir vardiyada tretilen miktarlar ¢aliganlar tarafindan bilinmektedir. Bu veriler ile ilgili
hattin bir yilda kag giin ¢alismas: gerektigi, toplam kapasitesi ve giinliik ¢aligmasi gereken vardiya sayist
hesaplanmaktadir.
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Isletmede amag ilk olarak fazla mesai yapilmadan, normal mesai siiresinde tiim iiriinlerin taleplerinin
karsilanmasidir. Bunun sebebi fazla mesai ticretlerinin normal mesai {icretlerinden yiiksek olmasidir. Normal
mesai siiresinin talebi kargilamaya yetmedigi durumlarda fazla mesai siirelerinden yararlanilmaktadir. Bu
kapsamda yapilan ¢aligmalardan 1 numarali hat igin 6rnek bir kesit Tablo.1’de verilmistir. Tablo 1’de Uriin
15 ve Uriin 51 igin tigiincii stitunda vardiya iiretim miktarlari, dordiincii siitunda yillik iiretim miktarlari ve
besinci siitunda ise tezgah verimliligi bilgileri gosterilmistir. Bu bilgiler sayesinde, parcalarin iretimi i¢in
gereken ihtiyag is giinii ve ihtiyag vardiyalar hesaplanmaktadir.

Tablo 1. Mevcut durum 6rnek alisma

Par¢a Vardiya  Yilhk Tezgah is Ihtiyag  Yilhk Toplam  Ihtiyag
Hat Tammu  Uretim Uretim Verimliligi ginii  isginii  Kapasite  isgiini vardiya
No Miktar Miktar1

Uriinl5 3600 2.750.000 %91 279,8 280 2.751.840 280 3,0
1

Uriin51 3600 750 %91 0,1

Her bir hat i¢in hangi {irtinlerin o hat tizerinde iiretilebilecegi bilinmektedir. Ayni bi¢imde, vardiya tiretim
miktarlar1 daha 6nce yapilan ¢alismalardan yararlanilarak vardiya tiretim miktari listesinden almmaktadir.
Bir is glinii ti¢ vardiyadan olugsmaktadir. Yillik tiretim miktarlari ise her bir hattin ilgili éiriinden bir yilda kag
adet iretebildigini gostermekte ve imalat programindan bu veri elde edilebilmektedir. Tezgih verimliligi
verisi ise igletme kapsaminda kullanilan kurumsal kaynak planlamasi programi sayesinde 6nceki yillarda
yapilan tiretim ve kapasitelere gore hesaplanarak kullanilabilmektedir. Bu veriler ile program yardimiyla yillik
retim miktari, i giinii ve ihtiyag vardiya sayilar1 hesaplanmaktadir.

Bu kapsamda firmanin ihtiyaci geregi, tirtin-hat eglestirmelerinin hem optimum degerlerinin bulunabilmesi
hem de bu islemlerin miihendisler tarafindan daha kisa siirede yapilabilmesi icin matematiksel model
olusturulmustur.

3.2. Cok amagl kapasite planlama modeli

Caligma kapsaminda, firmada mevcut durumda gergeklestirilen orta déonem kapasite planlamasinin farkl
amaglar goz dniine alinarak yapilmasi igin ok amagl dogrusal programlama modeli énerilmistir. Onerilen
¢ok amagl matematiksel modelde ilk amag ¢aligilan giin sayisinin en kiiiiklenmesi, ikinci amag ise tiriinlerin
ozelliklerine gore parti biiytikliiklerinin belirlenmesi ve stok durumlarinin etkin bir bi¢cimde y6netiminin
gerceklestirilmesidir. Bu amagclar dogrultusunda matematiksel model olusturulmustur. Calisma kapsaminda
onerilen matematiksel model gercek bir sistem iizerinde yer alan varsayimlar, sistem kisitlar1 ve amaglar
dogrultusunda olusturulmus ve sisteme ait gercek veriler elde edilerek ¢6ziimii gerceklestirilmistir.

3.2.1. Modele iligkin varsayimlar

Rulman {iretim fabrikasinda yapilan calisjma kapsaminda Onerilen matematiksel modelde ¢aligmalarin
yapilabilmesi i¢in bazi varsayimlar bulunmaktadir. Bu varsayimlar asagida belirtildigi gibidir:

1. Ana imalat programi kapsaminda kapasite planlama yilda iki defa yapilmaktadur.

2. Yillik galisilan giin sayis1 280 giin olarak alinmaktadir.

3. Her bir hat bazinda fazla mesai 50 giinii agmayacaktir.

4. Uriin-hat eslestirmeleri yapilirken hangi hatlarda hangi iiriinlerin iiretilebildigi bilinmektedir.

5. Uriinler belirtilen talep miktarlarindan daha az iiretilemeyecektir.

6. Vardiya iiretim miktar1 (VUM), bir vardiyada (8 saat) %100 verimle ilgili hattin ilgili iriinden iiretebilme
miktaridir ve 6nceki ¢aligmalardan bu miktarlar hat bazinda bilinmektedir.

7. Tezgah verimlilikleri igletmede kullanilan kurumsal kaynak planlamasi programi sayesinde oOnceki
yillardaki performanslara bakilarak hesaplanabilmektedir.
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8. Hatlara iirtin atamalar1 yapilirken hazirlik siireleri de dikkate alinacak ve her tiriin degisiminde hazirlik
stiresi 1 vardiya olarak toplam siireye eklenecektir. Eger ilgili hatta tek bir iirtin tiretimi yapiliyorsa o hatta
hazirlik siiresi hesaplanmayacaktir.

9. Calisma kapsaminda montaj asamasindaki tiriin-hat eslesmeleri ile ilgili ¢alisilacaktir.

Caligma kapsaminda, montaj asamasinda segilen 72 {iriin ve 40 hat i¢in Uriin-hat eslesmeleri iizerinde
calisilmistir. Onerilen modelde, firmaya ait genel kisitlar talep ve kapasite kisitlaridir. Buna ek olarak modelde
parti buyiikliiklerinin belirlenerek bu partilerin dretim siralarinin bulunmasi amaci ile ek kisitlar
bulunmaktadir. Cok amag¢li matematiksel model i¢in iki ama¢ bulunmaktadir. Onerilen matematiksel
modelde kullanilan indisler, parametreler ve karar degiskenlerine iliskin tanimlamalar agagida verilmektedir.

Indisler
i,k uriunler i,ke{l,...,n}
j  hatlar je{l,...,m}

t uretimsirasitef{l,...,p}

Parametreler

A; i.Urtnin bir yullik talep miktar:

M  Cok biyiik bir say:

Nm Her bir hat icin normal mesai siiresi
Fm  Her bir hat icin fazla mesai siiresi

C Fazla mesai katsay:is:

k; i.urin icin hesaplanan kriter puan:
a;; i.urininj. hattaki birim tiretim siresi

Karar Degiskenleri
Zyj i.Urlinin j. hatta t. siradaki iretim parti miktar:
X; j. hatta tiretim yapilan toplam gin say:ist
Y; j.-hattin yillik calistig: fazla mesai giin sayist
A { i.urinj. hatta t. sirada iiretilirse 1,
yt Diger durumlarda 0.
W { i.irinden k.irine j. hatta t. sirada gecgis yapiliyorsa 1,
ikjt Diger durumlarda 0.

P;, € {0,1},yardimc: degisken
3.2.2. Onerilen modele iligkin ama fonksiyonlar:

Cok amagli matematiksel model i¢in iki amag belirlenmistir. Birinci amag¢ fonksiyonu toplam ¢alisilan giin
sayisinin en kii¢tiklenmesidir. Es. (1) ile gosterilen bu amag fonksiyonunda hedef normal mesai ve fazla mesai
ile gecirilen toplam siirenin en kiigiiklenmesidir. Burada fazla mesai i¢in ayrilan siirenin en kiigiiklenmesi i¢in
bir ceza katsayist bulunmaktadir. Boylelikle hatlarin doluluk oranlarmin artirilarak fazla mesai siiresine
ihtiya¢ duyulmasi durumunda en az siirenin kullanilmas: saglanmaktadir. Ayrica iriin gecislerinde
gerceklesen hazirlik siiresinin de enkiigiiklenmesi hedeflenmistir.

Ikinci amag fonksiyonu ise iiriinlerin belirli kriterler g6z dniine alinarak iiriin 6zelliklerinin belirlenmesi ve
bu ozelliklere gore parti biyiiklerinin belirlenerek tretimlerinin gergeklestirilmesidir. Buradaki amayg,
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trinlerin miigteriler tarafindan talep edilmemesi durumunda triinlerin elde kalma riskini azaltmak ve
stoklarin etkinligini artirmaktir.

Bu caligmada, triinler farkli kriterlere gére degerlendirilmis ve iiriinlerin elde atil olarak kalmasinin
engellenmesi hedeflenmistir. Boylelikle riskli tirtinlerin tiretimi az sayida partiler halinde tiretilecek, tirtiniin
talep edilmemesi durumunda stokta kalmasi engellenebilecektir. Ancak talep durumu belirli ve riskli olmayan
triinler tek seferde tretilerek talep karsilanacak ve diger yandan hazirlik siiresi ve toplam giin sayist en
kiigiiklenebilecektir. Bu amag sayesinde sadece tiretim ve hazirlik maliyetleri degerlendirmemis olacak ve
ayrica Uriinlerin riskli olmalarindan kaynaklanacak maliyetlerinde 6niine gegilmis olunacaktir.

Ikinci amag fonksiyonu igin éncelikle iiriinlerin risk durumlarini belirlemek amaci ile kriterler belirlenmis ve
bu kriterlere gére puanlamalar: yapilmigtir. Belirlenen kriterler agagida agiklanmaktadur.

o  Frekans (Siireklilik): {lgili iiriiniin son bir yildaki alim miktarin: ifade eder. 0-12 ay arasinda bir
degerdir. Frekansin yiiksek olmasi iiriinii alacak olan miisterinin talebinin yiiksek oldugu ve iiriiniin
stokta kalma riskinin diisiik oldugu anlamina gelmektedir.

e  Goriiniirlitk (Planlama Ufku): {lgili iiriin i¢in gelecekteki talep tahminine gore elde edilen degerdir.
0-6 ay arasinda deger almaktadir. Talep tahmininin yiiksek olmas: ilgili tiriiniin boéliinerek
tiretilmesine gerek olmadig, miisteri tarafindan ilgili talep tahmini déneminde aliacagin ifade
etmektedir.

e Uriin Durumu: {lgili iriiniin standart veya 6zel bir iiriin oldugunu ifade eder. Standart {iriin tiim
miisteriler tarafindan talep edilebilirken, 6zel iirlinler miisteri bazli olarak iiretilir. Standart tirtin “1”
olarak, ozel iiriin ise “0” olarak ifade edilmistir. Uriiniin standart olmasi, stokta kalsa bile bagka bir
miigteri tarafindan satin alinabilinecegini gostermektedir. Uriiniin 6zel olmasi ise, miisteriye dzel
tretim oldugunu ve miisteri almazsa stokta kalacagi anlamina gelmektedir.

Uriin bazl kriter puanlarinin belirlenmesinde TOPSIS yénteminden yararlanilmistir. TOPSIS ¢ok kriterli
karar verme problemlerini ¢6zmede kullanilan yaygin bir ydntemdir. Bu yontem, alternatifleri ideal ¢6ztime
ve negatif ideal ¢6ziime olan uzakliklarina gore siralar. TOPSIS, alternatiflerin siralanmasinda tamamen
sayisal verilere dayanir. Bu sayede, subjektif yorumlardan ve kisisel 6nyargilardan kacinilir. Yontem, objektif
bir degerlendirme saglar. TOPSIS, en iyi ve en kétii ¢6ziimiin belirlenmesini saglayarak, karar vericilerin her
alternatifin ideal ¢6ziime ne kadar yakin oldugunu net bir sekilde gérmelerine yardimeci olur. Bu, karar
vericilerin daha bilingli tercihler yapmasini saglar. TOPSIS yontemi, karar vericilere hizli, objektif ve ¢ok
yonli analizler yapma imkani saglar. Ayrica, bityiik veri setleriyle ¢alisirken iglem kolayligy, kriterlerin esnek
sekilde degerlendirilmesi ve alternatiflerin net siralanmasi gibi faktorler bu yontemi cazip kilar.

TOPSIS yontemi i¢in oncelikle tirtinlerin 6zelliklerini yansitacak kriterler firma yetkililerinin yardimiyla
belirlenmistir. Caligma kapsaminda kriter puanlar1 hesaplanirken asagidaki TOPSIS adimlari takip edilmistir.
flk olarak iiriinler i¢in performans kriterlerinin degerleri fabrikadaki yetkiler ile belirlenmistir. Bu sayede
karar matrisi olusturulmugtur. Tablo 2’de 6rnek {iriinler i¢in belirlenen kriter degerleri verilmistir.

Tablo 2. Uriinlere iligkin kriter degerleri

Par¢a Tanimi Talep Miktart Frekans Planlama Ufku Uriin Durumu
Uriin 30 720000 11 6 0
Uriin 31 420000 6 2 0
Uriin 32 78000 12 2 1
Uriin 33 510000 12 6 1
Uriin 34 130000 12 6 1
Uriin 35 0 12 6 1
Uriin 36 190000 12 6 1
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Performans kriterlerinin degerleri iirtin bazli belirlendikten sonra bu verilen degerler Es. (2)’ye gore
normalize edilerek normalize matris elde edilmistir.

X..
ry = — (2)
n 2
JEF=a X

Sonraki adimda agirliklandirilmis normalize matrisin elde edilmesi icin kriterler icin firma yetkilileri ile
agirliklar belirlenmis (Frekans igin 0.5, planlama ufku i¢in 0.2 ve tiriin durumu i¢in 0.3) ve bu agirliklar ile
normalize matris degerleri ¢arpilarak agirliklandirilmis normalize matris elde edilmistir. Bu yontemde her
alternatifin yakinlk indeksi hesaplanilarak alternatiflerin siralamasi yapilir. Bu, alternatifin ideal ¢ztimle
olan yakinhigina ve negatif ideal ¢6ziimle olan uzakligina dayanir. Bu uzakliklar yardimu ile siralamanin
yapilabilmesi i¢in tiriinlerin ideal ve negatif ideal ¢6ziime olan uzakliklar1 hesaplanmig ve buna gore her bir
iirtin i¢in kriter puanlar1 hesaplanmistir. Toplam 72 adet iirtin i¢cin hesaplanan kriter puanlar1 Tablo 3’te

verilmigtir.
Tablo 3. Uriin bazli kriter puanlari
Parga Kriter Puani Parga Kriter Puam Parga Kriter Puani Parga Kriter Puani
Uriin 1 0.2280 Uriin 19 0.6273 Uriin 37 0.1124 Uriin 55 0.2465
Uriin 2 0.7556 Uriin 20 0.7043 Uriin 38 0.8728 Uriin 56 0.6414
Uriin 3 0.8098 Uriin 21 0.5761 Uriin 39 0.8448 Uriin 57 0.7649
Uriin 4 0.7391 Uriin 22 0.8540 Uriin 40 0.5081 Uriin 58 0.7771
Uriin 5 0.8098 Uriin 23 0.7499 Uriin 41 0.1124 Uriin 59 0.6414
Uriin 6 0.7043 Uriin 24 0.5761 Uriin 42 1.0000 Uriin 60 0.1779
Uriin 7 0.2280 Uriin 25 0.0000 Uriin 43 0.1124 Uriin 61 0.1500
Uriin 8 0.8554 Uriin 26 0.5314 Uriin 44 0.6152 Uriin 62 0.1249
Uriin 9 0.8098 Uriin 27 0.0000 Uriin 45 0.7915 Uriin 63 0.2041
Uriin 10 0.5761 Uriin 28 0.0000 Uriin 46 0.9208 Uriin 64 0.1500
Uriin 11 0.7570 Uriin 29 0.0000 Uriin 47 0.6189 Uriin 65 0.7771
Uriin 12 0.8448 Uriin 30 0.0569 Uriin 48 0.4249 Uriin 66 0.1124
Uriin 13 0.7391 Uriin 31 0.8448 Uriin 49 0.8952 Uriin 67 0.1124
Uriin 14 0.5636 Uriin 32 0.7069 Uriin 50 0.6189 Uriin 68 0.1124
Uriin 15 0.0000 Uriin 33 0.1124 Uriin 51 0.9600 Uriin 69 0.1124
Uriin 16 0.2840 Uriin 34 0.1124 Uriin 52 0.8448 Uriin 70 0.1124
Uriin 17 0.2840 Uriin 35 0.1124 Uriin 53 0.8126 Uriin 71 0.1124
Uriin 18 0.0000 Uriin 36 0.1124 Uriin 54 0.3497 Uriin 72 0.1124

Tablo 3’te verilen kriter puanlarina gore yiiksek ¢ikan kriter puanlarina sahip tiriinler boliinerek tiretilmek
istenirken, diisiik kriter puanina sahip tiriinler ideal iiriin olmaya yakindir ve boliinmeden iiretilebilirler. Yani
yliksek kriter puanina sahip triinler kritik parcalardir ve siparis verilmedigi zaman elde stok olarak kalma
riski olan tirtinlerdir. TOPSIS yonteminin uygulanmas: sonucunda iirtinlere iliskin elde edilen kriter puanlar:
ikinci amag fonksiyonu i¢in kullanilmigtir. Es. (3) ile verilen amag fonksiyonunda k_i ile gosterilen degerler
kriter puanlarini olugturmaktadir. Burada yiiksek kriter puanina sahip triinler yani elde kalma olasilig
yiiksek olan driinlerin kiigiik partiler halinde dretilmesi i¢in ilgili karar degiskeni ile ¢arpimlarinin
toplamlarinin enbiiyiiklenmesi hedeflenmistir. Boylelikle riskli tiriinler tek seferde degil, birden fazla partide
iiretilecek ve tahmin edilen tiretim miktarlar: bir defa da karsilanmamais olacaktir.

Zmax = Y; X N kiAje ©)
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3.2.3. Onerilen ¢ok amagh matematiksel model

Yukarida verilen varsayimlar, tanimlamalar, sistem kisitlar1 ve agiklanan amag fonksiyonlarina gére ¢aligmada
onerilen ¢ok amaglh dogrusal programlama modeli asagida verilmistir. Verilen model ¢ok amagl bir modeldir
ve amaglarin tek bir ama¢ fonksiyonunda birlestirilmesi i¢cin Agirlikli Toplam Yontemi kullanilmustir.
Agirlikli Toplam Yontemi ile elde edilen amag fonksiyonu Es. (4)’de verilmistir. Bu yontemde, birlestirilmis
amag fonksiyonu, amag¢ fonksiyonlarinin 6nem derecelerine kars: gelen agirliklar ile carpilarak toplanmast ile
elde edilmektedir. Amag fonksiyonlarinin degerlerinin birbirinden farkli birimlere sahip olmasi nedeni ile
toplanabilmesi icin 6ncelikle normalize edilmesi gerekmektedir. Burada Verilen denklemde fymin degeri i.
amag¢ fonksiyonu degerinin en kii¢iik degeri, f;max degeri ise ilgili amac¢ fonksiyonunun en biiyiik degeridir.

Amag fonksiyonu
Minz= w, ( f1(x)—f1m”'l ) + w, (fz max z(X.)) (4)
f1 max— ymin f> max —fomin

Kisitlar

YiZeZij = Ay Vi (5)
2i2eaZi;; < Nm+ Fm,Vj (6)
X;<NmVj (7)
Y; < Fm,vj (8)
YiaWige <1, i+ KkVjt 9)
Yilije + YkAyje — XiZeWije < 1,01+ k; Vj, t (10)
Yilije + kA <1,i#k; V)t (1)
2iAije — 2iAije+y =0,V t (12)
Ziji+ M P, <M, Vi jt (13)
Ao+ M Py >1,Vijt

(14)

Ajje < Z,, Vi t (15)
Z;j; =20, Vij,t (16)
Aij € {0,1},vi,j,t (17)
Wie € {0,1},Vi k,j, t (18)
P, € {0,1},Vi,j,t (19)

Es. (5) talep kisitidir ve bu kisit kapsaminda {iriin bazinda hatlarda iretilecek toplam miktar talep edilen
miktarin altinda kalmayacaktir. Es. (6)’da hat bazinda iiretilen iiriinlerin toplam iiretim giinii, normal mesai
ve fazla mesai giinlerinin toplamindan fazla olmayacaktir. Es. (7)’de ¢alisilabilecek giin sayisinin belirtilen
normal mesai giin sayisin1 agamayacagi ve Es. (8)’de ise ¢alisilabilecek fazla mesainin belirtilen giin sayisim
asamayacagl belirtilmistir. Es. (9)’da hat icerisinde ayn: siraya ayni anda birden fazla iriiniin atanmasi
engellenmektedir. Es. (10), A;j, ile Wy, degiskenleri arasindaki tutarliligi garanti etmektedir. Hat bazinda
atanacak {irtinlerin her bir sira i¢in 1’den az olmasi Es. (11) ile garanti edilmistir. Es. (12) hatta atanan
tirinlerin swralamasimin diizgiin bir bicimde ilerlemesini saglar. Eger hat bos kalacaksa bunu planlama
ufkunun sonuna yerlestirme saglanir. Es. (13)-(15) A;j, ve Z;j; degiskenleri arasindaki iligkiyi saglamaktadir.
Es. (16)-(19) ise karar degiskenlerine ait isaret kisitlaridir.

3.3. Deneysel sonuglar

Onerilen ¢ok amachh matematiksel modelin ¢éziimii icin CPLEX 22.1.1 kullanilmustir. Kullanilan
agirliklandirma metodunda farkli agirliklar ile ¢6ziimler elde edilmigtir. 19 farkli agirlik ile model ¢aligtirilmg
ve Pareto optimal ¢oziimler elde edilmistir. Kullanilan amag fonksiyonu agirliklar: Tablo 4’te belirtilmistir.
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Tablo 4. Agirlikli toplam y6nteminde kullanilan agirliklar

Amag Fonksiyonu-1 Amag Fonksiyonu-2
0.95 0.05
0.90 0.10
0.85 0.15
0.80 0.20
0.75 0.25
0.70 0.30
0.65 0.35
0.60 0.40
0.55 0.45
0.50 0.50
0.45 0.55
0.40 0.60
0.35 0.65
0.30 0.70
0.25 0.75
0.20 0.80
0.15 0.85
0.10 0.90
0.05 0.95

Ayrica kriterlere iligkin uygun agirliklarin elde edilmesi i¢in farklit TOPSIS agirliklar verilerek ¢6ziimler elde
edilmistir. Boliim 3.2.2°de TOPSIS yonteminin uygulanmasi sirasinda kriterler igin verilen agirlik degerleri
degistirilerek farkli problemlerin ¢6ziimii gergeklestirilmistir. Boylelikle hem amag fonksiyonu agirliklarinin
degisimi hem de TOPSIS agirliklarinin degisimi ile toplamda 285 problemin ¢oziimii gergeklestirilmistir.
TOPSIS agirliklar: belirlenirken siireklilik kriterinin en 6nemli kriter oldugu, goériiniirliikk kriterinin ise bu
kriterler arasinda en az 6nemli kriter oldugu firma yetkilileri tarafindan belirlenmistir. TOPSIS ¢aligmasinda
kullanilan agirliklar Tablo 5’te verilmistir.

Tablo 5. TOPSIS agirliklar

No Siireklilik Uriin Durumu Goriiniirlik
1 0.90 0.05 0.05
2 0.85 0.10 0.05
3 0.80 0.10 0.10
4 0.75 0.15 0.10
5 0.70 0.20 0.10
6 0.65 0.20 0.15
7 0.60 0.20 0.20
8 0.60 0.30 0.10
9 0.55 0.25 0.20
10 0.50 0.30 0.20
11 0.50 0.40 0.10
12 0.45 0.35 0.20
13 0.40 0.40 0.20
14 0.40 0.30 0.30
15 0.35 0.35 0.30

Elde edilen sonuglara gore yiiksek agirlikta olan amag fonksiyonuna gore iiriinlerin parti biiytikliiklerinin
degistigi gorilmistiir. Tablo.10’da verilen 6rnekte oldugu gibi, modelin birinci amag fonksiyonunun 0.95,
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ikinci amag fonksiyonunun 0.05 oldugu bir durumda elde edilen sonugalara gore 14. driintin 13. hatta
2170000 adet tek seferde iiretildigi goriilmiistiir. Ancak birinci amag¢ fonksiyonunun 0.05, ikinci amag
fonksiyonunun 0.95 oldugu durumda ise 14. tiriiniin 13 ve 19. hatlara sirasiyla 944833 ve 1225167 adet olmak
tizere iki parti seklinde iretildigi goriilmiistiir. Buna gore ikinci amag fonksiyonuna verilen agirligin artmasi
durumunda yani tiriinlerin kritiklik durumuna gére amag fonksiyonu agirlig1 arttiginda kritik olan tirtinlerin
kiigiik partiler halinde tiretimi saglanmigtir. Katsay1 degisimi ile elde edilen bazi 6rnek parti buyukligi
degisiklikleri Tablo 6’da paylagilmistir.

Tablo 6. Ornek iiretim miktar1 degisimleri

Amag Fonk-1 Amag Fonk-2 Uriin Hat Uretim Miktar
0.95 0.05 14 13 2170000
0.05 0.95 14 13 944833
0.05 0.95 14 19 1225167
0.95 0.05 21 18 570000
0.05 0.95 21 4 467700
0.05 0.95 21 18 102300
0.95 0.05 31 4 420000
0.05 0.95 31 4 210850
0.05 0.95 31 18 209150
0.95 0.05 41 20 2522522
0.95 0.05 41 28 2767478
0.05 0.95 41 6 55450
0.05 0.95 41 20 2522522

Birden fazla birbiriyle ¢elisen amag¢ fonksiyonuna sahip modellerde Pareto optimal ¢oziimler elde edilir. Elde
edilen bu ¢oziimlerin kargilastirilmast i¢in gesitli performans degerlendirme kriterleri kullanilir. Bu ¢alismada
elde edilen ¢oziimlerin degerlendirilmesi i¢in kullanilan performans kriterleri asagida agiklanmistir.

Pareto optimal ¢6ziim orani (Ratio of Pareto Optimal Solutions-Rpos), her bir Pareto cephesi kapsaminda
sunulan ¢6ziimlerin sayisinin toplam elde edilen ¢6ziime oranini goz 6niine almaktadir. Pareto ¢oziim orani
ne kadar yiiksek olursa, ¢6ziim yontemi o kadar tercih edilebilir olacaktir. Ortalama ideal uzaklik (Mean Ideal
Distance-MID) metrigi Pareto ¢Ozlimlerinin ideal noktadan ortalama uzakligini hesaplamak igin
kullanilmaktadir ve Es. (20)’de verildigi gibi hesaplanmaktadir. Bu metrik ne kadar az olursa, yontem
verimliligi de o kadar yiiksek olacaktir [21].

fl,i‘ fll)est 24 lei_fgest )
( max - min l) (¢ max - min l)
1.tota. 1.tota 2.tota, 2.tota.
MID = ¥, (20)

n

Aralik (Spacing Metric-SM) metrigi ¢oziimlerin ¢oztim uzayindaki dagilimini gosterir ve Es. (21)'de
gosterildigi gibi hesaplanir. Burada d; ¢oziim uzayindaki iki Pareto optimal ¢dziim arasindaki Oklid
mesafesidir. d ortalama mesafeyi ve n toplam Pareto optimal sayisini ifade etmektedir. SM degeri ne kadar
kiigiik olursa yontemin performansi o kadar iyi olmaktadir [22].

d; = \/(fz,i+1 — £+ (s — fur)?

_IpMa- gyl

sM = S 1)

Cesitlendirme (Diversification Metric-DM) metrigi Pareto optimal ¢6ziimlerin ¢esitliligini gostermektedir.
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Bu deger ne kadar biiyiik elde edilirse ¢oziimler o kadar ¢esitlenir ve Es. (22)de verildigi gibi
hesaplanmaktadir. Burada m degeri amag fonksiyonu sayisini ifade etmektedir [22].

DM = \/X7,_;(max £} — min f£) 2 (22)

Pareto cephesinin tekdiizeligi (Non-uniformity of Pareto Front-NPF) metriginde Pareto cephesinin
diizensizligi ne kadar diisiik olursa, tekdiizelik o kadar biiyiik olmakta ve dolayisiyla ¢6ziim yonteminin daha
fazla tercih edilir olmasimi saglamaktadir. Es. (23)’de Pareto cephesinin tekdiizeliginin hesaplanmasi
gosterilmistir [22].

NPF = (23)

Elde edilen 285 adet ¢6ziim sonucunda farkli performans kriterleri ile ¢oziimler karsilagtirilmistir. Burada
karar vericinin hangi amaca yonelmek istedigine bagli olarak uygun kriter agirliklarinin belirlenmesi ve karar
vericiye sunulmasi hedeflenmistir. Tablo 7’de her bir agirlik degerine iliskin belirtilen metriklerden elde edilen
sonuglar yer almaktadir. Bu tabloda her satir, mevcut problem i¢in kullanilan TOPSIS agirliklarini temsil
etmektedir. Sttunlarda ise kullanilan performans degerlendirme metriklerinin sonuglari yer almaktadir.
Performans degerlendirmesinde kullanilan metriklerin sonuglarinin incelenebilmesi i¢in ayr1 ayr1 bes adet
cubuk grafigi Sekil 2°de paylagilmustir.

Tablo 7. Elde edilen ¢oziimlerin performans kriterlerine gére sonuglari

Agirlik Rpos MID M DM NPF
1 0.2105 0.2663 0.4299 8798.12 0.2175
2 0.2105 0.2915 0.4281 9971.00 0.2309
3 0.2632 0.2176 0.4451 5709.22 0.2659
4 0.2105 0.4330 0.8182 11574.00 0.8122
5 0.2632 0.7603 0.8334 9550.20 1.0219
6 0.2105 0.2920 0.3111 8095.25 0.1095
7 0.2632 0.2907 0.2330 12172.00 0.0713
8 0.2105 02190 0.0674 6012.04 0.0057
9 0.2105 0.1694 0.3422 10178.00 0.1575
10 0.2105 0.3573 0.4435 5947.01 0.2402
11 0.2105 0.1592 0.1538 10118.00 0.0282
12 0.1579 0.1783 0.4392 828.87 0.1929
13 0.1579 0.2517 0.1755 422009 0.0308
14 0.1053 0.3481 1.0000 907.32 -

15 0.3158 0.2134 0.6414 8012.20 0.4894
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Sekil 2. Kriter kargilagtirma grafikleri a) Pareto ¢6ziim orani, b) MID, ¢) SM, d) DM, e)NPF

Kapasite planlama problemi kapsaminda ¢ok amagli bir model ile ¢aligilmistir. ilk amag toplam ¢aligilan giin
sayisint en kiigiiklemek isterken, ikinci amag fonksiyonunda ise belirlenen frekans, goriiniirliik ve {iriin
durumu olmak {izere ii¢ adet performans kriteri dogrultusunda, kriter puani yitksek olan tiriinlerin boliinerek
tiretilmesi saglanmistir. Bu durumda iriinler boliinerek tiretildiginde hazirlik siireleri artacag icin calisilan
glin sayist da arttirilmis olacaktir ve amag fonksiyonlar: arasinda bir 6diinlesme s6z konusudur.

Problem kapsaminda elde edilen Pareto optimal sonuglar ve kriterlere gore bu sonuglarin kargilagtirmalt
grafikleri Sekil-2’de paylagilmistir. Paylasilan metriklerden Sekil-2(a)’da Pareto ¢6ztim oranlar: verilmis ve
oransal olarak daha yiitksek olan agirliklar tercih edilebilir olacaktir. Bu kapsamda TOPSIS agirliklar:
frekansin 0.6, gorunirligin 0.2, iriin durumunun 0.2 oldugu durum diger agirliklara gore daha ¢ok tercih
edilebilir konumdadir. $ekil-2(b)’de MID metrigine gore her bir Pareto optimal ¢6ziim grubu icin ideal
noktaya yani en iyi ama¢ fonksiyonu degerine olan uzakliklar hesaplanmistir. Metrik degerinin az olmasi
¢oziimiin performansinin iyi oldugunu gosterdigi igin frekans kriterinin 0.35-0.55 araliginda, gortiniirliik
kriterinin 0.10-0.30 araliginda ve tiriin durumu kriterinin 0.25-0.40 degerleri araliginda olan agirliklarin diger
durumlara gore daha verimli oldugu soylenebilmektedir. Sekil-2(c) SM metrigi kapsaminda Pareto optimal
¢oziimlerin ¢ziim uzaymndaki dagilimlarini géstermektedir. Metrik ne kadar disitk olursa yontemin
performansi da o kadar iyi olmaktadir. Problem kapsaminda hesaplanan agirliklara gore en iyi sonucu veren
agirhiklarin frekans kriteri i¢in 0.40-0.60, goriiniirliik i¢in 0.10-0.40 ve iiriin durumu i¢in 0.20-0.40 araliginda
olan agirliklar oldugu gorilmektedir. Sekil-2(d) DM metrigine gore Pareto optimal ¢ozlimlerin cesitliligi
hakkinda bilgi vermektedir. Metrik biiytidiikge ¢éziimler ¢esitlenmektedir ve buna gore frekans kriteri icin
0.50-0.75, goriiniirliik icin 0.10-0.20 ve iiriin durumu igin 0.15-0.25 araliklarinda bulunan agirhiklarda daha
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iyl sonug verdigi s6ylenebilmektedir. Son olarak Sekil-2(e)’de NPF metrigine ait sonuglar yer almaktadir.
Pareto cephesinin diizensizliginin diisiik olmasi, tekdiizeligi arttirmakta ve dolayisiyla ¢6ziim yonteminin
daha fazla tercih edilir olmasini saglamaktadir. Pareto optimal ¢oziimler sonucunda elde edilen en iyi NPF
degerleri frekans kriteri i¢in 0.40-0.60, goriiniirlik i¢in 0.10-0.40 ve tiriin durumu i¢in 0.20-0.40 araligindaki
agirliklar vermektedir. Her bir metrik icin elde edilen en iyi sonuglar belirli araliklar verilerek sunulmustur.

Hesaplanan sonuglar dogrultusunda bazi agirlik degerlerinin digerlerine gore hem metrikler bazinda hem de
genel bir Pareto analizi yapildiginda daha iyi sonuglar verdigi gézlemlenmistir. Bu durumda karar verici
durumundaki firma ¢alisanlari hem amag fonksiyonlar1 hem de TOPSIS kriterleri bazinda hangi agirliklar
sirket politikasina daha uygun ise ona gore karar verebileceklerdir. Bu sayede en iyi iiriin-hat eslesmesi elde
edilebilecek ve iiriinlere ait parti biiyiikleri belirlenebilecektir. Buna ek olarak firmada bu ¢alismanin
yapilmasinin mithendislerin bir haftadan fazla siiresini aldig1 bilinmektedir. Bu durumda ayni ¢aligma igin,
gerekli parametreler ayarlandiktan sonra, dakikalar icinde sonug alinabilecektir ve zaman agisindan biiyiik
bir iyilestirme saglanacaktir.

4. Sonuglar ve Degerlendirme

Kapasite planlama firmalarin rekabetinde biiyiik bir 6neme sahiptir. Firmalar kapasite planlamalarini ne
kadar dogru yapabilirse diger firmalarla rekabette o kadar 6ne ¢ikabilmektedirler. Bu ¢alisma kapsaminda
rulman tretimi yapilan bir firmada orta dénem kapasite planlama c¢aligmasi yapilmistir. Firmada mevcut
durumda kapasite planlama ¢aliyma manuel olarak yapilmaktadir. Bu durumda yapilan kapasite planlama,
mithendisin deneyimine bagli olarak degisiklik gostermektedir ve en iyi sonucun elde edilip edilemedigi
bilinememektedir. Ayrica program ile yapilan bu ¢alisma miihendislerin yaklagik bir haftalik stiresini
almaktadir. Bu sebeple yapilan kapasite planlama ¢aligmalari bir yilda iki defadan fazla yapilamamaktadir.

Calisma kapsaminda orta dénem kapasite planlama problemi dogrusal programlama yaklagimiyla
¢ozilmistiir. Gergek hayatin dogasi geregi ayni anda birbiriyle ¢elisen birden ¢ok amag olabilecegi goz
oniinde bulundurularak, ¢alismada ¢ok amagh bir programlama yapilmistir. Birinci amag fonksiyonu iiretim
icin gereken toplam c¢aligilacak giin sayisini en kiigiiklerken, ikinci amag fonksiyonu ise miisterilerin
guvenilirlikleri, tirtinlerin gelecekteki iiretim Ongorilebilirlikleri ve iretilecek triinlerin standart ve 6zel
olmasina gore iiretim planlarini belirlemek i¢in kullanilmigtir.

Caligmada her bir tiriin i¢in farkl kriter puanlar: belirlenmis ve iirtinlerin 6zellikleri degerlendirilerek elde
atil olarak kalmasinin engellenmesi hedeflenmistir. Boylelikle kriter puani yiiksek olan iiriinlerin iiretimi az
sayida partiler halinde tiretilecek, tiriiniin talep edilmemesi durumunda stokta kalmas: engellenebilecektir.
Ancak talep durumu belirli ve kriter puani diisiik olan iiriinler tek seferde tiretilerek talep karsilanacak ve 6te
yandan hazirhik siiresi ve toplam giin sayisi en kiigiiklenebilecektir. Bu amag sayesinde sadece iiretim ve
hazirlik maliyetleri degerlendirmemis olacak ve ayrica iriinlerin riskli olmalarindan kaynaklanacak
maliyetlerinde oniine gecilmis olunacaktir.

Calismada genel kapasite planlama kisitlarina ek olarak bazi kisitlar belirlenmis ve matematiksel model ¢ok
amagl olarak olusturulmustur. Modelin ¢6ziimii sonucunda Pareto optimal ¢6ziimler elde edilmis ve bu
¢oziimler Pareto ¢6ziim orani, ortalama ideal uzaklik, aralik, cesitlendirme ve Pareto cephesinin tekdiizeligi
olmak tizere bes farkli metrik ile performanslari acisindan degerlendirilmistir. Bu asamadan sonra firmadaki
mithendisler firma i¢in en uygun agirliklar segerek sonuglart mevcut duruma gore gok kisa bir siirede elde
edebileceklerdir.

Gelecek ¢aligmalarda, ¢aligmadaki problemin gelistirilmesi kapsaminda mevcut durumda kurulmus olan
modele maliyet, karliik gibi ek ama¢ fonksiyonlar1 eklenebilir ve modelin verecegi sonuglar
degerlendirilebilir. Ek olarak, belirlenen performans kriterleri genisletilebilir ve problemin dogrusal olmayan
modelleme yaklagimi kullanilarak modellenmesi ve ¢6ziimii gergeklestirilebilir. Ayrica probleme yeni amaglar
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eklemeden, ¢ok amagli metasezgisel yontemler kullanilarak Pareto ¢6ziim kiimesi elde edilmesi de gelecek
¢aligmalarda degerlendirilebilir.
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ABSTRACT

Nowadays, Autonomous Vehicles (AVs) are employed for various tasks, including spraying,
harvesting, and planting. For AVs to navigate autonomously, accurate heading knowledge of the
vehicle is essential. Sensors such as the Global Navigation Satellite System (GNSS) and Inertial
Measurement Unit (IMU) are used on AVs to produce heading information. Dual-frequency and
Real-Time Kinematic (RTK) capable systems with multiple antennas are used to increase the
heading accuracy of GNSS. For IMUs, heading accuracy is directly related to the quality of the
sensors, so high accuracy is achieved with expensive IMUs. However, with the development of
micro-electro-mechanical system (MEMS) technology, studies are also being carried out on low-
cost IMU solutions. This study tested the heading performances of three different sensors: a low-
cost RTK/GNSS with multiple antennas, a tactical-grade IMU, and a low-cost MEMS IMU. An
Unmanned Ground Agricultural Vehicle (UGAV) designed for spraying was driven on a line,
and the sensors' data mounted on the UGAV were collected. Heading accuracy was also examined
according to the distance between the RTK/GNSS system antennas. As a result of the analysis, the
average errors of RTK/GNSS, tactical-grade IMU, and low-cost IMU are 0.58, 0.60, and 4.24
degrees, respectively.

Tarim Aragclari icin Cok-Antenli RTK/GNSS,
Taktiksel-Sinif ve Diisiik-Biitceli IMU ile Yon
Tahmini

Oz

Giiniimiizde Otonom Araglar (AVs), ilaglama, hasat ve ekim gibi ¢ok ¢esitli gorevlerde
kullanilmaktadir. OA'larin otonom bir sekilde hareket edebilmesi i¢in aracin dogru yon bilgisi
esastir. OA'larda yon bilgisi tiretmek i¢in Kiiresel Navigasyon Uydu Sistemi (GNSS) ve Ataletsel
Olgii Birimi (IMU) gibi sensérler kullanilir. Gergek Zamanli Kinematik (RTK) ¢éziimii
saglayabilen ¢ift frekansli ¢oklu antenlere sahip sistemler, GNSS'in yon belirleme dogrulugunu
artirmak i¢in kullanilabilmektedir. IMU'lar i¢in yon dogrulugu sensorlerin kalitesiyle ilgilidir, bu
nedenle pahali IMU'larla yiiksek dogruluk elde edilir. Ancak Mikro-Elektro Mekanik Sistem
(MEMS) teknolojisinin gelismesiyle birlikte diisiikk maliyetli IMU ¢oziimleri {izerinde de
¢aligmalar yuriitiilmektedir. Bu ¢aliymada, ¢oklu antene sahip diisiik maliyetli bir RTK/GNSS,
taktiksel sinif bir IMU ve diisiik maliyetli bir MEMS IMU olmak fiizere ti¢ farkli sensoriin yén
belirleme performanslar: test edilmistir. flag piiskiirtme igin tasarlanmis Insansiz Kara Tarim
Araciyla (UGAV) bir hat tizerinde siirilg gergeklestirilmis ve tizerine monte edilmis sensorlerle
veriler toplanmustir. Ayrica, RTK/GNSS sisteminin antenleri arasindaki mesafeye gore elde ettigi
yon dogrulugu da incelenmistir. Analiz sonucunda, RTK/GNSS, taktiksel sinif IMU ve diigiik
maliyetli IMU'nun ortalama hatalar1 sirasiyla 0,58, 0,60 ve 4,24 derece bulunmustur.

To cite this article: H. Dilmac, V. Ilci and E. Kaya, “Heading Estimation for Agricultural Vehicles with Multi-
Antenna RTK/GNSS, Tactical-Grade and Low-Cost IMUS”, Gazi Journal of Engineering Sciences,vol.11,n0.1,
pp. 153-166, 2025. doi:10.30855/gmbd.070525N10
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1. Introduction

Precision agriculture is becoming an important research area due to population growth, climate change, and
global warming. Furthermore, by 2050, 70% of the world's population is expected to reside in cities, creating
a shortage of workers in rural areas [1]. Because of this, there is an increasing need for automation, and new
techniques and tools are required to monitor and examine plants and crops in addition to increasing farming
output [2]. Future agricultural concepts include more sophisticated farms with sensors, machinery, and
robots that are more productive and environmentally sustainable. Autonomous Vehicles (AVs) and robotics
have the potential to be crucial in achieving the demands of agricultural products in this regard [3]. Many
tasks, including weeding [4], spraying [5], planting and harvesting [6-8], monitoring the environment [9],
and supplying water and fertilisers [10], are being performed by autonomous vehicles and robots in
agriculture.

Self-localization is an essential component of AVs in fulfilling their mission in the field. Early navigation
systems are primarily based on vision sensors and computer vision techniques [11]. Over the past decades,
autonomous localisation of AVs has been addressed by different kinds of methods, including Global
Navigation Satellite Systems (GNSS), Light Detection and Ranging (LiDAR), and Inertial Measurement Units
(IMUs) [12]. GNSS-based localisation has been the most applied approach for AVs [13,14]. By implementing
three different control strategies, Alonso-Garcia et al. [15] assessed the effectiveness of low-cost GNSS
receivers in enabling the autonomous navigation of agricultural tractors. Han et al. [16] introduced a path
planning and tracking system for an autonomous agricultural sprayer using a single-frequency GNSS Real-
Time Kinematic (RTK), achieving a positional accuracy of 0.01 m.

Estimating the vehicle's heading is another crucial task in autonomous navigation [17]. Even though the price
of GNSS devices has been dropping recently, most studies still use IMU sensors like 3-axis Fiber Optical
Gyroscopes (FOG) for vehicle heading estimation [18]. Three-axis FOGs are typically paired with three-axis
accelerometers and magnetometers to find and track vehicles' position and heading. However, since sensor
drift causes them to accumulate motion estimation errors, their primary purpose in navigation is short-range
[19]. Besides, FOG sensors are quite costly, making their usage in agricultural robots unfeasible [20]. This has
led to the widespread use of commercially available, low-cost Micro-Electro-Mechanical System (MEMS)
IMUs in low-grade inertial systems. However, this technology is still in its infancy, and its benefits come at
the risk of poor accuracy [21]. Compared to its optical equivalents, low-cost MEMS exhibit much worse
accuracy because of more significant biases, axis misalignment errors, scale factor, and increased temperature
drift susceptibility [22]. Since MEMS IMUs have a limited capacity, they are generally combined with other
sensors to improve heading accuracy [23,24]. A vehicle's position, velocity, and heading can be accurately
determined via GNSS, which is suitable for autonomous driving operations. By utilising the vehicle's current
position and heading, the GNSS-based autonomous driving approach computes the optimal steering angle
and wheel speed based on predefined waypoints, enabling the vehicle to accurately follow a predetermined
route [25]. GNSS can typically provide a position solution with an accuracy of a few meters. It is possible to
attain sub-meter precision, but it will take extra processing and external data. For instance, the RTK method
is used in GNSS to obtain cm-level accuracy [26]. RTK/GNSS is typically used to find a stationary rover's
position. However, it can also be used to determine the exact location of a moving rover antenna on a vehicle.
It is even possible to ascertain the platform's heading by installing many antennas on it [27]. Nadarajah et al.
[28] examined the single-frequency GNSS attitude determination performance utilising a combination of GPS
and Galileo measurements. Zhu et al. [29] combined MEMS IMU with dual-antenna GNSS to get attitude
information in a GNSS-limited environment with high accuracy.

Today, the accuracy and precision required for the heading and location of AVs can be achieved with costly
systems. However, this is one of the biggest obstacles to the commercialisation and widespread use of AVs.
Therefore, some studies were undertaken to provide the required accuracy and sensitivity with low-cost
sensors [30, 31]. This study analysed the heading estimation accuracies of a low-cost RTK/GNSS with triple
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antennas, tactical grade, and low-cost MEMS IMUs. For this purpose, a vehicle designed for agricultural
spraying was driven along a straight line, and heading predictions were made with sensors. In addition, it was
evaluated how the distance between the antennas of the RTK/GNSS affected the heading accuracy. This paper
is organised as follows. Section II presents the vehicle system and sensor placement, heading estimation
methods of sensors, analysis methods, and field experiment. Section III gives the heading estimation results
for the sensors. Finally, the conclusions of this study are included in Section I'V.

2. Material and Methods

2.1. The vehicle system and sensor placement

An Unmanned Ground Agricultural Vehicle (UGAV) designed for agricultural spraying was used to analyse
the heading performances of the sensors. The design of the vehicle is shown in Figure 1a. However, to analyse
the heading accuracy of RTK/GNSS according to the distances between the antennas, additional parts were
mounted on UGAYV, and the distance between the antennas was adjusted accordingly (Figure 1b). A total of
7 separate drives was made to determine the heading accuracy according to the varying distance between
RTK/GNSS antennas. The position of the first antenna (ANT1) was fixed, and the second antenna (ANT2)
was moved at intervals of 30 cm in a north-south direction, at most 210 cm and at least 30 cm away from the
ANTI. In each drive, heading estimation was also obtained with tactical grade and low-cost IMUs for
comparison purposes. Since the content of the study is related to the heading, the ANT3 was not used even
though it was placed on the vehicle.

- Moving direction of ANT2

ANT2 30cm _30cm_30em _30cm _30cm _ 30 cm _30cm ANT 1

1 2 3 4 5 6 7

(a) (b)

Figure 1. UGAV (a) standard design; (b) modified design for setting antenna distance.

2.2. Heading estimation based on RTK/GNSS

A simpleRTK2B SBC development board [32], a multi-frequency GNSS sensor, was utilised in the study.
Three u-blox ZED-F9 modules and three GNSS antennas can be used simultaneously on this board (Figure
2). This development board is open code and programmable. This allows the development of algorithms for
many different applications. This development card can receive RTK corrections for all three antennas, so the
position of each antenna can be obtained with cm precision (Table 1). It is a low-cost RTK-GNSS sensor
compared to its equivalents in the market.
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Table 1. Sensor specifications

Specifications SimpleRTK2B SBC Xsens Mti 630 Adafruit BNO055
Price « $1,033.85 « €1,009.00 « $34.95

Type » Low-cost GNSS « Tactical-Grade IMU « Low-Cost IMU
Positional Accuracy « <1-4 cm with corrections - -

« <1.5m in standalone mode

Heading Accuracy « Sub-degree « +1 degree o +2.5 degree
Update Rate « Up to 20Hz « Up to 400Hz « Up to 100Hz
Advantages « High positional accuracy « High heading accuracy e Low-cost compared to
(RTK cm-level precision)  High frequency the other sensors
o Three-Dimensional (3D) « Provide UTC « Compact and easy to
position information beside integrate
the heading « Suitable for basic
« Optimal in open-sky orientation tracking
environment
« Provide Coordinated
Universal Time (UTC) time
Disadvantages « Requires GNSS signal for « Requires calibration « Requires calibration
operation (limited indoor « Susceptible to « Highly sensitive to
use) magnetic interference  magnetic interference
affecting heading « Lower heading accuracy
accuracy compared to high-end

IMUs

GNSS delivers two primary types of measurements: carrier phase and pseudorange. If the carrier phase
ambiguity can be successfully resolved, the positioning based on the carrier phase yields a more precise range
than those using pseudorange.

Figure 2. SimpleRTK2B SBC

Ambiguity resolution is one of the most challenging issues in GNSS and is a necessary first step for all RTK
positioning-related applications [33]. In the RTK approach, which presents the ideas of a base and a rover,
one or more rovers receive a continuous differential correction data stream (per the RTCM 3.3 protocol) from
the base over a communication channel (Figure 3). In the standard RTK, the base stays in a static known
position. However, this is not the case for mobile vehicles carrying both the base and the rover. For this, a
moving base RTK approach is developed so that both base and rover receivers can move. With the moving
base RTK approach, heading estimation of a moving vehicle can be obtained [27].
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Figure 3. Moving base setup for heading estimation [34]

Several coordinate systems are utilised in heading determination using GNSS. The local level coordinate
system is commonly employed as the reference for calculating the heading of a moving vehicle. This
topocentric coordinate system is defined relative to a reference ellipsoid, such as GRS80. Another coordinate
system is the vehicle platform coordinate system defined by the user. The heading direction coincides with
the vehicle's direction of travel [35]. Then, the heading of the vehicle to the reference system can be estimated
by using two GNSS antennas as below:

¥, = atan (YANTZ_YANTl) (1)

XaNT2~XANT1

Here, ¥, is grid heading. The SimpleRTK2B SBC development board provides GNGGA via the National
Marine Electronics Association (NMEA) messages containing the geographic coordinates, time, and other
information about the antennas. The grid coordinates of the points in the Transverse Mercator (TM)
projection were generated for the heading estimation.

2.3. Heading estimation based on IMUs

In this study, a tactical-grade MEMS IMU (Xsens Mti 630), and a low-cost IMU (Adafruit BNO055) were
used to estimate the vehicle's heading. Xsens Mti-630 includes a 3-axis gyroscope, 3-axis accelerometer, 3-axis
magnetometer, control and fusion unit. With the control unit, timing and synchronisation of the sensors is
ensured. At the same time, it provides motion data at high frequencies using calibration models and an Xsens-
optimized strap-down algorithm. Thanks to the sensor fusion units inside, Xsens combines the information
from all sensors and, as a result, provides location and true north-referenced heading data at frequencies up
to 400 Hz [36]. Xsens Mti Manager software was used to communicate with the Xsens Mti 630 to get data files
and set some parameters (coordinate system, time update, output preference, filter settings to get true north-
referenced heading or true heading (¥'r1)).

Adafruit BNOO055 sensor also has a 3-axis gyroscope, 3-axis accelerometer, and 3-axis magnetometer sensors
[37]. However, it is a low-cost MEMS sensor with a lower capacity than Xsens Mti 630. Some raw data such
as linear acceleration (ay, ay, a, in m s™2), angular velocity (wy, wy, Wy in deg s™1), magnetic field vector
(my, my, m, in Tesla m™2), and calibration information can be received from the Adafruit BNOO055 sensor.

Arduino Nano was used to receive and process the data of the Adafruit BNOO055 sensor. Unlike other sensors
(SimpleRTK2B SBC and Xsens MTi 630), BNO055 does not provide UTC. In the study, another sensor,
SimpleRTK 2B, was used to allow the comparison of different sensor outputs based on UTC. Both sensors
were connected via Arduino, and raw IMU data was obtained along with UTC (Figure 4).
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Figure 4. Arduino Nano, Adafruit, and SimpleRTK2B connection diagram

Just as a gravitational vector (g) is applied to objects towards the center of the earth, a magnetic vector is
coming towards objects from the magnetic north. For a situation where pitch and roll angles also come into
play, that is, where there is movement in 3D space rather than in a horizontal plane, heading calculation is
made as follows [38]:

Yu = atan( my*cos (@) +mz*sin(@) )

Mmyxcos(8)— myxsin(@)+sin(0)+ mz+cos(@)+sin(6) (2)
Here, ¥, is the magnetic heading, @ and 0 are the roll and pitch angles obtained using raw data from the
accelerometer and gyroscope by applying various filters.

2.4. Heading transformations

Several north directions are taken as a reference when calculating the heading angle. True North (TN),
Magnetic North (MN), and Grid North (GN) are the different norths, each of one point in different directions
(Figure 5). The magnetometer sensor is the main component of IMU, which allows heading estimation. This
sensor gives a magnetic vector based on Earth's magnetic field. The heading determined by measuring the
magnetic field is known as the magnetic heading since the Earth's geographic and magnetic poles do not
coincide. Removing a magnetic declination from the magnetic heading is necessary to determine the true
heading or the heading referred to the geographical North direction [39, 40]. GN refers to the direction of the
grid in a plane coordinate system, typically aligned with the grid of a map projection. Converting the spherical
surface of the globe into a flat surface results in the distinction between true north and grid north, also known
as convergence. The projection and map location determine a given map's convergence [41].

True North (TXN)
g, GridNorth (GN)
'* T
4 v,

Maguetic North (MN)
Wy Wy =%, +D
Yo =W, +C

» Comvergence (C)

Declination (D)

Figure 5. Magnetic, true, and grid north

Since the headings obtained with each sensor are in different systems, heading transformations were
performed to compare them. The grid heading is taken as a reference for comparison.

2.5. Reference heading calculation

A line was determined for the study to compare the headings generated from sensors. In order to calculate
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the reference heading of this line, 15 points were determined on it and marked with spray, then three
measurements of 30 epochs were made on each point, and 3D coordinates were obtained precisely by taking
their averages (Figure 6). These point coordinates were obtained using Topcon Hiper V, which is based on
the RTK/GNSS observation method, with an accuracy of 1-2 cm level. Then, the grid heading of the line was
calculated using the coordinate data of 15 points. The reference heading of the line was calculated as 235.2594
degrees.

Figure 6. Test area (a) the line determined on which UGAV will track, (b) the measurement of the points on the line.
2.6. Field experiment: data collection of sensors

For the comparison of heading estimation capabilities of the sensors described in the previous sections, they
were mounted on the UGAV. While collecting data with sensors, UGAV was driven along a line with starting
point 1 and ending point 15. Before beginning the drive to get RTK fix solutions, convergence time was waited
for the ambiguity resolution to be resolved. Sensor data collections were repeated seven times for seven
different antenna conditions, and each measurement took approximately one minute. The manual calibration
of IMUs was realised each time before starting the driving. The frequency of GNSS data collection was 1 Hz,
whereas the IMU data were collected at 100 Hz.

3. Results and Discussion

After data collection in the field was completed, the heading values were estimated from the sensors' data
using MATLAB software. For this purpose, geographical coordinates in GNGGA message type in NMEA
format collected with GNSS were converted to the projection system (TM 3°). Then, the grid heading values
were obtained using the coordinate values of each measurement according to Eq. 1. This makes approximately
60 measurements for GNSS data with a frequency of 1 Hz because each drive lasted approximately one
minute. UTC has been converted to GPS Time of Week (ToW) to ensure time synchronization by using
MATLAB software.

Xsens MTi 630 can generate true-heading, Euler angles, quaternions, and UTC in addition to the raw data,
depending on the output options. In order to compare the heading of Xsens MTi 630 with the heading
obtained from RTK/GNSS, time and heading transformations were made in MATLAB software. Thus, grid
heading values of Xsens MTi 630 were obtained with GPS ToW. The data update frequency of Xsens MTi 630
was 100 Hz. This makes approximately 6000 measurements for one drive.

Magnetic heading values of Adafruit BNOO055 were estimated using raw data of the sensors according to Eq.
2. Magnetic heading calculations from the raw data, transitions from magnetic heading to grid heading, and
transitions from UTC to GPS ToW for time synchronisation were performed in MATLAB software. The data
update frequency and number of measurements were the same with Xsens Mti 630.
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The plots of the grid heading values and the reference grid heading value of each sensor in the same time
interval for each antenna condition are shown in Figure 7. Antenna condition refers to the distances
(baselines) between ANT1 and ANT2. In the 1st condition, the distance between the antennas is the farthest
(210 cm), while in the 7th condition, the distance between the antennas is the closest (30 cm). The distance
between antennas decreases by 30 cm from the 1st condition to the 7th condition.

For the first six cases where the baseline is long compared to condition seven, the heading accuracies of
RTK/GNSS and Xsens MTi 630 are very close to each other and have almost the same characteristics.
However, in condition seven, as the distance between antennas decreases to 30 cm, the heading accuracy of
RTK/GNSS also decreases and is not like Xsens Mti 630. The heading accuracy of the Adafruit BNOO55 is
much noisier and more unstable than the other two sensors in all cases. Even though it seems to produce the
most accurate results in case six, it is still below the other two sensors due to its noise. The sensors' respective
comparisons in each case show that the Xsens MTi 630 provides similar accuracies for all conditions. Adafruit
BNOO55 appears to produce results with similar noise within a certain range. In the heading values obtained
with RTK/GNSS, it is seen that the heading accuracy begins to decrease as the distance between antennas
decreases. This decrease is not directly proportional to antenna distances. This decrease is not directly
proportional to antenna distances as in the difference between conditions six and seven.
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Figure 7. Heading plots of sensors and reference value

For a more quantitative comparison, the root mean square (RMS) error and mean values of the sensor
headings in each case were calculated (Table 2). When the RMSs of GNSS-based headings are examined, the
heading errors are relatively stable at first, with slight variations in RMS and mean values across the initial
antenna conditions (one to three), where the antenna distance is 210 cm to 150 cm. As the antenna distance
decreases (Conditions four through seven), both RMS and Mean heading errors tend to increase significantly.
In Condition seven (30 cm distance), there is a sharp increase in heading error, with RMS rising from 0.8 to
3.7 degrees and the mean error increasing from 0.6 to 3.2 degrees. The significant increase in heading errors
as the antenna distance decreases indicates that this sensor relies heavily on antenna separation for accurate
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heading determination. This matches the theoretical expectation that a larger baseline leads to better heading
accuracy. The greater the baseline between the two antennas, the more accurate the measurement of the
relative direction between the antennas as the relative position change between the two antennas becomes
more noticeable, improving the accuracy of the heading calculation. Also, with a longer baseline, errors in
individual position estimates of the antennas (due to noise or multipath) are less likely to affect the heading
calculation. An extended baseline allows for better differentiation between the signals, making the heading
determination less sensitive to minor errors.

Since the seventh condition does not accurately reflect the heading accuracy that can be achieved with
RTK/GNSS, it is not included in calculating the average of the means of all conditions. When calculated this
way, the average mean error of RTK/GNSS headings in all conditions except the seventh condition is 0.58
degrees.

The RMS values of the Xsens Mti 630 in each drive are generally close to each other, so it can be said that it
has very high precision. The average mean error of Xsens Mti 630 headings in all conditions is 0.60 degrees.
The Adafruit BNOO055 sensor produced the worst results in terms of both accuracy and precision. The average
mean error of BNOO055, which produces quite noisy heading values, is 4.24 degrees.

Table 2. RMS and mean error values of sensors

RMS (Degree) Mean (Degree)

Antenna  SimpleRTK2B Xsens Adafruit SimpleRTK2B Xsens Adafruit
Condition SBC Mti 630 BNOO055 SBC Mti 630 BNOO055

1 0.6 0.8 6.8 0.5 0.6 6.3

2 0.6 0.5 39 0.4 0.4 33

3 0.6 0.5 6.0 0.5 0.4 5.6

4 0.8 0.9 4.5 0.6 0.7 4.0

5 0.8 0.8 4.7 0.6 0.6 4.1

6 1.1 0.8 2.4 0.9 0.7 2.0

7 3.7 0.9 5.0 3.2 0.8 4.4

Considering the sensor specifications, such as prices, advantages, and disadvantages (Table 1), the
SimpleRTK2B is one of the most suitable sensors for high-accuracy applications in open-sky environments.
In addition to providing heading performance and price equal to that of a tactical-grade IMU, it offers cm-
level 3D position information. However, the distance between antennas affects the sensor’s heading accuracy.
The vehicle's dimensions used in the application must be considered to achieve maximum heading accuracy.
The distance between the antennas should be above 60 cm for optimal results. In situations where the vehicle
dimensions do not allow for optimal antenna spacing or indoor applications (e.g., greenhouses), the Xsens
MTi 630 sensor should be preferred for high accuracy. This sensor can also generate position information
indoors using a strap-down navigation approach. However, IMU sensors are sensitive to nearby metal objects.
Calibration should be performed every time to minimise the effects of magnetic interference factors in the
surroundings. For agricultural applications where high heading accuracy is not required, such as basic
orientation tracking, the Adafruit BNOO055 sensor, with its affordable price, may meet the user's needs.
However, it should be noted that it does not provide UTC information. Additionally, the update rate in
applications can also be an important component. The advantage of IMU sensors in this regard is noticeable.
A high update rate allows for more precise tracking of fast-moving objects, making it especially beneficial in
agricultural applications like automated machinery, crop monitoring, or robotic vehicles that require rapid
response times. With a higher update rate, IMUs can provide more accurate and real-time orientation and
movement data, leading to improved performance in dynamic environments. However, the trade-off is that
high update rates can consume more power, which may be a consideration for battery-powered systems.
Moreover, in applications where slower movement or less frequent updates are sufficient, the high update
rate may lead to unnecessary data processing, potentially increasing computational load without providing
significant benefits. Therefore, it is essential to balance the required accuracy with the system's power and
computational capabilities.
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In many studies, the performance of low-cost IMUs has not been tested independently. Instead, integrated
solutions combining dual-antenna RTK/GNSS and low-cost IMUs have been developed to enhance
robustness and accuracy. Furthermore, accuracy assessments in these studies are typically reported in terms
of positional error [4, 15, 16, 25, 42, 43] rather than heading accuracy. Nevertheless, a comparative analysis
has been conducted with a few studies that employ low-cost IMUs and RTK-GNSS sensors using similar
accuracy evaluation criteria. Cui et al. [44] implemented a geometric-based path-tracking algorithm to guide
an autonomous vehicle with a dual-antenna RTK and a navigation controller along a continuous U-shaped
path. With an antenna baseline of 0.785 m, the system achieved a lateral position error within +3 cm for
86.30% of the time and maintained a heading deviation within +2 degrees for 90.61% of the time. Chen et al.
[45] developed a coarse initial heading estimation method for the low-cost MEMS IMUs aided by the GNSS
sensor. The initial heading is computed by comparing the two trajectories obtained with IMU-based and
GNSS-based methods. The algorithm was tested on a car, a wheeled robot, and a tractor under various
conditions. Results indicate that the initial heading was determined within 5 seconds with accuracies of 0.25,
0.6, and 1.6 degrees for the car, robot, and tractor, respectively. Galati et al. [46] developed a cost-efficient
autonomous navigation system for agriculture by using a dual-antenna GPS and low-cost IMUs. The system
utilises a Gaussian Sum Filter integrating multiple Extended Kalman Filters to address IMU bias and GPS
signal loss. It achieved position and heading estimation, with average errors of 0.2 m and 0.2 degrees. Huang
et al. [47] developed an integrated navigation system based on IMU and RTK-GNSS sensors to improve the
positioning accuracy of autonomous agricultural vehicles. During operation on open roads, the system's
position and heading errors are within 3 cm and 0.6 degrees, respectively. Pini et al. [48] evaluated the
performance of the FANTASTIC GNSS receiver (simply FANTASTIC), which has dual antennas and
integrated IMU. This sensor uses a loosely coupled GNSS/IMU integration to provide RTK-level position
accuracy and GNSS-assisted attitude estimation. Three high-performance commercial GNSS receivers
(Bmkl, Bmk2, and Bmk3) capable of delivering RTK measurements were considered benchmarks to compare
FANTASTIC's performance. The performance of FANTASTIC was tested in four different environments:
open-sky, kiwifruit orchard, vineyard, and greenhouse, alongside the benchmark GNSS receivers. Two
reference systems, one GNSS-based and the other robotic total station-based, were used for evaluation. The
heading error of FANTASTIC in open-field conditions was around 0.5 degrees. In the kiwifruit orchard, the
heading error was 0.56 degrees with a 95% confidence level, while in the vineyard, it increased to 2.5 degrees
with the same confidence level. Lastly, the heading error consistently remained above 1 degree in the
greenhouse environment. Compared to previous studies, the results of this study are generally consistent with
the high-precision findings reported in the literature.

4. Conclusion

In the agriculture industry, AVs and robots are useful tools for increasing productivity while lowering the
need for human labour in various tasks. One of the most essential elements for AVs to successfully perform
their tasks in the field is the ability to determine their heading correctly. GNSS and IMU are the most
commonly used sensors to determine the heading of a vehicle. With the latest developments in sensor
technology, systems with different accuracy and sensitivity have come along in every price range. This has
initiated a quest for the most accurate results with the lowest possible price systems. Manufacturers of GNSS
equipment have just begun to market small, RTK-capable, affordable receivers (less than $1,000). With the
development of MEMS (Micro-Electro-Mechanical Systems) technology, IMU sensor sizes and costs have
decreased.

The heading accuracies of low-cost RTK/GNSS, tactical grade, and low-cost MEMS IMUs were analysed in
this context. Real driving tests were performed to study the heading performances of these sensors mounted
on UGAV. Heading accuracies of GNSS RTK according to the distance between antennas and heading
comparisons of GNSS RTK and other IMU sensors were evaluated. According to the RMS values in Table 2,
RTK/GNSS produced the most accurate results when the antennas were furthest from each other. It shows
that heading accuracy gradually deteriorates when the distance between antennas falls below 1.5 meters and
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deteriorates further when it falls below 60 cm. Therefore, a minimum antenna distance of 60 cm is
recommended to obtain an accurate heading value with RTK/GNSS. RTK/GNSS and Xsens MTi 630 sensor
generally gave similar results except for the 7th condition. If the distance between antennas is sufficient, it can
be seen that RTK/GNSS can achieve the accuracy of a tactical-grade IMU.

The low-cost Adafruit BNO055 IMU sensor produced the noisiest results. It has an average mean error that
may be sufficient for applications that do not require very precise heading information. For example, it can
track the general movement direction of tractors or agricultural vehicles in large fields or where precise row
planting is not required. However, for precision agriculture applications such as auto-steering, precise
spraying systems and row planting, this accuracy may not be acceptable. In such cases, RTK-GNSS or high-
accuracy IMUs should be preferred.

Acknowledgment

This work was supported by the Ondokuz Mayis University under Grant PYO.MUH.1908.22.078.

Conflict of Interest Statement

The authors declare that there is no conflict of interest

References

[1] D. T. Fasiolo, L. Scalera, E. Maset, and A. Gasparetto, “Towards autonomous mapping in agriculture: A review of supportive
technologies for ground robotics,” Rob Auton Syst, vol. 169, Nov. 2023. doi: 10.1016/j.robot.2023.104514

[2] K. R. Aravind, P. Raja, and M. Pérez-Ruiz, “Task-based agricultural mobile robots in arable farming: A review,” Spanish Journal of
Agricultural Research, vol. 15, no. 1, 2017. doi: 10.5424/sjar/2017151-9573

[3] A. Ghobadpour, G. Monsalve, A. Cardenas, and H. Mousazadeh, “Off-Road Electric Vehicles and Autonomous Robots in Agricultural
Sector: Trends, Challenges, and Opportunities,” Vehicles, vol. 4, no. 3, pp. 843-864, 2022. doi: 10.3390/vehicles4030047

[4] M. Norremark, H. W. Griepentrog, J. Nielsen, and H. T. Segaard, “The development and assessment of the accuracy of an autonomous
GPS-based system for intra-row mechanical weed control in row crops,” Biosystems Engineering, vol. 101, no. 4, pp. 396-410, 2008. doi:
10.1016/j.biosystemseng.2008.09.007

[5] A. T. Meshram, A. V. Vanalkar, K. B. Kalambe, and A. M. Badar, “Pesticide spraying robot for precision agriculture: A categorical
literature review and future trends,” Journal of Field Robotics, vol. 39, no. 2, pp. 153-171, 2022. doi: 10.1002/rob.22043

[6] W.Ji, D. Zhao, F. Cheng, B. Xu, Y. Zhang, and J. Wang, “Automatic recognition vision system guided for apple harvesting robot,”
Computers and Electrical Engineering, vol. 38, no. 5, pp. 1186-1195, 2012. doi: 10.1016/j.compeleceng.2011.11.005

[7] Y. Zhao, L. Gong, C. Liu, and Y. Huang, “Dual-arm Robot Design and Testing for Harvesting Tomato in Greenhouse,” /FAC-
PapersOnLine, vol. 49, no. 16, pp. 161-165, 2016. doi: 10.1016/j.ifacol.2016.10.030

[8] H. Zhou, X. Wang, W. Au, H. Kang, and C. Chen, “Intelligent robots for fruit harvesting: recent developments and future challenges,”
Precision Agriculture, vol. 23, pp. 1856-1907, 2022. doi: 10.1007/s11119-022-09913-3

[9] P. Gonzalez-de-Santos, A. Ribeiro, C. Fernandez-Quintanilla, et al., “Fleets of robots for environmentally-safe pest control in
agriculture,” Precision Agriculture, vol. 18, no. 4, pp. 574-614, 2017. doi: 10.1007/s11119-016-9476-3

[10] T. L. Oluwabunmi, O. Adenugba, I. A. Ayoade, J. Azeta, and C. A. Bolu, “Development of an Autonomous Vehicle for Smart
Irrigation,” in 2022 5th Information Technology for Education and Development (ITED), Abuja, Nigeria, November 1-3, 2022, IEEE,
pp. 1-7. doi: 10.1109/ITED56637.2022.10051388

[11] A. Bechar and C. Vigneault, “Agricultural robots for field operations. Part 2: Operations and systems,” Biosystems Engineering, vol.
153, pp. 110-128, 2017. doi: 10.1016/}.biosystemseng.2016.11.004

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yayincilik 164



Dilmac, llci & Kaya Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

[12] Y. Bai, B. Zhang, N. Xu, J. Zhou, J. Shi, and Z. Diao, “Vision-based navigation and guidance for agricultural autonomous vehicles
and robots: A review,” Computers and Electronics in Agriculture, vol. 205, no. 107584, 2023. doi: 10.1016/j.compag.2022.107584

[13] T. Bakker, K. van Asselt, ]. Bontsema, J. Miiller, and G. van Straten, “Autonomous navigation using a robot platform in a sugar beet
field,” Biosystems Engineering, vol. 109, no. 4, pp. 357-368, 2011. doi: 10.1016/j.biosystemseng.2011.05.001

[14] X. Han, H. J. Kim, C. W. Jeon, H. C. Moon, J. H. Kim, and S. Y. Yi, “Application of a 3D tractor-driving simulator for slip estimation-
based path-tracking control of auto-guided tillage operation,” Biosystems Engineering, vol. 178, pp. 70-85, 2019. doi:
10.1016/j.biosystemseng.2018.11.003

[15] S. Alonso-Garcia, J. Gomez-Gil, and J. I. Arribas, “Evaluation of the use of low-cost GPS receivers in the autonomous guidance of
agricultural tractors,” Spanish Journal of Agricultural Research, vol. 9, no. 2, pp. 378-388, 2011. [Online]. Available: www.inia.es/sjar

[16] J. H. Han, C. H. Park, Y. J. Park, and J. H. Kwon, “Preliminary results of the development of a single-frequency GNSS RTK-based
autonomous driving system for a speed sprayer,” Journal of Sensors, vol. 2019, no. 1, 2019. doi: 10.1155/2019/4687819

[17] A. Leanza, R. Galati, A. Ugenti, E. Cavallo, and G. Reina, “Where am I heading? A robust approach for orientation estimation of
autonomous agricultural robots,” Computers and Electronics in Agriculture, vol. 210, Jul. 2023. doi: 10.1016/j.compag.2023.107888

[18] A. Mizushima, K. Ishii, N. Noguchi, Y. Matsuo, and R. Lu, “Development of a low-cost attitude sensor for agricultural vehicles,”
Computers and Electronics in Agriculture, vol. 76, no. 2, pp. 198-204, May 2011. doi: 10.1016/j.compag.2011.01.017

[19] D. Jiang, L. Yang, D. Li, F. Gao, L. Tian, and L. Li, “Development of a 3D ego-motion estimation system for an autonomous
agricultural vehicle,” Biosystems Engineering, vol. 121, pp. 150-159, 2014. doi: 10.1016/j.biosystemseng.2014.02.016

[20] A. Roshanianfard, N. Noguchi, H. Okamoto, and K. Ishii, “A review of autonomous agricultural vehicles (The experience of
Hokkaido University),” Journal of Terramechanics, vol. 91, pp. 155-183, October 2020. doi: 10.1016/j.jterra.2020.06.006

[21] S. Sasani, J. Asgari, and A. R. Amiri-Simkooei, “Improving MEMS-IMU/GPS integrated systems for land vehicle navigation
applications,” GPS Solutions, vol. 20, no. 1, pp. 89-100, Jan. 2016. doi: 10.1007/s10291-015-0471-3

[22] Y. Li, M. Efatmaneshnik, and A. G. Dempster, “Attitude determination by integration of MEMS inertial sensors and GPS for
autonomous agriculture applications,” GPS Solutions, vol. 16, no. 1, pp. 41-52, Jan. 2012. doi: 10.1007/s10291-011-0207-y

[23] L. Cong, E. Li, H. Qin, K. V. Ling, and R. Xue, “A performance improvement method for low-cost land vehicle GPS/MEMS-INS
attitude determination,” Sensors, vol. 15, no. 3, pp. 5722-5746, Mar. 2015. doi: 10.3390/s150305722

[24] J. Si, Y. Niu, J. Lu, and H. Zhang, “High-Precision Estimation of Steering Angle of Agricultural Tractors Using GPS and Low-
Accuracy MEMS,” [EEE Transactions on Vehicular Technology, vol. 68, no. 12, pp. 11738-11745, Dec. 2019. doi:
10.1109/TVT.2019.2949298

[25] J. H. Han, C. H. Park, Y. Y. Jang, J. D. Gu, and C. Y. Kim, “Performance evaluation of an autonomously driven agricultural vehicle
in an orchard environment,” Sensors, vol. 22, no. 1, Jan. 2022. doi: 10.3390/s22010114

[26] . Jackson, R. Saborio, S. A. Ghazanfar, D. Gebre-Egziabher, and B. Davis, “Evaluation of Low-Cost, Centimeter-Level Accuracy
OEM GNSS Receivers,” the University Digital Conservancy, 2018. Available: https://hdl.handle.net/11299/197453.2018

[27] M. Farkas, S. Rdzsa, and B. Vanek, “Multi-sensor Attitude Estimation using Quaternion Constrained GNSS Ambiguity Resolution
and Dynamics-Based Observation Synchronization,” Acta Geodaetica et Geophysica, vol. 59, pp. 51-71, Mar. 2024. doi: 10.1007/s40328-
024-00441-2

[28] N. Nadarajah, P.J. G. Teunissen, and N. Raziq, “Instantaneous GPS-galileo attitude determination: Single-frequency performance
in satellite-deprived environments,” /EEE Transactions on Vehicular Technology, vol. 62, no. 7, pp. 2963-2976, 2013. doi:
10.1109/TVT.2013.2256153

[29] F. Zhu, Z. Hu, W. Liu, and X. Zhang, “Dual-Antenna GNSS Integrated with MEMS for Reliable and Continuous Attitude
Determination in Challenged Environments,” [EEE Sensors Journal, vol. 19, no. 9, pp. 3449-3461, May 2019. doi:
10.1109/JSEN.2019.2891783

[30] J. Y. Huang, Z. Y. Huang, and K. H. Chen, “Combining Low-Cost Inertial Measurement Unit (IMU) and Deep Learning Algorithm
for Predicting Vehicle Attitude,” in JEEE Conference on Dependable and Secure Computing, Taipei, Taiwan, October 7-10, 2017, IEEE,
pp- 237-239. doi: 10.1109/DESEC.2017.8073847

[31] A. H. Isik and O. Getin, “Multifunctional and Low Cost Autonomous Mobile Robot,” Gazi Journal of Engineering Sciences, vol. 6,
no. 2, pp. 105-110, Aug. 2020. doi: 10.30855/gmbd.2020.02.02

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yayincilik 165



Dilmac, llci & Kaya Gazi Muhendislik Bilimleri Dergisi: 11(1), 2025

[32] ArduSimple, “SimpleRTK2B SBC - Development Kit.” Accessed: May 28, 2024. [Online]. Available:
https://www.ardusimple.com/product/simplertk2b-sbc-development-kit/

[33] S.Ji, R. Du, W. Chen, Z. Wang, K. He, and Z. Nie, “Partial GNSS ambiguity resolution in coordinate domain,” Survey Review;, vol.
51, no. 369, pp. 525-532, Nov. 2019. doi: 10.1080/00396265.2018.1490870

[34] u-blox, “ZED-F9P Moving base applications Application note: ZED-F9P-MovingBase_AppNote_UBX-19009093,” 2023. [Online].
Available: www.u-blox.com

[35] J. Keong and G. Lachapelle, “Heading and Pitch Determination Using GPS/GLONASS,” GPS Solutions, vol. 3, pp. 26-36, 2000.
Available: https://doi.org/10.1007/PL00012800

[36] Xsens, “Xsens MTi 630.” Accessed: May 28, 2024. [Online]. Available: https://www.movella.com/products/sensor-modules/xsens-
mti-630-ahrs

[37] Adafruit, “BNOO055 Intelligent 9-axis absolute orientation sensor,” 2016. [Online]. Available: https://www.bosch-
sensortec.com/products/smart-sensor-systems/bno055/

[38] X. Cui, Y. Li, Q. Wang, M. Karaim, and A. Noureldin, “Vehicle heading estimation of INS/magnetometer integrated system based
on constant hard iron interference calibration,” Measurement and Control, vol. 54, no. 7-8, pp. 1208-1218, Sep. 2021, doi:
10.1177/00202940211021876

[39] P. Kaniewski and J. Kazubek, “Integrated System for Heading Determination,” Acta Physica Polonica A, vol. 116, no. 3, pp. 325-330,
2009.

[40] B. Li, T. Gallagher, A. G. Dempster, and C. Rizos, “How feasible is the use of magnetic field alone for indoor positioning?” in 2012
International Conference on Indoor Positioning and Indoor Navigation, Sydney, NSW, Australia, November 13-15, 2012, IEEE, pp. 1-
9. doi: 10.1109/TPIN.2012.6418880

[41] USGS, “What do the different north arrows on a USGS topographic map mean?” Accessed: May 29, 2024. [Online]. Available:
https://www.usgs.gov/fags/what-do-different-north-arrows-usgs-topographic-map-mean

[42] A. Stoll and H. D. Kutzbach, “Guidance of a Forage Harvester with GPS,” Precision Agriculture, vol. 2, pp. 281-291, 2000.
[43] J. Carballido, M. Perez-Ruiz, L. Emmi, and J. Agiiera, “Comparison of Positional Accuracy between RTK and RTX GNSS based on
The Autonomous Agricultural Vehicles under Field Conditions,” Applied Engineering in Agriculture, vol. 30, no. 3, pp. 361-366, 2014.

doi: 10.13031/aea.30.10342

[44] B. Cui, J. Zhang, X. Wei, X. Cui, Z. Sun, Y. Zhao, and Y. Liu, “Improved Information Fusion for Agricultural Machinery Navigation
Based on Context-Constrained Kalman Filter and Dual-Antenna RTK,” Actuators, vol. 13, no. 5, 2024. doi: 10.3390/act13050160

[45] Q, Chen, H. Lin, ]. Kuang, Y. Luo, and X. Niu, “Rapid Initial Heading Alignment for MEMS Land Vehicular GNSS/INS Navigation
System,” IEEE Sensors Journal, vol. 23, no. 7, pp. 7656-7666, 2023. doi: 10.1109/JSEN.2023.3247587

[46] R. Galati, G. Mantriota, and G. Reina, “RoboNav: An Affordable Yet Highly Accurate Navigation System for Autonomous
Agricultural Robots,” Robotics, vol. 11, no. 5, 2022. doi: 10.3390/robotics11050099

[47] Y. Huang, J. Fu, S. Xu, T. Han, and Y. Liu, “Research on Integrated Navigation System of Agricultural Machinery Based on RTK-
BDS/INS,” Agriculture, vol. 12, no. 8, 2022. doi: 10.3390/agriculture12081169

[48] M. Pini, G. Marucco, G. Falco, M. Nicola, and W. De Wilde, “Experimental Testbed and Methodology for the Assessment of RTK
GNSS Receivers Used in Precision Agriculture,” JEEE Access, vol. 8, pp. 1469014703, 2020. doi: 10.1109/ACCESS.2020.2965741

This is an open access article under the CC-BY license

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yayincilik 166



Research Article

qazt Gaziloeen

OURNAL OF ENGINEERING SCIENCES

GAZI
JOURNAL OF ENGINEERING SCIENCES

Optimization of Tensile Properties in 3D-Printed
PETG Honeycomb Structures via Taguchi Method:
Influence of Cell Size and Geometric Orientation

Ahmet Fatih Yilmaz™
Submitted: 04.03.2025 Revised: 24.04.2025 Accepted: 28.04.2025 doi:10.30855/gmbd.070525N11

ABSTRACT

Keywords: Honeycomb structures, Honeycomb structures are extensively used in engineering applications due to their high
FDM, Taguchi optimization, PETG, strength-to-weight ratio, energy absorption capacity, and customizable mechanical behavior.
Mechanical properties However, optimizing their tensile performance remains a significant challenge. This study

systematically investigates the effects of cell size (1.75 mm, 1.5 mm, 1.25 mm) and geometric
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7 orientation (0°, 15°, 30°) on the tensile behavior of 3D-printed PETG honeycomb structures,
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Dept. of Mechanical Engineering fabricated using FDM. Nine different specimens were manufactured and tested following the
78100-Karabilk, Tiirkiye ASTM D638 standard. The optimal configuration was determined using Taguchi’s signal-to-
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 mail: ahmetfatihyilmaz@karabuk edo.tr noise (S/N) ratio analysis, while Analysis of Variance (ANOVA) was conducted for statistical

evaluation. The results indicate that a cell size of 1.25 mm and a 30° orientation provided the
highest fracture force (277.03 N), while the 1,75 mm cell size at 30° exhibited the greatest energy

Corresponding author: absorption (335.59 x 107* J). ANOVA confirmed that cell size significantly influenced tensile
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strength, whereas geometric orientation had a greater impact on energy absorption. This study
contributes to optimizing three-dimensional (3D) printing parameters for enhanced mechanical
performance and provides insights for designing lightweight, high-strength structures in

aerospace and structural applications.

Taguchi Yontemi ile 3B Baskili PETG Bal Petegi
Yapilarinda Cekme Ozelliklerinin Optimizasyonu:
Hiicre Boyutu ve Geometrik Yonelimin Etkisi

Oz

Bal petegi yapilari, yiiksek mukavemet/agirhk orani, enerji soniimleme kapasitesi ve
ozellestirilebilir mekanik davranislar1 nedeniyle miihendislik uygulamalarinda yaygin olarak
kullanilmaktadir. Ancak, ¢ekme dayaniminin optimize edilmesi halen énemli bir aragtirma
konusudur. Bu ¢aligma, hiicre boyutu (1.75 mm, 1.5 mm, 1.25 mm) ve geometrik yonelim (0°,
15°, 30°) degiskenlerinin, EYM yontemiyle iiretilen PETG bal petegi yapilarinin gekme mekanik
ozellikleri tizerindeki etkisini sistematik olarak incelemektedir. Toplamda dokuz farkli numune
tiretilmis ve ASTM D638 standardina uygun olarak test edilmistir. Taguchi sinyal-giiriltii (S/N)
orani analizi ile optimum parametreler belirlenmis, Varyans Analizi (ANOVA) ile istatistiksel
degerlendirme yapilmistir. Sonuglar, 1.25 mm hiicre boyutu ve 30° yonelime sahip yapilarin en
yiksek kirilma kuvvetine (277.03 N) ulastigini, 1.75 mm hiicre boyutu ve 30° yonelimdeki
numunelerin ise en yiiksek enerji soniimleme kapasitesine (335.59 x 107* J) sahip oldugunu
gostermektedir. ANOV A analizleri, hiicre boyutunun ¢ekme dayanimu tizerinde 6nemli bir etkiye
sahip oldugunu, geometrik yonelimin ise enerji soniimleme kapasitesini daha fazla etkiledigini
Anahtar Kelimeler: Bal petegi dogrulamustir. Bu ¢aligma, {i¢ boyutlu (3D) baski parametrelerinin mekanik performans
yapilari, EYM, Taguchi yontemi, acisindan optimize edilmesine katk: saglamakta ve havacilik ile yapisal uygulamalar icin hafif ve
PETG, Mekanik 6zellikler yiiksek dayanimli yapilarin tasarimina yonelik 6nemli bilgiler sunmaktadir.
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1. Introduction

The growing need for lightweight to high strength materials in aerospace, automotive, biomedical, and
structural applications has driven significant interest in honeycomb structures. These structures provide
exceptional mechanical properties such as a high strength to weight ratio, superior energy absorption, and
customizable deformation behavior [1]. Advances in additive manufacturing (AM), especially Fused
Deposition Modeling (FDM), have enabled the precise fabrication of intricate honeycomb geometries using
various thermoplastic materials [2]. Among these, polyethylene terephthalate glycol-modified (PETG) is a
popular choice due to its excellent balance of mechanical performance, durability, and printability [3].
However, the performance of 3D-printed honeycomb structures is highly dependent on cell size, geometric
orientation, and printing parameters, which remain an open field of optimization. Optimizing these
parameters is crucial for ensuring reliable mechanical performance while minimizing material waste and
production time. By employing the Taguchi optimization method, this research seeks to systematically
explore the influence of cell size and geometric orientation on the tensile behavior of PETG honeycomb
structures, thereby providing valuable insights for performance-driven design improvements [4].

A honeycomb structure consists of a periodic arrangement of hollow cells, typically hexagonal, rectangular,
or auxetic in shape, designed to optimize mechanical properties while minimizing material usage [5]. Fused
Deposition Modeling (FDM) is an additive manufacturing technique that extrudes thermoplastic filaments
layer-by-layer to create 3D-printed objects. PETG is a widely used polymer in FDM printing due to its high
impact resistance, ductility, and chemical resistance compared to other common materials such as PLA and
ABS [6]. The Taguchi optimization method is a statistical approach used to determine the most influential
parameters affecting product performance while reducing experimental iterations [7].

Numerous studies have investigated the mechanical behavior of honeycomb structures manufactured using
3D printing. Recent advancements focus on understanding how geometric variations, printing orientation,
and cell design affect mechanical properties, since gaps remain in systematically optimizing these parameters
for tensile performance [8]. Several research efforts have explored the effects of honeycomb geometry and
printing parameters. Studies have found that hexagonal honeycombs offer superior mechanical properties
compared to square or triangular designs due to their higher in-plane stiffness and energy absorption capacity
[9]. Other studies indicate that the orientation of printed layers significantly impacts mechanical strength,
with vertical and diagonal orientations often displaying lower strength due to weak interlayer adhesion [10].
PETG has gained attention as a favorable material due to its higher ductility and impact resistance compared
to PLA and ABS, making it appropriate for high performance applications [11]. The use of optimization
methodologies, including statistical and computational approaches, has shown potential in improving
honeycomb structure performance [12]. Taguchi and response surface methodologies have been applied in
optimizing 3D-printing parameters, particularly for impact and compressive strength [13]. Moreover, several
computational and experimental studies have examined the mechanical performance of honeycomb
structures. Finite Element Analysis (FEA) models have been developed to predict compressive and bending
behavior of different honeycomb cell configurations [14]. Experimental studies have explored the anisotropic
mechanical properties of FDM-printed structures with varying infill densities and orientations [15]. FFT-
based modeling techniques have also been proposed to enhance the predictive accuracy of in plane elastic
properties of honeycomb structures beneath large elastic deformations [16]. Recent advancements in
integrating machine learning and Al-based models have enhanced mechanical prediction accuracy of
honeycomb structures [12]. However, while these studies provide valuable insights, the impact of cell size and
geometric orientation on tensile properties remains underexplored. Moreover, a few studies have employed
robust optimization techniques such as Taguchi methods to fine-tune design parameters for optimal tensile
strength [17]. Despite the extensive research on honeycomb structures and their mechanical properties,
several gaps and limitations persist. Most studies focus on compressive or bending performance, neglecting
tensile properties, which are critical in structural applications [18]. There has been limited investigation on
the combined effects of cell size and geometric orientation in PETG honeycombs [19]. Few studies have

PRINT ISSN: 2149-4916 E-ISSN: 2149-9373 © 2022 Gazi Akademik Yayincilik 168



Yilmaz Gazi MUhendislik Bilimleri Dergisi: 11(1), 2025

employed systematic optimization using the Taguchi method for enhancing tensile performance. Challenges
remain in accurately modeling the anisotropic behavior of FDM-printed structures due to interlayer adhesion
issues and print-induced defects [20]. In addition, the thermo-mechanical interactions in honeycomb
materials require further modeling efforts [21]. Recent studies have explored bioinspired functionally graded
honeycomb structures, revealing promising impact resistance properties [22]. Moreover, efforts to enhance
energy absorption capabilities in honeycomb structures are ongoing, especially for corrugated honeycomb
aluminum designs [23]. These limitations highlight the need for an optimized approach to improve the tensile
behavior of PETG honeycomb structures, guiding the development of lightweight to high-strength materials.

This research aims to examine the effect of honeycomb cell size and geometric orientation on the tensile
properties of 3D-printed PETG structures. The research employs the Taguchi optimization method to
determine the most influential parameters for maximizing tensile strength. Furthermore, the study provides
experimental validation and statistical analysis to guide optimal design configurations for PETG honeycomb-
based applications. This investigation is particularly significant for its originality, as it is among few to
investigate the impact and optimization of geometric orientation and cell size on the tensile mechanical
properties of FDM-printed PETG honeycomb structures. Consequently, 9 distinct specimens were fabricated
utilizing 3 different cell sizes (1,25 mm, 1,5 mm, 1.75 mm) and 3 different geometric orientations (0°, 15°, and
30°) through the FDM technique using the same PETG material. The Taguchi method was utilized to optimize
the maximum fracture force and energy absorption by determining the optimum combination of cell size and
geometric orientation. The results were additionally examined utilizing analysis of variance (ANOVA). This
study aimed to address a gap in literature by investigating the tensile properties of honeycomb structures
printed using FDM-printed PETG.

2. Material And Method

2.1. Design of honeycomb structure

The ASTM D638-14 standards employed a dog-bone-shaped specimen with appropriately placed honeycomb
structures within the testing section for the tension test [24]. Specimen dimensions were obtained from a Type
IV model, as shown in Figure 1, and SolidWorks software was chosen to create the computer-aided design

(CAD) shape.
5
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Figure 1. The geometry of the experimental specimen, based on ASTM D638-14 standards.

The tensile test specimens had a thickness of 0.6 mm (2h and were designed to accommodate 2, 3, and 4
honeycomb unit cells, as illustrated in Figure 2, within the 6 mm width of the test zone in the 0° geometric
orientation. Consequently, cell sizes (c) of 1.75 mm, 1.5 mm, and 1.25 mm were selected based on minimum
and maximum value constraints, considering both design objectives and manufacturability. Additionally,
geometric orientation values of 0°, 15°, and 30° were chosen within the specified range of minimum,
maximum, and average values.
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Figure 1. The unit cell of the honeycomb structure.

These cells were then rotated by 15° and 30° and placed in the test area and then the geometric orientations
of the honeycomb structures were designed using SolidWorks software as shown in Figure 3, resulting in
three distinct plans (0°, 15°, 30°).

Cell Size
g 1.25 mm 1.50 mm 1.75 mm
()

Figure 2. Designs of the test areas of the tensile specimens.

2.2. Manufacturing test specimens

The honeycomb structures were first saved as STL files and then imported into the Ultimaker Cura slicing
software to define the print settings and optimize the arranging of the specimens on the build plate. The
specimens were fabricated using polyethylene terephthalate glycol (PETG) filament with a Creality Ender 3
Pro 3D printer. The study followed the recommended print settings for PETG, specifically a layer height of
0.2 mm, a speed of print is 50 mm/s, a lines infill pattern, and an infill density of 25%. Figure 4 presents images
of the fabricated specimens in the test area.

Cell Size

1.25 mm 1.50 mm 1.75 mm

Geometric Orientation

Figure 3. Images of the test areas of the manufactured tensile specimens.

In accordance with the principles of Design of Experiments (DOE) methodology, a total of nine distinct
specimens were manufactured, as shown in Figure 5. To minimize the influence of random error sources and
variability, three specimens were produced for each sample.
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1.25 mm 1.25 mm 1.50 mm 1.50 mm 1.50 mm 1.75 mm 1.75 mm 1.75 mm
0° |52 0 0° 152 30° 0° 152 30°

Figure 4. 3d printed tensile specimens.

2.3. Tensile Test

The tensile test was accomplished utilizing a Shimadzu Autograph universal testing machine in compliance
with the ASTM D638 standard. The displacement rate was adjusted at 5 mm/min, and the specimens were
subjected to a gradually increasing load until failure. Load and displacement data were systematically recorded
during the experiment and subsequently analyzed to determine the mechanical properties. A representative
tensile test specimen is shown in Figure 6.

Figure 6. A specimen of the tensile test.
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2.3. Optimization

The Taguchi method offers a statistically robust approach that facilitates the identification of optimal
operating conditions while reducing the number of required experiments, thus reducing both the time and
cost associated with experimental investigations [25]. A major advantage of this method is its use of
orthogonal arrays for experimental design, which not only simplifies the planning process but also accounts
for uncontrolled variables commonly referred to as noise factors that contribute to variability.

In this study, a full factorial design was employed, incorporating two factors at three levels each, to
systematically explore their interactions and effects on a specified response variable [26]. The primary factors
influencing force at break and energy absorption were identified as the dimensions and orientations of the
honeycomb structures. Table 1 presents these factors alongside their respective levels.

Table 1. Taguchi L9 orthogonal array.

Factors Levels
Cell size 1.75mm 15mm 1.25mm
Geometric orientation 0° 15¢ 30°

To optimize the experimental design, Taguchi’s L9 orthogonal array was chosen. The experimental setup was
designed using Minitab’s L9 Taguchi orthogonal array, facilitating the generation of main effects plots for the
signal-to-noise (S/N) ratio related to mechanical properties. Given that the primary objective of this study
was to enhance tensile strength specifically, force at break and energy absorption the "larger-is-better"
criterion was applied in accordance with Equation (1).

1 1
S/N = =10logyo [+ 1L, =] (1

3. Results and Discussion

This section analyzes the mechanical performance of three individual honeycomb structures with varying
geometric orientations, as determined through tensile testing. The tensile tests were conducted to evaluate the
force at break and absorbed energy, with each measurement averaged across multiple specimens. The mean
values, along with their standard deviations, are presented in Table 2. The results indicate that the highest
force at break was recorded at 277.03 N in run 9, whereas the lowest value was observed in run 1 at 128.43 N.
Similarly, absorbed energy varied across the samples, with run 3 exhibiting the highest value of 335.59 x 10~*
J and run 5 the lowest at 151.95 x 107° J. Based on these findings, the optimal combination of cell size and
geometric orientation for maximizing both force at break and absorbed energy is 1.25 mm and 30°,
respectively, yielding values of 277.03 x 107> J and 288.47 x 107* . In order to further improve the clarity and
interpretability of the results, descriptive statistical data are presented in Table 2. These data include the
minimum and maximum values, mean values, and standard deviations for each test run.
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Table 2. Results of the tensile test.

Run Cellsize Geometric orientation Force (N) Energy (x10-3J)

1 1.75 mm 0° 128.43 165.64
2 1.75 mm 15° 137.10 200.69
3 1.75 mm 300 164.06 335.59
4 1.50 mm 0° 143.75 272.74
5 1.50 mm 15° 141.66 151.95
6 1.50 mm 30° 146.87 130.26
7 1.25 mm 0° 253.62 220.26
8 1.25 mm 15° 169.732 152.74
9 1.25 mm 30° 277.03 288.47

Figure 7 illustrates the force-displacement curves obtained from tensile tests conducted on specimens with
honeycomb cell orientations of 0°, 15°, and 30°, across three different cell sizes within the test area: 1.75 mm,
1.5 mm, and 1.25 mm. For the 1.75 mm cell size configuration, the 30° orientation exhibited the highest force
resistance, whereas the 0° and 15° orientations demonstrated lower force responses. Notably, the 15°
orientation experienced structural failure at an elongation of approximately 1.68 mm. In the 1.50 mm cell size
configuration, the 30° orientation continued to show the highest force at break. The 0° and 15° orientations
followed trends similar to those observed in the 1.75 mm configuration, displaying a gradual increase in force
until failure; however, in this case, their force values were closer to the 30° orientation. The overall force
capacity in this configuration exceeded that of the 1.75 mm cell size, indicating that increasing the number of
cells enhances the structural strength of the specimen. The 1.25 mm cell size configuration maintained this
trend, with the 30° orientation again exhibiting the highest force resistance, reaching a peak force of
approximately 290 N. This suggests that reducing the cell size results in a structure with greater strength and
stiffness. The 0° and 15° orientations demonstrated comparable behavior, though they exhibited slightly
higher force values prior to yielding compared to the larger cell size configurations.

Figure 8 illustrates the force-displacement curves obtained from tensile tests performed on specimens with
varying geometric orientations of 0°, 15° and 30°. Each graph presents a comparative analysis of three
different cell size configurations: 1.75 mm, 1.50 mm, and 1.25 mm. In the 0° geometric orientation, the
specimen with a 1.25 mm cell size exhibits the highest force capacity, followed by the 1.50 mm and 1.75 mm
configurations, which display similar values. This observation aligns with findings in the existing literature,
which suggest that specimens with smaller cell sizes can endure greater forces before structural failure [23].
The force-displacement curve for the 1.25 mm configuration shows a significant increase in force, indicative
of a stronger material response, whereas the 1.75 mm configuration exhibits a comparatively lower force
resistance. For the 15° geometric orientation, the force capacities of all three cell sizes are closely aligned, in
contrast to the more pronounced differences observed in the 0° and 30° orientations. This behavior is unique
and noteworthy from a structural perspective. Nonetheless, the 1.25 mm cell size configuration continues to
demonstrate the highest force resistance. While the displacement at failure remains consistent across
configurations, it is slightly lower than that observed in the 0° orientation. In the 30° geometric orientation,
the specimen with a 1.25 mm cell size once again exhibits the highest force capacity, followed closely by the
1.75 mm configuration. In contrast, the 1.50 mm cell size displays the lowest force resistance, showing a
significant difference compared to the other configurations. The displacement patterns in this orientation
resemble those observed in the 0° configuration. This suggests that the material maintains its structural
integrity in the 30° orientation almost as effectively as in the 0° orientation.
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Figure 5. Force-displacement curves of tensile specimens containing different cell sizes in the test area (a)
1.75 mm, (b) 1.50 mm and (c) 1.25 mm.
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Figure 6. Force-displacement curves of tensile specimens containing different geometric orientations in the
test area (a) 0°, (b) 15° and (c) 30°.

Table 3 shows that the influence of cell size and geometric orientation of the honeycomb structure on force
at break and absorbed energy. As seen in the table, while cell size is 69.53% on force at break, it’s only 9.38%
on absorbed energy. And also, for geometric orientation, there is reverse contribution on force at break and
absorbed energy. Geometric orientation effect is 14.03% whereas it is significantly higher than in absorbed
energy as 25.68%. Most models with P-values above 0.05 are worthless, but a component with a P-value below
0.05 definitely influenced the final model [27,28]. The P-values are below 0.05 only on the effect of cell size
on force at break within four values as indicated in Table 3. The cell size of the honeycomb structure has a P
value higher than 0.05 for absorbed energy. However geometric orientation of the honeycomb structure has
a P-value higher than 0.05 both on force at break and absorbed energy. As with different porous structures
[29], for honeycomb structure, cell size is an important determinant for the force at break. Additionally, a
computational technique for model validation has made use of the coefficient of determination R2. A strong
correlation between experimental results and model predictions is indicated by R2 values near to 1 [30]. The
fact that the P values for both cell size and geometric orientation exceed 0.05, combined with the R* value
remaining at approximately 35%, indicates a weak predictive relationship. Since this R? value is significantly
lower than the generally accepted threshold of 85%, it suggests that these parameters do not provide a reliable
basis for accurately estimating the absorbed energy of honeycomb cells printed using the FDM method with
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PETG. Table 3 shows that the model's accuracy is indicated by the R2 values for force at break (83.56%) and
absorbed energy (35.06%).

Table 3. ANOVA for force at break and absorbed energy.

Source Force at break Absorbed energy

DF Contribution P-value DF Contribution P-value
Cell size 2 69.53% 0.037 2 9.38% 0.763
Geometric orientation 2 14.03% 0.291 2 25.68% 0.514
Error 4 16.44% 4 64.94%
Total 8 100% 8 100%
R2 83.56% 35.06%

Figure 9 presents two main effects plots illustrating the impact of cell size and shape orientation on signal-to-
noise (S/N) ratios for specific performance metrics. In S/N ratio figures, the highest S/N ratio results in the
most optimal settings for operational parameters. In subplot (a), the plot shows S/N ratios for force at break,
with distinct trends for each factor. For cell size, the S/N ratio increases as cell size decreases, suggesting that
a smaller cell size positively influences the force at break, enhancing the system's robustness to noise.
Regarding geometric orientation, a significant variation is observed. An orientation of 15° results in a
reduction in the S/N ratio, while orientations of 0° and 30° yield higher ratios, with 30° achieving the highest
value. This trend implies that aligning shape orientation to 30° could help optimize force at break. Subplot (b)
displays the mean values for absorbed energy across the same factor levels. For cell size, a significant variation
is observed again. An orientation of 1.50 mm results in a reduction in the S/N ratio, while orientations of 1.75
and 1.25 mm yield higher ratios, with 1.75 mm achieving the highest value. For geometric orientation, the
relationship is again non-linear like cell size. An orientation of 15° leads to notably lower means absorbed
energy, whereas an orientation of 30° yields the highest mean value. This observation is consistent with the
literature, demonstrating that geometric orientation significantly influences energy absorption capacity
[31,32].

Main Effects Plot for SN ratios Main Effects Plot for SN ratios
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Figure 7. S/N ratios of factor levels for (a) force at break and (b) absorbed energy.

4. Conclusions

This study examines the tensile mechanical characteristics of honeycomb structures manufactured with
varying cell sizes and geometric orientations, comparing them to specimens fabricated through FDM method
using PETG material. The objective of the research was to identify the cell sizes and geometric orientations
that yield the highest fracture force and energy absorption. During the production process, configurations
with cell sizes of 1.75 mm, 1.5 mm, and 1.25 mm, as well as geometric orientations of 0°, 15°, and 30°, were
evaluated. The findings are summarized as follows:
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e  The highest fracture force (277.03 N) was achieved with a 1.25 mm cell size and a 30° geometric
orientation, while the highest energy absorption (335.59 J) was observed in 1.75 mm cell size and a
30° orientation.

e The lowest fracture force (128.43 N) was recorded for the 1.75 mm cell size at a 0° orientation,
whereas the lowest energy absorption (151.95 J) was measured in the 1.50 mm cell size at a 15°
orientation.

o  Cell size accounted for 69.53% of the variation in fracture force, while geometric orientation
contributed 25.68% to energy absorption.

e The influence of cell size on both fracture force and energy absorption was greater than geometric
orientation.

A systematic evaluation of these parameters enables the advancement and optimization of engineering
systems that incorporate honeycomb-structured materials for enhanced performance. The findings from this
study hold significant potential for applications in aerospace manufacturing, medical device development,
protective equipment, and various other industries where high force resistance, energy absorption,
adaptability, and mechanical durability are critical.

This study provides valuable insights; however, it is limited by the specific material, manufacturing
parameters, and testing conditions. Future research could expand on these findings by exploring additional
variables and employing computational methods to enhance applicability and robustness.
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