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Oz

Son zamanlarda kiiresel 1sinmanin etkileri, fosil yakitlara alternatif olarak yenilenebilir enerji kaynaklarina olan
ilgiyi artirmaktadir. Bu kaynaklar igerisinde gilines enerjisi, potansiyeli sebebiyle ayri bir 6neme sahiptir.
Fotovoltaik (PV) paneller glines enerjisini elektrik enerjisine doniistiiriir. Fotovoltaik panellerle elektrik tiretmenin
en biiyiik sorunlarindan biri, panel yiizeyine gelen enerjinin yaklasik %80'inin 1s1ya doniismesidir. Bu doniisiim
sirasinda PV panel yiizeyinde meydana gelen sicaklik artisi panel verimliligini olumsuz etkilemektedir.
Dolayistyla, panellerin verimli ¢alisabilmesi i¢in sogutulmasi, ¢dziilmesi gereken bir problem haline gelmektedir.
Bu ¢alismada; Kahramanmaras iklim kosullarinda monokristal PV panelin pasif sogutma lizerindeki etkilerini
incelemek igin sayisal analiz yontemleri gelistirilmistir. Oncelikle incelenecek olan fotovoltaik giines panelinin
performansi deneysel olarak arastirilmistir. Yapilan deneylerde ortalama panel yiizey sicakligir 43.54°C , giines
1s1nmm1 ve panel giigii sirastyla 785 W/m2, 36.32 W bulunmustur. Daha sonra sayisal analiz igin ANSYS-Fluent
yazilimt kullanilmigtir. Yapilan hesaplamali akiskanlar dinamigi (HAD) analizleri i¢in en uygun ¢6ziim agi
yapisini belirlemek iizere deneysel veriler kullanilmig ve Ansys programinda yiizey sicakligi igin yapilan PV
panelin HAD modeli 2.44% hatayla model olusturulmustur. HAD modeline deneysel ¢alisma senaryolarinda
cesitli kanat boyutlar1 ve kanatlar arasinda ki mesafenin PV panel yiizeyinde ki sogutma ya olan etkili
incelenmistir. HAD analizleri sonucunda kanat geometrisine nazaran, kanatlar arasinda ki mesafede ki yaklagik
%40 lik (Smm) artigta kanat ug sicakliginda yaklasik 4°C bir azalma elde edilmistir.

Anahtar kelimeler: Monokristal giines paneli, Kanat¢ik, HAD, PV panel, Is1 transferi

*Yazisilan Yazar

Intihal Kontrol: Evet — Turnitin
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Abstract

Recently, the impact of global warming has intensified interest in renewable energy sources as alternatives to fossil fuels.
Among these resources, solar energy stands out due to its potential. Photovoltaic (PV) panels play a crucial role in
converting solar energy into electrical energy. However, one of the biggest challenges in generating electricity with PV
panels is that approximately 80% of the energy from the panel surface is transformed into heat. This temperature increase
on the PV panel surface negatively affects its efficiency, making it essential to find effective cooling solutions. In this
study, we developed numerical analysis methods to investigate the effects of monocrystalline PV panels on passive
cooling under the climatic conditions of Kahramanmaras. First, we performed experimental investigations to assess the
performance of the photovoltaic solar panels. The experiments revealed an average panel surface temperature of
43.54°C, with solar radiation and panel power measuring 785 W/m? and 36.32 W, respectively. We then employed
ANSYS Fluent software for numerical analysis. The experimental data were utilized to determine the most suitable
solution network structure for computational fluid dynamics (CFD) analyses, resulting in a CFD model of the PV panel
with a surface temperature error of just 2.44%. The CFD model was used to examine how different fin sizes and distances
between fins affected cooling on the PV panel surface. The CFD analysis indicated that increasing the distance between
the fins by approximately 40% (5 mm) led to a reduction of about 4°C in fin tip temperature compared to the original
fin geometry.

Keywords: Monocrystalline solar panel, Heatsink, CFD, PV panel, Heat transfer

*Corresponging author
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1. Introduction

Today, the increase in energy demand obtained from fossil fuels increases the interest in renewable energy
sources as an alternative to fossil fuels. Among these sources, Solar energy, which stands out with its
unlimited energy potential, has a significant place [1]. Solar energy is collected with the help of thermal
panels or solar collectors and is used for many purposes. One of the common uses of solar energy is its direct
conversion into electrical energy. Photovoltaic (PV) panels are used for this conversion. To use PV panels
efficiently, it is necessary to determine their operating conditions well. The efficiency of PV panels depends
on factors such as surface contamination, shining, the panel's position relative to the sun, cell type, and
temperature [2]. PV panels absorb a significant portion of the energy from the sun. However, Only 15-20%
of this energy, given out as heat, can be converted into electrical energy [3]. As the PV panel collects energy
from the sun, the temperature on its surface increases. This negatively affects the panel's electricity
production and reduces its efficiency. Therefore, for PV panels to become more efficient in electricity
production, dissipating the heat on their surfaces becomes a problem that needs to be solved [4-5]. Various
methods exist to solve the cooling problem of reducing the surface temperature of PV panels [6]. These are
active cooling and passive cooling strategies. Active cooling converts a coolant into intermediate fluid using
mechanical heat pipes or pumps [7]. In passive cooling, another cooling technique, heat is removed from the
hot surface only by natural heat transfer without an active component [8-9]. Air-cooled fins are often
preferred in the passive cooling method. The heat on the fins is evacuated from the system by passing to the
air filtering through them. Thanks to these fins placed on the bottom surface of the PV panel, the heat transfer
surfaces are increased, and the cooling capacity is increased [10]. It is essential to determine an effective
cooling method for PV panels and to design them according to this method. In this context, experiments must
be conducted after going through various experimental setups' design and manufacturing processes for the
specified cooling systems. This requirement is a challenging process to overcome in terms of time and cost.
These processes can be more efficient thanks to programs that perform computational fluid mechanics (CFD)
analysis. Thanks to CFD programs, the behavior of systems is observed by analyzing them under various
scenarios at the design stage before reaching the manufacturing stage [11].

The main goal of this research is to increase the efficiency of a monocrystalline PV panel under passive
cooling by using a heatsink with specific parameters under Kahramanmaras's climatic conditions. For this
purpose, experimental studies were conducted in the ambient temperature range of 25-55 °C. Based on the
data obtained from experimental studies, the panel's CFD model was created using the Ansys program. Fins
of various sizes were applied to the CFD model, and temperature distributions were observed on the panel
surface. With the help of CFD analyses supported by experimental parameters, the effects of the change
between blade spacing, blade thickness, and blade height on PV panel surface cooling were examined.

2. Passive Cooling and Heatsink

Passive cooling methods, which operate without additional energy input, are simple yet effective in
enhancing heat transfer through natural convection to cool PV panels. In passive cooling, the heat is
effectively transferred from the heat source, such as a PV panel, to the outside air and then distributed to the
environment. The three main categories of passive cooling techniques, namely passive air cooling, passive
water cooling, and passive conductive cooling, are all simple to implement [12]. This study specifically
focuses on the simplicity of passive air cooling and using a heatsink. Thermal fins, a simple and cost-effective
solution for cooling PV panels, require minimal maintenance and consume no electricity. A heatsink,
typically made of metal, is designed to significantly increase heat transfer from its source to the surroundings
through natural or forced convection [13-15]. It is engineered to enhance heat dissipation and contact area
with ambient air for efficient heat transfer. Natural convection, which occurs when cooling air moves across
the fin array due to pressure or temperature differences, further enhances the simplicity of these techniques.
Optimal heat transfer is achieved within a limited spacing range for high fins, whereas shallow fins benefit
from a more extensive range [16-17]. To identify the most effective fin design, it is essential to conduct a
heat transfer analysis for the simplest case. Figure 1 beautifully illustrates a surface adorned with a single fin,
radiating heat into the surrounding air through unforced convection. Here, T.-air signifies the air temperature,
complemented by the air convective heat transfer coefficient [18].
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Figure 1. Surface with one fin [18]

Using the equations below, the total amount of heat to be transferred through the fins and its parameters can
be calculated [18]. Equation 1 is expressed as the most general form of the total heat transfer relationship
from the fin surface [19].

where Ay is non-finned surface (the base of the heat sink where there are no fins), Fourier's law is applied to
the base of the fin to obtain gr, and N is the total number of fins. Here, h is the total convection heat transfer
coefficient transferred from the fin surface and is calculated by Eq.2.

Nqua

o )

h=

where N4 is the Nusselt number and represents the dimensionless temperature gradient on the fin surface.
The thermal conductivity of air at a given temperature is represented by ka. H is the definitive characteristic
length of the system. N, is explicitly defined in terms of other Rayleigh and Prandtl numbers, as
demonstrated in Eq. 3.

N,y = (Ra, Pr) €)]

In Eq.3, Ra is Rayleigh and Pr is Prandtl number. Prandtl number as the ratio of momentum and thermal
dissipations is defined. Rayleigh number is a dimensionless number that characterizes heat transfer in natural
convection events. When the necessary simplifications are made, the heat transfer that will occur through a
fin is obtained with the Ra number relation given in Eq. 4.

_9B(T, —T)H® v

Ra 2 o 4)

At the junction between the heat sink and the PV panel, there is a resistance to heat transfer due to small air
pockets between the surfaces. This resistance is reduced by using thermal interface materials (TIMs) to
improve interface contact and reduce thermal resistance [18]. To provide effective passive cooling through
the heatsink, materials with high thermal capacity and conductivity transfer thermal energy from the heat
source and distribute heat efficiently to the environment. Aluminum alloys are commonly used for heatsinks
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due to their favorable properties. Still, copper offers superior properties but requires unique manufacturing
processes, such as milling, due to less forming properties or difficulty in machining operations. Typically,
copper is also used by integrating it into the heatsink base, onto which aluminum fins are attached [20-21].
Heatsinks have emerged as a cornerstone in thermal management, celebrated for their versatile geometric
designs. Among these, plate and pin shapes stand out as the most effective choices, balancing exceptional
performance with cost efficiency and ease of production. The literature frequently highlights several fin types
that excel in these applications, including the elegant Plate Fin, the robust Square Pin Fin, the efficient Round
Pin Fin, and the innovative Stepped Round Pin Fin, all of which are beautifully illustrated in Figure 2.

Figure 2. Various types of Heatsink; (a) Plate Fin (b) Square Pin Fin (c) Round Pin Fin (d) Stepped
Round Pin Fin [22]

In a medium with limited thermal conductivity, as well as when heat is transferred to a large area, the
distribution resistance must be taken into account, as it can lead to significant temperature gradients and
uneven heat distribution [18].

It's important to note that uneven heat distribution, where some fins have lower temperatures than others, is
a situation that needs to be avoided. Achieving even heat distribution is a key goal in the design and
maintenance of PV panel systems, and this can be facilitated by strategies such as thickening the fin base.
Additionally, the effectiveness of a heat fin is important to note, which is greatly affected by the configuration
of the PV panel system, including factors such as local climatic conditions, wind speed, and direction, solar
panel height, orientation, fin geometry, etc. [21]. To achieve the cooling effect, increase the heat transfer
from the back side of the PV panel [23]. Although increasing the thermal conductivity of the back sheet is
one approach to achieve a cooling effect of up to 0.07°C, alternative methods need to be investigated [24].
Fourier's law of heat transfer is clear. Accordingly, assuming that the temperatures of the surroundings and
the heat-radiating body are constant, the cooling effect can be increased by using a pump or fan to increase
convection or by expanding the heat-radiation area to the surroundings [25]. This situation can be achieved
using fins with additional rectangular or pin-shaped surfaces. It was carried out with the assumption that for
every 1 °Cincrease in temperature on the PV panel, the electrical efficiency of the PV panel module decreases
by 0.5% [26-27]. The effect of temperature on PV panel performance can also be explained as follows: PV
panels start producing electricity when they receive radiation from the sun. While some of the radiation
coming from the sun turns into electrical energy, some of it emerges as heat energy. This event causes the
PV cells to heat up. As the PV cells heat up, the short circuit current (I) of the PV modules increases, while
the open circuit voltage (V) decreases and thus the electrical efficiency decreases (Figure 3). Therefore, the
cooling effect is significant for the PV panel.
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Figure 3. Effect of operating temperatures on PV panel performance [28-29]
3. Material and Methodology

To design an effective heatsink, modern approaches to design must be applied. These contemporary
approaches require determining the temperature distribution characteristics of the designs and making
designs considering these features. It is essential to conduct experimental studies to observe or evaluate the
effectiveness of design results. However, experimental studies are methods that require both time and cost.
In addition, situations such as lack of equipment and limited opportunities occur in experimental studies. For
all these negative reasons, CFD simulation programs are used. By performing virtual modeling using
experimental conditions in CFD simulations, high-quality solutions are obtained for the behavior of designs
under flexible physical conditions [30]. Thus, it saves time and experimental expenses [31-32]. In this study,
experimental studies were carried out under passive cooling conditions using monocrystalline panels to test
the accuracy of CFD analyses and determine the PV panel's characteristic properties. Experimental study
results: CFD simulations were used to numerically simulate the heat distribution on the panel and the cooling
effect of the fins on the panel. Fin analysis in 9 different sizes was performed in the CFD environment. As a
result of CFD studies, fin dimensions, adequate fin spacing, fin thickness, and distance between fins on the
fin surface temperature distribution were determined.

3.1 Material
3.1.1. Solar panel module

The solar panel examined in this study is a monocrystalline module produced by Uretech company that can
produce 50 W (watt peak) power. Table 1 shows the features of the solar panel module used in the study.

Table 1. Solar module features

Features Values
Photovoltaic Panel Mono-crystalline 159x39 mm
Number of Cells 36

Open-Circuit Voltage (VOC) 24.62V
Short-Circuit Current (1ISC) 2.57A
Maximum Power (PMPP) 50W

Operating Temperature -20°C/ 80°C
Range
Dimensions 662x159x25mm

In Figure 4, the solar panel is designed in layers. Each layer used serves a different purpose. At the top, the
panel used Ethylene Tetrafluoroethylene (ETFE) instead of tempered glass. ETFE was chosen due to its low
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weight, higher transparency, and ability to make the laminated panel flexible. ETFE cells are free of dirt, etc.
It serves the purpose of protection from external factors. Underneath the ETFE layer, it was used as a
protective base on which a thin layer of Ethylene-Vinyl Acetate (EVA) was spread. EVA is a specially
manufactured material used to bond the panel layers together. This bonding process is done using the
lamination technique. The cells were placed between two EVA sheets, with dimensions of 159x39 mm and
36 cells. Under the EVA layer under the cells is a Polyethylene Terephthalate (PET) layer made of insulated
plastic material. On the bottom layer of the panel, other layer series are fixed with a frame on a Carbon Fiber
Composite Polymer (CFRP) plate. An aluminum frame was placed around the layers to hold all the layers
together.

— Aluminium Frame

— ETFE

—EVA

— Silicon Cells

—>EVA

— PET

—— TAPE

—CFRP

Figure 4. View of the layers of the monocrystalline PV Solar Panel used in the study
3.2. Method

The study covers two methods. The first of these is experimental studies to determine the characteristic
features of the PV panel and to determine the accuracy of CFD analyses.

The second method is CFD analysis. ANSYS was used as the CFD program in numerical methods. Ansys
models the system using fluid mechanics equations as well as heat and mass flow with finite element analysis.

3.2.1 Experimental procedure

This study presents a thoughtfully designed experimental setup aimed at gathering insightful data and
evaluating the performance of a solar panel. At the heart of the experiment is a high-quality monocrystalline
photovoltaic (PV) panel. The panel's positive and negative terminals were expertly connected to a data
acquisition socket via a robust cable, allowing for precise measurement of current and voltage. For this
purpose, an ammeter was utilized to capture the DC current, while a voltmeter ensured accurate voltage
readings.

In addition to the monocrystalline panel, the experimental design featured a 50 W polycrystalline PV panel,
complemented by a multimeter to facilitate current and voltage measurements. To enrich the study even
further, instruments were employed to monitor essential meteorological parameters, including temperature,
air velocity, and solar radiation. This comprehensive approach not only underscores the rigor of the
investigation but also enhances our understanding of solar panel performance under varying conditions.The
panel in the experimental set is placed on the ground in such a way that it receives the sun's rays in the best
way during the day. A dummy load of 2.5 ohms was included in the panel to obtain the current draw generated
from the PV panel. The measurements required for the study were determined by manual readings every
hour. To measure the power generated by the PV panel system, current-voltage values were obtained by
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observing the multimeter display connected to the dummy load. Figure 5 shows the schematic of the

experimental setup.
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Figure 5. Schematic view of the experimental system.

This research used a monocrystalline PV solar panel measuring 622 x 393 x 20 mm. A precision Testo 875-
2 irradiance meter was used to measure incident solar radiation. To measure the temperature and average
temperature of the PV panel, it was monitored for a certain period using an infrared laser thermometer with
a sensitivity of +£2°C, model Uni-T UT306. The wind speed under the PV panel was measured using an
anemometer with a Testo 405-V1 model sensitivity of 0.1 m/sec and a measurement range of 0 ... 10 m/sec
(0 ... +50 °C).

Furthermore, the comprehensive performance of the PV panel was measured by recording the instantaneous

power, current and voltage values . This was done using a Wattmeter, Ammeter and Voltmeter, which are
standard devices for such measurements. The devices used and the experimental process are shown in Figure

6.
Natural Airflow —
(Passive Cooling)

! Solar
i Irradiance
> II Anemometre
Monocrystalline
solar panels Infrared Laser
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Numerical CFD Heatsink ML
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Figure 6. Experimental setup schematic configuration of PV panel

Y
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As shown in Figure 6, an infrared laser temperature meter was used to measure the surface temperature of
the PV panel. An Anemometer was used to measure the speed of the air passing around the panel and a Solar
Irradiance Meter was used to measure the radiation reaching the surface. In addition, a wattmeter was used
to measure the amount of power that was generated by the panel during the experiment.

3.2.2 Numerical analysis procedure

In this section, numerical studies have been carried out to analyze the convective heat transfer of the PV panel
and the heatsink to be placed on the bottom surface of the panel. Numerical studies were carried out in Ansys
Fluent as steady-state CFD analysis. Since this analysis was performed to investigate thermal changes for
conditions over a certain period of time, steady-state thermal analysis was chosen.

PV panel

In this study, geometry models were created in 6 layers, each 662x393 mm, using Ansys's Design Modeler
Module. The cells in the PV panel are rectangular, with dimensions of 159x39 mm, and are modeled as 36
pieces. The appropriate material type and thickness of the layers used in the numerical study are given in
Tables 2 and 3. In the analysis, the connected contacts that allow complete transfer of heat between layers
were modeled by taking into account.

Table 2. Properties of the layers of the PV panel [33]

Layer Material Layer thickness(mm)
1 ETFE 0.28
2 EVA1 0.20
3 Silicon 0.15
4 EVA2 0.20
5 PET 0.20
6 Tape 0.13
7 CFRP 2.00

Table 3. Physical and thermal properties of the materials selected for the layers of the PV panel [33]

Material Density (kg/m?) Thermal conductivity Specific heat (J/(kg-K))
(W/(m-K))

ETFE 1730 0.24 1172

EVA 945 0.35 2090

Silicon 2330 148 700

PET 1350 0.275 1275

Tape 1012 0.19 2000

CFRP 2770 177 875

The intricate 3D models essential for performing CFD analyses of the PV panel utilized in the experiments
are elegantly showcased in Figures 7 and 8. The thermal fin model is shown in Figure 7a. Figure 7b shows
the geometry consisting of PV panels without thermal fins. Figure 8 shows the dimensions of the P\VVC panel
used and the cells on the panel.
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Figure 7. (a) PV panel with fin and (b) without thermal fins

Figure 8. PV panel geometry

Heatsink

In order to examine the effect of fin height, fin width and distance between fins on heat transfer, three different
levels were determined for each parameter during design and other parameters were kept constant. In the
finite element analyses, three different blade heights (30 mm - 40 mm - 50 mm), two different blade widths
(4 mm - 7 mm) and two different distances between blades (7 mm -12 mm) were determined as variable
parameters. Table 4 shows the experimental design set and dimensional values.

Table 4. Dimensions of fins

Model name (mm) b (mm) w(mm)
HS3047 30.00 4.00 7.00
HS3077 30.00 7.00 7.00
HS30712 30.00 7.00 12.00
HS4047 40.00 4.00 7.00
HS4077 40.00 7.00 7.00
HS40712 40.00 7.00 12.00
HS5047 50.00 4.00 7.00
HS5077 50.00 7.00 7.00
HS50712 50.00 7.00 12.00
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As seen in Table 4, the fin height is indicated by h, the finspan is indicated by b and the distance between
fins is indicated by w. The geometries of the finlets are given in Figure 9. CFD analyzes of the fins were
carried out only for the regions where the maximum temperature of the PV panel was achieved [18].

Figure 9. Fin geometry

Mesh structure

For the numerical solution, the network model was created as a multizone. Network models were created in
three different sizes: Model-1, Model-2, and Model-3, respectively, with the dimensions used in the network
sensitivity study being 2.5 mm, 3.5 mm, and 4.5 mm. Network sizes are not uniform across the solution
domain. In CFD simulations, the solutions' accuracy, rapid convergence, and stability largely depend on the
network quality. Mesh quality is defined by many methods, the most common of which is the skewness
value. Generally, skewness is a function of the angle between any two sides forming the cell. In CFD studies,
the skewness value should be below a maximum of 0.95 and the orthogonal quality value should be greater
than 0.15 [34]. Detailed information about the dimensions of the solution network structure is given in Table
5. Table 5 gives skewness and orthogonal quality values for 3 different models. It is clearly seen that the
quality values for all three models are within acceptable limits. The image obtained after the mesh process is
given in Figure 10.

Table 5. Mesh statistics

Number Maximum

Model Average Maximum Average orthogonal
of mesh .
number . skewness value skewness value quality value
elements  size (mm)
Model-1 581964 25 5.76e-002 0.63 0.96
Model-2 316271 35 8.74e-002 0.85 0.94
Model-3 141904 45 3.28e-002 0.58 0.98

Figure 10. 3D MESH Model domain

Boundary conditions

In this study, the boundary conditions used for the numerical CFD analysis of the PV Panel can be
summarized as follows: The airflow is 3D, and analyses were performed at constant temperature. Air
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temperature was obtained from experimental data for a specific day and time. Air distribution on the PV
panel is the same everywhere. Side surfaces are entirely insulated. The radiation boundary condition for the
upper surface is defined. k-e was chosen as the turbulence model, and the turbulent viscosity ratio is 5% and
10%, respectively. The flow is assumed to be incompressible. The analyses were solved by considering
steady-state conditions for specific hours during the day. The boundary condition in the outlet region is
defined as the pressure outlet. The boundary conditions in the study were handled in accordance with the
experimental conditions. The experimental studies were carried out in accordance with the PV panels used
in the industry.

For the CFD analysis, we employed the powerful mesh-based ANSYS. This tool facilitated a comprehensive
analysis of the numerical data by dividing the model into simpler regions [35]. The study involved solving
the Navier-Stokes (N-S), energy, continuity, and turbulence equations numerically, under the specified
boundary conditions, to simulate the heat transfer process between the air and the fin [36]. CFD solution
equations used in numerical analysis are Equations. It is given in Equations 5-12.

N-S equations in x, y and z directions can be expressed in Eq.5-7.

. d Jat dt,, Ot
V(p.U.u)=—£+ =22 = (5)

V(p.U.v) = ot T + (6)

V(p.U.w) = sttt U]

Here p is the density of the fluid, (u, v and w) are the velocity components in three directions, U is the air
velocity, T is the viscous stress tensor and p is the pressure.

The energy equation in Eq.8 is;

V(p.h.U) = —pVU + V(KVT) + & + S, (8)
In Eq.8, h represents the total enthalpy, & denotes the dissipation term, k signifies the thermal
conductivity, T stands for the temperature, and Sy indicates the thermal source term.

The continuity equation in Eq.9 is;

V(p.ﬁ) =0 ©)

The turbulence solver realizable k-e equations used in this study are given below in their general form
[35-37].

Turbulence Kinetic Energy (k) equation in Eq.10;

9 pkup =2 Mia: ok +G, +G (10)
o%) (pkuy) = P [(u Uk) 6xi] k + Gy — pe

Loss Rate (¢) equation in Eq.11;

a
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Turbulence viscosity equation in Eq.12;

k ’ 12
C1 = max [043,7777?] , N = SE'_> S = ZSUSU ( )

237



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 226-244, 2025
M. Catalkaya

The constant values used in the turbulence model of this study are as follows;
(Cie = 1.44),(C, = 1.9), (o, = 1.0)(0, = 1.2)
4. Result and Discussion

4.1. Experimental result

Experiments with monocrystalline PV panels were carried out in Kahramanmaras province, under passive
cooling, in May, and solar radiation values varying according to hours are shown in Figure 11. Measurements
were made between 9:00 and 17:00 local time, and the highest radiation values of 1010 W/m2 were recorded
at noon. In the calculations, the maximum radiation value falling on the PV panel was accepted as 1000
W/m2. The airspeed passing over the panel surface was recorded as 0.46 m/s during the experiments.
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Figure 11. Kahramanmaras solar radiation values varying according to hours in May

Figure 12 shows the variation graph of the surface temperatures of the PV panel under passive cooling
throughout the day. As seen in the graph, the surface temperature of the panel reached a maximum of
50.856°C under passive cooling at around 13:00, when the temperature reached its highest level.
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Figure 12. Change graph of surface temperatures of the PV panel under passive cooling
throughout the day

Figure 13 shows the Current-Voltage and Power-Voltage characteristics of the PV Panel in a horizontal
position under Passive air cooling, where the airspeed is 0.46 m/s. As seen in Figure 12, the current-voltage
change at different operating temperatures can be seen. It is clearly seen that the voltage changes are inversely
proportional to the increase in working surface temperature between 25°C and 55°C. For the PV panel used
in the experimental system, the voltage drops approximately 0.3V for every 1°C temperature increase. As
seen in Figure 12, it is clear that the PV panel used in the experiment reached maximum power at 25°C
operating conditions. Power production varies inversely with the increase in temperature. In the experiments,
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it is clearly seen that temperature is among the critical factors affecting the efficiency of monocrystalline PV
panels.
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Figure 13. Current-Voltage and Power-Voltage characteristics of the PV Panel in
horizontal position, under Passive air cooling where the air speed is 0.46 m/s

4.2 Numerical analysis result

This section includes the findings of thermal numerical studies to analyze the convective heat transfer of PV
panels and a heatsink to be placed on the bottom surface of the panel. The study applied the network density
test to select the optimum node and element sizes to obtain a reliable solution independent of the network
size. A mesh density test was conducted for the PV panel to see the effect of the change in mesh size on the
PV panel surface temperature at different times (Figure 14).
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Figure 14. Graph showing the effect of mesh size on PV panel surface temperature at different times
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In Figure 14, we observe a change in the mesh number from Model-1 fine size to Model-3 coarser size. This
meticulous alteration affects the convergence of the PV Panel to the surface temperature. Despite this, all
three models demonstrate a high degree of compatibility with the experimental results at specific time
intervals. The error rate between the analysis in the mesh model created using Model-1 and the experimental
data is less than 2.4%, a testament to the thoroughness of our simulation process.

Figure 15 (a) shows the temperature contours obtained to simulate the panel temperature under passive
cooling at the desired boundary conditions of the PV panel for an air temperature of 32°C at 13:00. It is seen
that the panel temperature varies around 49°C on the top and middle surface of the silicon cell layer
responsible for electricity generation. The maximum cell temperature was obtained as 49.615°C.
Experimentally, the max. The temperature was obtained as 50.856°C. Figure 15 (b) shows the temperature
contours in the bottom CFRP layer as a result of simulating the panel temperature under passive cooling at
the desired boundary conditions for the PV panel at 13:00. It is clearly seen that the temperature changes
around 48°C on the upper and middle surface of the CFRP layer. Its maximum temperature was obtained as
48.837°C. Experimentally, the max. The temperature was obtained as 47.4°C.
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Figure 15. (a) Temperature contours of the PV panel under passive cooling for 32°C air temperature at 13:00; (b)
Temperature contours on the CFRP layer of the PV panel under passive cooling at 13:00

Numerical analysis studies of the fins were carried out based on the temperature distribution of the CFRP
layer, which is the bottom layer of the PV panel. To obtain the temperature fields, CFD analyses of nine
different heatsinks were simulated in the ANSYS FLUENT program (Figure 16). The CFD analysis
calculates the average heat flux on the bottom region of the heatsink and the bottom surface of the PV panel,
based on thermal analysis results. In addition to heat flux, the simulation also considers factors such as solar
radiation and natural convection heat transfer to the fins. As illustrated in Figure 16, HS50712 features the
longest blade length and the widest gap between the blades.

The fin model for HS50712 elegantly extends over a broader area, a testament to the influence of spreading
resistance. In an intriguing comparison of temperature values at the tips of the finlets, the HS50712 model
stands out with the lowest temperature, measured at a remarkable 300.2 K. Furthermore, the most striking
temperature gradient between the base and tip is observed in the HS50712 fin model, showcasing its
impressive thermal performance.
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Figure 16. CFD analyzes nine different heatsinks to obtain temperature fields

In PV panels, 1°C change in surface temperature affects the panel efficiency by 0.5 [27]. As a result of
the study, a cooling of 4°C is provided by optimizing the size of the fins placed on the bottom surface
of the panel. In this case, an efficiency increase of 2% is achieved. Compared to similar studies in the
literature, Amrizal et al. obtained a cooling of 1.25°C by changing the blade thickness and Reynolds
number on the Pv panel [38]. Jing et al. obtained a 2°C decrease in surface temperature by changing the
gaps between the blades [39].

5. Conclusion

In this study, experiments were carried out under Kahramanmaras conditions using a monocrystalline PV
solar panel, and the operating characteristics of the panel were determined. As a result of the experimental
study, the panel efficiency used in the system examined was 1000 W/m2, while the thermal efficiency was
obtained as 16.2%. This efficiency is clearly seen in the panel characteristic curves, where it decreases with
increasing surface temperature of the panel surface. According to the data from the experiments, a 3D model
of the PV panel was developed using ANSYS simulation software, and various CFD analyses were
performed. The properties of the actual PV panel material, such as layer density, thermal conductivity, and
specific heat capacity, created the CFD model of the panel. The PV panel model was simulated under the
climate condition of Kahramanmaras, where the ambient temperature at 13:00 was fixed at 32°C.

The experimental and simulation results in this study successfully converged, with a small error value of
2.4%. This convergence, a testament to the accuracy of the research process, was crucial in understanding
and addressing the decrease in efficiency due to increasing surface temperature of the panel. To tackle this
issue, CFD studies were conducted using the ANSY'S program, ensuring the reliability of the findings.

In the CFD studies, heatsinks were applied to the PV panel to reduce the surface temperature under passive
cooling. In the study, nine different heatsink sizes were used, and their thermal behavior was examined. The
effect of the change in the size of the finlets was determined based on the temperature values at the fin tips. As
a result of CFD analysis, it was observed that for the same fin width and distance between the fins, an
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approximately 40% (10 mm) increase in fin height decreased the fin tip temperature by approximately 2°C.
An increase of approximately 40% (3mm) in fin thickness showed a decrease of 1.16°C in tip temperature.
With an increase of approximately 40% (5mm) in the distance between the fins, a decrease of approximately
4°C in fin tip temperature was achieved. As a result of the analysis, the lowest temperature value was obtained
at 299.2K using the HS50712 fin type. In the future planning of this study, the most effective fin type for PV
panel surface cooling will be produced as a result of numerical analysis, and surface temperatures and energy
production performance will be investigated. The results will be compared with the numerical analysis results
from this study.
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h Air convective heat transfer coefficient,
H Characteristic length of the system, m

Ka Thermal conductivity of the air, W/m.K
N . Total number of fins

Nuws  :  Nusselt number

N-S : Navier-Stokes

Pr : Prandlt number

PV . Photovoltaic

O . enerqy transferred through the whole fin,
Or :  Total heat transfer, W

Ra . Rayleigh’s number

Tew . Air temperature, K

To : The temperature of the base of the fin, K
o : Thermal diffusivity of the fluid, m?/s

B . Thermal expansion coefficient, K*

AT . Temperature difference, K

v . Kinetic viscosity, m?/s

p . Air density, kg/m?3
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Oz

Aydinlatma teknolojisi hizla gelismektedir. Bu teknolojiler arasinda, yiiksek verimli 151k kaynaklar1 olarak 6ne
¢ikan Isik Yayan Diyot (LED) sistemleri bulunmaktadir. LED'ler, ¢esitli 6zellikler ve yapilarla tiretilmektedir.
Ornegin, RGB (Kirmuz1 Yesil Mavi) LED'ler genis bir renk yelpazesi iiretebilmektedir. RGB LED'leri kullanarak,
farkli renk sicakliklarina sahip beyaz 151k elde etmek de miimkiindiir. Renk sicakligi, gozlerimizin nesnelerin
renklerini nasil algiladig1 iizerinde 6nemli bir rol oynar. Bir nesnenin ger¢ek renklerini, 6500K renk sicakligina
sahip giin 15181 aydinlatmasi altinda gozlemleyebiliriz. Ayni nesne, ¢esitli renk sicakliklara sahip aydinlatma
altinda farkli gériinebilir. Sonug olarak, tek bir aydinlatma armatiiriinde farkli renk sicakliklarini ayarlama ihtiyact
dogmustur. Mevcut LED aydinlatma sistemleri, renk sicakligi ve parlakligin hassas sekilde kontrol edilmesinde
genellikle donanim entegrasyonu ve hesaplama verimliligi konularinda sinirlamalar yagamaktadir. Ayrica, bu
sistemler genellikle yiiksek maliyetli sensorler gerektirmekte veya degisen ¢evresel kosullara uyum saglayabilme
esnekliginden yoksun kalmaktadir. Bu eksiklikleri gidermek igin onerilen sistem, PSoC teknolojisini AS7261
XYZ Kromatik Beyaz Renk Sensorii ile birlestirerek renk sicakligi ve parlaklik seviyelerini ger¢cek zamanli olarak
daha hassas ve maliyet etkin bir sekilde ayarlama imkani sunmaktadir. Bu ¢alismada, hem parlaklik hem de renk
sicakligi agisindan ayarlanabilir bir LED armatiirii tasarimi, gomiilii sistemler alaninda giderek daha fazla 6nem
kazanan PSoC (Programmable System on Chip) teknolojisi kullanilarak gelistirilmistir. RGB LED'lerden olusan
armatiiriin renk sicakligina yonelik gerekli XYZ verileri, AS7261 XYZ Kromatik Beyaz Renk Sensorii'nden elde
edilmistir. Bu sensorden toplanan XYZ bilgileri, tasarlanan sistemin algoritmasinda kullanilmistir. RGB LED'lerin
istenen renk sicakligir ve aydinlatma seviyesine gore calistigi parlaklik seviyeleri ayarlanarak sistem basariyla
uygulanmistir. Bu yenilik¢i yaklasim, enerji verimli aydinlatma sistemleri, endiistriyel iiretim siirecleri ve konut,
ticari ve otomotiv ortamlari igin 6zellestirilebilir aydinlatma ¢dziimleri gibi pratik uygulamalara sahiptir ve yaygin
endiistriyel benimseme potansiyelini vurgulamaktadir.

Anahtar kelimeler: CCT ayarlanabilir LED armatiir, CCT kontrol, Gomiilii PSoC sistemi
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Abstract

The field of lighting technology is rapidly evolving. Among these technologies, Light Emitting Diode (LED)
systems stand out as highly efficient light sources. LEDs are manufactured with various characteristics and
structures. For instance, RGB (Red Green Blue) LEDs are capable of producing a wide spectrum of colors. By
using RGB LEDs, it is also possible to achieve white light with different color temperatures Color temperature
plays a crucial role in how our eyes perceive the colors of objects. We can observe the true colors of an object
under daylight illumination with a color temperature of 6500K. The same object may appear differently under
lighting with various color temperatures. Consequently, there has arisen a need to adjust different color
temperatures within a single lighting fixture. Existing LED lighting systems often struggle with achieving precise
control over color temperature and brightness due to limitations in hardware integration and computational
efficiency. Additionally, these systems may require costly sensors or lack the flexibility to adapt to varying
environmental conditions. To address these gaps, the proposed system integrates PSoC technology with an AS7261
XYZ Chromatic White Color Sensor, enabling real-time adjustments of color temperature and brightness with
enhanced precision and cost-effectiveness. In this study, a design of an adjustable LED luminaire in terms of both
brightness and color temperature has been developed using PSoC (Programmable System on Chip) technology, which
is gaining significant traction and importance in the field of embedded systems. The necessary XYZ data for the color
temperature of the luminaire, which consists of RGB LEDs, were obtained from the AS7261 XYZ Chromatic White
Color Sensor. The XYZ information gathered from this sensor was utilized in the algorithm of the designed system. By
adjusting the brightness levels at which the RGB LEDs operate according to the desired color temperature and
illumination level, the system was successfully implemented. This innovative approach has practical applications in
energy-efficient lighting systems, industrial production processes, and customizable illumination solutions for
residential, commercial, and automotive environments, highlighting its potential for widespread industrial adoption.

Keywords: CCT tunable LED luminaire, CCT control, Embedded PSoC system
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1. Introduction

Electromagnetic waves consist of electric and magnetic fields moving perpendicular to each other in a
coordinated manner. The portion of electromagnetic waves that can be perceived by the human eye is
called "visible light." The smallest wavelength of visible light is 380 nm (violet) and the largest
wavelength is 780 nm (red). Our eyes can only see wavelengths between 380—-720 nm and cannot
perceive all electromagnetic waves. Objects appear colored based on the absorption and reflection of
light rays with wavelengths in the visible range. Color can be physically defined as a measure of which
wavelengths a specific light ray contains and in what proportions, and light is necessary for the
observation of color [1]. The temperature of a light source that has the same color coordinates as the
radiation color of a black body at a specific temperature is called '‘Color Temperature.' This relates not
to the heat output of the light source but to the color of the light output. The CIE (Commission
internationale de 1'éclairage) also recommends expressing the closeness of temperatures to ideal
distributions in Kelvin (K). At this point, the CCT (Correlated Color Temperature) magnitude is defined
as a measure of how closely the emission of visual artificial light sources resembles the theoretical black
body radiation at a specific temperature [2]. In this study, the PSoC embedded system was used to adjust
the brightness of the designed luminaire, obtain the XY Z information from the AS7261 XYZ Chromatic
White Color Sensor according to the changing brightness, and ensure the operation of the luminaire
according to the developed algorithm. PSoC technology, which is rapidly gaining popularity today,
holds an important place in embedded systems due to its significant features such as allowing the
simultaneous use of analog and digital blocks and its ease of use. The PSoC family consists of devices
that feature a controlled mixed-signal array on a single chip. These devices are designed to integrate
many traditional microprocessor-based system components into a programmable, low-cost single chip.
The PSoC device includes configurable analog and digital circuit elements as well as programmable
interconnects. This structure offers configurations that the user can adjust as desired, thus meeting the
requirements of many applications. In addition to these features, it includes a fast CPU, flash program
memory, SRAM data memory, and configurable inputs and outputs [3].

Figure 1 shows the PSoC CY8CKIT-059 kit used in the study. This kit uses the CY8C5888LTI-LP097
68-pin PSoC 5LP chip, which has an M3 cortex. The CY8C5888LTI-LP097 chip features an 80MHz
CPU (Central Processing Unit) speed, 256kb flash, 64kb sram, 2kb eeprom, 1x20-bit delta sigma adc,
2x12-bit sar adc, 4 dacs, 4 comparators, 4 sc/ct analog blocks, 4 opamps, 24 udbs, 4 16-bit timer/pwm,
and a total of 48 input/output pins.
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Figure 1. PSoC CY8CKIT-059 Kit [4]

Fedasyuk et al. [5] attempted to solve the problem of developing magnetic tracking sensors for high-
precision object localization within the concepts of the Internet of Things and virtual reality using PSoC
5LP. Alakananda and Venugopal [6] tested the operation and performance of a quadcopter. In their
study, the PSOC 6 was used, featuring a dual-core processor, which allows for simultaneous data
sampling and processing. PSOC 6 was chosen due to its power efficiency, which enhances battery life
or flight time. Kim et al. [7] proposed an LED matrix headlight system that reduces communication
burden by using bilinear interpolation shift and masking operations, allowing fine adjustments in
brightness and color with minimal data transfer. Liu et al. [8] demonstrated an energy-efficient
embedded system for electrical engineering automation, integrating fuzzy logic with a PID control
algorithm to optimize energy consumption. Their findings, implemented in a tunnel lighting project,
revealed a significant energy savings rate of up to 51% per day, showcasing the potential of embedded
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systems in enhancing energy efficiency. Satvaya et al. [9], developed an outdoor luminaire based on
LEDs that can wirelessly control illuminance, CCT, color rendering index (CRI), and spectral power
using a microcontroller and pulse width modulation (PWM) technigue. The system, controlled via a
smartphone, demonstrated a wide range of color temperature options, enhanced spectral power,
improved CRI, and the ability to create a calming nocturnal lighting ambiance. Barbadekar and Patil
[10] proposed a PSoC-based smart antenna system, which offers features such as reliability,
reconfigurability, automatic steering, and low cost. Ghoroury et al.[11] designed a color temperature
adjustable white LED based on a newly developed monolithic color-tunable LED structure, capable of
producing white light in the range of 2700 K to 6500 K. Kumar et al.[12] proposed a stand-alone, cost-
effective, and innovative design for comprehensive online analysis of arc welding processes using PSoC
embedded systems. Rafat Kociszewski [13] demonstrated the practical application of a PI controller
using the PSoC embedded system. Tasci and Erol [14] designed a multi-channel wireless
communication system using a PSoC and an RF transceiver module. Wojtkowski and Kociszewski [15]
utilized SPDM (Stochastic Pulse Density Modulation) in their PSoC-based LED application to minimize
harmonic effects. Lin et al. [16] developed a photometric optimization model for color temperature
(CCT) tunable white LED clusters under the constraint of color rendering index (CRI), including
downconversion energy loss. Lovasoa et al. [17] experimentally analyzed white LEDs with a
wavelength of 445 nm. Using different module configurations, they examined the variations in different
photometric parameters according to varying supply voltages. Nandhini et al. [18] implemented a color
detection application for a wireless robotic arm using PSoC, utilizing LabVIEW graphical language for
virtual instrument programming. Komiyama et al.[19] developed a prototype to demonstrate wireless
visible light communication using RGB LEDs, with PSoC used to control the parallel signal
communication provided by the RGB LEDs. He and Zeng [20] designed a simulation program capable
of predicting not only the spectral power distribution, chromaticity coordinates, CCT, and color
rendering index (CRI) but also the drive currents, luminous flux, input power, and luminous efficacy of
white light LEDs. Chang et al. [21] developed a mixed light control module with RGB LEDs by
integrating a photodiode with PSoC. In this study, the sensor was used to examine the ambient
temperature and feedback voltage levels of the RGB photodiodes. Yang et al. [22] presented a
reflection-based color measurement using a tricolor LED. The color of the tested sample was determined
by measuring the three reflective intensities of different colors. A modulation/demodulation technique
was used to distinguish the three reflected intensities. The three reflected signals could be processed by
a computer to provide an (X, y) coordinate on the CIE chromaticity diagram. Since the three-terminal
measurements provide insufficient predictions for an entire spectral reflection, a calibration procedure
was successfully developed to correct the predicted results, which significantly differed from the values
measured by a well-calibrated device. Speier and Salsbury [23] reviewed efficient white light LED
systems with adjustable color temperatures (CT) ranging from 3000 K to 6500 K. Cho et al.[24] examine
the historical development, technological advancements, and future potential of white light-emitting
diodes (LEDs). The study focuses on the evolution of blue LED chips, device architecture, and the role
of phosphors in generating white light. It highlights the commercial success of the blue LED and
phosphor combination due to its energy efficiency and durability. While noting the limitations in color
rendering capabilities, the authors report remarkable performance metrics, such as a luminous efficacy
reaching up to 303 Im/W. The study also discusses the future potential of smart LED applications.

2. Color Space

Due to the vast diversity of colors, there arose a need to group and standardize these colors, leading to
the concept of color space. Color spaces are mathematical models used to define colors. They are
designed to represent all colors and are typically constructed in three dimensions. This is because,
according to Grassmann’s first law, which forms the basis of colorimetry, three independent variables
are needed to determine a color. The positions of colors within the color space are determined by these
variables. Each color space has its own standards for color generation. While constructing color spaces,
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it should be possible to transform from one color space to another using linear or non-linear
methods[25].

Different devices for color display and processing use different color spaces. For instance, televisions,
computer monitors, and scanners use the RGB color space, while printers and plotters use the CMY (K)
color space. Color spaces are generally divided into two groups: device-dependent and device-
independent color spaces. In device-dependent color spaces, colors are produced based on the
characteristics of the device, meaning they are entirely dependent on the device's technical
specifications. Device-independent color spaces, on the other hand, are developed by the CIE
(Commission Internationale de L’Eclairage) and are used for color measurement in colorimetry,
ensuring consistent color measurement across all colors. In these color spaces developed by the CIE,
definitions and standards related to color (such as the standard observer and standard illuminant) are
utilized [26]. Figure 2 presents the Planckian locus and the CIE 1931 chromaticity diagram, which
determine the colors and color temperature of light sources.
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Figure 2. Planckian locus 1931 chromatic diagram in CIE 1931

The X, Y, and Z values are the sum of the signals sent to the brain by the nerves that perceive the three
primary colors (red, green, blue). Each of these three signals, in relation to the total amount of stimulus,
defines the color. While the brain combines these three magnitudes, it uses ratios to achieve the overall
perception of color. The sum of the X, Y, and Z values equals the total visual perception of the color[27].
The proportion of red perception within this total is given by Equation 1, the proportion of green perception
by Equation 2, and the proportion of blue perception by Equation 3. The calculated X, y, and z values are in
the range of 0-1 and their total must be 1.

X = Z§=1Xi (1)
Y XitYi+Z;

y=c=5 z:~1's=1Yi (2)
Zi=1Xi+Yi+Zi

Z?:lzi (3)

7=
S
Zi:l Xi+Yi+Z;

Using Equations 1 and 2, the coordinates of the color on the chromaticity diagram can be determined.
According to the tristimulus theory of color perception, color can be represented by three parameters.
In 1931, the CIE introduced the three primary colors, denoted as X, Y, and Z, which are calculated using
Equations 4, 5, and 6. Here, r(A) represents the spectral reflectance; P(\) represents the spectral power
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distribution of the illuminant; and x(X), y, and x(4) , y(1) , z(1) are the CIE color matching functions.
The CIE color matching functions are shown in Figure 3.

x=[ r(D)P)x(1)dA 4)

y=J r(D)P(D)y(A)dA (5)

z=[ r(M)P)z(1)dA (6)
1.8

b=}
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Figure 3. XYZ color matching functions [24]
3. Measurement Procedures With As7261 Spectral Sensor

In this study, the XYZ values were measured to ensure that the designed LED RGB Iuminaire operates
at the desired color temperature and illumination level. The measurement of XYZ values was carried
out using the AS7261 XYZ Chromatic White Color Sensor, as shown in Figure 4.
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Figure 4. AS7261 XYZ Chromatic White Color Sensor

The AS7261 is a chromatic white color sensor that provides direct XYZ color coordinates consistent
with the CIE 1931 2° Standard Observer color coordinates. The AS7261 controls the light entering the
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sensor array by integrating Gaussian filters through nano optic deposited interference filter technology
into standard CMOS silicon. Control and spectral data access are provided via I?C or a serial UART
[28]. The field of view of the AS7261 sensor's LGA package is shown in Figure 5.

2.5mm

Clear Epoxy

LGA Package Substrate

Figure 5. AS7261 LGA Package Field of View [24]

To examine how the brightness of the RGB LED luminaire changes according to the XYZ information,
the experimental setup shown in Figure 6 was established. The brightness level of the RGB LED
luminaire was adjusted in the range of 0-255 using the PWM blocks of the PSoC 5LP. The brightness
level of the luminaire was controlled with the help of an LED driver connected to the output pins of the
PSoC 5LP. Changes in brightness levels were measured using the AS7261 sensor, which was connected
to another PSoC 5LP kit via 12C. The measured values were read as XYZ values from the computer
connected to the PSoC via UART.

LED a PSoC
Drivers pwn | CYBCKIT-059

RGB LED

L] N

UART PSoC AS7261
CYBCKIT-059 P5 | Sensor

IC

Figure 6. Experimental setup set up to read XYZ values

In the experimental setup, the PWM values for the red, green, and blue LEDs were individually varied
within the range of 0-255. The XYZ values were recorded for each LED's PWM variation. These
recorded values, obtained from experimental studies, are point values. There is no continuous function
definition among the data. In such cases, the data are given as pairs of points (X1, Y1) , ... ,(Xn, Yn). Itis
desired to find a function f(x) such that f(xj) ~y; forj=1,...,n. In other words, it is necessary to
perform curve fitting to determine another function that is closest to the given point-by-point function
values or to replace practically difficult-to-use functions with ones that can facilitate calculations.
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For the obtained XYZ values, graphs were plotted using Matlab's curve fitting application. Curve fitting
was applied to the plotted graphs. Initially, curve fitting was performed for the XYZ values of each
color, resulting in a total of 9 fittings. However, upon further examination, it was observed that the
differences in the fitted curve values were significant. Therefore, the curve fitting process was repeated
by dividing the XYZ values of each color into three segments. As a result, 9 second-degree equations
were obtained for each color, totaling 27 equations.
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Figure 7. Red XYZ PWM exchange

The variation of the XYZ values for the red LED according to the PWM values varied in the range of
0-255 is shown in Figure 7. Nine fitted equations, numbered in the order in Figure 7, are given in
equations 7-15.

-1.607*((R-42.5)/24.39)? + 366.2*((R-42.5)/24.39)+638.3 ™
-0.2844*((R-42.5)/24.39)% + 111.4*((R-42.5)/24.39)+210.1 ®)
-0.009132*((R-42.5)/24.39)? + 2.476*((R-42.5)/24.39)+9.569 )
-1.466*((R-127.5)/24.97)? + 345.1%((R-127.5)/24.97)+1851 (10)
10.85*((R-127.5)/24.97)% + 116.7*((R-127.5)/24.97)+577.8 (11)
-0.01346*((R-127.5)/24.97)? + 2.331*((R-127.5)/24.97)+17.83 (12)
-14.33*((R-213)/24.68)? + 267.4*((R-213)/24.68)+2934 (13)
-4.51%((R-213)/24.68)? + 93.77*((R-213)/24.68)+999 (14)
-0.1109*((R-213)/24.68)? + 1.808*((R-213)/24.68)+25.09 (15)

Equations 7, 8, and 9 represent the XYZ values for PWM ranges from 0 to 84. Specifically, Equation 7
calculates the X value, Equation 8 calculates the Y value, and Equation 9 calculates the Z value. For the
PWM range of 85 to 170, Equations 10, 11, and 12 are used, where Equation 10 determines the X value,
Equation 11 determines the Y value, and Equation 12 determines the Z value. Finally, for PWM values
ranging from 171 to 255, Equations 13, 14, and 15 are employed. Equation 13 calculates the X value,
Equation 14 calculates the Y value, and Equation 15 calculates the Z value. These equations are crucial
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for determining the appropriate PWM values to achieve the desired color temperature and brightness in
the LED luminaire.
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Figure 8. Green XYZ PWM variation

The variation of the XYZ values for the green LED according to the PWM values varied in the range of
0-255 is shown in Figure 8. Nine fitted equations, numbered in the order in Figure 8, are given in
equations 16-24.

-0.21*((G-42.5)/24.39)%+ 56.86*((G-42.5)/24.39)+107 (16)
-1.330%((G-42.5)/24.39)%+ 240.6*((G-42.5)/24.39)+428.9 (17)
-0.3941*((G-42.5)/24.39)2+ 37.07*((G-42.5)/24.39)+66.22 (18)
0.3643*((G-127.5)/24.97)2+ 60.81*((G-127.5)/24.97)+307.8 (19)
-1.77%((G-127.5)/24.97)%+ 241.7*((G-127.5)/24.97)+1259 (20)
-0.869*((G-127.5)/24.97)2+ 34.07*((G-127.5)/24.97)+190 (21)
-0.6235*((G-213)/24.68)%+ 56.83*((G-213)/24.68)+506.6 (22)
-1.166*((G-213)/24.68)%+ 205.1*((G-213)/24.68)+2007 (23)
0.3105*((G-213)/24.68)2+ 24.95*((G-213)/24.68)+285.9 (24)

For the PWM range of 0 to 84, Equations 16, 17, and 18 are used, where Equation 16 calculates the X value,
Equation 17 calculates the Y value, and Equation 18 calculates the Z value. In the PWM range of 85 to 170,
Equations 19, 20, and 21 are employed, with Equation 19 determining the X value, Equation 20 determining
the Y value, and Equation 21 determining the Z value. For the PWM range of 171 to 255, Equations 22, 23,
and 24 are used, where Equation 22 calculates the X value, Equation 23 calculates the Y value, and Equation
24 calculates the Z value. These equations are essential for adjusting the PWM values to achieve the desired
color temperature and brightness for the Green LED in the luminaire.
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Figure 9. Blue XYZ PWM variation

The variation of the XYZ values for the blue LED according to the PWM values varied in the range of
0-255 is shown in Figure 9. Nine fitted equations, numbered in the order in Figure 9, are given in
equations 25-33.

-1.081*((B-42.5)/24.39)%+ 66.64*((B-42.5)/24.39)+118.8 (25)
-0.2957*((B-42.5)/24.39)%+18.51*((B-42.5)/24.39)+33.52 (26)
-10%((B-42.5)/24.39)2+400*((B-42.5)/24.39)+720 27)
-1.311%((B-127.5)/24.97)2+60.5*((B-127.5)/24.97)+338.3 (28)
-0.4176*((B-127.5)/24.97)%+17.98*((B-127.5)/24.97)+96.44 (29)
-10.21*((B-127.5)/24.97)%+369.1*((B-127.5)/24.97)+2045 (30)
-0.07585*((B-213)/24.68)2+53.26*((B-213)/24.68)+532.1 (31)
0.2312*((B-213)/24.68)%+17.03*((B-213)/24.68)+155.8 (32)
-0.1808*((B-213)/24.68)%+327.2*((B-213)/24.68)+3228 (33)

For the PWM range of 0 to 84, Equations 25, 26, and 27 are used, where Equation 25 calculates the X
value, Equation 26 calculates the Y value, and Equation 27 calculates the Z value. In the PWM range of
85 to 170, Equations 28, 29, and 30 are employed, with Equation 28 determining the X value, Equation
29 determining the Y value, and Equation 30 determining the Z value. For the PWM range of 171 to
255, Equations 31, 32, and 33 are used, where Equation 31 calculates the X value, Equation 32 calculates
the Y value, and Equation 33 calculates the Z value. These equations are essential for adjusting the
PWM values to achieve the desired color temperature and brightness for the Blue LED in the luminaire.

4. Obtaining PWM Ratios

Color temperature can be determined using the x and y coordinate information obtained from Equations
1 and 2. In this study, the x and y coordinate information for color temperature values of 3000K, 4000K,
and 5000K were taken from Figure 10. For example, for 5000K, x = 0.346 and y = 0.362. The calculation
of the CCT value from these x and y coordinates is performed using Equations 34 and 35.

n=(x-0.3320)/0.1858-y) (34)
CCT=449n%+3525n%+6823.2n+5520.33 (35)
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Figure 10. CCT change according to xy coordinates

For the brightness level, the Y data from the AS7261 XYZ Chromatic White Color Sensor is used.
Accordingly, the target X and Z values are calculated using Equations 36 and 37.

X=x*(Y1y) (36)
Z=(Y1ly)*(1-x-y) (37)

After calculating the X, Y, Z, X, and y values for the target color temperature and brightness level, the
PWM values need to be determined. Using the equations obtained from curve fitting in the previous
section, we determine the appropriate PWM values.

For an RGB LED, a separate PWM value needs to be determined for each color. The intersection point
of the xy coordinates of the determined PWM values for the RGB LEDs provides the desired color
temperature and brightness level.

For example, let's select 5000K and a brightness level of Y = 3000. From Figure 10, x =0.346 and y =
0.362 are found. Substituting these values into Equations 9 and 10, we find X = 2867.4 and Z = 2419.8.
To achieve the desired XYZ values, the appropriate PWM curves need to be determined.

Xg= -1.466%((R-127.5)/24.97)? + 345.1%((R-127.5)/24.97)+1851 (38)
Y= 10.85%((R-127.5)/24.97) + 116.7*((R-127.5)/24.97)+577.8 (39)
Zr= -0.01346*((R-127.5)/24.97)? + 2.331*((R-127.5)/24.97)+17.83 (40)
X=-0.6235*((G-213)/24.68)%+ 56.83*((G-213)/24.68)+506.6 (41)
Yo=-1.166%((G-213)/24.68)%+ 205.1*((G-213)/24.68)+2007 (42)
Z6=0.3105*((G-213)/24.68)%+ 24.95*((G-213)/24.68)+285.9 (43)
Xg=-0.07585*((B-213)/24.68)2+53.26*((B-213)/24.68)+532.1 (44)
Ye=0.2312%((B-213)/24.68)2+17.03*((B-213)/24.68)+155.8 (45)
Z5=-0.1808*((B-213)/24.68)2+327.2*((B-213)/24.68)+3228 (46)
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Using the equations, the PWM values are determined according to the targeted values. The obtained
PWM values are substituted into Equations 47,48 and 49 to verify their accuracy.

Xi=Xr+ Xg + Xg (47)
Yr=Yr+Ye+ Yg (48)
Zr=Zr+Zc+Zs (49)

For the PWM values, R =133, G = 248, and B = 128 are found. When these values are substituted into
Equations 11, 12, and 13, X = 2852.4, Y = 2996.35, and Z = 2392.64 are calculated. Substituting these
values into Equations 7 and 8 yields a CCT value of 5000.2 K. Figure 11 shows the xy coordinates of
the RGB LEDs for 5000K.

00 01 02 03 04 05 06 07 08
X

Figure 11. Representation of RGB LEDs in xy coordinates for 5000K

LEDs are preferred due to their low voltage operation, high efficiency, and long lifespan. To adjust the
light intensity of an LED, an LED driver is required. LED drivers convert the AC or DC voltage at their
input into a current and/or voltage suitable for the LED's operation. The selection of the driver is just as
important as the selection of the LED in LED luminaires. If the correct LED driver is not chosen, the
lifespan of the LEDs will be shortened. There are two main types of drivers on the market based on the
driving methods for LEDs: constant voltage and constant current drivers. Constant voltage LED drivers
are generally used with decorative lighting strips or bar LEDs, while constant current LED drivers are
preferred in general lighting applications such as street lights and projectors. Constant current LED
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drivers drive the LEDs at desired currents such as 350, 500, 700, 1000, and 1400mA, with variable
output voltages determined by the voltage drop across the LED [29].

Various ready-made driver circuits are available on the market for driving LEDs at constant current. In
this PSoC-based study, the constant current C series product from ACG Electronics, shown in Figure
11, was used as the LED driver.

Figure 12. C series constant current LED driver circuit

Adjusting the brightness of an LED with a PWM signal is based on the principle of changing the average
current of the LED. The average value of the PWM signal is given in Equations 50-52.

1 T
L, = [ '(a (50)
T 0
V- l_fIT“" Ioo(d o+ IT I (t)dt 1 (51)
T L Ton J
l,.o=d.l
. (52)

Since the minimum value of the signal is OV, the average value is equal to the product of the duty cycle
and the maximum value of the signal.

5. Programming The Designed System

In the designed system, the color temperature and brightness level at which the RGB LED luminaire
will operate are selected using a touch LCD screen. The touch LCD screen is connected to the PSoC
5LP via UART. The values selected from the touch screen are transmitted to the PSoC. Based on the
experiments conducted, the PSoC sends the obtained PWM values to the LED driver, as shown in Figure
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13. By operating the RGB LEDs with different PWM values, the desired illumination levels are

achieved.
LED . PSoC
Drivers CYB8CKIT-059

RGB LED

Luminaire
T 3

Figure 13. Block Diagram

In LED technology, manufacturers document a lifespan of up to 50,000-60,000 hours through testing.
However, these tests are conducted under specific temperature conditions. Therefore, using a heat sink
in luminaire design is very important. In this study, a heat sink was used to minimize the system's
heating. The overall appearance of the designed system is shown in Figure 14.
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Figure 14. General view of the system
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The designed RGB LED luminaire is made using 50x50 RGB LEDs. The circuit of the LED luminaire
consists of 12 parallel groups. Each group contains 3 series-connected RGB LEDs.

6. Conclusion

In this innovative project, which integrates the AS7261 XYZ Chromatic White Color Sensor and the
PSoC microcontroller, a design has been developed that can be particularly utilized by LED luminaire
manufacturers. This study allows for the design of luminaires during the production phase based on
precise data obtained from the AS7261 XYZ Chromatic White Color Sensor. The significant advantage
of this system is that it eliminates the need to use a sensor in the design of every luminaire, thereby
offering a cost-effective solution. This approach ensures accurate color and brightness control while
reducing the overall production costs, making it a viable option for mass production of LED luminaires.
The implementation of the PSoC microcontroller for managing the PWM signals provides precise
control over the RGB LEDs, enabling the attainment of the desired color temperature and brightness
levels. The flexibility and programmability of the PSoC platform allow for easy adjustments and
scalability in production, accommaodating various design requirements and preferences. Moreover, by
utilizing a heat sink in the luminaire design, the system's longevity and performance are enhanced,
ensuring that the LEDs operate within optimal temperature ranges. This contributes to the durability and
reliability of the luminaires, meeting the high standards expected in modern lighting solutions. This
project not only demonstrates the practical application of advanced sensor technology and embedded
systems in lighting design but also provides a framework for future developments in the field. Future
studies could explore the thermal effects of prolonged operation to optimize the system's performance
and longevity. Additionally, addressing scalability challenges and investigating adaptability to diverse
luminaire designs can expand the system’s applicability. Future research could also explore ways to
enhance the scalability of the system for industrial-scale applications and improve its adaptability to
various luminaire designs. Additionally, integrating advanced control systems, such as loT frameworks,
could further expand the system's functionality and practical applications. The methodologies and
findings presented can serve as a reference for further research and innovation, promoting the
development of more efficient and versatile lighting systems. Overall, the integration of the AS7261
sensor with the PSoC microcontroller presents a robust and efficient approach to LED luminaire design,
paving the way for enhanced performance, cost savings, and increased adaptability in the lighting
industry.
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Oz

Plastik malzemeler diigiik maliyetleri ve kolay tasinabilmeleri nedeniyle yaygin olarak kullanilmaktadir. Bunun
sonucunda cevrede plastik atik miktar siirekli artmaktadir. Ozellikle COVID-19 pandemide paketleme
islemlerinde kullanilan polietilen, polipropilen, polistiren, polietilen tereftalat ve naylon gibi atik plastik
malzemeler artmustir. Bu atik plastik malzemeleri geri doniistiirmek veya yeniden kullanimi saglamak igin
depolama, yakma ve godmme gibi yontemler uygulanmaktadir. Fakat hem atik plastik malzemelerin geri
doniisiimiinii saglamak hem de cevre kirliligini azaltmak amaciyla piroliz yontemi tercih edilmektedir. Bu
calismada piroliz yontemiyle graniiler halde atik geri doniistiiriilmiis polipropilen oksijensiz ortamda, 500°C
sicaklikta 45 dakika siiresince yakilarak biyo-yag elde edilmistir. 50/70 asfalt ile %1, 2 ve 3 oranlarinda biyo-yag
sicaklik kontrollii yliksek devirli karistirict yardimiyla 160°C sicaklikta, 3000 rpm karistirma hizinda 30 dakika
siresince homojen sekilde modifiye edilmistir. 50/70 asfalt ve biyo-yag ile modifiyeli asfalt kullanilarak
hazirlanan gevsek asfalt karigimlarin su ve nem etkisi altinda adezyonunu degerlendirmek i¢in Vialit, Nicholson
ve Kaliforniya soyulma testleri gergeklestirilmistir. Vialit deneyi sonucuna gore, 50/70 asfalta ilave edilen biyo-
yag miktari arttikca modifiyeli asfaltin agregalarla daha iyi baglanma performansi gostermistir. Nicholson soyulma
testinde %1 biyo-yag ile modifiyeli asfalt nem hassasiyetine kars1 daha iyi direng gosterirken, Kaliforniya soyulma
testinde ise sicaklik ve laboratuvar ortaminda simule edilen yagmur suyu hareketine karsi farkli oranlarda biyo-
yag ile modifiyeli asfalt daha az diren¢ gostermistir. Deneysel sonuglar istatiksel yontem kullanilarak analiz
edilmigtir.

Anahtar kelimeler: Biyo-yag, Piroliz yontemi, Asfalt modifikasyonu, Gevsek asfalt karisim yapisma ve soyulma
testleri
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Abstract

Plastic materials are widely used due to their low cost and ease of transportation. As a result, plastic waste is
continuously increasing in the environment. Especially, waste plastic materials such as polyethylene,
polypropylene, polystyrene, polyethylene terephthalate and nylon used in packaging processes increased during
COVID-19 pandemic. Methods such as storage, burning and burying are used to recycle or reuse these waste
plastic materials. However, the pyrolysis method is preferred in order to both recycle waste plastic materials and
reduce environmental pollution. In this study, bio-oil was obtained by burning waste recycled polypropylene in
granular form for 45 minutes at 500°C in an oxygen-free environment with the pyrolysis method. Bio-oil at 1, 2
and 3% ratios and 50/70 asphalt were homogeneously modified for 30 minutes, at 3000 rpm and 160°C with the
help of temperature-controlled mixer. Vialit, Nicholson and California Stripping tests were carried out to evaluate
adhesion of loose asphalt mixtures containing 50/70 asphalt and modified asphalt under influence of water and
humidity. According to the results of the vialit test, as ratio of bio-oil, added to 50/70 asphalt increased, modified
asphalt showed better bonding performance with aggregates. In Nicholson stripping test, asphalt modified with
bio-oil at ratio of 1% showed better resistance to moisture susceptibility, while in California stripping test, asphalt
modified with bio-oil at different ratios showed less resistance to temperature and rainwater movement, simulated
in laboratory conditions. The experimental results were analyzed using statistical methods.

Keywords: Bio-Oil, Pyrolysis method, Asphalt modification, Loose asphalt mixture, Adhesion and stripping tests

*Corresponding author

Plagiarism Checks: Yes — Turnitin

Complaints: fujece@firat.edu.tr

Copyright & License: Authors publishing with the journal retain
the copyright to their work licensed under the CC BY-NC 4.0

263


https://orcid.org/0000-0003-0755-5626
https://ror.org/04fjtte88
https://orcid.org/0000-0001-6221-4918
https://ror.org/04fjtte88

Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 262-275, 2025
O. Karadag, M. Saltan

1. Introduction

Although plastic materials, consisted of elements such as hydrogen, carbon, nitrogen and chloride, do not
decompose in nature a long time due to molecular bonds. However, they are indispensable parts of our daily
lives because they are cheap and easy to produce [1]. Accordingly, both the consumption of plastic materials
and the generation of waste plastic materials increased recently. Waste plastic materials are generally divided
into two groups post-industrial and post-consumer. Post-industrial waste materials are clean, consistent, good
quality and generally have define components. Waste plastic materials collected from consumers are quite
dirty and contain different types of foreign materials such as organic waste, wood, glass and metal [2].
Especially, waste plastics materials such as polyethylene, polypropylene, polystyrene, polyethylene
terephthalate and nylon used for packaging purposes emerged during the COVID-19 pandemic [3].
Nowadays, different waste plastic materials are thrown into landfills and the environment. Waste plastic
materials thrown into landfills are mixed with municipal solid waste and this situation causes environmental,
air and water pollution. In addition to these methods, it is known that waste plastic materials are burned.
When plastic materials such as polystyrene and poly vinyl chloride are burned, it can cause breathing,
vomiting and complications in the people and especially children around. Therefore, people should not be
exposed to smoke that occurred during the burning of toxic plastics such as polystyrene. Methane gas,
dioxins, furans, mercury and polychlorinated biphenyls, released during the burning of waste plastic
materials damages the ozone layer and causes global warming [4-8]. The pyrolysis method is a mechanical
recycling method used to reduce the negative effects of waste plastic materials on both human health and
environmental pollution. Mechanical recycling of waste plastic materials is the obtaining of second raw
materials without significantly changing the chemical structure of the materials. The pyrolysis method is
heated biomass in an oxygen-free environment, and they break down into simpler hydrocarbons. Biomass is
classified as woody (stem, branch, chips of different trees), agricultural, aquatic biomass (microalgae, plants
and microbes found in water), human, animal and industrial wastes. When different biomass is burned in the
absence of oxygen, bio-oil, bio-char and non-condensed gas (CO, CO,, CH., and H.) are obtained. The
properties of the materials obtained from the pyrolysis method are affected by the reaction conditions
(temperature, residence time, particle size, components of the biomass). The amounts of cellulose,
hemicellulose, lignin, volatiles, fixed carbon and ash, found in biomass affect yields of products obtained
from the pyrolysis method [9-13].

Asphalt, the primary material in pavement, becomes harmful material at temperature between 160-220°C.
Toxic gases emitted into the atmosphere during the production of asphalt mixtures cause adverse effects on
both environmental pollution and human health. Thus, researchers are searching for alternative asphalt that
are environmentally friendly, economical and efficient [14-15]. Also, deteriorations on pavement occur due
to heavy traffic load and environmental conditions such as, humidity, temperature, UV radiation. Modifying
asphalt with polymers is one of the most suitable and popular methods to create alternative asphalt, to increase
the field performance and life of the pavement. Polymers, recycled from waste plastic materials in asphalt
and asphalt mixtures are used to reduce environmental pollution of waste plastic materials, increase the
quality of asphalt and reduce the cost of the mixture. In order to both reduce environmental pollution of waste
plastic materials and improve the properties of asphalt, use of bio-oil and bio-char obtained from the pyrolysis
of waste plastic materials is preferred. In the pyrolysis method, polymers such as polyethylene, polystyrene,
polyvinyl chloride and polypropylene, used in the production of goods and materials preferred in our daily
lives, are used [16-20]. Bio-asphalt is obtained by modifying the asphalt with bio-oil obtained from the
pyrolysis of different polymers. The use of bio-oil in asphalt mixtures positively affects the rheological
properties, rutting performance and fatigue life of asphalt mixtures. Additionally, an increase in the viscosity
values of asphalt modified with bio-oil at high temperatures is observed [21]. Mills-Beale et al. (2014) [22]
obtained bio-binder from swine manure with thermochemical liquefaction process in the absence of oxygen.
They stated that bio-modified asphalt exhibited better rutting resistance at high temperatures. In the study
carried out by Pratama and Saptoadi (2024) [23], waste polyethylene (PE), polypropylene (PP), polystyrene
(PS), polyethylene terephthalate (PET) as biomass was used in the pyrolysis method. The highest amount of
waste plastic pyrolytic oil (WPPQO) was obtained from the pyrolysis of the mixture of 50% PE, 40% PP and
10% PS. According to the obtained results, it was stated that WPPO could be an alternative fuel for diesel
fuel blending. In the study carried out by Fasial et al. (2024) [24], they used high-density polyethylene
(HDPE), PP and PS as biomass in certain ratios (1:1:1) in the pyrolysis method. They investigated the effects
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of temperature (460-540°C), residence time (30-150 min) and particle size (5-45 mm) parameters on yield of
bio-oil obtained from the pyrolysis method. It was stated that the yield of bio-oil obtained from biomass
decreased when particle size was less than 20 mm or more than 30 mm. It was explained that the optimum
particle size of the biomass used in the pyrolysis method should be approximately 25 mm.

Polypropylene is used in suitcases, bags, shaving cream and toothpaste tubes, sterile health supplies,
flowerpots, office folders, buckets, carpets, furniture, storage boxes, cosmetic box lids, household and
industrial packaging. Thus, waste plastic materials contain 60-70% wt. PE+PP and 30-40% wt. PET [25-27].
In this study, waste recycled polypropylene in granular form was supplied by the Plastic Recycling Company
located in Gaziantep province. Polypropylene-based-oil (PPB) material from the pyrolysis of waste recycled
polypropylene in granular form for the first time in the literature was obtained. 50/70 asphalt was modified
with bio-oil at ratios of 1, 2, and 3% to increase performance between 50/70 asphalt modified with bio-oil
and aggregates. Bio-oil (1-3 %) was blended with 50/70 asphalt at 160°C and 3000 rpm for 30 minutes using
a temperature-controlled mixer. The Vialit test was carried out to investigate the adhesion properties of
asphalt modified with bio-oil at ratios of 1, 2, and 3%. The Nicholson test was carried out to determine
resistance to moisture susceptibility of loose asphalt mixtures prepared with modified asphalt. In addition,
the California stripping test was conducted to examine effect of movement of rainwater, simulated in
laboratory conditions and temperature on loose asphalt mixtures prepared using modified asphalt.

2. Materials

In this study, 50/70 asphalt, limestone aggregate and bio-oil (PPB) obtained from pyrolysis of waste recycled
polypropylene in granular form was used.

2.1. 50/70 asphalt

Softening point is performed to determine the temperature that begins to flow of asphalt and maximum
temperature before rutting deformation of asphalt mixtures begins to increase. It is stated that asphalt, has a
high softening point will not flow during process and will be low temperature sensitivity [28-29]. In this
study, softening point test was carried out according to TS EN 1427 standard to evaluate high temperature
performance of asphalt modified with bio-oil. Generally, stiffness asphalt shows lower fatigue resistance and
therefore penetration test is performed to determine stiffness of asphalt [28]. In order to determine the
stiffness of modified asphalt, penetration test was carried out in comparison with TS EN 1426 standard.
Rotational viscometer test carried out according to ASTM D 4402 standard in order to determine the viscosity
of asphalt at high temperatures, exposed to asphalt mixtures during production and application. In addition,
rolling thin film oven test (RTFOT), pressure aging vessel (PAV), dynamic shear rheometer (DSR) and
bending beam rheometer (BBR) were performed to determine performance properties of asphalt (Table 1).

Table 1. Physical and performance properties of 50/70 asphalt

Test 50/70 Asphalt Standard
Penetration (25°C) 54 TS EN 1426
Softening Point (°C) 49.3 TS EN 1427
Ductility (5 cm/min) >100 TS EN 13589
. . 135°C 165°C
Rotational Viscometer (cP) 470 123 ASTM D 4402
Specific Gravity (gr/cm?) 1.021 TS EN 12607-1
DSR (64°C)
G*/sind (Pa) 1555.65
Phase Angle (°) 88.23
BBR (-18°C) TS EN 14771
Stiffness (MPa) 232.7498
m-value 0.273
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2.2. Bio-oil obtained from waste plastic material

Polymers as additive material to increase performance of asphalt and improve properties of asphalt mixtures
are used. Use of waste polymer materials in asphalt and asphalt mixtures both can reduce environmental
pollution of waste materials and the problem of disposal in landfills. In these studies, carried out by
Abdulkhabeer et al. (2021) [30] and Moubark et al. (2017) [31], waste polypropylene (WPP) and
polypropylene which are the most popular polymer with good plastic properties was used to improve
mechanical properties of asphalt and asphalt mixtures, respectively. According to obtained results, asphalt
modified with polymers were increased the physical properties of asphalt mixtures containing modified
asphalt. In this study, waste recycled polypropylene in granular form (Figure 1) obtained from the recycling
collection and separation textile factory in Gaziantep province was provided. The pyrolysis method was used
to recycle this waste plastic material. Bio-o0il (PPB), bio-char and gas were obtained by burning waste
recycled polypropylene in granular form with nitrogen gas in an oxygen-free environment.

Bio-oil

Figure 1. Appearance of materials used in this study

3. Methods

In the study, pyrolysis method, Vialit, Nicholson and California tests were carried out.
3.1. Pyrolysis method

The pyrolysis method is heated biomass in an oxygen-free environment, and they break down into
simpler hydrocarbons. Biomass is classified as woody (stem, branch, chips of different trees),
agricultural, aquatic biomass (microalgae, plants and microbes found in water), human, animal and
industrial wastes. When different biomass is burned in the absence of oxygen, bio-oil, bio-char and non-
condensed gas (CO, CO2, CHa, and H,) are obtained. Properties of materials obtained from the pyrolysis
method are affected by biomass composition, reaction conditions (temperature, residence time, particle
size), presence of catalyst (catalytic and thermal pyrolysis), residence time [9, 32]. Within scope of the
study, after waste recycled polypropylene in granular form in the reactor of the pyrolysis device was
placed, the reactor is placed in temperature oven at 500°C (Figure 2). During the pyrolysis method,
nitrogen gas is introduced to remove oxygen from the reactor. Thus, when the studies in the literature
are taken into consideration [17, 33, 34], waste recycled polypropylene in granular form was burned
with nitrogen gas for 45 minutes with a ratio of 15°C/min when the device reached a temperature of
500°C.
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Figure 2. The pyrolysis device

3.2. Modification parameters of asphalt and bio-oil

The mixing of asphalt and different plastic materials is carried out in two ways: dry and wet mixing methods.
Dry mixing method is addition of asphalt at a determined ratios after adding plastic waste materials to the
aggregates. In this method, the use of hard plastics, have high melting points such as PET and HDPE is
commonly preferred. Since thermal behavior of asphalt modified with different polymers enhanced, the wet
mixing method is used for polymer asphalt modification. Polymers have low melting temperatures such as
low-density polyethylene (LDPE), PP and ethylene-vinyl acetate copolymer (EVA) are preferred in the wet
mixing method. The parameters (temperature, mixing time, ratio of modifier) used in modification of asphalt
with different waste plastic materials depend on only on properties of asphalt and waste plastic materials but
also on specific requirements of the asphalt [35-37]. Considering the studies, conducted by Shirzad et al.
(2024) [38], Dalhat and Wahhap (2017) [1], bio-oil (1-3%) was blended with 50/70 asphalt at 160°C and
3000 rpm for 30 minutes using a temperature-controlled mixer.

3.3. Adhesion and stripping tests

Different factors such as aggregate properties (porosity, texture, mineralogy, chemical composition, and
size), design, construction, traffic and temperature affect the adhesion of the chip seal and asphalt pavement.
It is determined that the most important factors affecting adhesion between aggregate and asphalt in the chip
seal are chemical composition and size of aggregates [39-41]. In addition to these factors, due to the water
and traffic density on asphalt pavements, deterioration on asphalt pavements is observed as a result of the
decrease in adhesion between asphalt and aggregates. The Vialit test according to the Highway Technical
Specification (2013) was carried out to investigate the effect of 50/70 asphalt and asphalt modified with PPB
(1-3%) and aggregates under the influence of water.

One of the most important parameters, affected performance of asphalt mixtures is resistance to moisture
susceptibility. Resistance to moisture susceptibility of asphalt mixtures depends on the type of aggregate
source (calcium carbonate, dolomite, granite), the chemical and physical properties of the asphalt, traffic
level, environment conditions and different additives added to aggregate and asphalt. For example, asphalt
modified with waste plastic modifiers have better resistance to moisture susceptibility than neat asphalt [42-
43]. Therefore, Nicholson and California stripping (Figure 3) tests were carried out to investigate adhesion
between 50/70 asphalt and asphalt modified with PPB (1-3%) and aggregates under the influence of water
and humidity.
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Figure 3. California stripping test device
3.4. Statistical analysis

Statistical analysis is preferred to examine statistically significant differences between obtained results.
Kruskal-Wallis H and Mann-Whitney U tests are used as an alternative when the data does not show normally
distribution. Kruskal-Wallis H Test for Oneway Analysis of Variance (ANOVA) by ranks is the
nonparametric equivalent of the parametric Oneway Analysis of Variance (ANOVA). The Kruskal-Wallis
H Test is preferred in cases where the statistically significant differences between three or more groups is
determined, and the data is not provide with normal distribution [44-46]. In the study, the significant of
changes in the values by adhesion and stripping tests according to different PPB ratios (1-3%) were examined
by Kruskal-Wallis Test and Mann-Whitney tests.

4. Results

In this section, the results of adhesion and stripping tests, performed on loose asphalt mixtures prepared with
50/70 asphalt and asphalt modified with PPB (1-3%) are given.

4.1. Results of vialit test

100 limestone aggregates spread on 50/70 asphalt and asphalt modified asphalt with PPB (1-3%), distributed
homogeneously on the flat steel plate used in the vialit test, were conditioned in a water bath at 40°C
temperature for 24 hours. After a 50045 g steel ball is thrown over the conditioned the flat steel plate, the
number of aggregates falling from the plates is given in Figure 4. According to the obtained results, while
the number of aggregates falling from 50/70 asphalt and asphalt modified with PPB at ratio of 1% was equal,
the number of aggregates falling from asphalt modified with PPB at ratio of 2% decrease. Similar to the
results of the study conducted by Saltan et al. (2020) [47], as the ratio of PPB added to 50/70 asphalt increases,
the adhesion of asphalt modified with PPB to aggregates increases. Considering the adhesion properties of
asphalt modified with PPB to aggregates, in the study conducted by Karadag (2023) [48], the use of this
material as tack coat on the interface between binder and wearing courses was investigated.

In the study carried out by Bagampadde et al. (2013) [49], they determined that a secondary network formed
as a result of the interaction of polymers with the molecules in the asphalt during the modification of 50/70
asphalt. In this study, it is thought that the second network formed during the modification of PPB with 50/70
asphalt positively affects the adhesion between the asphalt modified with PPB and the aggregates. Thus, it
is thought that as the PPB ratio, added to 50/70 asphalt increases, adhesion between aggregates and modified
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asphalt increased. Use of asphalt modified with PPB in the chip sea, widely used in countries such as Turkey,
Awustralia and South Africa is recommended. The use of modified asphalt will provide better performance,
especially in the chip seal, exposed to heavy traffic and different temperature conditions. Moreover, the use
of asphalt modified with waste material in the chip seal results is reduced consumption of natural resources.

B Falling Aggregate Number (%)

Falling Aggregate Number (%)

0 1 2 3
PPB ratio (%)

Figure 4. Results of Vialit test
4.2. Results of nicholson stripping test

Stripping occurs in the pavement due to different factors such as the decrease in bonding between aggregate
and asphalt, traffic, construction practices, properties of aggregate and asphalt [50-51]. In order to reduce the
stripping, occurred in the pavement, the stripping resistance of modified asphalt under influence of water and
humidity was investigated. Aggregates remaining without stripping for loose asphalt mixtures containing
both 50/70 asphalt and asphalt modified with PPB (1-3%) is given in Figure 5. It is seen that the percentage
of aggregate remaining without stripping in all loose asphalt mixtures under influence of water and humidity
provided specification limit value determined as 60%. The loose asphalt mixture containing asphalt modified
with PPB at the ratio of 1% showed better resistance to the effects of water and humidity. Modified asphalt
from the aggregates was stripped due to the increase of polar constituents on surface of modified asphalt and
water penetrating into interface of loose asphalt mixtures prepared with asphalt modified with PPB (1-3%)
during the conditioning of the Nicholson stripping test [52]. Similar to the results of the study conducted by
Liu et al. (2014) [53], it was determined that moisture susceptibility of loose asphalt mixtures containing
asphalt modified with PPB, has a low softening point was low.
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Figure 5. Results of Nicholson test
4.3. Results of california stripping test

Depending on the seasonal conditions (high temperature, rain, freeze-thaw, salty) which the pavement is
exposed, the adhesion between asphalt and aggregates decreases due to water infiltration [54]. Thus, the
California Stripping test was conducted to examine the effect of rain on loose asphalt mixtures prepared in
the laboratory. In the California Stripping test, it is observed that stripping percentage of asphalt modified
with PPB (1-3%) increased according to 50/70 asphalt (Figure 6). The loose asphalt mixture containing
asphalt modified with PPB at the ratio of 2% showed the best performance. The loose asphalt mixtures
containing asphalt modified with bio-oil according to 50/70 asphalt showed less resistance to water
movement.

When the results of stripping tests were examined, loose asphalt mixtures prepared by using asphalt modified
with PPB (1-3%) showed better stripping resistance. Since the loose asphalt mixtures were conditioned under
water and moisture conditions in the Nicholson stripping test, asphalt modified with PPB at ratios of 2 and
3% which were softer than asphalt modified with PPB at ratio of 1% showed less stripping resistance. Asphalt
modified with PPB (1-3%) showed lower stripping resistance than 50/70 asphalt under temperature
conditions in the California stripping test due to the decrease in adhesive bond between aggregate and
modified asphalt with increasing temperature [55]. Asphalt modified with PPB at ratio of 2% is considered
to be the optimum ratio for stripping resistance while asphalt modified with PPB at ratio of 1% is found to
be insufficient for stripping resistance, under temperature conditions. According to the obtained results,
factors such as water, humidity and temperature affect adhesion and stripping performance between modified
asphalt and aggregate. Considering adhesion performance of asphalt modified with bio-oil, use of asphalt
modified with PPB at ratio of 3% is recommended. Considering stripping performance of modified asphalt,
the use of asphalt modified with PPB at ratio of 1% should be preferred.
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Figure 6. Results of California test
4.4, Results of statistical analysis

Kruskal-Wallis test was performed to investigate whether there was statistically significant differences
between adhesion and stripping performances of loose asphalt mixtures prepared with asphalt modified with
PPB (1-3%). The obtained values from these tests were interpreted for different PPB ratios which p-value is
less than 0.05 meaning level. The Mann-Whitney U test was performed to understand the significance
between group variables. It is observed that adhesion performance of loose asphalt mixtures prepared with
asphalt modified with PPB at ratio of 3% (p-value <0.05) is statistically higher than asphalt mixtures
containing PPB at ratios of 0-1% (Table 2). The difference in Vialit values was statistically insignificant
when the additive ratio is 1% or 2%. It was concluded that the additive ratio of PPB should be at least 3% in
order to affect adhesion performance of the 50/70 asphalt. In the adhesion test, loose asphalt mixture prepared
by using asphalt modified with PPB at ratio of 3% showed 100% adhesion performance, which proved to be
consistent with the statistical analysis result.

Table 2. Results of statistical analysis

Group Variables Dependent Variables Kruskal-Wallis Test p-values
3% - 2% 0.281
3% - 1% 0.027*
3% - 0% . 0.014*
206 - 1% Adhesion performance 0.256
2% - 0% 0.169
1% - 0% 0.811
3% - 0% 0.454
2% - 0% 0.100
1%-0% Nicholson stripping performance 0.007*
3% - 2% 0.369
3% -1% 0.052
2% - 1% 0.295
1% - 0% 0.653
2% - 0% 0.061
3%-0% California stripping performance 0.002*
2% - 1% 0.155
3% - 1% 0.009*
3% - 2% 0.231

* Meaningful at 0.05 significance level

According to the statistical analysis results, loose asphalt mixtures prepared by using asphalt modified with
PPB at ratio of 1% showed statistically better resistance to stripping than asphalt mixtures containing PPB at
ratios of 0, 2, and 3%. It is observed that increase in the PPB ratio which is added to 50/70 asphalt is not
statistically significant in stripping resistance of loose asphalt mixtures. The best stripping resistance of loose

271



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 262-275, 2025
O. Karadag, M. Saltan

asphalt mixtures prepared by using asphalt modified with PPB at ratio of 1% in the Nicholson stripping test
is consistent with the statistical analysis result.

In the statistical analysis of California stripping test, loose asphalt mixtures prepared by using 50/70 asphalt
are statistically better resistance to stripping than asphalt mixtures containing PPB. PPB additive which is
added to 50/70 asphalt is not statistically effective on stripping resistance performance of loose asphalt
mixtures to temperature and water movement. The high stripping resistance to water movement of loose
asphalt mixtures prepared by using 50/70 asphalt in the California stripping test is consistent with the
statistical analysis result.

5. Conclusions

Plastic materials (polypropylene, polystyrene, polyethylene terephthalate and nylon), widely used in
packaging during COVID-19 pandemic, caused an increase in waste plastic materials in our environment. In
our study, bio-oil from waste recycled polypropylene in granular form with the pyrolysis method in order to
reduce environmental pollution caused by these waste plastic materials and to improve properties of asphalt
was obtained. Vialit, Nicholson and California Stripping tests were carried out to investigate adhesion of
loose asphalt mixture containing asphalt modified with bio-oil under the influence of water and humidity.
According to the Vialit test result, as the ratio of bio-oil added to 50/70 asphalt increased, the bonding
property of modified asphalt with aggregates increased. In Nicholson Stripping test result, the loose asphalt
mixture containing asphalt modified with PPB at the ratio of 1% showed better resistance to the effects of
water and humidity. However, the loose asphalt mixtures containing asphalt modified with bio-oil according
to 50/70 asphalt showed less resistance to rainwater movement, simulated in laboratory conditions and
temperature in California Stripping test. Moreover, the obtained results are consistent with the statistical
analysis method. Considering the adhesion performance of modified asphalt, use of asphalt modified with
PPB at ratio of 3% is recommended. Considering stripping performance of modified asphalt, the use of
asphalt modified with PPB at ratio of 1% should be preferred. This study demonstrated that bio-oil derived
from recycled polypropylene enhances the adhesion properties of 50/70 asphalt while reducing
environmental waste.
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Oz

Esnek iistyapilar bitiimlii baglayict ve uygun gradasyonda agreganin karigimindan elde edilmekte ve bitiimiin
performans1 kaplamanin nihai performansi iizerinde belirleyici faktdr olmaktadir. Bitiim, iretilmesinden
uygulanmasina kadar gecen siirede kisa dénemli yaslanmaya maruz kalir ve bu yaslanma servis émrii boyunca
meydana gelecek yaslanmanin biiyiikk kismini olusturur. Bu sebeple kisa dénemli yaslanma davranigi olduk¢a
onemlidir. Bu c¢alismada ¢esitli analitik yaklagimlar ile 70/100 saf bitim ve Stiren-Butadien-Stiren (SBS)
modifiyeli bitiimiin yaglanma dayanimlari reolojik olarak incelenmistir. Bitiim numuneleri {izerinde Dinamik
Kayma Reometresi (DSR) cihazi ile farkli frekans (0.01-10 Hz) ve sicaklik (40, 50, 60, 70°C) araliklarinda Frekans
Tarama testi uygulanmistir. Deneysel veriler islenerek baglayicilarin kompleks modiil ve kompleks viskozite ana
egrileri elde edilmis, egriler reolojik analizlere tabi tutulmustur. Sonuglar, SBS modifikasyonu ile yaslanma
esnasinda elastik 6zelliklerin korunma kabiliyetinin artirilarak yaslanma direncinin iyilestirildigini gdstermistir.
Ayrica, ana egriler reolojik modellere yiiksek dogrulukta uygulanmistir.
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Abstract

Flexible pavements consist of a bituminous binder and certain graded aggregate. The performance of the bitumen
determines the overall pavement performance. Bitumen undergoes short-term aging from production to
application, accounting for most of its total aging during service life. This study rheologically investigates the
short-term aging behavior of 70/100 pure bitumen and SBS-modified bitumen. Frequency Sweep test was
performed on bitumen samples with Dynamic Shear Rheometer (DSR) device at different frequency (0.01-10 Hz)
and temperature (40, 50, 60, 70°C) ranges. The complex modulus and complex viscosity master curves of the
binders were obtained by processing the experimental data and the curves were subjected to rheological model
analysis. The study showed that SBS modification enhanced aging resistance by preserving elastic properties.
Moreover, the master curves were applied to rheological models with high accuracy.
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1. Introduction

Bitumen is a thermoplastic material obtained by refining petroleum [1]. After complex processes such as
volatilization, oxidation and condensation, bitumen becomes harder and more brittle, which leads to various
structural problems [2-3]. This whole process is called aging of bitumen. The aging process is analyzed in
two parts as short-term and long-term aging [4-5]. Both types of aging significantly change the physical and
chemical properties of bitumen, but in different time periods and conditions [6]. Considering the entire aging
process of bitumen, the greatest aging occurs in the short term. For this reason, the measures to be taken in
the short-term aging process are critical.

Short-term aging occurs during the production and application of bitumen [7]. During hot mix asphalt
production, binder is mixed with hot aggregate and exposed to high temperatures. This process usually takes
place between 140°C and 160°C. The high temperature starts to change the chemical structure of the bitumen
[8]. Under the influence of heat, the more volatile components of bitumen evaporate, oxidation of larger
molecules becomes easier and hardening begins. Oxidation is one of the main causes of short-term aging [9].
During heating, the surface of the bitumen comes into contact with oxygen in the air and oxidative reactions
begin. These reactions result in the oxidation of aromatic and unsaturated components, especially in bitumen.
During transportation and paving of the bitumen mixture from the production plant to the construction site,
the bitumen still remains at high temperatures. At this stage, oxidation and loss of volatile components
continues [10]. Since the surface layer of the bitumen is in contact with more oxygen, short-term aging may
be more pronounced on this surface. After the mixture is laid, compaction is performed. During this process,
the temperature of the asphalt mixture is still high. During compaction, both oxidation continues and some
components in the mix condense and cause hardening [7-12]. Short-term aging is simulated in the laboratory
using the Rolling Film Thin Oven Test (RTFOT) and the aging resistance of different bitumens can be
determined after this test method [13-14].

Various additives are used to improve the aging resistance of bitumen, and the effects of polymer additives
are generally investigated. Zhang et al. emphasized that aging of modified bitumen has significant effects on
pavement properties and investigated the effect of polymer modification on aging by a series of experiments
in the laboratory. The results showed that the stress relaxation property of bitumen decreases with aging and
tends to behave with higher viscosity due to the decrease in phase angle values. Polymer additive was found
to help bitumen to show good elastic properties under short-term aging conditions [15]. Liu et al. stated in
their study that SBS, which is the most common polymer additive, may cause various disadvantages due to
its high viscosity. Within the scope of the study, the effect of SBS in combination with polyphosphoric acid
(PPA) on the aging performance of bitumen was investigated. The results showed that some physical
properties such as complex modulus of SBS changed when PPA was added and some properties such as zero
shear viscosity, relaxation stress were not affected independently of RTFO short-term aging. It was
concluded that PPA would improve the short-term aging resistance [16]. Another common additive is crumb
rubber (CR) derived from waste vehicle tires. CR provides significant performance gains to bitumen. While
obtaining a CR modified asphalt pavement, various negative effects can occur due to the increase in
construction temperatures. Jin et al. subjected CR modified bitumen to RTFOT at different aging
temperatures. The experimental results show that the appropriate RTFOT temperature is related not only to
the viscosity of the CR modified binders but also to the mix gradation. Binders with higher viscosity require
elevated RTFOT temperatures between 173 °C and 193 °C to simulate short-term aging, especially for
mixtures with higher air voids. Furthermore, swelling of CR in bitumen has been associated with improved
aging performance [17]. In another study, the aging behavior of bitumen with SBS and CR was investigated.
As a result of the study, it was determined that CR would increase the aging resistance by preventing polymer
degradation in SBS modified bitumen [18].

In this study, 70/100 pure bitumen and bitumen containing 2% SBS were subjected to short-term aging
(RTFOT) and their aging performances were investigated. In addition to experimental data, various
rheological models and mathematical analyses were used to deepen the evaluation of aging effects. Within
the scope of the study, bitumen samples were subjected to frequency sweep testing with a dynamic shear
rheometer (DSR) device. The effects of different temperatures and loading rates on unaged and aged binders
were investigated and the modification effect was determined. The frequency sweep test was performed at
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10 different frequencies (0.01-10 Hz) and 4 different temperatures (40, 50, 60, 70°C) and master curves were

obtained using the complex modulus values obtained from the experiment.

2. Materials and Method

In this section, the bituminous binder, additives and analysis methods used in the study are discussed. In
addition, the experimental preparation process and modified bitumen preparation process are given. The
experimental and theoretical approaches preferred in the study are explained in accordance with the purpose

of the study.

2.1. Materials

In this study, 70/100 penetration grade pure bitumen obtained from TUPRAS Batman refinery was used.
Styrene-butadiene-styrene (SBS) was used as additive. The properties of pure bitumen and SBS are given in

Table 1.

Table 1. Properties of 70/100 bitumen and SBS

Bitumen SBS

Property Unit Value  Property Value

Penetration dmm 86.5 Molecular structure Linear

Softening Point °C 51.4 Styrene/butadiene ratio 31/69

Flash Point °C 230 Density (gr/cm?) 0.94

Density gricm? 1.034  Oil content N/A
Melting index (kgw/cm?) <1
Stiffness 70
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2.2. Method

Within the scope of the study, the differences in the mechanistic and rheological behavior of pure and SBS
modified bitumen after short-term aging were analyzed. The experimental flowchart is given in Figure 1.

Styrene-Butadie f
Styrene (SBS. 70/100 Bitum

Rolling Film Thin
Oven Test

2% SBS
bitum

v
Rheological Laboratory Tests

Frequency Sweep Test

Complex Modulus Master Curves
Complex Viscosity Curves
Complex Viscosity Master Curves

Rheological
Analysing of
Results

Analysis Methods

Rheological Ageing Index (RAI)

Christensen-Anderson (CA) Model

Figure 1. Flowchart of the experimental procedure
2.2.1. Preparation of SBS modified bitumens

Modified bitumen was obtained by adding 2 wt% SBS additive to bituminous binder with 70/100 penetration
degree liquefied at appropriate temperature. The modification process was carried out at 180°C, 1000 rpm
speed for 1 hour.

2.2.2. Rolling film thin oven test (RTFOT)

The RTFOT test is conducted in accordance with TS EN 12607-1 [19] and is designed to replicate the
aging process that occurs from the time of production to the stages of paving and compaction. This
testing methodology is applicable to both unmodified and modified binders, focusing on the thermal and
oxidative aging associated with short-term aging. In the course of the test, an bitumen film is created
and subjected to airflow at a temperature of 163°C for a duration of 85 minutes. This process accelerates
the oxidation of the bitumen, resulting in an increase in the binder's viscosity and a notable alteration in
its hardness. The implications of short-term aging are critical, as they influence the initial performance
characteristics of the bitumen, particularly regarding workability, adhesion, and resistance to cracking
within the mixture. The RTFOT test for modified bitumens is an essential instrument for assessing the
impact of additives, thereby facilitating the evaluation of the binders' resistance to aging. RTFOT test
device was given in Figure 2.

Figure 2. RTFOT device and test samples
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2.2.3. Frequency sweep test and master curve construction

The frequency sweep test is performed with the Dynamic Shear Rheometer (DSR) device and the behavior
of bitumen under oscillation loading at different frequencies is examined. This loading at different
frequencies characterizes the viscoelastic properties of bitumen. Different frequencies within the scope of the
experiment represent different loading speeds and it has been determined that a loading frequency of 10 Hz
corresponds to a speed of 60-65 km/h [20]. Oscilatory tests were performed on pure and SBS modified
bitumen at four different temperatures (40°C, 50°C, 60°C and 70°C) and ten different frequencies (0.01-10
Hz). The DSR device and test specimens are shown in Figure 3.

Figure 3. DSR device and test samples

As a result of the experiment, important rheological parameters such as elastic modulus (G"), viscous
modulus (G"), complex modulus (G*), phase angle (5), complex viscosity are obtained for different
frequency values of binders at each temperature. The G* values obtained after the experiment are
converted into a “master curve” at a certain reference temperature value in order to examine the
rheological behavior of bitumen in a wide frequency range by adhering to the Time-Temperature
Superposition Principle (TTSP). The obtained master curves were subjected to rheological analysis
according to the Christensen-Anderson (CA) Model. In this model, presented in Equation 1, the
rheological behavior is described in terms of G* values as a function of the frequency applied to the
bituminous binder. Although the model was originally intended to characterize pure bitumen, it has
recently been used to describe the behavior of modified bitumen. Numerous studies have been conducted
with the CA model [21-23]. After CA Model analysis, glass modulus (Gg), crossover frequency (mc)
and rheological index (R) values are obtained for pure and modified binders. As a result of the studies,
it was determined that the Gg value can be accepted as 1x10° for all bituminous binders.

oc represents the frequency at which the viscous and elastic modulus values are the same. It is also the
point where the viscous asymptote and the glassy asymptote overlap. wc characterizes the overall
hardness of the bitumen. R is defined as the difference between the complex modulus at wc and the
intercept asymptotes. It is also called shape factor. An increase in R indicates a decrease in the viscous
properties and an improvement in the elastic properties of the binder at intermediate loading times and
temperatures and gives the idea that it will show wider relaxation spectra.

—R
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2.2.4. Rheological ageing index (rai)

Complex modulus values obtained at different temperatures and loading rates (frequency) show that the
mechanistic behavior of bitumen changes significantly with temperature and frequency. In previous studies,
the area between the master curves of bitumen before and after aging was found to be an important indicator
of aging, and the rheological aging index (RAI) was introduced to evaluate aging over a wide frequency
range [24-25].

3. Results and Discussions

The TTSP master curves of the G* values of pure and 2% SBS modified bitumen before and after short-term
aging process (RTFOT) are given in Figure 4.
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Figure 4. Master curves of pure and 2% SBS modified bitumens

When creating complex shear modulus (G*) master curves, a reference temperature is selected and other
isothermal curves are shifted to this temperature value. Asphalt pavements are usually subjected to loading
at moderate temperatures (20°C—60°C). A reference temperature is usually chosen within this range because
the rheological properties of the bitumen are particularly important. For the master curve given in Figure 4,
the reference temperature is 40°C [26]. The complex modulus values increased with increasing frequency,
i.e. loading rate. When low frequency (long-term loading rate) is applied, the shear strength of the binders
decreases. This is associated with the viscoelastic behavior of the material. Among the unaged bitumen, the
lowest G* values were observed in 70/100 bitumen, while G* values increased with the addition of 2% SBS.
After RTFOT, G* values of all binders were higher than their pure state. The short-term aging process
constitutes the major part of the total aging process and the bituminous binder is subjected to intense oxidation
during this process. The material hardens due to the removal of volatile components from the bitumen, the
functional groups formed in the bitumen due to oxidation and the increase in the proportion of components
with high molecular weights. The desired phenomenon when obtaining the master curve is that the curve is
smooth and continuous. When Figure 4 is examined, it is seen that the curve is smooth and continuous for
each binder type, indicating the applicability of TTSP and that the binders are “thermo-rheologically simple”.

The master curves were analyzed using the Christensen-Anderson (CA) Model to conduct detailed

rheological evaluations. The curves were fit according to Equation 1 and the model parameters were obtained
and given in Table 2.
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Table 2. CA Model paramaters

Sample Name Parameter Value R?
70/100 Gg 1.00E+09
®c 1974.085 0.99
R 2.30379
70/100 RTFOT Gg 1.00E+09
®c 183.9779 0.99
R 2.62321
2% SBS Gg 1.00E+09
oc 72.98642 0.99
R 3.0771
2% SBS Gg 1.00E+09
RTFOT wc 24.1748 0.99
R 3.12519

Table 2 confirmed that the CA Model successfully fits both aged and unaged bitumen master curves
(R?>0.99). As mentioned in the methodology section, the Gg value was fixed at 10° and R and wc values
were left free. It was observed that both pure and 2% SBS binder presented higher R values with the aging
effect after RTFOT. The R-value of pure bitumen increased by about 14% after RTFOT, while that of
modified bitumen was 1.63%. The R-value is related to the total amount of colloidal matter in the bitumen
and is therefore reported to be proportional to the asphaltene content [27-28]. With aging, maltenes with
lower molecular weights degrade and some of their components, especially aromatic components, are
converted into asphaltenes. As the maltene ratio decreases and the asphaltene ratio increases, R values also
increase. The wc value refers to the frequency value at which the storage and viscous modulus are equal and
is interpreted as the point at which the material switches from elastic to viscous behavior. Since bitumen
hardens, it starts to exhibit viscous behavior at low frequencies and therefore wc decreases. When Table 2 is
analyzed, the lowest wc value is observed in 2% SBS RTFOT binder, while the highest wc value is observed
in 70/100 pure bitumen. The wc values of both binders decreased with the effect of aging.

Figures 5 and 6 show the calculation of the RAI value representing the aging of 70/100 and 2% SBS modified
bitumen.
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Figure 5. RAI calculation of 70/100 bitumen
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Figure 6. RAI calculation of 2% SBS modified bitumen

The area between the master curve obtained from the frequency sweep test performed on the bitumen
sample after aging with RTFOT and the master curve of the unaged sample is associated with aging. It
is practically the difference of the areas under both curves. The RAI values of 70/100 and 2% SBS
modified bitumen are given in Table 3.

Table 3. RAI values of binder samples

Sample Name Unaged RTFOT-aged RAI
70/100 1.21x108 3.03x108 1.82x106
2% SBS 1.64x108 3.37x108 1.72x106

The RAI value is effective for determining the rheological behavior characteristics of pure and modified
bitumen over a wide frequency range. When Table 3 is analyzed, the area under the curve values increased
with the increase in G* values with aging. As a result of SBS modification, RAI values were lower than those
of the pure binder. The decrease in the area under the master curve indicates a bitumen that is more resistant
to aging and reveals the modification effect. Higher RAI values indicate lower aging resistance [25-29]. The
results in Table 3 show that SBS additive increases the aging resistance of pure bitumen over a wide
frequency range. The complex viscosity values obtained from the frequency scan test of 70/100 % pure and
2% SBS modified bitumen are given in Figure 7.
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Figure 7. Complex viscosity values of pure and modified bitumen before and after RTFOT

Complex viscosity tends to decrease with increasing temperature. This is associated with bitumen
becoming more fluid at higher temperatures. Tests conducted between 40°C and 70°C show that the
viscosity decreases as the temperature increases and the bitumen deforms more easily. However, thanks
to the SBS modification, this reduction is more limited compared to pure bitumen, because the elastic
nature of SBS allows the material to better maintain its shape in the face of temperature. At low
frequencies, bitumen exhibits a more viscous and fluid behavior, while at high frequencies elastic
properties become dominant. At low frequencies, such as 0.01 Hz, the complex viscosity is higher, while
at 10 Hz these values decrease. SBS-modified bitumen better compensates for these frequency
differences and increases the elastic behavior, showing better resistance especially at low frequencies.
It was observed that the viscosity values of the bitumen increased significantly after RTFOT.
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Figure 8. Complex viscosity master curves

In order to observe the rheological behavior at different frequency and temperature values in a single
curve, complex viscosity master curves were obtained just like G* values and presented in Figure 8.
When Figure 8 is examined, the differences between the bitumens are more pronounced at low
frequencies, while the curves get closer to each other as the frequency increases. The highest complex
viscosity value was observed in the 2% SBS-RTFOT binder, while the lowest viscosity values were
determined in the 70/100 binder. Figure 8 shows that TTSP can be successfully applied to complex
viscosity curves.

4. Conclusions

This study examined the short-term aging effects on 70/100 pure and 2% SBS-modified bitumen using
RTFOT and frequency sweep tests with a DSR device. The frequency scan test was performed at ten different
frequencies (0.01-10 Hz) and 4 different temperatures (40, 50, 60, 70°C). The results obtained from the study
are compiled below:

- When the TTSP G* master curves obtained from the test data were analyzed, the results showed that
G values significantly increased with aging and SBS modified bitumen presented higher G* values
compared to pure bitumen. The master curves are very smooth and continuous.

- The master curves were analyzed using the Christensen-Anderson (CA) Model to conduct detailed
rheological evaluations over a wider frequency range. CA Model results showed that rheological
index (R) values increased with aging, while wc values decreased. These effects deepened with the
additive and showed that the additive increased the ability of the binder to maintain its elastic
properties after aging.

- The Rheological Aging Index (RAI) results showed that the SBS modification increased the aging
resistance of 70/100 bitumen. The area under the main curve was found to increase significantly
after short-term aging for both binders.

- According to the complex viscosity values, the viscosity values decreased with increasing
temperature and were limited by the use of additives. The modification effect, which was more
pronounced at low frequencies, lost its effect slightly as the frequency increased. Viscosity values
increased significantly with aging.
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- Complex viscosity master curves provided the opportunity to analyze the viscosity behavior in a
wide frequency range and showed that complex viscosity master curves can be successfully obtained
with TTSP.

In this study, 2% SBS additive was selected because it is a widely used concentration in practice and is
considered the threshold at which modification effects begin to manifest. This concentration provides an
effective balance between performance enhancement and economic feasibility. However, it is acknowledged
that the performance of SBS-modified binders can vary with different molecular structures or concentrations,
and future research should explore these aspects to broaden the scope of the findings.
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Oz

Kentlerde hizla artan niifus ve yogun kentlesme siireci, kamusal alanlarin etkin yonetimini ve bu alanlardaki
altyapinin siirdiiriilebilirligini 6nemli hale getirmistir. Bu siireg, kent yonetimlerini kamusal alanlardaki hasarlarin
hizli ve dogru bir sekilde tespiti igin yenilik¢i ¢oziimler aramaya itmistir. Geleneksel hasar tespit yontemleri yavas
ve maliyetli olup, bilylik kentlerin dinamik yapisi karsisinda yetersiz kalmaktadir. Bu durum kentsel giivenligi ve
yasam kalitesini olumsuz etkilemektedir. Bu noktada, derin 6grenme ve yapay zeka teknolojilerinin hasar tespit
stireclerini otomatik hale getirerek bu soruna bir ¢6ziim sundugu goriilmektedir. Bu ¢alismada, kentlerdeki
kamusal alanlardaki hasarlarin otomatik olarak tespiti i¢in yapay zeka tabanli bir sistem gelistirilmistir. Diigiik
kaynak gereksinimi ve elde ettigi yliksek basari orani ile MobileNetv2 modeli kullanilmistir. Veri kiimesinin sinirlt
olmasi nedeniyle meydana gelebilecek asirt uyum sorununu 6nlemek i¢in veri artirma yontemleri uygulanmistir.
Model, dogruluk, hassasiyet, geri ¢agirma ve F1 skoru acisindan sirasiyla %83,33, %84,20, %83,30 ve %83,70
basar1 elde etmistir. Bu sonuglar sayesinde modelin farkli hasar tiplerini iyi bir oranda tespit ettigi goriilmektedir.
Bu ¢alismanin sonuglari, giinimiiziin hizla kentlesen diinyasinda yenilik¢i bir ¢6ziim sunmaktadir. Bu ¢dziim
altyap1 unsurlarinda meydana gelen hasarlart hizli ve etkili bir sekilde tespit ederek sehir yonetimlerine etkili bir
yol haritast sunacaktir. Bu durum, hizli kentlesmenin getirdigi sorunlarin ¢dziilmesine olanak tanir. Bu kapsamda
gerceklestirilen ¢alisma hem teorik hem de pratik agidan 6nemli bir deger tasimaktadir.
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Abstract

The rapidly increasing population and dense urbanization process in cities have made the effective management
of public spaces and the sustainability of the infrastructure in these areas important. This process has led city
administrations to seek innovative solutions for rapid and accurate detection of damage in public spaces.
Traditional damage detection methods are slow and costly, and are insufficient in the face of the dynamic structure
of large cities. This situation negatively affects urban security and quality of life. At this point, it is seen that deep
learning and artificial intelligence technologies offer a solution to this problem by automating damage detection
processes. In this study, an artificial intelligence-based system has been developed for automatic detection of
damage in urban public spaces. The MobileNetv2 model was used with its low resource requirement and high
success rate. Data augmentation methods were applied to prevent the overfitting problem that may occur due to
the limited dataset. The model achieved 83.33%, 84.20%, 83.30% and 83.70% success in terms of accuracy,
precision, recall and F1 score, respectively. These findings demonstrate that, the model detects different damage
types at a good rate. The results of this study provide an innovative solution in today's rapidly urbanizing world.
This solution will provide an effective roadmap to city administrations by quickly and effectively detecting damage
to infrastructure elements. This facilitates addressing challenges caused by rapid urbanization. The study carried
out in this context has significant value both theoretically and practically.
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1. Introduction

Today, urban growth and urban population density are rapidly increasing. This poses a threat to the
infrastructure of cities. As a result, problems such as sustainability and the effective management of
infrastructure have become increasingly important. Public areas, which are at the center of society, have an
important place in social life. Damage, wear and tear of infrastructure components such as roads, benches,
sidewalks, street lights and parking areas cause problems [1]. These problems can create visual, functional
or security problems [2]. For example, damage to roads causes traffic accidents, while damage to other
infrastructure elements directly affects people's quality of life. Failure to intervene quickly in problems in
infrastructure elements increases the cost of repair. Delayed repairs also cause further deterioration of
infrastructure elements. As a result, larger problems occur and economic losses occur. This also reveals the
need for city administrations to use resources primarily in infrastructure repair. Today, the detection of these
damages is based on intensive manpower labor. Manual inspections and controls in large cities are very time-
consuming and costly. However, these inspections can be prone to error. Such reasons can make it difficult
to detect damages accurately and quickly. Traditional methods may be inadequate due to the dynamically
changing structure of large and developing cities [3]. In light of these limitations, Al-based methods have
emerged as promising alternatives. Today, with the continuous development of technology, advances are
also being made in the field of artificial intelligence and image processing. As a result of these developments,
studies can be conducted in different disciplines. This study also offers an important opportunity for the
damage detection process in public areas [4]. Deep learning methods can reach high accuracy rates in image
analysis using convolutional neural networks (CNN) [5]. In this way, processes become faster and more
reliable, and high costs can be reduced [6]. City administrations can prioritize necessary repairs by taking
this process into account. This can provide an effective roadmap for more effective and efficient use of
resources.

The motivation of this study is to address infrastructure problems in public areas and to offer an innovative
approach to traditional solutions. The aim of the study is to develop a system that can automatically detect
damages in infrastructure in social settlement areas. The developed system aims to accelerate the detection
of damages and achieve high accuracy by using deep learning models. In addition, a large and constantly
changing dataset will be created by encouraging citizen participation. In this way, not only dataset diversity
but also individuals are active in solving problems. This will be the first step in creating livable cities and
sustainability. The performance of deep learning models will be evaluated at regular intervals using the
dataset, which will be constantly updated with the participation of citizens. Another aim of this project is to
increase city security, improve the quality of life of individuals and make resource management more
efficient. The study also aims to eliminate the deficiencies in the literature. When the studies in the literature
are examined, most damage detection studies usually focus on a single category. However, most datasets are
static and inadequate to reflect different regions and conditions. Unlike previous studies, this study was
conducted on more than one class. In addition, the fact that the dataset will be updated regularly is one of the
unique aspects of the project. This system, which aims to ensure the security and order of public spaces in
cities, has the potential to offer significant innovations both theoretically and practically.

1.1.Literature review

In the literature, studies on detecting various types of damage in public spaces in cities are limited, with most
existing research primarily focusing on crack detection. Studies on crack detection employ advanced image
processing and artificial intelligence techniques to identify specific types of damage and to facilitate the
classification of these types. However, these studies typically concentrate on a single class of damage,
neglecting a broader spectrum of damage categories. Some of the studies conducted in the literature are
reviewed as follows.

Shim et al. [7] sought to detect road damage by using super-resolution and semi-supervised learning
techniques with generative adversarial network (GAN). The researchers aimed to improve the quality of road
damage images and increase damage detection performance in cases where there is a limited number of
labeled images. To improve image quality, super-resolution generative adversarial network (SRGAN) is
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applied and combined with semi-supervised learning method. As a result of the proposed method, an F1
score of 79.22% was obtained. Bibi et al. [8] developed a system that identifies road defects using Edge Al.
The study aimed to help vehicles recognize road hazards and defects, such as potholes, bumps and cracks.
The dataset, created using images collected from various online sources and open datasets, was trained on
ResNet-18 and VGG-11 models. While ResNet-18 provided 100% accuracy for bumps and cracks, VGG-
11 achieved accuracy rates of over 99% for cracks and potholes. The study focused on only four damage
types. Kyslytsyna et al. [9] proposed a method called ICGA to detect road surface cracks. This model, which
was developed to eliminate the difficulties that cGANs experience in shape detection despite their high
accuracy, consists of two stages. This model, which removes non-road elements as noise in the first stage
and only detects cracks in the second stage, reached an accuracy rate of 88.03% in the Llamas dataset
containing 100,000 labeled photographs. Ye et al. [10] proposed a detection network architecture that uses
deep learning-based dilated convolution for detecting concrete cracks. They also employed a watershed
algorithm to segment the detected cracks. In the proposed STCNet | architecture, the number of parameters
is lower and the computation speed is higher compared to traditional networks. While the VGG16
architecture achieved an accuracy of 99.29% and the ResNet50 architecture reached 96.67% accuracy, the
STCNet | architecture obtained an accuracy rate of 99.33%. Zou et al. [11] proposed a fully automated
method called CrackTree for detecting cracks from road images. To test this method, they collected 206
pavement images containing different types of cracks. Initially, they devised a geodesic shadow removal
algorithm to eliminate road shadows while retaining the cracks. Subsequently, they generated a crack
probability map through tensor voting, enhancing the connectivity of crack segments by ensuring proximity
and curve continuity. Lastly, by selecting crack seed samples from the probability map and representing these
seeds with a graph model, they extracted minimum spanning trees from the graph and conducted iterative
pruning of tree edges to accurately identify the targeted cracks. The proposed CrackTree method achieved
an average F-measure of 85%. Fan et al. [12] designed a hew network called U-HDN for crack detection.
This network is designed to add multi-scale features to a U-net based encoder-decoder architecture. Using
the multiple expansion modulus (MDM), crack information was obtained through expanded convolutions
with different expansion rates. Additionally, a hierarchical feature learning module is developed to extract
multi-scale features. U-HDN outperformed other methods with an F1 score of 92.4%. Mandal et al. [13]
proposed an automatic sidewalk problem analysis system using YOLO v2 deep learning. In their study, a
dataset was created containing road images of 9,053 different types of cracks, obtained from a smartphone
mounted on a vehicle. During the training phase, 7,240 images captured by mobile cameras were used, and
1,813 road images were employed in the testing phase. The model attained an F1 score of 87,80% for
detection without predicting the crack class and 73.94% for classification including the crack class. Zhang et
al. [14] introduced a deep learning method for crack detection. In their study, a dataset of 500 images with a
resolution of 3264 by 2448 pixels, collected using a smartphone, was utilized. A supervised deep
convolutional neural network was utilized to classify each image patch within the collected dataset. The
proposed ConvNet-based method achieved an F1 score of 89.65%.

1.2. Literature gap

When the studies conducted in the literature are examined, it is seen that the number of studies on damage
detection in public areas is limited. However, the studies conducted have focused on a single or small number
of damage types. These studies generally examine cracks on the road surface. Damage detection studies
focusing on different infrastructure elements in public areas are insufficient. This shows that the existing
studies focus on narrow-scope problems. Comprehensive studies addressing different types of damage in
public area infrastructures are quite limited. This is seen as an important gap in the literature. Methods that
allow for detailed examination of various damage types are needed. In addition, when the existing studies
are analyzed, it is seen that the datasets used contain a limited number of classes. This is one of the reasons
that restricts the studies conducted in this field. The datasets used in this field have a static structure. For this
reason, the studies conducted are not sustainable. In this study, a dynamic dataset was created in order to
eliminate the deficiency in this field. The created dataset will be continuously updated depending on time
and region. In this way, it is possible for different damage types to emerge and the number of classes to
increase. When the studies are examined, it is seen that a comprehensive and dynamic approach is needed to
identify different types of damage in public spaces and to help the decision-making mechanisms of city
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administrations. The aim of this study is to eliminate these deficiencies and offer an innovative solution by
presenting a flexible and applicable method in different regions.

1.3. Novelities

e When the studies conducted in the literature are examined, it is seen that the studies conducted
in the field of damage detection generally have a small number of classes. In contrast to prior
research, this study expands the number of damage classes. A comprehensive dataset including
12 different damage types has been created to be used in the study. The created dataset is more
comprehensive than the existing datasets in terms of the number of classes. In this respect, it is
aimed to make a significant contribution to the literature.

e Itis aimed to continuously update the created dataset. In this way, the dataset will be renewed
and expanded depending on different regions and different times.

e In the study, unlike the studies with a small number of classes in the literature, a multi-class
damage detection process has been carried out. In this way, different damage types have been
separated from each other and detailed examination has been carried out.

e The developed method has a flexible architecture. It is possible to add different classes and
different damage types to the dataset. This increases the applicability of the system in different
cities and regions.

e The developed system has an architecture suitable for working on mobile devices. In this way,
it can be used in real-time applications with future studies.

1.4. Contributions

o In this study, unlike the limited datasets in the literature, the most comprehensive dataset has
been created to our knowledge. The created dataset has 12 classes. With this diversity, it is
possible for the proposed model to detect different damage types.

e The dataset will continue to be updated continuously. In this way, different damage types from
different regions will be added.

e The proposed system performs the damage detection process quickly and accurately. In this
way, resources can be used more efficiently. This will allow for increased public safety.

e Unlike single-class studies in the literature, an innovative solution has been presented with
multi-class examination.

e The proposed system is compatible with mobile devices. This provides a significant advantage
for real-time applications in future studies.

2. Material and Method

2.1. Material

The first step of this study is the data collection phase. In this phase, images of specific objects from different
cities and regions were collected. Then, these images were labeled as damaged and intact. As a result of the

data collection process, a comprehensive dataset was created. The data collection process is shown in Figure
1.
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Dataset

Figure 1. Data collection phase

First, the objects focused on in the study were determined. These objects include roads, benches, trash cans,
pavement stones, street lamps and windows. Then, damaged and intact labels were defined for each
infrastructure element based on certain standards. Images collected from different regions with different
mobile phones were classified as damaged and intact. Sample images of each class in the obtained dataset

are shown in Figure 2.

Intact Sidewalk

Intact Road

! Broken Trash Bin =)
Damaged Lamp Intact La;p‘ ‘

a) Damaged Classes b) Solid Classes

Intact Trash Bin

Figure 2. Classes and sample images in the dataset.

Data augmentation was performed to prevent negative situations such as overfitting that may occur due to
the limited number of images in the obtained dataset. Data augmentation is a method used in machine
learning and deep learning models to increase the number of data. The purpose of this method is to increase
the dataset with various methods and thus increase the performance of the model [15]. In the data
augmentation process applied in this study, images were rotated by 90, 180 and 270 degrees. For each image
in the original dataset, three different variations were created that allowed the model to be trained with
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variations obtained from different angles. As a result, it was aimed to reduce the overfitting tendency of the
model and to achieve high performance.

The resulting dataset consists of 12 classes, 6 damaged/broken classes and 6 healthy classes. Each class
contains a minimum of 701 and a maximum of 3,436 images, and the total dataset consists of 23,508 images,
as presented in Table 1.

Table 1. Dataset Details

Quantity
No | Name Without augmentation With augmentation
1 Damaged Sidewalk | 442 1768
2 Damaged Road 859 3436
3 Damaged Lamp 254 1019
4 Broken Bench 309 1236
5 Broken Window 680 2720
6 Broken Trash Bin 175 701
7 Intact Sidewalk 703 2812
8 Intact Road 554 2216
9 Intact Lamp 816 3264
10 Intact Bench 265 1060
11 Intact Window 222 888
12 Intact Trash Bin 597 2388
2.2. Method

The method used in the study consists of data preparation, comparison of traditional CNN architectures,

feature selection and classification steps. This process is shown step by step in Figure 3;

Feature Extraction M —‘ CNN Models
Final Feature Vector Training I:l
Dataset
} T

Feature Selection

!

Selected Feature Vector

|

Classification

Figure 3. Steps of the method used in the study




Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 290-306, 2025
T. Keles, S. Temur, F. Kiling, M. V. Giin, S. Dogan, T. Tuncer

In the development process of machine learning models, CNN architectures have been actively used. In this
process, the first step included organizing the dataset into test and training folders. Then, CNN architectures
widely used in the literature such as ResNet50 [16], MobileNetV2 [17], GoogleNet [18], AlexNet [19],
InceptionResNetV2 [20], DenseNet201 [21], InceptionV3 [22], DarkNet-53 [23] were examined and the
accuracy rates of each architecture were compared. The accuracy rates obtained by the compared CNN
architectures [24] are shown in Figure 4. The obtained results revealed that MobileNetV2 performed well
with an accuracy rate of 83.3%
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Figure 4. Comparison of accuracy rates of different neural networks

In addition, MobileNetV2 [17], uses depth-discrete convolutions and invert residual blocks. This design
reduces model parameters and computational cost without sacrificing accuracy. It prevents gradient loss with
residual connections and enables complex feature recognition.

MobileNetV2 [17] a lightweight deep learning model, is designed for mobile devices and embedded systems.
The model, which performs object detection and segmentation tasks, has less computational and memory
usage in image classification. It was introduced by Google as an improved version of MobileNetV1. It has
3.4 million parameters and 154 layers. Its performance has been increased with improved layer structures
such as inverse residual blocks and linear bottleneck layers. The architecture of the model is shown in Figure
5.
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224x224x3 conv2d
112x112x32 bottleneck
112x112x16 bottleneck
56x56x24 bottleneck
28x28x32 bottleneck
14x14x64 bottleneck
14x14x96 bottleneck
7x7%320 conv2d 1x1
7x7x1280 avgpool 7x7

1x1x1280 conv2d 1x1

Figure 5. MobileNetV2 architecture

MobileNetV2 provides efficient switching between bottleneck layers without information loss through
inverse residual connections. It also avoids the distortion caused by nonlinear processing of low-dimensional
features by using linear bottleneck layers. This also increases computational efficiency. As in MobileNetV2,
it uses depth-based separable convolutions, which increases computational efficiency and helps reduce
computational cost. In the convolution process of the model, the initial step is depth-directed convolution,
followed by 1x1 point convolution. The MobileNetV/2 architectural structure is shown in Figure 6.
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Figure 6. MobileNetV/2 architecture 2
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This structure of the architecture increases efficiency and reduces computational cost. Thanks to the
expansion layer, the number of channels is increased and it processes more data. In this way, the input
channels of the model are expanded and it processes more information and produces more output channels.
This increases the computational power and performance of the model. Although this number of parameters
is quite low compared to other CNN models, the model offers high accuracy. The 4.24 million parameters
used in MobileNetV1 have been reduced to 3.47 million in MobileNetV2, further improving accuracy.
Compared to MobileNetV1, MobileNetV2 has a more efficient architecture and innovations such as inverse
residual connections and linear bottlenecks. It also provides efficiency in memory usage. It provides high
accuracy in applications such as image classification and object detection on mobile devices.

After developing the model, feature selection step was applied to improve the result of the obtained features.
Neighborhood component analysis (NCA) [25] and Chi2 algorithms [26] were used to select the best
features.

While NCA performed dimensionality reduction to improve classification accuracy, Chi2 testing measured
the contribution of each feature to classification and identified the most important ones. This two-stage
feature selection process improved the overall performance of the model and resulted in more accurate
classification results [27]. Following the feature selection phase, classification was performed with the
selected features. Support Vector Machines (SVM) were preferred at this stage. SVM is an effective
classification method for distinguishing between classes in high-dimensional datasets [28]. In this study, the
SVM model successfully classified damaged road and pavement images. As a result of the classification, the
data was divided into categories such as "Damaged Pavement," "Damaged Road" and "Intact Trash Can"
and damage detection was divided into groups based on these categories.

3. Results

In this study, it is aimed to perform damage detection of infrastructure elements in public areas. For this
purpose, the performances of different convolutional Neural Networks architectures are examined and
compared. The examined models include AlexNet, Darknet53, DenseNet201, GoogLeNet,
InceptionResNetV2, InceptionVV3, MobileNetV2 and ResNet50 architectures. As seen in Table 2, the
accuracy rates obtained from the examined models are listed below.

Table 2. Comparison of results from different neural networks

CNN Models Accuracies (%)
AlexNet 77.6%
Darknet53 83.0%
DenseNet201 83.1%
GoogLeNet 82.3%
InceptionResNetV2 81.5%
InceptionV3 82.4%
MobileNetV2 83.3%
ResNet50 82.9%

Within the scope of the project, various classification models were tested and their accuracy rates were
calculated. Table 3 presents the accuracy rates of the tested classifiers.
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Table 3. Comparison of Accuracy Rates of Different Models

Classifiers Names Accuracy (%)
Fine Tree 57.0
Boosted Trees 64.0
Bagged Trees 72.8
Linear Discriminant 76.6
SVM Kernel 81.5
Medium Gaussian SVM 80.0
Quadratic SVM 82.5
Cubic SVM 83.3

MobileNetV2 model was used together with Cubic SVM, reaching the highest accuracy rate of 83.33% and
demonstrating high performance.

A confusion matrix was also created to further evaluate the success of the classification model. This matrix,
shown in Figure 7, reveals how accurately the model predicts each class and the cases of misclassification.

1 53 25 30

3 4 33 4 2 3 16 2
4 3 62 8 1 2

5 2 13 1 24 1

True Class
[=2]
(%]
[+l
o~

7 1 12 1 1 42 1 4
8 1 2 1 2 1
9 14 6 1
10 5 2 1 1
1" 10 3 2 39 1
1 2 3 4 5 6 7 8 9 10 1 12
Predicted Class

Figure 7. Confusion Matrix

300



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 290-306, 2025
T. Keles, S. Temur, F. Kiling, M. V. Giin, S. Dogan, T. Tuncer

For an overall evaluation of this performance, the average accuracy, precision, recall and F1 score for all
classes were calculated and the results are presented in Table 4 [29]:

Accuracy: Accuracy is the ratio of all correct predictions to the total predictions and is calculated as in
Equation 1:
TP+ TN (1)

TP+TN+ FP+FN

Precision: Precision shows how many of the classes the model positively predicts are correct. It is calculated
as in Equation 2:

_" 2
TP + FP

Recall: Recall indicates how accurately the model detects classes that are actually positive. It is calculated as
in Equation 3:

TP 3)
TP + FN

F1 Score: F1 Score is the harmonic average of Precision and Recall and provides a balanced evaluation. It is
calculated as in Equation 4:

Pre * Rec (4)
—_—
Pre + Rec

Table 4. Overall Evaluation of the Proposed Model

Metric Value (%)
Accuracy 83.33
Precision 84.20
Recall 83.30
F1 Score 83.70

This MabileNetV2 based method applied in the study achieved 83.33%, 84.20%, 83.30% and 83.70%
accuracy rates in accuracy, precision, recall and F1 score, respectively. High accuracy rate was achieved in
the detection of damage types with the classification step performed after feature selection. The proposed
method is not dependent on the dataset used in this study and can be applied in different scenarios. Another
advantage of the method is that it can obtain effective results even with limited resources such as mobile
devices. The obtained results provide an important resource for the automatic detection of damaged
infrastructure objects in public areas.

4. Discussion

The dataset used in this study covers more classes compared to the datasets found in the literature. The created
dataset includes 12 different classes that include both damaged and intact states of objects such as benches,
street lamps, trash cans, sidewalks and roads in public areas. Unlike most literature studies, a multi-class
classification task was performed rather than a single class. MobileNetV2 architecture was preferred to
process this classification structure, and in the discussion section, the performance of this architecture on
multiple classes, the accuracy of the model, its comparison with other studies in the literature, its advantages
and limitations will be examined.
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In Figure 8, the accuracy rates of the models obtained using various classification algorithms are presented
comparatively. This analysis details the performance of classifiers such as Fine Tree, Boosted Trees, Bagged
Trees, Linear Discriminant, SVM Kernel, Medium Gaussian SVM, Quadratic SVM and Cubic SVM. The
results reveal that the models differ significantly in terms of accuracy. While the Fine Tree algorithm
achieved the lowest accuracy rate with 57%, the highest accuracy rate was provided by Cubic SVM with
83.3%. These results reveal which model performs best under the given conditions, allowing for a
comparison of the effectiveness of different classifiers on the dataset.
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Figure 8. Comparison of Accuracy Rates of Different Models

The findings of other studies in the literature are summarized to help better understand the current knowledge
in the literature. A comparative analysis was made with the results of this study. The findings obtained are

shown in Table 5.

Table 5. Literature rewiev

Study Method Dataset Results (%)
Xu etal. [30] Transformer-based Stone331, CrackLS315, | Avr. precision: 93.04%,
deep neural network CrackTree260, Recall: 92.85%
CrackwH100
Huetal. [31] YOLOvSI 3001 images Accuracy: 88.1%
Huyan et al. [32] CrackU-net 3000 images Accuracy: 99.01%
Chen et al. [33] Customized-CNN 2000 images Accuracy: 90%

Liuetal. [34]

YOLOvV3 and U-Net

27,966 images

Precision: 91.95%,
Recall: 89.31%,
F1 score: 90.58%

Djenouri et al. [35]

IGCNN-RCD

CrackTree, CrackForest
ALE

Precision: Over 70%

Ahmedi et al. [36] Machine Learning Model 400 images %93,86

Haciefendioglu et al. [37] Faster R-CNN 323 images Sunny day and a cloudy
day: 100%
Foggy day: 50%

Nguyen et al. [38] Customized-CNN 2StagesCrack F1 score: 90.00%

Our study MobileNetV2 Our dataset Accuracy: 83.33%
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Beyond technical accuracy, the model’s practical utility is enhanced by enabling citizen participation.
The accuracy rate achieved by the model can be beneficial not only in theory but also in real-world
applications. Damage detection in public areas is carried out by municipal teams. This process is time-
consuming and costly. In addition, the scope of the study can be expanded with the participation of
citizens. Thanks to the participation of citizens, the infrastructure of cities can be continuously monitored
and city administrations will be faster and more effective. Citizens can report infrastructure problems
through mobile phones or mobile applications. In this way, city administrations can carry out repairs
faster, which prevents greater economic losses. For example, citizens can report broken roads or broken
banks to the municipality through mobile applications. The image uploaded to the application is
classified by the developed system and can accelerate the repair process by directing municipal teams
to this area. In addition, critical infrastructure problems such as roads and bridges after natural disasters
can be reported and rescue and repair processes can be accelerated. By encouraging the participation of
citizens, data diversity will increase thanks to the data obtained from different regions and conditions.
In addition, citizens will become more sensitive and will directly contribute to infrastructure
improvement. As a result of all this, the decision-making mechanism of city administrations will be
assisted and resources will be used more effectively.

4.1. Advantages

1. Designed for mobile devices, MobileNetv2 has significant advantages for limited capacity
applications.

2. In this study, data augmentation was applied to increase the performance of the model.

3. This study was carried out on 12 different classes.

4. Thanks to the optimization of the model, it allows it to be used in real-time applications in future studies.
5. The dataset created with the contribution and feedback of citizens can be improved up-to-date.

4.2. Limitations

1. The images in the dataset used in the study are concentrated in certain regions. And have a small
number of damage types. This can make it difficult to apply the model to different regions and
different damage types.

2. The images in the dataset consist of images taken by citizens from their mobile phones. This introduces
variability in image quality and angle, which may affect model performance.

3. MobilNetv2, which is optimized for mobile devices, may experience difficulties in applications as the
dataset grows.

5. Conclusion

In this study, MobileNetV2 model was used to detect different types of damages in infrastructure objects
located in public areas in cities. The dataset used in the study is limited. Therefore, a data augmentation
technique was applied by rotating the images at different angles in order to achieve better model accuracy.
In this way, a high success rate was achieved in the damage detection task. The model achieved 83.33%,
84.20%, 83.30% and 83.70% accuracy rates in accuracy, precision, recall, and F1 score, respectively. The
results obtained from the study show that the model detects different types of damage with good accuracy
and is adaptable to different scenarios. Another advantage of the proposed method is its strong performance
on resource-constrained platforms such as mobile devices. Thus, it increases the possibility of deployment in
practical urban applications. One of the important factors in increasing the performance of the model is the
application of the feature selection stage together with data augmentation. Overfitting was prevented with
these techniques. This study aims to automate the maintenance of social centers in cities by increasing the
performance of the model. As a result of the findings, it is demonstrated that different types of damage can
be detected quickly and reliably. This enables city administrations to use resources efficiently and follow an
efficient path in repair interventions. In addition, it helps improve the quality of life of the society and
contribute to sustainability by encouraging the participation of citizens.
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6. Future Directions

The findings of this method based on the Mobilenetv2 model have been explained in detail in the previous
sections. However, suggestions for the diversity and development of future studies are as follows:

e The dataset used in the study is currently limited. In future studies, the dataset can be expanded
by adding different damage types from different regions to increase the applicability of the
model to different scenarios.

o Higher resolution images can be added so that the model can detect smaller and more complex
damage types.

e To be proposed as a practical tool for municipal decision-making, the model's performance
should be tested in current real-time applications.

o Infuture studies, applications can be implemented with different deep learning architectures and
a comparison can be made with the performance of the MobileNetV2 model.

e The diversity of the dataset can be increased with different techniques such as cropping and
brightness adjustments during the data augmentation process.

¢ Studies can be conducted on integrating the model into infrastructure repair processes to provide
auxiliary support to decision-making mechanisms in cities.

o Mobile applications can be developed to encourage citizens to use it. By adding a feedback
mechanism to these applications, the system’s performance can be continuously improved
through model updates.
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Oz

Bu calisma, fotovoltaik (PV) tretimi, elektrikli araclar (EV) ve yakit hiicreli elektrikli araglar (FCEV) igeren
sebeke baglantili bir otoparkin optimal enerji yonetimini ele almaktadir. Otopark, EV’lerin sarj taleplerine cevap
verecek sekilde donatilmis olup park alanindaki elektrolizér aracilifiyla FCEV’ler icin hidrojen iiretimi
saglanmaktadir. Hem EV sarj giicii hem de elektrolizor talebi, PV sisteminden, enerji depolama sisteminden (ESS)
veya elektrik sebekesinden esnek bir sekilde karsilanabilmektedir. Calismanin temel amaci, karbon vergisinin
etkisini de dikkate alarak toplam igletme maliyetlerini en aza indirmektir. Karbon vergisinin dahil edilmesiyle
birlikte, dnerilen optimizasyon g¢ercevesi ara¢ sarj1 ve hidrojen iiretimi siireglerinde emisyonlarin azaltilmasini
dogal olarak hedeflemektedir. Optimizasyon problemi, Karmasik Tamsayili Dogrusal Programlama (MILP)
modeli olarak formiile edilmis ve GAMS programi kullanilarak uygulanmistir. Coziim, CPLEX ¢6ziiciisii ile elde
edilmistir. Elde edilen sonuglar, PV enerji iiretimi, sebeke elektrigi kullanimi, EV sarj zamanlamalar1 ve hidrojen
iiretiminin optimal sekilde esgiidiimiiyle 6nerilen yontemin maliyetleri diisiirmede ve emisyonlari azaltmada etkili
oldugunu dogrulamaktadir. Sonuglara gore karbon emisyonundan ve karbon vergisinden %21.63 kar edilmistir.
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Abstract

This study addresses the optimal energy management of a grid-connected parking lot integrating photovoltaic (PV)
generation, fuel cell electric vehicles (FCEVs) and EVs. The parking area is equipped to meet the charging
demands of EVs, and hydrogen is produced for FCEVs via an electrolyzer located within the parking area. Both
EV charging power and electrolyzer demand can be met flexibly from the PV system, energy storage system (ESS)
or the electrical grid. The objective is to minimize total operational costs while incorporating the impact of carbon
taxation. Due to the inclusion of carbon taxes, the proposed optimization framework inherently aims to reduce
emissions during vehicle charging and hydrogen production processes. To address the problem, a mixed-integer
linear programming-based optimization model is constructed and executed within the GAMS platform. The
solution is obtained with the CPLEX solver. Results confirm that the proposed methodology effectively achieves
cost reduction and emission mitigation by optimally coordinating PV energy generation, grid electricity usage, EV
charging schedules, and hydrogen production. According to the results, a 21.63% saving was achieved in carbon
emissions and carbon tax.
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Initial energy level stored in the ESS [kWh]

Upper limit of energy capacity for the ESS [kWh]
Minimum state of energy for ESS [kWh]

Electricity selling price to the grid during period t[}]
Carbon emission tax rate [b/kg]

Initial hydrogen quantity in the tank [kg]

Maximum hydrogen tank capacity [kg]

Minimum hydrogen storage level [kg]

PV power output during period t [kW]

Electricity purchase price from the grid during period t [}]
Maximum state of energy for EVs [kKWh]

Charging rate of EVs [kW]

Charging efficiency of EVs

Initial state of energy for EVs [kWh]

Minimum required energy level for EVs [kKWh]

Departure time of EVs from the parking area

Carbon emissions coefficiency of the grid during period t [kg/kWh]
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Power imported from the grid for ess charging at time t [KW]
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State of energy for EVs in period t [kWh]

Power required to charge EVs during time interval t [KW]
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ufss Binary variables for ESS

cost™m Minimum total cost [b]

Ptk Electrical power consumed by the electrolyzer during period t[KW]

et Thg amount of pressure caused by hydrogen gas in the hydrogen tank in
t period t [kg]

PtH2 Hydrogen tank pressure in time t [bar]

cost™? Total cost of carbon emissions [b]

ctax Carbon emission coefficient of the grid at time t [KWh/kg]

paroet Electrical power sold by the grid during the time period t [KW]

PtESS'e”‘ FIS\\//\V/? supplied by the ESS to the electrolyzer over the time interval t

pPVelk Electricity generated by the PV system and directed to the electrolyzer at
¢ time t [KW]

Ptgr,elk ﬁ(%l-supplled electricity used by the electrolyzer during time interva t

petkcapacity Maximum capacity of electrolyzer [KW]

t

1. Introduction
1.1. Research motivation and related works

The transportation sector plays a major role in global greenhouse gas emissions, contributing approximately
one-third of energy-related CO. emissions in nations like the United States [1]. The health risks and climate
threats associated with CO. emissions have led policymakers to implement various strategies that promote
the adoption of environmentally friendly vehicles and discourage the use of conventional fossil-fuel cars
through financial mechanisms such as carbon taxation [2]. The urgency to reduce carbon emissions in
transportation has been widely recognized in global frameworks such as the Paris Agreement and COP26,
both of which promote electric vehicles (EVs) as a central solution for achieving carbon neutrality by 2040
[3]. However, according to estimates by the International Energy Agency, transportation-related emissions
could increase by 50% globally by 2050 if no effective mitigation measures are implemented [4]. In parallel,
the deployment of distributed energy resources—such as photovoltaic (PV) systems and battery energy
storage systems (ESSs)—has gained significant momentum, driven by rapid technological advancements
and growing environmental awareness [5].

Recent solar energy and electromobility advancements have opened up new opportunities, particularly for
integrated solutions and applications. When energy storage systems are incorporated into PV-based charging
infrastructures, they enable effective and efficient management of supply-demand balance while stabilizing
the system by absorbing excess solar production [6-7]. These systems contribute to a higher share of
renewables in the energy sector while allowing EVs to be charged during peak times with solar energy that
was stored earlier. This helps to reduce the strain on the grid and provides an effective way to minimize grid
dependency. Thanks to this mutually beneficial relationship between the PV sector and electromobility,
sudden fluctuations in electricity prices can be mitigated, helping to avoid scenarios of negative pricing [8-
10].

In recent years, the alignment of carbon pricing and energy market mechanisms with carbon markets has
become a frequently discussed topic in power system planning, leading to active policies in many countries.
For instance, China officially launched its national carbon trading market in 2021 [11] to regulate emissions
and establish emission limits. In Tiirkiye, efforts toward carbon pricing have been ongoing since 2013 and
are in line with the 2053 Net Zero Emissions and Green Development targets. By 2020, the Emissions
Trading System was identified as the most appropriate pricing mechanism [12]. Academic research, a key
driver in shaping these policies, has shown that integrating energy and carbon markets leads to more
sustainable and economically efficient operations.
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This has led to a growing body of literature focusing on the optimal management of charging and refueling
operations at stations serving electric and hydrogen vehicles in a way that reduces carbon emissions, further
enriching our understanding of these complex systems. For example, the study in [13] investigated how EV
owners could benefit from bidirectional charging, with a particular focus on how these advantages change
depending on electricity prices, grid tariffs, and support mechanisms for energy pricing. A cost minimization
problem was formulated to analyze the benefits of discharging EV batteries to the grid. However, there is no
evaluation based on carbon taxation, and hydrogen-powered vehicles have not been considered in that
analysis.

A multi-period distribution system expansion model was proposed in [14], where uncertainties in demand
growth, renewable generation, EV load, and energy prices were addressed using a CVaR-based approach to
minimize investment, operational, and carbon-related risks. The model enabled optimal planning of DERSs,
EV charging stations, and storage systems under carbon tax and budget constraints. Gong et al. proposed
[15] a coordinated planning approach for low-carbon distributed energy stations by modeling the spatial-
temporal charging behaviors of four EV types using Monte Carlo simulations and integrating PV and power-
to-gas systems under a stepped carbon trading mechanism. In [16], the problem of selecting the optimal
power level for a single EV charging station, considering carbon tax and computational energy constraints,
was formulated as a cost and delay minimization task. A Multi-Agent Deep Deterministic Policy Gradient
algorithm was employed to address dynamic user behaviors, resulting in reduced charging costs, CO:
emissions, and load imbalance across stations. In [17], a mixed-integer linear programming model (MILP)
was proposed for a charging network operator managing geographically distributed EV charging stations,
where electricity market costs, carbon taxes, and reserve market incentives are jointly considered to maximize
operational profit. However, the studies did not consider fuel cell electric vehicles (FCEVS) [14-17], or the
integration of DERs [16-17] which limits its applicability in comprehensive low-carbon transportation and
energy management systems.

The study in [18] introduced a carbon footprint evaluation method that accounts for spatial and temporal
variations in electricity generation. By incorporating a carbon integration mechanism aligned with green
electricity trading, the Authors enabled the identification of low-carbon charging routes, encouraging
environmentally sustainable EV usage and supporting the transition to carbon-neutral mobility. In [19],
Zhang et al. developed an optimization framework for managing the operation of integrated photovoltaic—
storage—charging stations by simultaneously considering electricity and carbon market dynamics. The study
utilized game-theoretic modeling to represent the strategic interaction between charging station operators and
EV users, with the objective of maximizing overall revenue, reducing load variability, and improving user
satisfaction. A ladder-based carbon trading scheme was incorporated into the model, and a genetic algorithm
was applied to derive optimal solutions. In [20], the authors explored the integration of decentralized EVs
into the carbon trading framework, with the goal of mitigating peak-valley load disparities and promoting
coordinated charging behavior. To this end, a two-level Stackelberg game model was formulated: the upper-
level problem sought to optimize the revenue of a centralized EV aggregator, while the lower-level model
aimed to minimize the charging expenses of individual EV users. Li et al. [21] proposed an optimal
scheduling strategy for a coupled electric-hydrogen energy system involving both EVs and hydrogen-
powered vehicles. Their model incorporated Vehicle-to-Grid (V2G) operations along with carbon market
participation, enabling dynamic coordination between energy exchange and environmental policy
constraints. The model addressed renewable energy uncertainties using Latin hypercube sampling and
scenario reduction. While the scenario-based modeling approach enhances theoretical robustness, its
computational intensity might hinder real-time or large-scale practical deployment.

Another study by the author, presented in [22], proposed a real-time optimization model for managing a
multi-energy system integrating combined heat and power units, heat pumps, renewable sources, and
hydrogen-based technologies to meet the electricity, heating, cooling, and transportation demands. While it
successfully reduced grid dependency through local renewable use and optimized hydrogen logistics, it did
not consider participation in carbon markets, which limits its applicability in carbon-constrained policy
environments.
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In their study, Yadav et al. employed nonlinear cointegration analyses to examine how carbon taxation and
electricity price fluctuations affect the demand for gasoline, diesel, and EVS in India’s road transport sector
[23]. Using an agent-based evolutionary game model, Huang et al. explored how policies such as carbon
taxes influence investment decisions in electric vehicle charging stations [24]. Focusing on the growing
integration of electric vehicles with traffic and power distribution networks, Qiao et al. developed a bi-level
game-theoretic model combined with a decentralized algorithm to minimize charging costs through carbon-
tax-based pricing [25].

1.2. Contributions and organization of the study

This study provides key contributions to advancing a sustainable energy and transportation system.

o  First, it introduces a MILP-based optimization model that jointly manages EV charging operations
and hydrogen refueling processes for FCEVs at a grid-connected station. Unlike many previous
studies, this study brings together two different vehicle types under a single framework, contributing
to cleaner mobility and zero-emission goals through coordinated energy management.

e Second, carbon taxation is directly included in the cost function, allowing for a more realistic
evaluation of policies and their economic impact. This makes the study stand out from many
previous works that typically focus only on traditional energy markets, overlooking the cost of
carbon emissions. In addition, using PV systems and ESSs together as distributed sources allows for
amore flexible and efficient operation. By supporting charging and hydrogen production with green
technologies, the model promotes a cleaner and more resilient operation overall.

The structure of the remaining sections is as follows. Section 2 introduces the mathematical background of
the proposed energy management model—developed with consideration for carbon taxation—is introduced.
Section 3 provides a detailed discussion of the simulation results and evaluates the model's effectiveness
through numerical analysis. Finally, Section 4 concludes the study by summarizing the main outcomes.

2. Methodology
In this study, an optimization model has been developed aiming to minimize costs at a station used by EVs

and hydrogen FCEVs. The model considers the electrolyzer process for hydrogen production, PV generation
at the station, the ESS, and the carbon taxation system.

L e
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Electric Vehicle Charging Station @
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Figure 1. The schematic of carbon tax-aware optimal energy management system
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As illustrated in Figure 1, the electricity required for both vehicle charging and hydrogen production is
supplied from three sources: the grid, PV generation, and the ESS. A time-based constraint ensures that EVs
are charged within their designated arrival and departure time slots.

For hydrogen FCEVs, the electrolyzer produces hydrogen using electricity drawn from the available

sources. The model also accounts for the time-varying carbon emission factor of the grid and evaluates

the financial impact of carbon taxation. The overall objective is to minimize the total electricity-related
costs.

2.1. Input

In the proposed model, the vehicle parking area has a capacity of 50 EVs. A total of 25 AC charging ports
are available. The parameters related to EVs are provided in Table 1.

Table 1. Specifications of EV

Charging Efficiency Battery Capacity [KWh] AC Charging Rate [kW]
0.96 50 7.2

The capacity of the PV system installed at the parking facility was selected considering both the expected
daily energy demand of the EVs and the hydrogen production requirements of the electrolyzer. The power
generation of the PV system located in the parking area is presented in Figure 2.

400
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200

Power [kW)

150
100

50

Figure 2. Power generation of PV
The parking area is also equipped with an ESS, and its parameters are given in Table 2.

Table 2. Specifications of ESS

Charging/Discharging Charging/Discharging Rate .
Efficiency kW] Battery Capacity [KWh]
0.95 25 100

An electrolyzer and a hydrogen tank are installed to support the charging operations of FCEVs. The
capacity of the electrolyzer was set at 510 kW to meet the hydrogen demand of the FCEVs.

Moreover, the grid electricity selling price is illustrated in Figure 3. The price of electricity sold to the
grid is 0.32 TL.
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Figure 3. Energy selling price of grid

The carbon tax corresponding to the energy production in 5-minute intervals over a day is presented in
Figure 4 according to open access data.
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Figure 4. Time-dependent carbon tax pricing profile applied to grid electricity during the simulation period

2.2. Mathematical model of proposed scheme

cost™in = Z Z(PEV JSr.gr Ptgr,buy,ESS + Ptgr,elk) .DT - Btbuy,gr + 2 COStfrb
t

1)
Z(PPV use,gr Pgr ,sell, ESS) DT - B sell,gr

The primary objective is to minimize the overall electricity expenditure, accounting for both the carbon tax
imposed on grid-supplied electricity and the revenue generated from feeding electricity back into the grid.
This objective is mathematically expressed in Equation (1).

Ptgr,sell _ Ptgr,sell,ESS " PPV use,gr @)
PPV = PtPV,use,gr + pPVuseEss | Z ( PnElz,fr,PV) + pPVelk 3)
P Pgr buy ESS | Z(PEVfr gr n Pgr elk @)
costf™ = pI". Ctgr.me (%)
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As expressed in Equation (2), the total electricity fed into the grid at time t is determined by the combined
contribution of energy discharged from the ESS and that generated by the PV system during the same
interval. Equations (3) and (4) describe how the available electricity at time t is allocated, with respect to its
origin—either from the PV system or the grid. In turn, Equation (5) quantifies the carbon tax by considering
the amount of grid-supplied electricity consumed at time t, along with the associated emission factor for that
period.

Priz,fr,gr + PmE‘IZ,fr,PV + Prﬁz,fr,ESS — PmE,l;,chg (6)
PEVhI < CREY, vt T&F <t < THEY @)
Poh9 = 0, t< ToF  t>TwE" (8)
SOEEY, = 0,t< TZ% , t>T25 (9)
SOEEY, = SoEE/™* if t = T,ZEY (10)
SOEEY, = SoEEV, 1) + CEEY - Pry™™ . DT, vt, Tw*' <t <T@ (12)
SoEEY, = SoEL/ ™ ift = TV (12)
SoEEY, < SoER/ ™ (13)

Equation (6) represents the total power used to charge the EVs at time t, injected from the grid, ESS, and PV
system. Equations (7) and (8) ensure that the EV is only charged during its stay at the station, while Equations
(9) to (13) calculate the battery’s State of Energy (SoE), enforce the required SoE at the time of departure,
and set the upper bounds.

PV, LESS gr,buy,ESS _ pESS,chg

pfVuserss 4 p: =P (14)
Z(Pfli,fr,ESS) + Ptgr,sell,E.S‘S + PtES.S‘,elk — PtES.S‘,dlsch (15)
m

PFSSM < CRESS . 4SS (16)
PtESS,diSCh < DRESS . (1 — ufss) (17)
SOEFSS = SoEESSIME jf ¢ = 1 (18)

PESS,disch .

SOEFSS = SOES} + CEP* - PP DT — S e if 11 (19)
SoEESS < SoEESSmax (20)
SOEtESS > SOEESS,miTL (21)

Equations (14) and (15) define the sources of ESS charging and the distribution of discharged power for each
station. Equations (16) and (17) together ensure that the station’s ESS cannot charge and discharge
simultaneously at time t. Equations (18) and (19) calculate the ESS's SoE, while Equations (20) and (21)
ensure that the SoE stays within capacity limits.

Ptelk — Ptgr,elk + PtPV,elk + PtESS,elk (22)
Ptelk < Ptelk,capacity (23)
Pe =0 (24)
0.9x pgtk (25)
NeH: = 273 6% DT
240
Nelk,H2 _ DH2 (26)

P = P2 + Kx tfm if t>1

Equations (22) and (23) constrain the power consumed for electrolysis within the electrolyzer’s capacity
limits. Equation (24) determines the total power input to the electrolyzer at time t. Equation (25) calculates
the total molar amount produced by the electrolyzer. Equation (26) calculates the hydrogen tank pressure at
time t based on the amount of hydrogen produced at time ¢ and the tank pressure at time (¢t — 1).
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3. Test and Results

In the proposed model, PV and ESS are integrated into EV parking lot operating under a carbon taxation
scheme, with the aim of minimizing its operational costs. The system also includes hydrogen-powered
vehicles, for which an electrolyzer is incorporated to supply the necessary hydrogen fuel. A detailed cost
analysis is conducted for the entire system, explicitly incorporating the effects of carbon taxation. The
formulated optimization problem is solved using the MILP method within the GAMS environment. All time
references in this paper are provided using the 24-hour clock format for consistency and clarity.

As a result of the simulations, the graph illustrating the power balance in the ESS is presented in Fig. 5. As
shown in Figure 5, the ESS is charged from the grid during the hours of 17:00-18:00 and later at night, when
the grid selling prices are low. The energy drawn from the grid during these low-price periods is then utilized
for operating the electrolyzer and charging EVs. As also observed from the graph, the ESS is predominantly
charged from the grid, as the PV generation is mainly reserved for operating the electrolyzer and charging
the EVs.
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Figure 5. General power balance of the system over time

As shown in Figure 6, the charging profile of EVs indicates that during periods of PV generation, the
vehicles are primarily charged using PV power. Furthermore, during certain hours when PV generation
is insufficient due to increased demand from the electrolyzer, the ESS also contributes to vehicle
charging. In hours without PV generation, the EVs are supplied by both the grid and the ESS. Notably,
during periods of high grid prices—such as between 00:00 and 02:05—the ESS supplies the vehicles,
whereas before 00:00, when the grid price is lower, the vehicles are charged directly from the grid.
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Figure 6. Battery charging and discharging status over time
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As illustrated in Figure 7, the power profile of the electrolyzer shows that the majority of its energy
demand is met by PV and the grid. Due to the limited capacity of the battery, the contribution from the
ESS remains relatively low. During the peak hydrogen demand period between 09:35 and 09:45, when
PV generation is insufficient, the remaining energy required by the electrolyzer is supplemented by both
the battery and the grid.
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--------- Power supplied from the ESS to electrolyzer

Figure 7. Electrolyzer power balance over time

The load profile of the PV system is shown in Figure 8. The graph indicates that the PV generation is
used entirely for powering the electrolyzer and charging EVs. There is no energy sold to the battery or
the grid. This is mainly because there is a constant energy demand, and selling electricity to the grid
offers low returns. As a result, feeding energy into the grid and then meeting the loads later from the
grid would be more costly.
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Figure 8. PV system power balance over time
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The graph showing the power imported from and exported to the grid is presented in Figure 9. As seen,
the only instance of energy being sold to the grid occurs at 07:00, when there is no power demand from
the electrolyzer or EVs, and the ESS discharges to the grid. No further grid export is observed after this
point. During other time intervals, particularly when PV generation is available, less energy is drawn
from the grid. Additionally, the ESS is charged from the grid between 22:45 and 23:45, when carbon
emissions—and therefore the carbon tax—are relatively low. Grid electricity prices also influence this
behavior. In hours with no demand from hydrogen FCEVs or EVs, no grid transactions (neither purchase
nor sale) are carried out due to the combined effects of high electricity prices and carbon taxation.
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Figure 9. Power balance of the grid over time

4. Conclusion

In this study, a comprehensive cost-minimization model for a grid-connected parking facility serving
both EVs and FCEVs was proposed and analyzed. The system integrates PV generation, an ESS, and an
electrolyzer for on-site hydrogen production, all under a carbon taxation framework. The model was
formulated as a MILP problem, ensuring accurate representation of operational constraints, energy
flows, and carbon tax considerations.

The optimization model was implemented using the GAMS platform and solved via the CPLEX solver.
The solution process for the defined scenario, which included a one-day horizon with 5-minute intervals
(resulting in 288 time steps), was completed within approximately 22 seconds on a standard workstation
(Intel i7 processor, 16 GB RAM). This confirms the computational efficiency of the proposed
framework, making it suitable for practical planning purposes.

Simulation results demonstrated the tangible economic and environmental benefits of the proposed
model:

e 21.63% reduction in carbon tax costs was achieved compared to a non-optimized baseline
scenario, emphasizing the model’s effectiveness in lowering emissions through coordinated
energy management.

e The PV system supplied 51.58% of the electrolyzer's total energy demand, minimizing grid
dependency during high-carbon periods.

e The ESS played a critical role by charging predominantly during low-price, low-emission
periods (e.g., between 17:00-18:00) and discharging during high-price periods, supporting both
cost savings and carbon reduction.
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e The system avoided unnecessary electricity export to the grid, as internal consumption of PV
energy was prioritized, which prevented additional costs associated with repurchasing
electricity at higher rates.

Furthermore, the model enabled dynamic allocation of power between EV charging and hydrogen
production, adapting to time-varying PV output, grid prices, and carbon emission factors. This flexibility
allowed the system to maintain continuous energy supply for critical services while reducing operational
costs.

In summary, the proposed model not only provided significant cost savings and emission reductions but
also demonstrated operational strategies that can contribute to net-zero carbon targets in multi-energy
parking facilities. Future studies may enhance the model by incorporating dynamic electricity markets,

carbon trading mechanisms, and other regulatory frameworks to further explore its economic and
environmental benefits.
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Oz

Kablosuz sensor aglarinda saldiri tespiti, ag giivenliginin saglanmasi i¢in ¢ok dnemlidir. Bu ¢aligma, KSA'larda
etkin izinsiz girig tespiti i¢in gereken bariyer sayisini tahmin etme sorununa odaklanmaktadir. Amag, KSA'lardaki
giivenlik optimizasyonunu gelistirmek i¢in dogru tahminler yapmaktir. Bu amagla, alan boyutu, algilama araligi,
iletim aralig1 ve sensor diiglim sayis1 gibi parametreleri igeren bir veri seti lizerinde gesitli regresyon modelleri
(Dogrusal Regresyon, Ridge ve Lasso Regresyon, Rastgele Orman, Destek Vektér ve Gradient Boosting )
uygulandi. Modellerin performanslari R2, RMSE, MAE ve MSE gibi metriklerle degerlendirildi ve 5 kat capraz
dogrulama ile dogrulandi. Sonuglar, Dogrusal Regresyon modelinin, en diisiik hata degerleri (RMSE 0.0181, MAE
0.0136 ve MSE 0.0003) ile en iyi performansi elde ettigini ve bunu yakindan Ridge Regresyonunun takip ettigini
gostermektedir. Bu bulgular, basit dogrusal modellerin bariyer gereksinimlerini dogru bir sekilde tahmin etmedeki
etkinligini vurgulayarak, kablosuz sensor ag1 giivenlik altyapisinin optimizasyonuna katkida bulunmaktadir.

Anahtar kelimeler: Kablosuz sensor aglari, Saldir1 tespiti, Makine 6grenimi, Regresyon modelleri, Bariyer
tahmini
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Abstract

Intrusion detection in wireless sensor networks is crucial for ensuring network security. This study focuses on the
problem of estimating the number of barriers necessary for effective intrusion detection in WSNs. The aim is to make
accurate predictions to improve security optimization in WSNs. To this end, various regression models (Linear
Regression, Ridge and Lasso Regression, Random Forest, Support Vector and Gradient Boosting) were applied on a
dataset including parameters such as field size, sensing range, transmission range, and the number of sensor nodes. The
performance of the models was evaluated with metrics such as R2, RMSE, MAE, and MSE, and validated with 5-fold
cross-validation. The results show that the Linear Regression model achieved the best performance with the lowest error
values (RMSE 0.0181, MAE 0.0136, and MSE 0.0003), followed closely by Ridge Regression. These findings highlight
the effectiveness of simple linear models in accurately predicting barrier requirements, supporting the optimization of
WSN security systems
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1. Introduction

The widespread adoption of Micro-Electro-Mechanical Systems technology, which has significantly
advanced the development of smart sensors, has contributed to a surge in global interest in wireless sensor
networks. These sensors, in addition to their small size, limited processing power and programming
capabilities, are more economical than traditional sensors. These sensor nodes possess the ability to sense,
measure, and acquire environmental data. They can also make local decisions before transmitting the sensed
information to end-users [1].

Sensors detect environmental variations and transmit the acquired data to the base station, utilizing either
direct communication paths or intermediary nodes within the established communication architecture. The
base station serves as an interface between the sensor network and the user. The number of sensor networks
can vary depending on the requirements and needs of the environment, proving the scalability of the system.
Especially when there is a need to collect data from areas that people cannot access or where access is not
possible for security reasons, the importance of sensor networks becomes more evident [2].

A wide range of sensors, including thermal, seismic, magnetic, and visual sensors, can be integrated into
sensor networks to monitor environmental changes such as humidity, temperature, pressure, sound, light, and
motion. Usage areas of these networks include military, environmental, healthcare, household, and
commercial applications. They are employed in military operations to access up-to-date equipment
information on battlefields, monitor enemy movements, and assess battle damage. In environmental contexts,
they help track animal movements, enable chemical and biological detection, and assist in identifying forest
fires and floods. When it comes to healthcare, these networks are valuable for monitoring patients and
supporting medical observation systems [3].

In home applications, it is integrated into devices such as vacuum cleaners and microwave ovens, while in
commercial applications it is used in the ventilation and heating systems of buildings or in areas such as
detecting vehicle theft [4].

Additionally, detecting unauthorized entries in border areas and identifying unauthorized access in restricted
areas and infrastructures is one of the important areas of use of WSNs. For example, as seen in Figure 1, a
WSN can be deployed to create sensor barriers to block any possible intrusion paths [5].
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Figure 1. lllustration of 3-barrier coverage for each intrusion path
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Wireless sensor networks are vulnerable to many attacks due to factors such as resource constraints,
communication environment and infrastructure, and vulnerable areas where sensors are placed. In addition,
it is necessary to develop special security solutions for these networks due to their different infrastructure
from traditional networks and physical resource constraints [6].

Some of the studies found in the literature on this subject are as follows:

In the study in [7], the AR-MAC (Attack Resistant MAC) protocol was designed to detect different types of
DosS attackers and provide appropriate solutions for each type of attacker. Thanks to this new protocol,
wireless sensor networks have been made more secure against DoS attacks at the media access layer and the
lifespan of the nodes has been increased without the need for any additional hardware.

In the study in [6], an intrusion detection system was proposed to ensure WSN security. To ensure effective
security, a hybrid model has been developed that combines anomaly and misuse-based detection methods
used in intrusion detection systems. In order for the system to classify normal and attack traffic, data mining
algorithms such as BayesNet, J48, JRip, PART and RandomForest were used and the performance values of
these algorithms were compared.

[8], Various algorithms have been developed to build intrusion detection systems in WSN based on different
classifications of routing protocols in terms of energy efficiency. This article discusses routing protocol
classification according to network structure, focusing on a critical parameter such as energy consumption in
WSNSs, and provides a comprehensive overview of IDS research.

The paper in [9] focuses on the development of a theoretical framework for barrier formation in wireless
sensor networks. A key contribution is the definition of k-barrier coverage for a specified belt region and the
development of efficient algorithms for evaluating this coverage metric. Methods are presented to quickly
determine whether a region is within the scope of the k-barrier after the placement of sensors. Moreover, the
design focuses on an optimal placement pattern that guarantees k-barrier coverage, provided that the sensors
are deployed in a specific manner. Lastly, the paper addresses the challenge of achieving high-probability
barrier coverage in scenarios where sensor deployment is random.

In the study in [10], a dense feedforward neural network based deep learning architecture is proposed for the
accurate estimation of the k-barrier number in order to quickly detect and prevent intrusions.

In the study in [11], investigates the k-barrier coverage area formation problem in sensor networks. A novel
weighted barrier graph model is proposed, demonstrating a relationship between the minimum number of
mobile sensors needed to achieve k-barrier coverage and the problem of finding k vertex-disjoint paths with
minimum total length on the WBG. However, it is shown that these two problems are not equivalent.

In [12], this article introduces an IDS model that facilitates unsupervised learning through the implementation
of Conditional Generative Adversarial Networks . To enhance result comparison and visualization, the model
incorporates the Extreme Gradient Boosting classifier. The proposed model aims to achieve superior
accuracy and efficiency in attack detection by leveraging the power of deep learning algorithms.

In the study in [13], investigated key research on the security issues affecting wireless sensor networks,
identified the obstacles and requirements, and presented open research areas in the field.

The work in [14], offers a valuable overview of wireless sensor network infrastructure and the security
vulnerabilities it encounters. It also explores the potential of employing machine learning algorithms to
mitigate the security costs associated with wireless sensor networks across diverse applications. The paper
also examines challenges in threat detection and proposes machine learning-based solutions to enhance
sensor capabilities in identifying threats, attacks, risks, and malicious nodes, leveraging the algorithms'
learning and self-improvement potential.
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In [15], barrier coverage is a critical method for enhancing security in wireless sensor networks. This work
presents a technique based on geometric mathematical models to achieve barrier coverage with the fewest
sensors. Additionally, it aims to create a fault-tolerant network by detecting faulty sensors and assigning
appropriate sensors in their place. Simulation results show the effectiveness of the proposed algorithms.

In [16], recently, the development of lightweight and effective security protocols for wireless sensor networks
has been the subject of numerous studies. In this study, prominent protocols were examined and classified
according to the security issues addressed.

In [17], the security of a WSN depends on ensuring the security of all layers. In this study, first all layers are
discussed separately, and then inter-layer approaches are discussed to combat some complex attacks.
Integrating a secure routing protocol and key management architecture will definitely provide a stronger
security measure.

One of the most effective methods of ensuring security in wireless sensor networks is to create barriers to
monitor entry points into the network. These barriers are designed to detect and block potential attacks based
on a specific sensor distribution and characteristics. However, determining the number of these barriers
correctly is critical for both efficient use of network resources and optimizing the security level of the system
[11]. A machine learning approach is proposed in this article to predict the necessary humber of barriers for
effective intrusion detection in wireless sensor networks. The proposed method seeks to determine the
optimal number of barriers, considering features such as area size, detection range, transmission range, and
the number of sensor nodes. The remainder of this article is organized as follows: The next section examines
the dataset used in the study and talks about the applied machine learning methods. The next section contains
the findings and results.

2. Materials and Methods

The dataset, sourced from study [5], is a synthetically produced dataset created through Monte Carlo
simulations. It is tailored to examine the interplay of various parameters impacting the effectiveness of an
intrusion detection system. The dataset features four input variables representing area, detection range,
transmission range, and sensor node quantity, and a single output variable indicating the necessary number
of barriers. The dataset used in this study is intended to estimate the number of barriers required for intrusion
detection and prevention in wireless sensor networks. Dataset parameters are given in Table 1.

Table 1. Dataset parameters

Parameters
Area
Sensing Range
Transmission Range
Number of Sensor Nodes
Number of Barriers

First of all, when the data set is examined, it is seen that all variables are continuous and there are no missing
values. Table 2 below shows the basic statistical properties of the variables in the data set.
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Table 2. Statistical properties of the dataset

count  mean std min lower median upper max
quartile quartile

Area 182.00 24375.00 15197.25 5000.00 9375.00 21875.00 39375.00 50000.00
Sensing 182.00 27.50 7.52 15.00 21.00 27.50 34.00 40.00
Range
Transmission 182.00 55.00 15.00 30.00 42.00 55.00 68.00 80.00
Range
Number of 182.00 250.00 90.25 100.00 172.00 250.00 328.00 400.00
Sensor nodes
Number of 182.00 94.07 65.17 12.00 42.00 80.00 128.75 320.00
Barriers

In this process, we first took the raw dataset and prepared it for modeling. During data preprocessing, we
standardized the variables and applied logarithmic transformation and scaling operations to optimize them
for analysis. Next, we split the data into training and testing sets using an 80-20 ratio. We applied various
machine learning regression methods, including Linear Regression, Ridge, Lasso, Random Forest, Support
Vector Regression, and Gradient Boosting, on the training set. To evaluate the generalization ability of each
model, we used 5-fold cross-validation and calculated their respective error metrics. Finally, we selected the
model that achieved the lowest error and highest performance as the best regression method for the study.
This entire process aimed to identify the most suitable prediction model through accurate data processing
and analysis. The scheme of these processing processes is shown in Figure 2.
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/Machine Learning
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\

Figure 2. Flow diagrami of the work process

2.1. Logarithmic transformation

Logarithmic transformations are divided into two groups: full logarithmic transformations and semi-
logarithmic transformations. In full logarithmic transformation, the logarithm of both variables, The outcome

327



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 322-336, 2025
N. Cakan, D. Kaya

variable () and the factors that influence it (X), is taken. In semi-logarithmic transformation, the logarithm
of only one of the variables X or Y is taken; The other variable is included in the model as is [18].
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Figure 3. Distribution of number of barriers variable before and after logarithmic transformation

As shown in Figure 3, the logarithmic transformation affected the distribution of the "Number of Barriers"
variable in the dataset. In the left panel, the original distribution of the data is shown and it is seen that it has
a right-skewed structure. This type of skewness can cause problems, especially in statistical analyzes such as
regression, because these analyzes generally perform better based on data closer to a normal distribution. The
right panel shows the distribution obtained after logarithmic transformation. Thanks to this transformation,
the distorted structure of the data has been significantly reduced and a more symmetrical structure has been
gained. Logarithmic transformation balanced the distribution by minimizing the influence of outliers.

2.2. Linear regression

In a study, multiple linear regression analysis is used when there are more than one variable that will affect a
single variable to be predicted and the relationship between these variables is linear. In other words, it's a
statistical approach that models how a dependent variable is influenced by several independent variables.
This model allows examining the impact of multiple variables on the outcome simultaneously [19].

Y = Bo+ 1X1i + B2 Xz + -+ BrXni + & 1)

In this equation, Y is the dependent variable, S, is the intercept, B, B2, B, are the coefficients of the
independent variables X;; , X,; , X,,;; and g; is the error term.

2.3. Ridge regression

The linear regression method aims to create a line equation that best fits the data. However, When the
predictor count exceeds the observation count, the model cannot calculate any values.This may lead to
overfitting and poor predictive performance, especially when the model encounters unseen data.
Additionally, if there are multiple correlations among the data in linear regression, the method may create
various problems. Ridge regression allows to overcome such problems. In the Ridge regression model, a
small deviation value is added to the linear regression model to fit the data. Adding this bias results in the
variance being significantly reduced [20].

Xi = Bo + BiX; + A(BT) )
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Here; X;: is the estimated value. f3,: is the y-intercept.f3; : is the slope of the line.A: is the penalty intensity
multiplier.A(82): the ridge penalty.

L2 regularization, the penalty coefficient in Ridge regression, is a fundamental approach used to address the
problem of overfitting. By adding this coefficient to the model's cost function, it enhances the model’s
generalizability. L2 regularization is equal to the sum of the squared values of the model's variables. It
constrains the model's high coefficient values, pushing them towards zero, but not exactly zero [21].

2.4. Lasso regression

Lasso Regression is another method developed to improve the linear regression model. Lasso Regression is
one of the methods developed to improve the linear regression model. With an increasing number of variables
in multiple linear regression, the model becomes more susceptible to overfitting. This may cause forecast
results to deviate from actual results. Additionally, increasing non-zero coefficients may make the
interpretation of the model difficult. The aim of Lasso Regression is to increase prediction accuracy by
reducing these problems. To address this, a penalty term, coefficient A, is included in the model. A is a
parameter that aims to reduce the overall squared err. The choice of the A parameter is of great importance
for the model to work correctly. If A is chosen too high, the coefficients may drop to zero and the model may
lose meaning. If A is selected as zero, classical regression analysis is performed. Consequently, the optimal
value of A is typically found through cross-validation [22].

Xi = Bo + BiX; + AlB4] 3)

Here, B, is the intercept, B, is the coefficient for predictor X; and A is the regularization parameter.L1
regularization, the coefficient in Lasso regression, is the sum of the absolute values of the model's parameters.
By incorporating L1 into the model's cost function, it enhances the model's generalization capability. It
achieves this by zeroing out unnecessary variables. Consequently, the model focuses solely on the most
significant variables and adopts a simpler structure [23].

2.5. Random forest

The random forest algorithm is an ensemble learning technique that seeks to enhance performance by
combining multiple models. This algorithm consists of an ensemble of multiple decision trees. One of the
advantages of the random forest algorithm is that it can work with both continuous and discrete variables.
Additionally, it can be used effectively on small or large data sets. It generally gives higher accuracy
compared to other algorithms [24].

2.6. Support vector regression

In contrast to conventional supervised learning approaches, SVR leverages the concept of structural risk
minimization. This framework seeks to minimize not only the training error but also the potential for
generalization error. As a result of this approach, SVR exhibits strong generalization capabilities on unseen
test examples, capitalizing on the learned input-output mapping during the training phase [25].

2.7. Gradient boosting regression

In addition to traditional regression methods and robust regression techniques, Gradient Boosting algorithms
are a powerful method that has an important place in data analysis and prediction processes. These algorithms
aim to create a strong prediction model by combining weak predictors. Each weak predictor focuses on
correcting the model's previous errors, improving the overall prediction performance. It has been stated that
this method, first introduced by Breiman, can be evaluated as an optimization method with an appropriate
loss function. Later, Friedman developed a more advanced version of this algorithm. The algorithm utilizes
a sequential model training approach to construct a robust classifier [26].
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2.8. Model evaluation methods

The R? value indicates how well the experimental data fits a linear curve, and it is preferable for the value to
be close to 1 [27].

: -1
Adjusted R = 1 — (1 — R?) nr_lp_l (4)

Model accuracy increases as the MSE value approaches zero.MAE measures how close the predictions are
to the true values, and a low MAE indicates that the model’s predictions are usually accurate. RMSE
evaluates the deviation of the model's estimates from the true values. The smaller this value, the better the
model's predictions align with the actual values [28].

RMSE = [1EIL,0i— 91 ©)
MSE = ~¥ (i = 9;)? (6)
MAE = =S, |y, — 9| @

2.9. K-Fold cross validation

K-fold cross-validation involves dividing the dataset into k mutually exclusive folds. In each iteration, one
fold serves as the validation set, and the remaining k-1 folds are combined to form the training set. The
model's performance is evaluated on each validation set, and the average performance across all folds is used
as an estimate of the model's true performance [29]. The accuracy of the models in this study was evaluated
using a 5-fold CV procedure. The scheme is given in figure 4.

Testing Learning Learning Learning Learning
Learning Testing Learning Learning Learning
Learning Learning Testing Learning Learning
Learning Learning Learning Testing Learning
Learning Learning Learning Learning Testing

Figure 4. 5- fold cross validation diagram

3. Experimental Results
In this section, the 5-fold cross-validation results of the regression methods used in the study are presented.

The analysis was conducted in PyCharm. Table 3 displays the outcomes. Linear Regression exhibited the
best performance by achieving.

330



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 322-336, 2025
N. Cakan, D. Kaya

Table 3. Model outcomes

Regression Methods R? RMSE MAE MSE
Linear Regression 0.99 0.0181 0.0136 0.0003
Ridge Regression 0.99 0.0194 0.0146 0.0004
Lasso Regression 0.96 0.1433 0.1170 0.0208
Random Forest 0.98 0.0785 0.0624 0.0065
Support Vector Regression 0.99 0.0727 0.0567 0.0055
Gradient Boosting Regression 0.99 0.0551 0.0450 0.0032

Linear Regression: Comparing Actual and Predicted Values
@ Predictions »
-=- Perfect Prediction Line S
5.5 4 /,(
»
f’/.’
/’)i
5.0 o
4"'

8 g
2 (T 4

é 1 .~,/’

>

& . P

4.0 /,—’
f‘.’,’
/"“
35 1 o
'
3.I5 4.‘0 4:5 5:0 5;5

Actual Values
Figure 5. Linear regression scatter graph

Ridge Regression: Comparison of Actual and Predicted Values

@ Predictions °
—=- Perfect Prediction Line o
5.5 - /‘
[
A
@
-
5.0 ”
4 -
- @
Pad ~
2 ' ]
E of
o -
> 454 -7
2 @
g -
g .
a
&
4.0 4 72-
-
.
&
’,
)
-
3.5 "
P
-
-
L
s
r T r v T
3.5 4.0 4.5 5.0 5.5

Actual values

Figure 6. Ridge regression distribution graph

331



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 322-336, 2025
N. Cakan, D. Kaya

Predicted Values

Predicted Values

Lasso Regression: Comparing Actual and Predicted Values

@ Predictions .
——- Perfect Prediction Line //’
4
5.5 1 ,”
// .
’
e °
’
e e
I” .
5.0 - o .Q
°
/‘o
I’.‘
48
]
4.5 e
° ’*
&
o,
[ X4
r 3
td
4.0 4 "
,I
e P
td
op’
rd
8.
3.5 1 7
,
° e
,
’
,l
Ed
35 4.0 45 5.0 55
Actual Values
Figure 7. Lasso regression scatter distribution graph
Random Forest: Comparing Actual and Predicted Values
@ Predictions ©
-—- Perfect Prediction Line 7
e
7,
5.5 1 7 ©
‘e
’/’.
/"
s
5.0 :'” e
“
/”8
4.5 o, ©
%o
o
',.
7’
/’.
4.0 - o7
.
.
° &
)
/, ®
3.5 4 ,,:
.
e
’/
e
4
35 4.0 a5 5.0 5.5

Actual Values

Figure 8. Random forest regression distribution graph

332



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 4(2), 322-336, 2025
N. Cakan, D. Kaya

SVR: Comparing Actual and Predicted Values

o Predictions .
-—- Perfect Prediction Line 7
T
5.5 1 —'®
L{G
o -
I/’
e
5.0 9-’®
: 26
%%
qﬂ
n 8-
@
2 /
[+ e
£ 4s Se
T o &
] G,'Ef
= s
g Q-
a
&
4.0 o
-
-
o #
,F
3.5 &
’
.
I,
L
o’
3.5 4.0 45 5.0 5.5

Actual Values

Figure 9. Support Vector Regression scatter graph

Gradient Boosting Regressor: Comparing Actual and Predicted Values

@ Predictions o
-—- Perfect Prediction Line 2P
-
5.5 4 /16
L
,/
,,’O .
,/
7’
5.0 ,/’9
’ or
,
a®®
] %
3 ge
o rd
2 451 rg
g o®
o
= 4
g Y
a
/“
4.0 4 7
s
|
,
7’
&
'
3.5 - 9
‘e
&
’/
7’
,/
e
3.5 4.0 4.5 5.0 5.5

Actual Values
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4. Conclusions

Since there was a linear relationship between the variables, a linear regression model was initially applied.
Subsequently, Ridge and Lasso regression models were employed to prevent multicollinearity and overfitting
problems. Random Forest, Support Vector Regression, and Gradient Boosting models, which are commonly
used in regression analyses and aim to create a robust prediction model and minimize error, were also
preferred. When the results of these applied models were examined, Linear Regression exhibited the best
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performance by achieving the lowest error metrics with RMSE =0.0181, MAE =0.0136, and MSE = 0.0003.
When comparing the results of Ridge and Lasso, Ridge outperformed Lasso, likely due to its ability to
manage multicollinearity without eliminating variables. This is because Ridge regression works better when
there is high correlation between variables, as it shrinks the coefficients but does not eliminate them. Lasso
regression can reduce some variable coefficients to zero, effectively removing them from the model. Since
all variables in the dataset contribute to the model, it can be inferred that Ridge Regression is a more suitable
method. While Gradient Boosting performed well, it was outperformed by simpler models in this case. These
results imply that while advanced models are capable of capturing complex relationships, simpler models
may still offer optimal solutions for certain datasets.

Changes in model performance can be examined using larger or different datasets. The developed prediction
models can be applied in various real-world field applications where WSNSs operate. For instance, they can
be preferred for securing border regions in military areas. By optimizing the number of barriers to be placed
in these regions, security costs can be minimized. In the healthcare sector, they can be used to determine the
number of sensors needed for monitoring patient movements in hospitals and for rapid response in
emergencies. They can also be utilized in monitoring air pollution levels, detecting forest fires, predicting
productivity in agricultural fields, and in industrial applications.

5. Discussion

This study evaluates the performance of six different regression models to estimate the number of barriers
required for security in wireless sensor networks . The findings reveal that Linear Regression and Ridge
Regression models outperformed others by achieving the lowest error metrics compared to more complex
models. The superior performance of these linear models can be attributed to the nature of the dataset, where
the relationships between input variables and the target variable exhibit strong linearity. Models designed to
capture intricate relationships, including Gradient Boosting Regression, Support Vector Regression, and
Random Forest, exhibited higher error rates than simpler models. This indicates that conventional regression
techniques are more efficient when dealing with straightforward relationships.

Since the dataset was synthetically generated via Monte Carlo simulations, real-world validation with
empirical data is necessary. Additionally, environmental factors such as sensor failures, network congestion,
and dynamic changes in attack patterns were not considered in the dataset. Future studies can conduct

analysis including these factors. This study contributes to the optimization of WSN security infrastructure by
determining the most effective regression model for barrier estimation.
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Oz

Kiiresel enerji talebi artmaya devam ettikce, yenilenebilir enerji kaynaklarinin siirdiiriilebilirligi saglamadaki rolii
giderek daha 6nemli hale gelmistir. Ancak bu enerji tiirlerinin bircogunun mevsimsel veya cografi kosullara bagl
olmasi nedeniyle tek basmna enerji talebini karsilama yetenegi sinirlidir. Bu zorluk, &zellikle ithal enerji
kaynaklarina bagimli iilkelerde, yerel enerji kaynaklarindan yararlanma ihtiyacini ortaya ¢ikarmaktadir. Cesitli ve
yerel enerji kaynaklarinin kullanilmasi, yalnizca ithal kaynaklara olan bagimliligi azaltmak igin degil, ayni
zamanda enerji cesitlendirmesini tesvik etmek i¢in de kritik 6neme sahiptir. Bu bakis agisindan, biyogaz en
erigilebilir enerji tiretim teknolojilerinden biri olarak tanimlanabilir. Bu ¢alisma, artan enerji talebini kargilamak
icin biyogaz enerjisi, jeotermal enerji, dizel yakiti, fueloil ve asfaltit yatirimlart i¢in Net Bugiinkii Deger (NBD)
ve Seviyelendirilmig Enerji Maliyeti (LCOE) analizlerini incelemektedir. Batman ilindeki atik potansiyelinden
yararlanan bir biyogaz tesisinin ekonomik degerlendirmesine odaklanarak, bolgesel alternatifler arasinda en uygun
enerji kaynaginin belirlenmesi amaglanmaktadir. Biyogaz enerji kaynagt i¢in birim enerji maliyeti %6 faiz oraniyla
75,738/ MWh, %8 faiz oraniyla 80,65, %10 faiz oraniyla 85,89 ve %12 faiz oraniyla 91,41 olarak hesaplanmustir.
Biyogaz tesisinin 10 yillik bir geri 6deme siiresi oldugu tespit edilmis ve 10 yildan sonra yatirim karli hale
gelmektedir. 20 yillik ekonomik émrii boyunca biyogaz yatirnminin Net Bugiinkii Degerinin yaklagik 1,3 milyon
dolara ulagmasi1 6ngériilmektedir.
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Abstract

The role of renewable energy sources in ensuring sustainability has become increasingly important as global
energy demand continues to rise. However, many of these energy types have limited ability to meet energy demand
alone due to their dependence on seasonal or geographic conditions. This challenge highlights the need for
leveraging local energy resources, particularly in countries dependent on imported energy sources. Utilizing
diverse and local energy sources is critical not only to reduce reliance on imported resources but also to promote
energy diversification. From this perspective, biogas can be defined as one of the most accessible energy
production technologies. This study conducts Net Present Value (NPV) and Levelized Cost of Electricity (LCOE)
analyses for investments in biogas energy, geothermal energy, diesel fuel, fuel oil, and asphalted to help meet the
growing energy demand. The research focuses on the economic evaluation of a biogas plant by utilizing organic
waste potential in Batman province, aiming to identify the most suitable energy source among regional alternatives.
For the biogas energy source, unit costs are calculated as 75.73 $/MWh at a 6% interest rate, 80.65 at 8%, 85.89
at 10%, and 91.41 at 12%. The biogas plant has a payback period of 10 years; after which it becomes profitable.
Over its 20-year lifespan, the NPV is projected to reach approximately $1.3 million.

Keywords: Biogas, Energy economics, Net present value analysis, Biogas potential

*Corresponding author

Plagiarism Checks: Yes — Turnitin

Complaints: fujece@firat.edu.tr

Copyright & License: Authors publishing with the journal retain
the copyright to their work licensed under the CC BY-NC 4.0

338


https://orcid.org/0000-0002-6943-0055
https://ror.org/05teb7b63
https://orcid.org/0000-0003-1063-4480
https://ror.org/01zx17h33
https://orcid.org/0000-0002-4420-7391
https://ror.org/01zx17h33

Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 337-350, 2025
S. Atilgan, U. Ercan, M. Alim

1. Introduction

Energy is essential for improving quality of life and supporting all aspects of a country's economy. With
technological advancements, increasing industrialization has led to a rapid rise in energy demand. The wide
use of energy resources has caused the depletion of fossil fuels such as oil, coal, and natural gas at an alarming
rate. Recent studies indicate that oil reserves may be depleted by 2047, while natural gas could run out by
2068. Additionally, coal reserves are expected to last until 2140.1n addition to the environmental destruction
caused in the areas where fossil fuel plants are established, these fuels also have adverse effects that threaten
the entire planet with global warming. The inevitable depletion of fossil fuels and their negative impacts on
human life have made the sustainability of energy resources one of the most critical global issues. Due to
these negative effects, countries have turned to renewable energy sources that are clean and sustainable.

Renewable energy refers to naturally replenished sources like wind, solar and biomass. Renewable energy
sources play a crucial role in addressing the depletion of fossil fuels and combating adverse effects such as
global warming and climate change. The use of fossil fuels leads to significant environmental pollution
through carbon dioxide and greenhouse gas emissions. In contrast, renewable energy sources are clean,
environmentally friendly, and economical. Research on renewable energy has seen a notable increase in
recent years. Renewable energy sources include solar energy, wind energy, hydroelectric energy, geothermal
energy, wave energy, hydrogen energy, and biomass energy.

One of the most important methods for sustainable energy production and waste management is anaerobic
digestion. Anaerobic digestion refers to a series of biological processes in which a microbial consortium
breaks down organic matter in an oxygen-depleted environment. This process not only provides an
alternative energy source but also offers a viable option for diverting organic waste from landfills and
reducing greenhouse gas emissions. Consequently, it is a technology that can be effectively utilized by local
governments and authorities to achieve waste management and sustainable environmental goals.

Biogas is a renewable energy source that can be used in various applications, including fuel for vehicles,
heat, and electricity generation. A wide range of organic waste materials, such as animal waste/manure, food
waste, organic municipal solid waste, industrial waste, sewage sludge, and agricultural residues, can
potentially be utilized for biogas production. Among the different types of alternative and sustainable
renewable energy sources, biogas is preferred due to its ease of production and its direct applicability as fuel
for various devices, including generators, electrical and internal combustion engines, turbines, and fuel cells.

This study examines the economic analysis of biogas plant investments aimed at generating energy by
determining the volume of potential waste that could be used as a biogas source in the province of Batman.
The waste quantities are calculated based on the number of livestock in Batman, serving as the input for a
biogas facility. An economic analysis of a potential biogas plant investment is conducted using the Net
Present Value (NPV) approach under different financial scenarios. Additionally, a unit cost comparison is
made through the Levelized Cost of Energy (LCOE) for energy produced from biogas and certain fossil-
based fuels. Fluctuations in the raw material prices of energy sources like diesel and LPG have a positive
impact on the economic sustainability of energy types like biogas, which are independent of external
dependencies. This study bridges a critical gap in the field by combining biogas energy potential assessment
with an in-depth economic analysis of various alternatives in terms of financial viability.

2. Literature Review

There is an extensive literature on the existence of biogas production plants and the amount of energy they
generate. Studies identify biogas as an important renewable energy source for addressing both energy and
waste management issues. Kilig [1] explores the general state of biogas and its position in Turkey. The study
emphasizes the importance of utilizing waste for energy production to address the country’s energy needs
and resolve energy-related challenges. Chowdhury et al. [2] aim to evaluate biogas production from livestock
waste in Bangladesh in 2016 and provide potential biological applications for converting and processing
waste into biogas. The study presents the appropriate conversion technologies for calculating total biogas
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production and includes mathematical equations related to biogas production mechanisms from animal
waste. It demonstrates that approximately 229 million tons of animal waste are produced in 2016, with a total
biogas production potential of 16.68x10" MWh, equivalent to 16,988.97 million m* of biogas. From an
environmental perspective, the study indicates that net CO, emissions could be reduced by producing 4.42
million tons of diesel energy and 29 million tons of bio fertilizer.

Senol et al. [3] investigate the availability of key resources for biogas production in Turkey. The study states
that the country has an abundance of organic materials suitable for biogas production, most of which are in
waste form. They highlight the importance of evaluating these waste materials for energy production. Yilmaz
et al. [4] analyzed biogas production in Turkey and mentioned that there are 73 active biogas plants in the
country, generating a total of 385 MW of power. The study highlights that animal, agricultural, and municipal
waste are important resources for biogas production in Turkey. In 2019, Yilmaz [5] explores the biogas
production and energy generation capacity of licensed renewable waste energy plants in Turkey. The study
reveals that there are 122 licensed plants with a combined production capacity of 634.2 MW. Durmus et al.
[6] report that the annual animal waste in Batman province amounts to 797,871.32 tons, with an energy value
0f4,333.64 TEP and a total energy equivalent of 69,618.95 TEB. Isikyiirek [7] designs a biogas plant to meet
the energy needs of the Mediterranean University’s central campus. The study determines the total energy
demand over three years and assesses the waste potential in the area, leading to the design and sizing of the
biogas facility. It concludes that the plant will address both the waste problem and the electricity consumption
Costs.

Studies identify significant potential for biogas production from organic waste in residential areas, including
animal, plant, industrial, and municipal waste. Aric1 et al. [8] investigate the biogas energy potential derived
from livestock (cattle, sheep, goats) and poultry waste in Turkey's Eastern Anatolia region. Their study
identifies the annual biogas potential in several provinces, with Agr contributing 95,511.586 m?*/year,
Ardahan 37,711.934 m?3/year, Bingol 36,056.08 m®/year, and Bitlis 35,834.288 m?/year. Other provinces
include Elazig with 44,578.567 m®/year, Erzincan 30,250.968 m?/year, Erzurum 108,746.365 m?/year, and
Hakkari 38,114.012 m?/year. Additionally, Igdir contributes 49,812.987 m?/year, Kars 76,560.456 m?/year,
Malatya 32,547.220 m’/year, Mus 75,253.808 m?/year, Sirnak 29,026.576 m?®/year, Tunceli 20,701.560
m?/year, and Van 130,354.586 m?/year. Aybek et al. [9] research the potential for biogas production from
agricultural and animal waste in Kahramanmarag province. Their study concludes that biogas production
from agricultural waste (100 TJ/year) and animal manure (2077 TJ/year) would provide economic, social,
and environmental benefits. Abdeshahian et al. [10] evaluate the biogas potential from organic waste derived
from farm animals and slaughterhouses in Malaysia, showing an annual biogas production potential of
4589.49 million m?, which could generate 8.27x10° kWh of electricity in 2012. Tasova [11] assesses the
biogas potential from poultry waste in Tokat province, concluding that the biogas produced could meet the
annual electricity needs of 3,654 households. Karaca [12] examines the potential for biogas production from
animal manure in Hatay province, estimating that 15 million m* of biogas could be produced, equivalent to
8,000 tons of petroleum. Kocabey [13] analyzes biogas potential from animal waste in Balikesir, finding a
112 MW biogas energy potential in the province. Atilgan and Yilmaz [14] examine the biogas potential from
animal manure in Mardin, estimating that the biogas production could meet the energy needs of 51,852
people. Khalil et al. [15] provide technological suggestions for utilizing waste, particularly animal waste, for
energy production in Indonesia. They estimate that Indonesia’s animal waste amounts to approximately
9597.4 million m* annually, with the potential to produce 1.7x10”6 kWh of electricity. Wine has also been
identified as a high potential source for biogas production. The production of biogas from wine presents both
economic and environmental benefits. Wine vinegar has a low carbon-to-nitrogen ratio, meaning that
complementary materials, such as animal manure, industrial organic waste, and lime fertilizers, should be
added to enhance biogas yield. Globally, 22.4 gigaliters of wine are produced, with the potential to generate
407.68 gigaliters of biogas, making it a significant renewable energy source. Parsaee et al. [16] summarize
the properties of wine and its potential for biogas production, investigating the optimal conditions for biogas
production and the advantages of biogas from wine.

Anaerobic digestion of organic waste offers several benefits, including reduced odor emissions, pathogen

reduction, and low requirements for organic sludge. Additionally, the processed organic waste can be used
as a mineral fertilizer for arable land or as an organic substrate for greenhouse cultivation. Nasir et al. [17]
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evaluate the anaerobic treatment performance of cow manure and palm oil mill wastewater in terms of biogas
production and volatile solid reduction. The study indicates that increasing the inoculum ratio has a
significant impact on the biogas production rate. The results indicate that the average biogas yield is 0.346
m?/kg volatile solids when palm oil mill wastewater is used as the inoculum. Abraham et al. [18] research
the inclusion of a pre-treatment step in anaerobic digestion processes, showing that it increases the
digestibility of lignocellulosic biomass and promotes the removal of lignin and complex biomass structures,
thus improving biogas yield. The study also demonstrates that when ionic liquids are used as a pre-treatment
strategy for anaerobic digestion, biogas production improves by 1200%. Dehhaghi et al. [19] review recent
technologies related to the application of nanomaterials in enhancing biogas production, investigating the
effects of nanomaterials on both the quantity and quality of biogas produced. They state that nano-sized iron
particles can increase biogas production rates.

Economic analyses of biogas energy in the literature consistently demonstrate its viability as a renewable
energy source. Studies across different contexts, including composite material digesters Obileke et al. [20]
cow manure processing Muharia at al. [21] and sugar factories Ogrodowczyk at al. [22] all report positive
economic indicators. The economic performance of biogas projects varies regionally and depends on the type
of waste utilized. For instance, Ogrodowczyk at al. [22] report an Internal Rate of Return (IRR) of 12.48%
for a biogas investment, while [20] estimate this figure at 8.5%. Interestingly, some studies show IRR values
as high as 249.8% Mubharia at al. [21]. Similarly, payback periods for investments range from 8 years
Ogrodowczyk at al. [22] to 6 years Al- Wahaibi at al. [23] and as low as 2 years Obileke et al. [20].

From the literature review, it is seen that most studies focus on estimating the biogas production potential in
specific regions or analyzing its technical feasibility. However, a significant gap exists in the economic
evaluation of biogas plants relative to other energy sources, particularly in terms of their comparative
financial sustainability. Variation in economic outcomes of the biogas in the literature underscore the need
for region specific analyses of biogas energy investments. To address this, the present study focuses on
Batman province, aiming to evaluate the economic feasibility of biogas energy in this particular region,
utilizing detailed NPV and LCOE calculations. By doing so, it provides a practical framework for assessing
the viability of renewable energy investments in regions with high biogas potential. The analysis compares
the economic viability of biogas against energy sources such as diesel, geothermal, fuel oil, and asphalted.
The economic parameters used in these analyses are based on data provided by Kat [24], which is detailed in
the following section.

3. Material and Method

3.1. Biogas

Biogas is a colorless and odorless gas that is produced through the anaerobic (oxygen-free) fermentation of
organic waste materials, such as animal, plant, industrial, and municipal waste. It is lighter than air due to its
density of 1.2 kg/m3. When burned, biogas produces a bright blue flame. The components of biogas include
methane (CH,), carbon dioxide (CO,), water vapor (H20), nitrogen (N.), oxygen (O2), hydrogen (H2),
ammonia (NHs), and hydrogen sulfide (H2S). The methane (CH.) content typically ranges between 40-75%,
the carbon dioxide (CO,) content ranges from 15-60%, and the water vapor (H-O) content varies from 1-5%
[25]. Table 1 summarize the volume of basic components of biogas.
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Table 1. Basic Components of Biogas

Component Volume
Methane (CH.) 40-75 %
Carbon Dioxide (COy) 15-60 %
Water Vapoe (H20) 1-5%
Nitrogen (N2) 0-5%
Oxygen (0,) <2%
Hydrogen (Hz) <1%
Ammonia (NHs) 0-500 ppm
Hydrogen Sulfide (H.S) 0-5000 ppm

One cubic meter of biogas is equivalent to 4.7 kwh of electricity, 0.62 liters of gas, 0.66 liters of diesel, 0.43
kg of butane, 0.25 meters of propane, 1.46 kg of coal, and 3.47 kg of wood [26]. Figure 1 illustrates the
energy content of 1 cubic meter (1 m?®) of biogas compared to various conventional energy sources. The bar
chart demonstrates that 1 m? of biogas is equivalent to approximately 4.7 kilowatt-hours (KWh) of electricity,
highlighting its relatively high energy density. In comparison, equivalent energy values for gasoline, diesel,
butane, propane, coal, and wood are significantly lower, indicating that biogas offers a more concentrated
energy source. This underscores the potential of biogas as a valuable and versatile energy carrier, capable of
substituting for a range of traditional fuels.

Energy Equivalents of 1 m3 Biogas
5
4
3
2
1
0 I e [ — .
Electricity Gas (L) Diesel (L) Butane (kg) Propane (m) Coal (kg) Wood (kg)
(kwh)

Figure 1. Energy Equivalents of 1 m® of Biogas

The size of a biogas plant varies depending on the purpose of usage. These plants are classified into four
categories based on their capacity: family, farm, village, and industrial types as presented in Table 2 [27].

Table 2. Types of Biogas Production Plants

Plant Type Production Capacity (m?)
Family-Type Biogas Plant 6-12
Farm-Type Biogas Plant 50 — 100 - 150
Village-Type Biogas Plant 100 - 200
Industrial-Type Biogas Plant 1000 - 10000
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3.2. Main organic wastes used in biogas production

In Turkey, organic waste constitutes approximately two-thirds of the total waste. The significant share of
organic waste in the total waste is a great advantage for the country. However, leaving the waste to
decompose or discarding it in the environment also presents disadvantages. The conscious utilization of
organic waste materials is of great importance both in terms of energy production and environmental
pollution. Various organic wastes are used in biogas production [27].

3.2.1. Animal organic wastes

Animal organic wastes are typically derived from cattle, sheep, goats, or poultry. The amount of manure
generated by these animals varies depending on their feeding methods. On average, one cattle produces 3.6
tons of manure per year, one sheep or goat produces 0.7 tons per year, and one poultry animal produces 0.022
tons per year. These animal wastes represent a significant potential for biogas production, with 33 m* of
biogas obtained from 1 ton of cattle manure, 58 m* from 1 ton of sheep or goat manure, and 78 m* from 1
ton of poultry manure [28].

3.2.2. Plant organic wastes

Plant organic wastes play a significant role in biogas production. In Turkey, 65 million tons of agricultural
waste are produced annually from crops such as cotton, tobacco, barley, wheat, rice, etc. These wastes
contribute significantly to environmental pollution. However, biogas production from these wastes is crucial
both for environmental benefits and energy production [3]. The methane (CH,) content of biogas produced
from corn stalks and residues is 59%, while the methane content in biogas produced from wheat and barley
straw is 60%. Approximately 185 m® of biogas can be obtained from 1 ton of corn silage [29].

3.2.3. Industrial and urban wastes

Industrial development, urbanization, and rapid population growth have led to the production of various
wastes (such as sewage, leather, paper, food, and textile industry wastes), which are utilized in biogas
production. Two methods are used to produce biogas from urban and industrial wastes: the biomethanization
method and anaerobic fermentation. The biomethanization method involves separating the organic
components of industrial and urban wastes and producing biogas through anaerobic fermentation. The use
of the biomethanization method in biogas production increases the efficiency of gas production. The
anaerobic fermentation method directly produces biogas from the waste [30].

3.3. Biogas potential of Batman province

In Batman Province, there are 121,631 cattle, 859,003 sheep and goats, and 76,440 poultry animals. A total
of 11,250 families engages in animal husbandry in the province [31]. The annual manure production from
cattle in Batman Province is 437,871.6 tons, from sheep and goats is 601,302.1 tons, and from poultry is
1,681.68 tons. If the manure produced by these animals is converted into biogas, 14,449,762.8 m* of biogas
can be obtained from cattle, 34,875,521.8 m® from sheep and goats, and 131,171.04 m® from poultry. When
the produced biogas is converted into electrical energy, it would yield 67,913,885.16 kWh from cattle,
163,914,952.5 kWh from sheep and goats, and 616,503.888 kWh from poultry, totaling 232,445,341.5 kWh
of electrical energy. Table 3 shows the overall biogas potential in Batman. It has been determined that, with
efficient and conscious use of the animal manure in Batman Province, significant energy could be generated.
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Table 3. Biogas Potential of Batman

Animal Type Animal Quantity = Waste Quantity  Biogas Production  Electricity Production

(head) (tons) Potential (m?) Potential (kWh)
Cattle 121,631 437,871.6 14,449,762.8 67,913,885.16
Sheep and Goats 859,003 601,302.1 34,875,521.8 163,914,952.5
Poultry 76,440 1,681.68 131,171.04 616,503.888
Total 1,057,074 1,040,855.38 49,256,455.64 232,445,341.5

3.4. Method

Energy investments are typically long-term investments, and thus, the financial efficiency of such projects
needs to be calculated based on varying economic conditions. The most commonly used method for the
economic evaluation of energy projects is the Net Present VValue (NPV) approach. The economic analysis is
performed by calculating the present value of the planned project's current cost and the future cash flows,
taking into account the interest rate. A positive NPV indicates that the project is profitable and that the
investment is viable. The NPV value can be calculated as follows:

N

R, D

NPV = — 1]
v Lirry

The parameters in Equation (1) are defined as follows;

Rt : Net cash flow of the project in year t (revenue - cost)
r . Interest rate of the cost of capital

N : Economic life of the project

lo : Initial installation cost of the project

When calculating the net cash flow of the project, it is determined by subtracting the total operating costs,
maintenance and repair costs, fuel costs, and other cost items from the revenue generated from the sale of
produced electricity. In NPV calculation, the selection of a suitable discount rate is essential. This rate reflects
the cost of capital or the required rate of return, accurately representing the project's risk profile and the
opportunity cost of capital. NPV is highly sensitive to the discount rate; a higher rate reduces the present
value of future cash flows, potentially rendering a project with a positive NPV at a lower rate unprofitable.
Therefore, a thorough sensitivity analysis, varying the discount rate, is essential.

Another widely used method in the economic evaluation of energy investments is the Levelized Cost of
Energy (LCOE), which is defined as the cost per unit of energy produced over the economic life of an energy
source. This value is obtained by dividing the total present value of the project's cash flows by the amount of
energy produced, as shown in Equation (2).

Total cost over economic life (NPV)

LCOE =
Present value of electricity produced over economic life
NPV
LCOE = ———F— @

N t
1T+ )

In Equation (2), E; represents the amount of electricity produced in year t when calculating the unit energy
cost. When calculating LCOE, a detailed breakdown of all cost components is crucial, including capital
expenditures, fixed and variable operating costs, fuel costs (if applicable), and decommissioning costs.
Accurate estimation of energy output over the project's lifetime is also required, considering factors like
capacity factors, resource availability, and technology performance. When comparing LCOE values across
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different projects, it is vital to use a consistent discount rate to ensure a fair comparison. It is important to
note that while NPV assesses profitability of the total investment, LCOE focuses on per-unit energy cost.

4. Numerical Results

This section presents the economic evaluation of a biogas plant, assessing waste potential in Batman
province. The Net Present Value (NPV) and Levelized Cost of Energy (LCOE) methods, as detailed in
Section 3.4, are applied. To provide a comprehensive comparison, energy sources prevalent in the Batman
region—diesel, geothermal, fuel oil, and asphaltite—are also economically evaluated. Economic parameters,
derived from [20] and detailed in Table 4, form the basis of these analyses.

Table 4. Economic Parameters of Energy Production Technologies

A - Initial . Variable Fuel Anngql

Type Lifetime  Efficiency Fixed Cost Electricity

(By Source)  (Years) Factor ($?I\3I§;[V) ($'MW) s /("\:/Io\j\t/h) s /%/Io\‘j\t/h) Production

(MWh/Y1l)
Biogas 20 0.4 2500000 90000 1 13.75 7446
Geothermal 30 0.0001 3750000 40000 10 - 7446
Diesel 30 0.54 900000 11600 2.66 91.75 7446
Fuel Qil 30 0.54 900000 11600 2.66 54.05 7446
Asphaltite 30 0.45 1200000 40000 4 6.89 7446

The biogas plant, with a 20-year lifespan and 0.4 efficiency factor, is evaluated with an initial cost of
$2,500,000/MW, fixed costs of $90,000/MW, variable costs of $1/MWh, fuel costs of $13.75/MWh, and an
annual electricity production of 7,446 MWh. An NPV analysis, assuming an electricity sale price of
$100/MWh and an 8% interest rate, is presented in Figure 2.

$2000000,000

$1500000,000

$1000000,000

$500000,000

$,000 -
I I 9 10 11 12 13 14 15 16 17 18 19 20
-$500000,000

Net Present Value (S)
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-$2000000,000
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Figure 2. NPV Change of the 1 MW Biogas Plant Over the Years
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The project’s initial investment of $2.5 million is recouped after approximately 10 years, with the NPV
turning positive. The project reaches an NPV of approximately $1.3 million by the end of its 20-year lifespan.
The Internal Rate of Return (IRR) is calculated to be 14.6%, indicating the project’s financial viability at
interest rates below this threshold.

In such analyses, the interest rate plays a significant role, significantly affecting the investment viability and
profitability of the project. One of the key economic indicators in this area is the IRR which is the interest
rate that makes the NPV equal to zero. This rate is the interest rate that balances the initial cost when
discounting the future cash flows to their present values. When the interest rate is equal to the IRR, the
investment yields neither profit nor loss. For the investment to be considered profitable, the interest rate must
be lower than the IRR value. According to the cash flow shown in Figure 2, the IRR is calculated to be
14.6%. This means that if the interest rate exceeds 14.6%, the project is not financially viable under the given
economic conditions.

A comparison of biogas with other generation technologies reveals their relative costs based on the Levelized
Cost of Energy (LCOE), which indicates the per-unit production cost of energy over the economic lifespan
of a power plant and serves as a critical benchmark for investment decisions. Figure 3 illustrates the LCOE
values for biogas, asphaltite, diesel, geothermal energy, and fuel oil, calculated at different interest rates,
providing a clear comparison of which technologies are cheaper or more expensive under varying financial
conditions.

200
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100
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4
s § §F R
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6% 8% 10% 12%
M Biyogaz 75,73444 80,65912 85,89932 91,41206
M Jeotermal 41,96124 50,10917 58,79763 67,89534
Dizel 180,2467 182,2022 184,2875 186,4709
Fueloil 110,43 112,39 114,47 116,66
B Asfaltit 32,39178 34,99912 37,77943 40,6907

o

o
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Figure 3. LCOE values for different energy production types at varying interest rates ($/MWh)

In Figure 3, we present a clustered bar chart comparing the LCOE in dollars per megawatt-hour ($/MWh)
for five different energy sources: biogas, geothermal, diesel, fuel oil, and asphaltite. The X-axis represents
varying interest rates, specifically 6%, 8%, 10%, and 12%, while the Y-axis displays the LCOE values. Each
energy source is represented by a distinct color, with the corresponding LCOE value for each interest rate
displayed within the respective bar. It effectively illustrates the impact of changing interest rates on the LCOE
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of these energy sources, revealing that as interest rates increase, the LCOE rises across all sources as
expected. Notably, geothermal and asphaltite consistently exhibit the lowest LCOE values, indicating their
economic competitiveness, while diesel maintains the highest LCOE, suggesting it is the most expensive
option. Biogas and fuel oil fall within the middle range, with biogas showing a more moderate increase in
LCOE as interest rates rise compared to fuel oil.

Our economic analysis of a biogas plant in Batman province aligns with the broader literature demonstrating
the viability of biogas energy. Our estimated IRR of 14.6% and payback period of 10 years fall within the
range of values reported in studies on biogas production from various feedstocks, such as composite materials
[20], cow manure [21], and sugar factory waste [22]. While our IRR is higher than some reported values
[20], itis lower than the exceptionally high returns found in other studies [21], likely due to regional variations
in factors such as feedstock costs, energy prices, and policy incentives. Our LCOE analysis further reinforces
the cost-competitiveness of biogas, particularly compared to traditional liquid fuels. These findings
underscore the potential of biogas to contribute to a more sustainable and secure energy future by utilizing
waste streams, reducing reliance on fossil fuels, and mitigating climate change. Future research should
explore strategies to optimize biogas production and further enhance its economic viability in diverse regional
contexts.

When comparing the cost values calculated for biogas with other alternative energy sources, it is observed
that biogas has higher costs than geothermal energy and asphalt, but lower costs compared to liquid fuels
such as diesel and fuel oil. The findings in Figure 3 reveal that the highest unit cost is 50.11 $/MWh for
diesel. The most cost-effective option is geothermal energy. Geothermal energy stands out not only due to
its cleaner and renewable nature but also because of its favorable cost. The cost differences between biogas
and geothermal/asphaltite can be attributed to several factors. Geothermal energy's lower LCOE stems from
its inherent resource availability and lower fuel costs, as it leverages the earth's natural heat. Asphaltite, a
locally sourced solid fuel, benefits from lower fuel acquisition and processing costs compared to biogas,
which involves more complex biological processes and feedstock management. These findings underscore
the importance of tailored energy policies that consider regional resource availability and economic factors.
For Batman province, while biogas presents a viable alternative to liquid fuels, incentives and technological
advancements are needed to enhance its cost-competitiveness. Policies regarding biogas should focus on
supporting the development of geothermal resources, given their cost effectiveness and sustainability.

5. Conclusion

This study evaluates the economic potential of a biogas plant for assessing waste potential in Batman
province. Net Present Value (NPV) and Levelized Cost of Electricity (LCOE) methods are used for the
calculations. The economic comparison of biogas, along with other energy sources such as diesel,
geothermal, fuel oil, and asphaltite, is made. The economic parameters used in these analyses are selected
based on the data presented by [24].

For the local energy source, biogas, in Batman province, an initial investment cost of $2.5 million
corresponds to an annual net cash flow of $362,220. The payback period of the plant is 10 years; after which
it starts generating profit. Over the following years, the project continues to generate profit, and by the end
of the 20th year, the NPV reaches approximately $1.3 million.

In the coming years, the potential implementation of a carbon tax further reduces the costs of clean energy
types. However, it should be noted that geothermal and many other renewable energy sources may not always
provide electricity on demand due to seasonal conditions or other constraints. Therefore, ensuring energy
diversity is essential for uninterrupted energy access. According to the results of this study, biogas is more
cost-advantageous compared to diesel and fuel oil. Moreover, the import of liquid fuels in Turkey results in
a significant current account deficit. Biogas, on the other hand, can be entirely considered within a circular
economy, as it generates electricity while disposing of waste without the need for imports. These findings
suggest that biogas may help reduce dependence on foreign energy sources.
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Future research should explore the integration of hybrid energy systems, combining biogas with other
renewable sources like solar or wind, to enhance reliability and reduce costs. Detailed lifecycle assessments,
including environmental and social impacts, are also crucial.
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Oz

Duygu analizi, metinlerdeki duygusal tonlari belirleyerek, miisteri geri bildirimlerinden sosyal medya
paylasimlarina kadar genis bir alanda 6nemli veriler saglar. Bu ¢alismada, restoran yorumlari kullanilarak duygu
analizi gerceklestirilmistir. Calismada, duygu analizi i¢in transformator tabanli bir model kullanmilmistir. Bu
modellerin temelinde yer alan dikkat mekanizmasi, metin i¢indeki kelimelerin baglamsal iliskilerini dinamik
olarak 6grenerek dilin anlamini daha iyi yakalar. Model, genis bir bilgi kaynagina sahip bir veri seti ile egitilmis
ve test edilmistir. Oncelikle veri setinin tokenlestirme ve dolgu islemleri gerceklestirilmis; daha sonra model
egitilmis ve test sonuglari elde edilmistir. Modelin egitim dogrulugu %90,81, test dogrulugu ise %85,79 olarak
hesaplanmistir. Diger performans metrikleri de géz dniinde bulunduruldugunda, negatif ve pozitif siniflar igin
yiiksek basar1 elde eden model, nétr sinif i¢in daha diisiik bir basar1 gostermistir. Genel degerlendirme acisindan
modelin dogruluk oranit géz Oniine alindiginda, iyi bir performans sergiledigi goriilmektedir. Bu durum,
transformator tabanli yaklagimlarin dogal dil isleme i¢in uygun oldugunu ve bu alandaki kullanilabilirligini
gostermektedir.
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Abstract

Sentiment analysis provides important data in various areas, from customer feedback to social media posts, by
determining the text's emotional tones. In this study, sentiment analysis was performed using restaurant reviews
with a transformer-based model. The attention mechanism underlying these models dynamically learns the
contextual relationships of words in the text and better captures the meaning of the language. The model was
trained and tested using a dataset from a vast information source. First, tokenization and padding operations of the
dataset were performed; then, the model was trained, and test results were obtained. The training accuracy of the
model was calculated as 90.81% and the test accuracy as 85.79%. When other performance metrics were also
considered, the model, which achieved high success for negative and positive classes, showed lower success for
the neutral class. In terms of general evaluation, it is seen that the model exhibited good performance when the
accuracy rate was taken into account. This shows that transformer-based approaches are suitable for natural
language processing and usability in this area.
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1. Introduction

In today’s digitalized lifestyle, comments on online platforms are effective in decision-making processes in
many areas, and consumers decide whether to take action based on these comments. In particular, elements
in the natural flow of life, such as shopping, holiday planning, and reservations, have found their place on
digital platforms. Digital platforms provide convenience in decision-making by saving time and providing a
wide range of opportunities to analyze user comments. These services, which are an indispensable part of
modern life, offer healthy progress to improve process efficiency and reliability by providing solutions and
suggestions to users, especially regarding user experiences. Transactions that can be performed on the
Internet are listed in general in Figure 1. These processes include determining the emotional tone of texts
with sentiment analysis, categorizing content with text classification, and automatic translation between
different languages with language translation. In addition, long content can be shortened with text
summarization algorithms, and user interactions can be automated with chatbots and virtual assistants. Search
and information extraction processes enable meaningful information to be extracted from large data sets,
while speech recognition technologies convert voice input into text. Automatic text completion and language
modeling techniques speed up the writing process and improve the user experience. News and spam filtering
prevent unnecessary content, providing a safe internet environment, while recommendation systems help
provide personalized content presentation. Finally, social media analysis provides data-driven insights into
user tendencies, trends, and social events.

Online Shopping Banking and Fimance
Education Fesearch and Information
Entertainment Internet Healthcare Services
Communication Work and Career
Reservations Personal Development

Figure 1. General list of transactions that can be done via the Internet

The Internet can be used for reservations, vacations, and restaurant dining. Customer experiences in the
restaurant and service sector help companies to see their shortcomings and improve them, as well as to have
prior knowledge about what kind of service they will receive. Restaurant reviews, also the subject of this
study, are presented as a source of information regarding food quality, service, and general satisfaction. These
reviews, which are on different platforms and are irregular, can make it difficult for users and company
owners to access and analyze the correct information. These difficulties can cause mistakes when making the
right decision. The development of artificial intelligence models, especially in natural language processing
(NLP), offers significant benefits in interpreting and analyzing texts. Classifying complex texts by analyzing
them and extracting meaningful information are among the essential tasks of NLP systems. Thanks to these
systems, studies such as sentiment and subject-based analysis can be carried out from texts. Measuring the
satisfaction levels of restaurant reviews, detecting sentiments in the text, and determining trends and changes
are essential in improving service quality and providing correct analysis opportunities to customers and
business owners. The operations performed with natural language processing are shown in Figure 2 [1-8].
Remarkably, the classification of texts is within the scope of this study.
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Figure 2. Applications made with NLP

This article is about analyzing restaurant reviews. When the studies in the literature are examined, there
are many studies in the field of NLP. NLP offers a wide range of applications in the processing,
analyzing, and interpreting text and speech data. Studies in this field focus on basic tasks such as
Sentiment Analysis [9], Text Classification [10], Language Translation [11], and Text Summarization
[12]. In addition, significant progress has been made in areas such as Chatbots and Virtual Assistants
[13], Search and Information Extraction [14], Speech Recognition [15], Auto-Text Completion [16] and
Language Modeling [17]. Applications such as News and Spam Filtering [18,19] Recommendation
Systems [20], and Question-Answering task [21] increase the impact of natural language processing
technologies in daily life and offer a wide range of usage scenarios. Studies in these areas enable NLP
to provide more effective and efficient solutions in various sectors.

The literature contains studies on the subject. Luo et al. compared deep learning-based models to analyze
restaurant reviews. The study stated that the most successful results were obtained from LSTM networks
when sentiment analysis from restaurant reviews was performed. In this study also inferred that the most
negative comments were in April, during the epidemic. In the study, researchers achieved an accuracy
of 91.1% [22]. In this study, Asani et al. made different inferences to perform sentiment analysis on
restaurant reviews. After sentiment analysis, they developed a recommendation system that considered
user comments. The study evaluated restaurants using different performance measurement metrics. It
obtained a precision value of 92.8% [23]. Punetha et al. present an unsupervised mathematical
optimization framework for sentiment analysis in restaurant reviews. They developed this method
because many studies in the literature have a complex and lengthy training process. The study was tested
on two different data sets. Precision values of 89% and 90% were obtained in these datasets [24]. Patil
et al. used deep and machine learning methods to classify restaurant reviews. This study concluded that
Naive Bayes and Logistic regression models were more successful than other machine learning methods.
The parameters of these two models were optimized with the grid search algorithm. The accuracy values
obtained in this step were 89.6% and 89.9%, respectively. CNNs, which are deep learning architectures,
achieved an accuracy value of 89%, and Bi-LSTM networks, 90% [25]. Khan et al. stated that traditional
methods could not produce successful results in such studies and proposed a new model. A bidirectional
LSTM network was proposed in the proposed model. The proposed model was tested on three different
data sets. As a result of the evaluations, the proposed model reached 78.96%, 79.10%, and 79.03% F1-
Score in three data sets, respectively [26]. Mamatha et al. followed a different method in their study.
This study used images instead of text to analyze restaurant reviews. They stated that the metrics
obtained from image classification were more successful than those obtained by Naive Bayes.
Researchers used CNN networks in the image classification process [27]. Zahoor et al. focused on
analyzing restaurant reviews in a specific region in their study. In the study, researchers made a two-
way inference. The first was emotion detection, while the second was related to automatic feedback.
The study compared the results obtained using different machine learning methods. It was stated that
the best results were achieved in the Random Forest method [28]. Branco et al. used transfer learning
and transformer methods in their study to analyze restaurant reviews. Recently, transformer-based
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methods have been frequently preferred, especially in natural language processing. In this proposed
model, they achieved an accuracy value of 84% in a 3-class emotion analysis detection [29].

This article analyzes restaurant reviews using natural language processing methods and classifies the
reviews using the transformer-based method. The aim is to classify the reviews correctly, divide them
into three groups, and understand the restaurant reviews, which are very complex and challenging to
analyze and determine trends. This study gives information about the proposed model's general structure
and the dataset used in section 2. In section 3, experimental results and performance metrics of the model
applied to the dataset are included. The last section includes evaluation, interpretation, and
recommendations for the results obtained.

2. System Theory
2.1. Dataset

The restaurant reviews dataset is a good source for analyzing restaurants, consisting of customer
feedback [30]. The dataset, which consists of approximately 513,000 rows in general, consists of a two-
column structure. While customer reviews are given with the title “text” in the dataset, the column that
determines the emotional states is called “label.” Customer reviews are collected in three classes. These
classes are numbered negative, neutral, and positive. The comments, which consist of a large amount of
text in the dataset, provide a good source for NLP models.

S —
Dataset
¢ v ¢
Negative Neutral Positive

Figure 3. Dataset visualization by face icon

The simulation representation of the dataset is given in Figure 3. In Figure 3, negative, neutral, and
positive classes are shown with facial expressions. A sad face expression was selected for negative, an
expressionless face was selected for neutral and a smiling face was selected for positive.

2.2. Transformer based model

Transformer-based models are becoming popular due to successful image processing and text analysis
results. It is seen that using the Transformer architecture provides high success results with NLP from
complex texts. In the Deep Learning architecture used in this study, the Transformer block is used, and
thus, the model is aimed to have high classification success. The general structure of the proposed system
is given in Figure 4. First, data is taken from the ready restaurant review dataset, and tokenization and
padding operations are performed during the pre-processing step.
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Figure 4. General structure of the Transformer method

The tokenization process is given in Figure 5. Sentences are analyzed one by one, and tokens are created.
The tokenization process separates texts into subunits, such as words, and allows them to be represented
with numerical indexes. For this purpose, the tokenizer class of the Keras library is used to convert the
most used 20 thousand words into a word dictionary. The texts in the created word dictionary are
converted into numerical sequences and converted into a usable format in the model.

‘ Sentences

{ Tokenization

Token Token Token Token Token Token

Figure 5. Tokenization processes

After the tokenization process, the padding step is started. In this step, the lengths of the sequences
obtained after the tokenization process are equalized. The maximum length is determined as 200, and
all sequences' length is adjusted according to this value. Zero values are added to the short sequences at
this stage, and the long sequences are limited to 200 tokens. This standardization allows the data to be
input into the model with a fixed length. At this stage, the training and testing processes of the model
will begin.
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Figure 6. Transformer-based model structure

The structure of the transformer-based model is given in Figure 6 [31]. The model structure starts at the
input layer and consists of token and position embedding layers, transformer block, global average
pooling, dropout, dense, dropout, and dense layers. The model, which takes 200 parameters as input, is
designed to have three classes at the output. The model's embedding size is 32, and the number of
attention heads to focus on is determined as 2. The dropout value is entered as 0.2. 70% of the data used
for the model is used for training and 30% for testing. The learning rate of the model is determined as
0.0001, and the batch size is entered as 32. The model was run for 20 epochs, and 11243 operations
were performed in each epoch. Performance metrics were obtained with the values obtained by running
the model, and comments were made about the model. Accuracy, F1 score, recall, and precision values
were calculated as performance metrics [32]. The calculation formulas of these metrics are given in
Table 1.

Table 1. Performance metrics

Performance Metric Formula
TP+ TN
Accuracy
TP + TN + FP + FN
L. TP
Precision [
TP + FP
TP
Recall
TP + FN

(Precission - Recall)

F1-Score :
(Precission + Recall)

The accuracy rate measures the correct prediction rate of the model. Precision expresses the ratio of true
positive predictions to all positive predictions. Recall value determines the correct classification rate of
true positive examples. The F1 score also provides a measure of the balance of precision and recall
values. The overall performance of the model is determined with these calculated metrics.
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3. Experimental Result

The restaurant reviews dataset [30] is a text dataset consisting of approximately 513,000 rows and
containing the classes negative, neutral), and positive, as shown in the graph in Figure 7.

400.000
350.000
300.000
250.000
200.000
150.000
100.000

50.000

0
Negative Natural Positive

m Negative ~ Natural mPositive

Figure 7. Restored comment dataset class data numbers

The tokenization step was carried out by considering the 20,000 most used words and tokens that were
created. The maximum length of the tokens created was set to 200, and zeros were added to the short
ones, while the long ones were limited to 200.

This prepared data was given as input to the model. The AdamW algorithm was used as an optimizer in
the model and the learning rate was set to 0.0001. The batch size was set to 32 and the model was run
for 20 epochs. The data was set as 70% training and 30% testing as input to the model, and the evaluation
was made in this way. The graph showing the change in training and test accuracy according to epochs
is given in Figure 8. When the graph is examined, it is observed that the accuracy of the model increases
steadily in each epoch during the training period. The fact that the model's learning success in the
training data reaches a high value of 90.81% shows that it has a strong ability in terms of generalization.

Model Accuracy
100

80 A

60 A

Accuracy (%)

40

20 A

—— Train Accuracy
Validation Accuracy

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Epoch

Figure 8. Model accuracy graph for train and test
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The test accuracy rate was calculated as 85.79%. The difference in accuracy rate between test and
training data shows that the model has a limited margin of error. This result shows that the model does
not overfit and generalizes well for the data used for validation. Balancing the model's accuracy rates

for training and test data shows that patterns are learned for both data sections, and a stable performance
is achieved.

s Model Loss
—— Train Loss
Validation Loss
4 -
3
@
5
24
1 -
b
T T T T T T T T
0.0 2.5 5.0 15 10.0 12.5 15.0 17.5
Epoch

Figure 9. Model loss graphic for train and test

The graph showing the loss value of the model is given in Figure 9. During the training process, the loss
value of the model decreases continuously and stabilizes after a certain point. The loss value on the
training data was calculated as 0.2307. This value indicates that the training errors are minimized and
the patterns are mostly recognized correctly. It indicates that the model is successfully optimized, and
the relationship between the input and output is correctly established. The loss value calculated on the
test data was determined as 0.4543. The difference between the training and test shows that the model
has a certain margin of error. The low error margin indicates that the model generalizes on the test data
and that there is no over-learning. The fact that the training and test losses are low and close to each
other shows that the model exhibits a balanced performance. The confusion matrix created with the test
data in line with the obtained results is given in Figure 10.

Negative

Neutral

True Label

Positive

2147 2358

Negative  Neutral  Positive
Predicted Label

Figure 10. Confusion matrix

Calculations were also made for other performance metrics; the results are shown in Table 2. The model
performance seems to be successful for the class with negative comments. Precision 79%, Recall 85%
and F1 Score 82% were calculated. It is seen that the generalization ability of the model for this class is
good, and it has successful results. The performance values of the class with neutral comments were
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determined as a Precision of 50%, Recall of 27%, and F1 Score of 35%. These values remained low,
and it is understood that the generalization and accuracy of the prediction for this class are insufficient.
This problem is caused by the data set being unbalanced. It is seen that the performance of the class with
positive comments is good, and Precision 91%, Recall 96%, and F1 Score 93% were calculated. These
results show that the model's generalization ability and correct prediction rate for this class are high, and
it has achieved successful results.

Table 2. Model performance metrics results (%)

Class Precision Recall F1 Score
Negative 79.00 85.00 82.00
Natural 50.00 27.00 35.00
Positive 91.00 96.00 93.00
General Performance 83.89 85.79 84.42

As seen in Table 2, a precision value of 83.89% was obtained in this study to analyze restaurant reviews.
Eliminating the imbalance in the dataset or increasing the number of comments will increase the model's
performance.

4. Conclusion

In the study, a transform-based model was used to classify restaurant reviews using the NLP method.
The model was trained with a comprehensive dataset of 3 classes, and tests were performed. The model's
performance was evaluated using accuracy, precision, recall, and F1 score metrics. The test accuracy of
the model was calculated as 85.79%. When the general results are examined, it is seen that the model
achieves high performance in negative and positive classes. At the same time, it achieves limited success
for the neutral class. The rates in the neutral class may be due to the uncertainty in the class or the
imbalance in the dataset. In line with the calculated performance results, it is interpreted that the model
is a successful approach for sentiment classification from restaurant reviews. This study shows that the
transformer architecture provides effective results in NLP problems and contributes to the field of text
classification. The imbalance of the dataset is the study's limitations. Testing the proposed model with
a more comprehensive dataset is important to produce more realistic results.
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Oz

Fir¢asiz DA (BLDC) motorlar, yiiksek verimlilikleri, giivenilirlikleri ve diisiik bakim gereksinimleri nedeniyle
cesitli uygulamalarda yaygin olarak kullanilmaktadir. Bu motorlar, mekanik fir¢alarin bulunmamasi nedeniyle
daha az aginma ve diisiik bakim gereksinimi saglar. Bu 6zellikleri, 6zellikle endiistriyel otomasyon, elektrikli
araglar, robotik sistemler gibi bircok alanda tercih edilmelerini saglar. Makine 6grenimi (MO) ile BLDC
motorlarinin entegrasyonu, bu motorlarin verimliligini, giivenilirligini ve performansini 6nemli 6l¢iide artirabilir.
ML algoritmalari, motorun performans verilerini analiz ederek arizalarin 6nceden tespit edilmesine yardimci
olabilir. Motorun normal ¢alisma kosullarindan sapmalarini izleyen ML algoritmalari, arizali durumlart hizli bir
sekilde tanimlayabilir. Makine 6grenimi, motorun ¢aligma kosullarina bagl olarak en verimli ¢aligma noktalarini
ogrenebilir ve buna gére motorun hizini veya diger parametrelerini dinamik olarak optimize edebilir. Bu ¢alismada
ses analizi ile BLDC motorlarindaki mekanik arizalarin tespit edilmesini saglayan bir yontem 6nerilmektedir. Ses
analizi ile normal ve arizali motorlarin ses kayitlarindan Ayrik Dalgacik Doniisiimii (ADD) tabanli 6zellikler
cikarilmig ve elde edilen 6zellikler makine 6grenimi yontemleriyle siniflandirilmigtir. Burada, ADD ile veri boyutu
azaltilmistir, istenmeyen ve dnemsiz katsayilar baskilanmigtir. Elde edilen yeni verilerle asir1 uyumdan kagiacak
Bagging trees kullanilmigtir. Bagging, birden fazla karar agacimi birlestirerek her agacin asirt uyum saglama
egilimini dengelemeye calisir ve modelin genelleme kapasitesi artar. Ayrica, her model bagimsiz olarak egitildigi
i¢cin paralel hesaplamaya imkan saglar. Elde edilen model ile %89.205 dogruluk, 0.821 kappa degeri elde
edilmistir.
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Abstract

Brushless DC (BLDC) motors are widely used in various applications due to their high efficiency, reliability and
low maintenance requirements. The absence of mechanical brushes reduces wear and minimizes maintenance.
These features make them preferred in many areas, especially industrial automation, electric vehicles, and robotic
systems. Integration of a BLDC motors with machine learning (ML) can significantly increase the efficiency,
reliability and performance of these motors. ML algorithms can help detect faults in advance by analyzing the
performance data of the motor. ML algorithms, which monitor deviations from the normal operating conditions of
the motor, can quickly identify faulty situations. ML can learn the most efficient operating points depending on
the operating conditions of the motor and dynamically optimize the speed or other parameters of the motor
accordingly. In this study, a method is proposed that enables the detection of mechanical faults in a BLDC motors
with sound analysis. With sound analysis, Discrete Wavelet Transform (DWT) based features were extracted from
the sound recordings of normal and faulty motors and the obtained features were classified with machine learning
methods. Here, the data size is reduced with DWT, unwanted and unimportant coefficients are suppressed. Bagging
trees are used to avoid overfitting with extracted statistical features. Bagging tries to balance the overfitting
tendency of each tree by combining multiple decision trees and the generalization capacity of the model increases.
In addition, since each model is trained independently, it allows parallel calculation. With the obtained model,
89.205% accuracy and 0.821 kappa value were obtained.

Keywords: Brushless DC motors, Discrete wavelet transform, Machine learning, Fault detection

*Corresponding author

Plagiarism Checks: Yes — Turnitin

Complaints: fujece@firat.edu.tr

Copyright & License: Authors publishing with the journal retain
the copyright to their work licensed under the CC BY-NC 4.0

364


https://orcid.org/0000-0002-5166-1082
https://ror.org/05teb7b63
https://orcid.org/0000-0002-7732-6194
https://ror.org/05teb7b63

Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 363-374, 2025
B. Tekin, T. Kaya

1. Introduction

Troubleshooting is critical to the continued and smooth operation of an industrial system. A brushless
DC electric motor is a synchronous motor that uses direct current (DC).It is also known as a commutated
motor. It started to become widespread in the 1960s [1]. A BLDC motor offers high power density,
efficiency, and low noise levels. For this reason, they are used in industrial control systems, automotive,
robots and white goods areas [2-4]. The presence of permanent magnets instead of windings in the rotor
has reduced the weight and volume of the motor in addition to reducing losses [5]. In addition, BLDCs
have complex control circuits and are expensive. They also need location information [6-8]. In these
motors, where precise speed and position control can be made, it is important to detect the fault in
advance so that any fault does not affect the sensitivity of the motor.

BLDC motor is frequently preferred in variable speed applications because it has high starting torque.
It emits low acoustic noise due to the absence of brush friction [1,9]. A BLDC Motor is used in devices
such as Electric vehicles, Hybrid vehicles, Industrial robots, Washing machines, Conveyors, Fans.
Malfunctions occur in a BLDC Motor, just like other machines, and it is very important to follow these
malfunctions in order to return them to normal operating conditions as soon as possible [10]. Intelligent
techniques (Al) have been successfully used for fault diagnosis in machines.

In the study Ref. [11], NN classifies healthy and faulty conditions by analyzing the stator current and
rotation speed of the motor. In [12], stator current and lateral vibration measurements were used to
extract meaningful features by wavelet transform to identify bearing faults in BLDC under variable
operating conditions. [13] presents a bearing failure analysis of BLDC motors. The vibration signal of
both healthy and defective bearings was analyzed by identifying specific frequencies in the vibration
spectrum. A recurrent neural network was then used to detect and classify the presence of bearing faults.
Khan et al has contributed to the detection and classification of faults in electric vehicle interface
connections by ML tools [14].

Sarman et al. presents a fault diagnosis method for brushless direct current motor drives using hybrid
ML models, achieving 98.8% accuracy in detecting open circuit and short circuit faults [15].

In [16], SAC-DM technique was applied to diagnose malfunctions in electromechanical systems from
audio signals through tests performed on a small BLDC motor. Wavelet Multiresolution Analysis
(WMA) has been used to separate a chaotic signal component from the noise emitted by the engine.
Similarly, 92% accuracy rate was achieved in the prediction of BLDC motors by using audio signal
processing and ML models for preventive maintenance planning [17]. To estimate the remaining service
life of BLDC motors, a prediction with 88% accuracy was made using the Random Forest algorithm
[18].

In this proposed study, high and low frequency components in data will be separated by using DWT.
Then, statistical features will be obtained, data size will be reduced and new features will be extracted.
The new features obtained will be analyzed with ML methods, success metrics for the BLDC failure
situation will be obtained and interpreted.

The workflow consists of the material and method part (dataset, used method steps) in section 2, the
experimental results part in section 3 and finally the conclusions part.

2. Material and Method

2.1. Dataset

The dataset, used in this work, comprises of 43 .wav files and approximately 10 seconds each. In
addition, sampling frequency is 16 kHz containing the sound of four A2212 BLDC motors [19]. Dataset

comprises of healthy motors, propeller failure and bearing failure types. These categories number of file
sizes are listed in Table 1 and samples are shown in Figure 1. The sound of an engine varies depending
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on whether the various components are working properly. The sounds of normal, bearing faulty and
propeller faulty engines are different as each type of fault affects the operating dynamics of the engine
differently. The sound of a properly operating engine is constant and smooth (Figure 1a). The sound of
a Propeller Faulty Engine is low, muffled, irregular and may have increased vibration (Figure 1b). The
sound of a bearing faulty engine is high-pitched, humming and irregular (Figure 1c).

Table 1. Number of file sizes dataset

Sound Type Number of File Sizes
Healthy Motor 20
Bearing Motor 7
Propeller Motor 16
0015 ‘ ety ' Propeller
0.025 T T
0.01 1 0.02

0.015
0.005 | 0.01

0.005

-0.005 |
-0.005

-0.01

-0.015

-0.02

-0.015 . L . . -0.025 . . . . . L . .
0 1 2 3 4 5 0 2 4 6 8 10 12 14 16 18
<10° x10*

%107 Bearing

0 2 4 6 8 10 12 14 16 18
x10%

Figure 1. () Healthy, (b) propeller failure and (c) bearing failure motor sound samples

2.2. Application of flow chart

The dataset used in the study was taken as ready. In case of using a real-time system, external factors
such as ambient noise will affect the analysis. Filtering techniques can be used to minimize these factors,
increase the reliability of the system and reduce errors (low pass, Kalman filter, Wiener filter). To reduce
electromagnetic noise, devices and sensors can be protected with special shields, the signal can be
converted to the frequency domain and unwanted frequency components can be separated. Each
approach can be customized according to the application area and the characteristics of the system.

As the dataset comprises audio signals, numerical conversion is required for feature extraction. Feature
extraction is performed with DWT from signals belonging to different categories received from the
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BLDC motor. After the signals are processed, the features obtained are classified with ML methods and
engine error detection is made. Performance evaluation is made for new data entry with the model
obtained by ML. The flow chart of the proposed model is given in Figure 2. WT is a signal processing
method used in the analysis of stationary and non-stationary signals. While only frequency information
is obtained with this analysis performed in Fourier Transform, frequency and time information of the
signal can be obtained with WT [20-22]. Since optimum time-frequency resolution can be achieved in
all frequency ranges of WT, it enables the analysis of systems with time-varying frequencies and
temporal analyzes to be performed precisely. This allows analysis to be done quickly and easily [23].
DWT is an important tool in signal processing applications because it can efficiently capture local and
global features of signals [24]. DWT separates the signal at each level into an approximation and detail
component using wavelet functions. This provides the opportunity to discard the less informative part
of the data for each level. If DWT is applied at more than one level, it gradually reduces the data size.
Approximation coefficients at lower levels carry more information and detail coefficients at higher
levels usually contain unnecessary details. It is possible to compress the data by resetting these details.
The detail coefficients obtained after DWT can usually be noise or very low frequency details. These
coefficients can be reduced to zero or low values. Coefficient thresholding serves to remove such low
value coefficients and keep only the most significant components. After the unnecessary coefficients
are zeroed out, the data is reconstructed using inverse DWT. The reconstructed data is reduced in size
and compressed but retains important information.

Convert to Divide the Extract
Audio Signals [ Processable [ » signal parts for DWT — > Statistical
Signal each column Features

1

Model Training
and
Performance Analysis

Figure 2. The flow chart of the proposed model
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Figure 3. Wavelet coefficients of each data types ((a) propeller (b) bearing and (c) healthy)
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In this work, to have a large number of features and to obtain efficient results with ML, each of the two-
column data entries was divided into two segments for feature extraction. Wavelet transform was applied
to four separate parts and their statistical properties were obtained. 7. Level Db7 is used. Wavelet
coefficients of each data types are given in the Figure 3. Since there were different numbers of files for
each species in the original data set, the data numbers were obtained as in the Table 2.

Statistical features refer to various measurements used to summarize and analyze a data set. After DWT,
extracted statistical features which are mean, median, max, min, range, std, mad and norm as shown in
Table 2. Mean is the value obtained by dividing the sum of all values in a data set by the number of
observations. The mean indicates the central tendency of the data set. Median is the middle value when
the values in a data set are ranked. The median determines the central tendency of the data set and is not
affected by outliers. Mode is the most frequently occurring value in a data set. The mode is frequently
used for categorical data. Standard Deviation measures how much the values in a data set spread around
the mean. A higher standard deviation indicates that the values in the data set are more dispersed than
the mean. Variance is the square of the standard deviation. It refers to the overall variability of the
distribution of the data set. Minimum and Maximum Values are the smallest and largest values in the
data set. The norm of a matrix is a scalar that gives some measure of the magnitude of the elements of
the matrix. After statistical properties are obtained, normalization is performed to make the data uniform.
Z-score was used as normalization. The normalized values are shown in Figure 4. The extracted features
size is listed in Table 2, after DWT and extracted statistical features. Also, the related labels are given
in Table 2.

Table 2. The extracted features size and used statistical features

Sound Type Extracted Statistical Features Sizes Label Used Statistical Features

Bearing Motor 28*11 0 Mean Range
Healthy Motor 88*11 1 Median Std
Propeller Motor 60*11 2 Maximum Mad

Total 176*11 Minimum Norm

bearingist
healthyist
propellerist

at l

o EAAAAMAAP M\M\}a M p J v JX ]

IHYY e VAV AVA VR YA ‘

0 20 40 60 80 100 120 140 160 180
Figure 4. The normalized values for each data

ML is a field that enables Al to use data and different algorithms to mimic the human learning process
and improve its accuracy. ML system; It consists of the steps of decision making, generating error
function and updating weights. Classification, one of the ML applications, is a supervised ML process.
With ML, a classification problem can be performed on used or unused data to accurately predict
whether the data will fall into relevant categories. Classification algorithms refer to ML algorithms used
to classify data into specific categories. Each of these algorithms may be more suitable for a specific
data set and application. Logistic regression is a linear classification model and is usually used in binary
classification problems [25]. Decision trees are a model that classifies data by dividing it into branches,
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there is a risk of overfitting. Random forests are a method consisting of the combination of multiple
decision trees [26]. Each tree is trained independently and the results are combined by majority voting.
Support vector machines try to find the most appropriate hyperplane that separates data points into
different classes.lIt can be used for two or multi-class problems [27]. Artificial neural networks process
data with structures based on the working principle of the human brain. It performs very well with high
accuracy and large data sets. LDA projects the data to a lower-dimensional space in order to distinguish
classes [28]. It maximizes the differences between classes while minimizing the variance within the
class, and is effective in working with high-dimensional data.

Bagged trees are an ensemble learning technique in ML and attempts to balance the tendency of each
tree to overfit by combining multiple decision trees [29]. It allows creating multiple decision trees from
different subsets of training data. It also combines predictions to improve model performance. Samples
are taken from the original training dataset and several new training sets are created. Each of these
examples is used to train a separate decision tree. A decision tree is trained on each of these datasets.
Once all trees are trained it combines the predictions. Bagging helps reduce overfitting in decision trees
because the average of more than one tree is taken [30]. In addition, it reduces variance, which in turn
affects performance. Bagging makes the more stable output by reducing sensitivity to variations in the
training data, as better generalization performance against different datasets. It also offers parallel
computing since each model is trained independently. This is a significant advantage when working
with large datasets.

3. Experimental Results

In this work, bagged trees is chosen over other algorithms (such as SVM, CNN and LSTM) because
they reduce the risk of overfitting, can give good results with less data, can make fast calculations thanks
to their simple structure and generally have high generalization ability. In the classification made after
feature extraction and feature selection, the parameters obtained with the confusion matrix, ROC curve
and kappa coefficient were interpreted. Confusion matrix is shown in Figure 5. Figure 6 shows True
Positive Rates (TPR) - False Negative Rates (FNR), and it indicates the ability of the model to correctly
classify each class. Figure 7 shows Positive Predictive Values (PPV) and False Discovery Rates (FDR)
respectively. PPV and FDR are used to understand the model’s performance on false positives and false
negatives. If the PPV is high, most of the cases that the model predicts as positive are actually positive.
A low FDR indicates that fewer of the positive predictions are actually incorrect. Using these metrics
together helps evaluate the model’s performance more comprehensively.

Model 2.22

True Class

0 1 2
Predicted Class

Figure 5. Confusion matrix of application
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True Class

Model 2.22

Figure 6. True Positive Rates (TPR) - False Negative Rates

1 2
Predicted Class

(FNR)

25.0%

4.5%

13.3%

FNR

Model 2.22

True Class

1
Predicted Class

False Discovery Rates (FDR)

Figure 7. Positive Predictive Values (PPV) and

Figure 8 and Figure 9 represent TPR-FNR and PPV-FDR bar graphs, respectively. These graphs allow the
numerical visualization of the correct prediction performance of each class to be seen.
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Figure 8. Numerical visualization of TPR-FNR values for each class
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Figure 9. Numerical visualization of PPV-FDR values for each class
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Table 3. Performance metrics

Truth Data
Class 1 Class 2 Class 3 Overall Precision
classification (%)
Classifier Class 1 21 3 4 28 75
Results Class 2 1 84 3 88 95.455
Class3 4 4 52 60 86.667
Truth Overall 26 91 59 176
Recall (%) 80.769 92.308 88.136
Overall %89.205
Accuracy
Kappa 0.821

As shown in Table 3, performance metrics are listed for this work. While the overall accuracy is
89.205%, the Recall values for each class are %, 80.769, % 92.308, % 88.136 and Precision values are
% 75, % 95.455, % 86.667. Additionally, the Kappa coefficient was found to be 0.821%. Kappa is used
to evaluate the performance of classification models. It measures the agreement between observed and
predicted classes in the classification model. The kappa value is between -1 and 1, and the closer it is to
1, the better the model performance. Figure 10 expresses ROC Curve and Area Under Curve (AUC).
AUC is used to compare the performance of classification models, especially in unbalanced
classification problems. Its value varies between 0-1. The closer a model's AUC value is to 1, the better
the performance. If it closes to 0.5, the classification ability of the model consists of random guesses.
The ROC curve shows the relationship between sensitivity and specificity at different cutoff points of
the classification model.

Model 2.22
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s 2 Model Operating Point
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True Positive Rate
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False Positive Rate

Figure 10. ROC Graphics

4. Conclusions

Classification of healthy and bad states in a BLDC motor and the use of data reduction methods provide
practical benefits in many industries. Industrial robots using BLDC motors make precise and powerful
movements. Motor failures can cause production errors and stoppages. Hence, continuous monitoring
is essential to ensure early fault detection. Data reduction allows only critical data to be transmitted
without affecting the processing speed of the robots and helps to detect motor failures more quickly.
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Another area of use is in electric vehicles, where motor failures can negatively affect the performance
of the vehicle and pose safety risks. In EVs, data reduction and healthy/bad classification techniques can
be important in terms of battery consumption and processor load. Predictions of motor health allow
users and maintenance teams to make timely interventions.

Three types of data were used in this study for a BLDC. Each data consists of 2 columns. Each column
was divided into 2 parts and wavelet coefficients were determined with the db7 wavelet. Statistical
features were extracted for 4 tracks. These features are mean, median, max, min, range, std, mad and
norm. The obtained features were classified with the bagged trees algorithm. The probability of correct

prediction of each class was examined with performance metrics. Recall, precision, accuracy, kappa,
Roc Curve, AUC are used as the metric.

5. Discussion

Although the dataset is relatively small, future studies could explore real-time deployments or augment
data with sensor fusion.
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Oz

Tagkin, bir akarsuyun c¢esitli nedenlerle yatagindan tasarak ¢evresindeki arazi, yerlesim alanlari, altyap: tesisleri
ve ekosistem iizerinde olusturdugu olumsuz etkiler olarak tanimlanabilir. Havza 6lgeginde, 6zellikle akim gozlem
istasyonlarmin  bulunmadigi durumlarda, taskin analizleri i¢in yagis-akis iliskileri i¢in hidrograflar
olusturulmalidir. Bu ¢alismada, Istanbul, Sariyer ilgesinde yer alan ve biiyiik dlgiide ormanlik niteligindeki bir alt
havza i¢in sentetik hidrograflarin olusturulmasi, yagis-akis iliskilerinin analiz edilmesi ve farkl tekerriir araliklart
i¢in tagkin debilerinin hesaplanmasi amaglanmistir. Ekstrem yagis analizleri kapsaminda, Normal, Log-Normal,
Log-Pearson Tip III ve Gumbel olasilik dagilim fonksiyonlari kullanilarak ¢esitli tekerriir araliklar1 (T = 2, 5, 10,
25, 50, 100 y1l) i¢in 24 saatlik maksimum yagis degerleri hesaplanmistir. Log-Pearson Tip III yontemiyle elde
edilen yagis degerlerinin daha yiiksek oldugu belirlenmis ve tagkinlarin ekstrem dogasi géz oniine alindiginda,
debi hesaplamalarinda bu yontemin kullanilmasi tercih edilmistir. Calismanin ikinci agamasinda, havzanin fiziksel
ozellikleri ve boyutsuz birim hidrograf koordinatlar1 kullanilarak, DSI, Mockus ve Snyder birim hidrograf
yontemleri araciligiyla cesitli tekerriir araliklart i¢in havzaya 6zgii tagkin hidrograflari liretilmistir. Sonuglar, DSI
ve Mockus yontemlerinin birbirine yakin ve yiiksek pik debi degerleri tirettigini (T = 100 y1l i¢in Qmax Sirastyla
67,44 ve 63,76 m3/s), buna karsin Snyder yonteminin daha diisiik pik debi degerleri (T = 100 y1l i¢in Qmax = 32,17
m?®/s) ancak daha uzun siireli bir hidrograf olusturdugunu ortaya koymustur. Genel olarak, DSI ve Mockus
yontemlerinin, ormanlik ve nispeten kiiglik havzalarda (=10 km?) tagkin analizlerinde kullanilacak hidrografin
olusturulmasi agisindan daha uygun oldugu sonucuna varilmistir. Bu calisma, Istanbul'un kentlesen bir bolgesinde,
ormanlik alanlarin hakim oldugu 6l¢iim istasyonu bulunmayan bir havza icin 6zel olarak uyarlanmis ii¢ yaygin
sentetik birim hidrograf yonteminin karsilastirmali bir degerlendirmesini sunarak, veri yetersizligi yasanan
bolgelerde hidrolojik modelleme konusunda literatiire katk: saglamaktadir.
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Abstract

Flooding refers to the adverse effects caused by rivers overflowing their banks due to various reasons, affecting
surrounding land, residential areas, and infrastructure. At the watershed scale, particularly in cases where flow
monitoring stations are absent, hydrographs must be generated to analyze rainfall-runoff relationships for flood
assessments. This study aims to generate synthetic hydrographs, analyze rainfall-runoff relationships, and estimate
flood discharges for different return periods in a predominantly forested sub-watershed located in the Sariyer
district of Istanbul. The study analyzed extreme rainfall by calculating 24-hour maximum values for return periods
of 2 to 100 years using four common probability distribution functions: Normal, Log-Normal, Log-Pearson Type
111, and Gumbel. Among these methods, Log-Pearson Type |1 yielded higher rainfall values, and given the extreme
nature of floods, it was preferred for discharge calculations. In the second stage of the study, flood hydrographs
specific to the watershed were generated for different return periods using the DSI, Mockus, and Snyder unit
hydrograph methods, incorporating watershed physical characteristics and dimensionless unit hydrograph
coordinates. The results indicated that the DSI and Mockus methods produced similar and higher peak discharge
values (Qmax = 67.44 and 63.76 m*/s, T=100 years), whereas the Snyder method resulted in lower peak discharge
(Qmax = 32.17 m*/s for T = 100 years) but a longer hydrograph duration. Overall, it was concluded that the DSI and
Mockus methods are more suitable for flood analysis in forested and relatively small watersheds (=10 km?) due to
their effectiveness in generating hydrographs for flood assessments. This study contributes to the literature by
offering a comparative evaluation of three widely used synthetic unit hydrograph methods, specifically tailored
for a forest-dominated ungauged basin in an urbanizing region of Istanbul, providing actionable insights for flood
estimation in data-scarce, forested urban catchments.
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1. Introduction

Flooding is a natural phenomenon in which a river overflows its banks due to various factors, causing damage
to surrounding land, settlements, infrastructure, and living organisms while disrupting the economic and
social life of the affected region [1]. Factors such as climate change, unplanned urbanization, unauthorized
interventions in riverbeds, degradation of river basins, improper use of floodplains, and inadequate
infrastructure for water flow in road and railway crossings further exacerbate the impacts of floods. Human
influence plays a significant role in flood occurrence. In the absence of natural meteorological and geological
conditions, flooding is unlikely to occur without natural or anthropogenic triggers. However, human
interventions are a decisive factor in transforming floods into disasters. For instance, uncontrolled
construction in floodplains, unauthorized urbanization in upstream areas, deforestation, vegetation loss, and
improper land use are among the key contributing factors. Floods—frequently observed in Tirkiye— rank
second after earthquakes in terms of economic losses caused by natural disasters [2]. Compared to
earthquakes, predicting the potential impacts of floods is relatively easier. However, it is not possible to
determine the exact extent of the damage they may cause. Estimating flood discharges enables the modeling
of flood scenarios and helps identify appropriate mitigation strategies. Therefore, the magnitude of floods
can be scientifically calculated through statistical analyses based on available hydrometeorological data,
allowing the development of flood scenarios with different return periods.

A river basin is defined as a system that transforms incoming rainfall into runoff. Therefore, for a given river
basin, rainfall serves as the input parameter, while runoff is considered the output dependent on this rainfall.
When there is a lack of flow measurements over a certain period or an absence of any flow observations
within a river basin, estimating runoff values based on rainfall becomes a fundamental motivation for
analyzing the basin as a system. However, due to the complex nature of the rainfall-runoff relationship in
river basins, the system is often simplified through certain assumptions, leading to the development of a
mathematical model [3]. During the planning of hydraulic structures or the construction of river engineering
projects, it is essential to determine flood peaks that may occur at various return periods (e.g., T = 10, 100,
500 years). The most commonly used methods for estimating flood peaks include: (i) Statistical approaches
based on streamflow observations to calculate flood peak and duration, and (ii) Methods utilizing rainfall
data and unit hydrographs to estimate flood peaks and their durations. If a sufficient number of streamflow
measurements are available for the watershed, statistical methods can yield reliable results for flood discharge
estimation. However, in many rainfall-dominated regions, rainfall-runoff data are often unavailable.
Consequently, synthetic unit hydrographs have been developed to address this limitation.

Sonmez et al., (2012) [4] applied the Snyder, Kirpich, Mockus, and Soil Conservation Service (SCS) methods
to estimate flood discharge for eight streams in Istanbul. They reported that the Snyder method yielded higher
discharge values; however, they also noted that this method is directly related to watershed area and
geometric shape. Consequently, an increase in flood discharge was observed as the watershed area increased.
Kumanlioglu and Ersoy (2018) [5] estimated flood discharges for various return periods in the Kizildere
stream, a tributary of the Gediz River, using the SCS and Mockus methods. They emphasized the necessity
of determining these flood hydrographs to minimize potential loss of life and property, particularly in
watersheds with high agricultural productivity. Bantchina and Giindogdu (2021) [6] analyzed flood
discharges and watershed characteristics for the Niliifer Dam Basin (Tiirkiye) using Geographic Information
Systems (GIS) and various synthetic unit hydrograph methods, including the DSI, Mockus, and the Snyder
methods. Their results indicated that the highest peak discharge value was obtained using the DSI method
(Qy=4.40 m?/s/mm), while the lowest was derived from the Mockus method (Qy=3.75 m?/s/mm). They
highlighted the necessity of employing synthetic unit hydrograph methods in stations lacking direct flow
measurements.

In the presented study, flood hydrographs corresponding to different return periods were determined for a
sub-basin in Sartyer, Istanbul, where no streamflow measurement data are available. These hydrographs were
generated using synthetic unit hydrographs, including the DSI Synthetic Method, Mockus Method, and
Snyder Method. As part of the analysis, a frequency analysis was conducted using the highest value among
the annual maximum daily (24-hour) precipitation records, and the best-fitting probability distribution
function was identified to derive daily maximum precipitation values for different return periods. These
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precipitation values were then used as the primary input data for constructing synthetic unit hydrographs.
Unlike many prior studies centered on rural or agricultural areas, this research examines a forested sub-basin
in a rapidly urbanizing region. This setting offers a unique opportunity to evaluate the reliability of synthetic
hydrograph methods in the complete absence of flow measurements. Furthermore, the study integrates high-
resolution GIS data and evaluates method performance across a full range of return periods, which enhances
its practical relevance for urban flood risk planning.

The main objective of the present study is to estimate flood discharges in a small, ungauged, forest-dominated
sub-catchment in Istanbul's Sariyer district using three widely applied synthetic unit hydrograph methods
DSI, Mockus, and Snyder. Even though synthetic methods have been used in many basins of Tiirkiye,
comparative assessments for forested urban basins are limited in the literature. This study closes that gap by
evaluating the performance of each method under different return periods, giving insight into their
dependability in hydrologically similar basins. The results enhance not only knowledge on rainfall-runoff
modeling in data-poor areas but also inform real-world practice among hydrologists and engineers designing
drainage and flood control systems for rapidly urbanizing, topographically heterogeneous watersheds

2. Materials and Methods
2.1. Study area and dataset

The study area encompasses a sub-basin located within the boundaries of Sariyer district on the European
side of Istanbul. This region, which covers an area of approximately 10 km?, is a mostly forested area located
to the west of the Sariyer district center, south of the Zekeriyakdy district and west of the Bahgekdy district.
A map generated using a 5-meter resolution Digital Elevation Model (DEM) provides a detailed
representation of the study area and is presented in Figure 1. The elevation of the basin ranges from 2 to 234
meters, with an average elevation of 109.5 meters. While higher altitude values are observed in the northern
parts, the altitude decreases towards the south. To analyze the land use and land cover (LULC) of the study
area, Landsat-8 satellite images from 2023 were downloaded at a 10x10 m resolution using the Sentinel-2
Land Cover Explorer. According to the findings, approximately 80% of the basin area is forested and the
remaining part is built area (Figure 1.). An analysis of the climatic characteristics of the study area, based on
maps prepared by the Republic of Turkey Ministry of Environment, Urbanization, and Climate Change,
reveals that the region falls within a humid to semi-humid climate zone according to various classification
methods, including those of Aydeniz, Ering, and Thornthwaite. This indicates that the area experiences mild
winters and hot summers, exhibiting characteristics similar to the Mediterranean climate. In the calculation
of flood discharges, the curve number (CN) of the basin was determined to be 55 by considering the basin's
vegetation cover and geological structure together.

In this study, annual maximum rainfall data from the Turkish State Meteorological Service, specifically from
the Sartyer station, were obtained (Figure 2.). Using the daily maximum rainfall data, extreme rainfall values
were calculated using probability distribution functions commonly employed in the literature, such as
Normal, Log-Normal, Log-Pearson Type I1, and Gumbel. The calculated extreme rainfall values were used
as input parameters for generating synthetic unit hydrographs across various return periods.
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Figure 2. Annual maximum 24-hour observed precipitation at Sartyer Meteorological station

2.2. Probability density functions

The irregularity of rainfall leads to many hydrological variables exhibiting the characteristics of random
variables. Due to the availability of long-term rainfall records, statistical methods have been employed in the
calculation of extreme rainfall values. In this study, extreme rainfall values were calculated using probability
distribution functions that are frequently used in the literature, including Normal, Log-Normal, Log-Pearson
Type 11, and Gumbel. The probability distribution functions and their parameters used for extreme rainfall
analysis in this study are summarized in Table 1.

For the Normal distribution, the possible rainfall values for specific return periods (T) are expressed in

Equation 4 in Table 1. The three key parameters are the arithmetic mean (i), standard deviation (ox), and
frequency factor (Kr). While the mean and standard deviation are obtained from the dataset, the frequency
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factor is calculated using Equation 3. The "w" parameter in Equation 3 is calculated based on the exceedance
probability of the return period (p = 1/T), as presented in Equation 2.

The Log-Normal distribution is expressed as the distribution of a random variable whose logarithm follows
a normal distribution. The necessary operations to calculate the likely extreme rainfall for a given return
period are equivalent to those of the Normal distribution. However, it is important to note that in this case,
the "x" values must be processed as "logx."

The Gumbel distribution is widely used in hydrological studies due to its success in modeling extreme data
[7-8]. It estimates rainfall values based on the mean, standard deviation, and a modified frequency factor (Kr)
defined specifically for extreme value distributions [9-10].

The Log-Pearson Type Il distribution is frequently utilized in estimating floods for different return periods.
Several studies have emphasized that this distribution is recommended for flood estimation because it
accounts for the skewness in rainfall data [9-10]. The frequency factor (k) for the Log-Pearson Type Il
distribution is used as shown in Equation 14 and is read from various tables depending on the return periods
and Cs value [11].

Table 1. Probability Density Functions and calculation formulas
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Table 1. (Continue) Probability Density Functions and calculation formulas
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2.3. Synthetic unit hydrographs

Flood calculations are performed using synthetic unit hydrograph methods. For this purpose, various
synthetic methods such as the DSI Synthetic Unit Hydrograph, the Mockus Synthetic Unit Hydrograph
Method, and the Synder Synthetic Unit Hydrograph Method can be utilized. In this study, the physical
characteristics of the study area were first determined using maps created in a GIS environment. The
calculation process consists of three main steps. In the first step, precipitation values representing the studied
watershed were calculated for various return periods. In the second step, a watershed-specific unit hydrograph
was created using the physical characteristics of the watershed and dimensionless unit hydrograph
coordinates. Finally, based on these data, flood peak values were calculated. The dimensionless unit
hydrograph coordinates used in creating the hydrographs are presented in Table 2, and the details of these
calculation steps are explained in the following sections.

Table 2. Dimensionless unit hydrograph coordinates

TITo | QIQo | T/Ty | QIQy | T/Ty | Q/Qy
0.0 0.000 1.0 1.000 24 0.180
0.1 0.015 11 0.980 2.6 0.130
0.2 0.075 1.2 0.920 2.8 0.098
0.3 0.160 1.3 0.840 3.0 0.075
0.4 0.280 1.4 0.750 3.5 0.036
0.5 0.430 15 0.660 4.0 0.018
0.6 0.600 1.6 0.560 4.5 0.009
0.7 0.770 1.8 0.420 5.0 0.000
0.8 0.890 2.0 0.320
0.9 0.970 2.2 0.240

2.3.1. DSI synthetic unit hydrograph method

The DSI synthetic unit hydrograph Method is used for drainage areas up to 1000 km?. For larger drainage
areas, these areas are divided into smaller units, each less than 1000 km?, to generate unit hydrographs [12].
Additionally, although the DSI synthetic unit hydrograph Method is recommended for application when T,
> 2 hours, it is not applied for areas smaller than 1 km? The catchment area (A) is determined using
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topographic maps. Then, the longest branch of the river is measured from the map (L), and the distance
between the projection of the drainage area center onto the longest river branch and the project section is
determined (L).

Firstly, the harmonic slope calculation of the land is required. For this purpose, starting from the river source
and following the project section, elevations and distances are recorded. The entire length is segmented into
ten equal parts, and the harmonic slope is determined accordingly. Basin harmonic gradient,

g_| 10 (15)
B 1
25

Basin parameter,

_ LxL,

g (16)

Once the catchment area and basin parameters are determined, the Rain productivity (qp) is calculated using
Equation 17:

E

414

= TA0225 0.16
A x E

G @an

gp represents the discharge per unit km? of the rainfall area at the peak of the flood hydrograph, generated by
a two-hour rainfall event that produces 1 mm of runoff over the basin.
The unit hydrograph peak discharge, Qp (m*/s/mm):

Q, = Axq, x107 (18)
Unit hydrograph volume, V,, (m?):
V, = Axh, x10° (19)

The hydrograph duration (T, hours) and the hydrograph rise time (T, hours) are given in Equations 20 and
21, respectively.

Vv
T=365— 20
Q (20)

T:

.
- @)

After following the aforementioned procedure, the 24-hour rainfall-duration-return periods are multiplied by
the number of pluviographs and the maximization factor (1.13). The adjusted rainfall values obtained are
then used to determine the excess rainfall coefficients (h). The runoff coefficient is calculated using Equation
22.

P-02S)
. (P-025)

~ (P+0.89) 22
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Finally, the flood discharges are calculated by multiplying the peak discharge by the runoff coefficients
determined separately for each return period (Equation 23).

Q=hxQ, (23)

The Qp and T, values of the unit hydrograph are scaled using the dimensionless unit hydrograph coordinates
to obtain the DSI synthetic unit hydrograph coordinates specific to the basin. The dimensionless unit
hydrograph coordinates are provided in Table 2.

2.3.2. Mockus unit hydrograph method

In the Mockus method, hydrographs are triangular in shape, making them preferable due to their
computational and graphical simplicity [13]. This method can be applied in regions where no streamflow
gauging station is available or where long-term recorded data are lacking. The Mockus method is suitable
for drainage basins with a collecting time (T¢) of less than 30 hours. The necessary parameters and procedural
steps for generating a unit hydrograph using the Mockus method are presented below.

0.77

T =0.00032x

(24)

0.385

where T = Collecting Time (hours), L = Stream length (m), S = Harmonic slope

After determining the collecting time (T.) based on stream length and harmonic slope, Precipitation time (D)
is calculated using Equation 25:

D=2,T. (25)

Then, the rise time of the hydrograph (Tp) is calculated according to Equation 26:
T, =(0.5xD)+(0.6xT,) (26)

Hydrograph descent time (T,) is calculated according to Equation 27:

T, =1.67xT, (@7)
Flood time (Ty) is expressed as the sum of the rise time of the hydrograph and hydrograph descent time:
T, =T, +T, (28)
The discharge, Qp, generated by a 1 mm rainfall, can be calculated using the following relation:

B KxAxh,
T

p

Q, (29)

Here, K is the catchment coefficient. Istanbulluoglu et al., [14] investigated the K value for various basins of
Tiirkiye and showed that it varies between 0.10-0.40.

After following the aforementioned procedure, the 24-hour rainfall-duration-return periods are multiplied by
the number of pluviographs and the maximization factor (1.13). The adjusted rainfall values obtained are
then used to determine the excess rainfall coefficients (h). The runoff coefficient is calculated using Equation
22. Finally, the flood discharges are calculated by multiplying the peak discharge by the runoff coefficients
determined separately for each return period, as given in Equation 23. The Qpand T, values of the unit
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hydrograph are scaled using the dimensionless unit hydrograph coordinates to obtain the coordinates of the
Mockus Synthetic Unit Hydrograph specific to the basin.

2.3.3. Snyder unit hydrograph method

This method was proposed by Snyder [15] and in this method, Snyder studied unit hydrographs of basins
located in the high regions of the Appalachian Mountains in the United States, defining a standard unit
hydrograph. By examining unit hydrographs of various basins in the U.S., Snyder developed the following
formulas for the Tp, rise time and Q, peak discharge of the unit hydrograph:

T =0.75xC, x(LxL,)" (30)

Here, T, is the rise time, L is the stream length, L. is the distance from the centroid of the catchment area to
the catchment outlet, and C.is a coefficient related to the watershed surface.
The relationship between the effective rainfall duration, T;, and the shower time, T, is given in Equation 31:

T -2 (31

The unit discharge at the peak point of the hydrograph (qp) (L/s/km?/cm) is calculated using the equation.

276xC,
T

p

9 (32)

Here, C, is a coefficient dependent on the characteristics of the catchment area. To determine the unit
hydrograph for the catchment, the catchment parameters (C, and C;) mentioned above must be known. Table
3 shows the values of the relevant parameters used in the literature.

Table 3. Coefficient values related to the surface for the Snyder method [16]

Soil Type Ct Cop

Sandly 1.65 0.56
Bog 1.50 0.63
Clayey or rocky 1.35 0.69

Finally, the unit hydrograph peak discharge (m?®'s/cm):
Q, = Ax qp><1073 (33)

The unit hydrograph peak discharge (m*/s/cm) is calculated from the formula. The obtained values represent
the discharge corresponding to a 1 cm flow height. After following the aforementioned procedure, the 24-
hour rainfall-duration-return periods are multiplied by the number of pluviographs and the maximization
factor (1.13). The adjusted rainfall values obtained are then used to determine the excess rainfall coefficients
(h). The runoff coefficient is calculated using Equation 23. Finally, the flood discharges are calculated by
multiplying the peak discharge by the runoff coefficients determined separately for each return period, as
given in Equation 24.
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The Qp and Tp, values of the unit hydrograph are multiplied by the dimensionless unit hydrograph coordinates
of the synthetic method to obtain the coordinates of the Snyder Synthetic Unit Hydrograph specific to the
basin.

3. Result and Discussion

In this study, frequency analysis was performed using the largest daily (24-hour) rainfall values of the current
year from the Sariyer meteorological station (Figure 2), and the distribution function that best fits the sample
distribution was selected. Daily maximum rainfall values for various return periods (T = 2, 5, 10, 25, 50, 100)
were calculated. The extreme rainfall values for all probability functions at different return periods are
summarized in Table 4 and presented in Figure 3. For short return intervals (T = 2, 5 years), the Normal
distribution provides the highest extreme rainfall values, while for relatively long return intervals (T = 10,
25, 50, 100 years), the Log-Pearson Type Il distribution generates the highest rainfall values.

Table 4. Extreme distribution of daily maximum precipitation

Return Periods (year)

PDF
2 5 10 25 50 100
Normal 62.80 85.24 96.95 109.48 117.56 124.80
Log-Normal 57.58 81.12 96.75 116.82 131.93 147.13
Gumbel 58.44 82 97.63 117.34 131.96 146.50
Log-Pearson Tip 111 56.73 80.45 97.82 121.17 140.57 160.49
180
160
140 -
) 120 /
E 100
E o / Normal distribution
“E 60 [ Log-Normal distribution
¥ —e— Log-Pearson T1ip III distribution
40 —e— Gumbel distribution
20
0
0 20 40 60 80 100 120

Return periods (year)

Figure 3. Extreme distribution of daily maximum precipitation

Many scientific studies in the literature have emphasized that the Log-Pearson Type Il distribution should
be used in flood discharge calculations [17-18]. Additionally, when compared to other probability
distribution functions, the rainfall values obtained with the Log-Pearson Type I11 distribution are higher, and
since floods are extreme events, the extreme rainfall values derived from this method have been used in
discharge calculations.

As mentioned above, the basin unit hydrograph was obtained with the help of the basin's physical
characteristics and the dimensionless unit hydrograph coordinates. Below, the physical characteristics of the
basin that were initially identified, along with the magnitudes calculated using these characteristics, are
presented (Table 5).

385



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 375-392, 2025
E. Kesgin

Table 5. Numerical values of study basin

Watershed Characteristics Result
Watershed Area (km?) A=10
Watershed minimum height (m) 2
Watershed maximum height (m) 234
Watershed mean height (m) 109.5
Watershed Direction South, Southeast
Watershed longest flow path (m) L=6515
Centroidal longest flow path (m) Lc.=2230

After the physical characteristics of the basin were determined in the ArcGIS 10.8 environment, the
parameters required for the DSI synthetic unit hydrograph method were calculated as provided in Section
2.3.1 and are presented in Table 6.

Table 6. DSI synthetic method calculation table

Parameters Calculation Value
Harmonic slope S =10/3 (1/S) 0.0197
Basin parameter E=L*L./VS 103.43
Rain productivity Op = 414/(AD225+E0-16) 117.39
Peak discharge Qp = A*qy*10°3 1.174
Unit volume Vp= A*h,*10° 10000
Hydrograph duration T=(3.65V/Q,)/3600 8.64
Hydrograph rise time Tp 1.728

After determining the physical characteristics of the basin and the parameters for the DSI synthetic method,
the 24-hour rainfall repetitions, pluviograph factor, precipitation area adjustment coefficient, and
maximization value were adjusted. For this process, the final multiplication factor of 1.13 was applied to the
current rainfall values to obtain the 24-hour adjusted rainfall values (Table 7). Then, using the 24-hour
adjusted rainfall values, the excess rainfall coefficients (h) was calculated as given in Equation 22. Flood
discharge values were obtained by multiplying the runoff coefficients with the peak discharge values for
different return periods (Table 7).

Table 7. DSI method flood discharge calculation

Return Periods (year)

2 5 10 25 50 100
Log'Pearso{‘/;L%”' Rainfall o6 24 80.46 97.82 121.17 140,57 160.49
Final m“'t('i"'lcga)“on factor ¢/ 10 90.92 11054 136.92 158.84 181.35
Excess ra'”fgi; coefficients 2.21 0.47 17.19 29.99 42.31 56.22
Flood discharge (m%s) 2.498 11.083 20.340 34.546 51.002 67.443

The final obtained values of Qp: 1.174 m*/s/mm and Ty: 1.728 hours were multiplied by the dimensionless
unit hydrograph coordinates (Table 2) to derive the unit hydrograph for the stream (Figure 4a).
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Tcis calculated by substituting the values of L (Watershed longest flow path) and S (harmonic slope) into the
Equation 24 according to the Mockus method.

Te=0.00032* (6515%77/0.0197°%%®) = 1.254 hour
The value of D is calculated by substituting T, into the Equation 25:

D=2 * 1.254%°=2.24 hour
T, is calculated by substituting the values of D and T. into the Equation 26:

Tp =0.5* 2.24 +0.6*1.254 = 1.872 hour

The values of T, and Ty, are calculated by substituting H (1.67 constant) and T, into the Equation 27 to obtain
Ty, and then substituting T, and T, into the Equation 28 to calculate Tp.

T,=1.67*1.872=3.126 hour

Tp=1.872+3.126 = 4.998 hour

The value of Q, is calculated by substituting the values of K, A and h into the Equation 29:

Qp = (0.208*10*1)/1.872 = 1.111 m*/s

After determining the peak discharge, the 24-hour maximum rainfall values for different return periods and
the excess rainfall coefficients were calculated (Table 8). As given in Equation 23, the peak discharge of the
unit hydrograph multiplied by the flow coefficient resulted in the calculation of flood discharge values for
different return periods, which are presented in Table 8.

Table 8. Mockus method flood discharge calculation

Return Periods (year)

2 5 10 25 50 100
Log'Pearso\”/;Lpe”' Rainfall oo 24 80.46 97.82 121.17 140.57 160.49
Final m”'t('i’_“lceg“on factor ¢4 10 90.92 110.54 136.92 15884 18135

Excess ra'”f(ar:; coefficients 59 9.47 17.19 29.99 4231 56.22
Flood discharge (m?/s) 2.362 10.479 19.231 32.662 48.221 63.766

The final obtained values of Qp: 1.111 m*/s/mm and Tp: 1.872 hours were multiplied by the dimensionless
unit hydrograph coordinates (Table 2) to derive the unit hydrograph for the stream (Figure 4b).

For the Snyder method, as given in Equation 30, T, (time to peak) is calculated as the rise time.

T,=0.75*1.65*(6.51*2.23)"3=2.76 hour
Using Equation 31, T, is calculated:

T =2.76/5.5 = 0.55 hour

According to Equation 32, the peak discharge per unit area of the standard unit hydrograph is calculated in
units of (I/sec/km?/mm):

o= 276*0.56/2.76 = 56 I/sec/km?/mm

Then, the discharge value at the flood peak is calculated using Equation 33:
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p = 10* 56*10° = 0.560 m%s/mm

The final obtained values of Qp: 0.560 m?/s/mm and Ty: 2.76 hours were multiplied by the dimensionless unit
hydrograph coordinates (Table 2) to derive the unit hydrograph for the stream (Figure 4c).

Table 9. Snyder method flood discharge calculation

Return Periods (year)

2 5 10 25 50 100
Log-Pearson TR I Rainfall 5673 g0ag 97.82 121.17 14057  160.49
Final m“'t(ig_"lgﬂon factor 6410 90.92 110.54 136.92 15884 18135
Excess rai“fg']') coefficients 5, 9.47 17.19 29.99 4231 56.22
Flood discharge (m?/s) 1.191 5.286 9.702 16.478 24.328 32.170

After determining the peak discharge, the 24-hour maximum rainfall values for different return periods and
the flow coefficients were calculated (Table 9). As given in Equation 23, the peak discharge of the unit
hydrograph multiplied by the excess rainfall coefficients resulted in the calculation of flood discharge values
for different return periods, which are presented in Table 9.

Table 10 presents the flood discharge values calculated using different methods for various return periods.
Additionally, Figure 4 illustrates the flood hydrographs computed for different methods and return periods.
Furthermore, Figure 5 presents the flow values for different return periods obtained using different unit
hydrograph methods and a representation of the maximum flood discharges observed for the 100-year
recurring rainfall.

Table 10. Calculated flood discharge for different return periods

Return Periods (year)

Methods
2 5 10 25 50 100
DSl 2.498 11.083 20.340 34.546 51.002 67.443
Mockus 2.362 10.479 19.231 32.662 48.221 63.766
Snyder 1.191 5.286 9.702 16.478 24.328 32.170

When examining Figure 4 and Table 10, compared to the Snyder method, both the DSI and Mockus methods
produced consistently higher peak discharges across all return periods. This similarity suggests not only
comparable hydrograph shapes but also reinforces their reliability for small, forested catchments. In addition
to the closeness of discharge values, these two methods also yield hydrographs with similar durations. In
contrast to DSI and Mockus, the Snyder method generated substantially lower peak discharges and exhibited
a more prolonged hydrograph response, likely due to its sensitivity to basin shape and longer time-to-peak
assumptions. Furthermore, these discharges align with expectations for a small forest-dominated watershed
of approximately 10 km? The highest peak discharge obtained (Qmax = 67.44 m>/s for the DSI method at a
100-year return period) corresponds to an average unit discharge of ~6.74 m*/s/km?. This value is within the
range reported in the literature for similar basins in Tiirkiye, especially those located in humid to semi-humid
climates [5, 6]. Furthermore, the lower discharges produced by the Snyder method can be attributed to its
sensitivity to shape parameters and its assumption of a longer time to peak. The close agreement between the
DSI and Mockus results strengthens their applicability in small, forested catchments and confirms the
hydrological plausibility of the computed discharges within the adopted methodological framework.
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Figure 4. Various synthetic unit hydrograph methods and flood hydrographs for return periods: a) DSI Method, b)
Mockus Method, c) Snyder Method (The DSI and Mockus methods show higher peak discharges and shorter
durations compared to the Snyder method)
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Figure 5. Comparison of flood discharges: a) DSI, Mockus, and Snyder methods for various return periods (The

DSI method consistently produces the highest discharges across all return periods) b) Synthetic unit hydrographs

for a 100-year return period (Snyder method results in a longer hydrograph duration and lower peak compared to
DSI and Mockus methods)

In summary, the findings of the presented study are consistent with recent research highlighting the
importance of method selection based on basin characteristics. Mukherjee et al. (2024) showed that
deterministic methods are effective for small, forested headwater catchments, while other approaches
perform better in larger basins [22]. Aziz et al. (2025) [23] emphasized statistical methods for urban
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flood planning, and Saplioglu (2025) [24] demonstrated that optimization techniques can enhance model
accuracy. These studies support the conclusion that the DSI and Mockus methods are particularly
reliable for flood estimation in small, ungauged, forested basins, such as the one examined in this study.

Given the destructive nature of floods as extreme hydrological events, it is essential to utilize the most severe
hydrograph obtained in flood modeling studies. Accurately generated precipitation data and hydrographs
with high-resolution values play a critical role in areas such as flood risk management, drainage design,
infiltration assessment, and the long-term sustainability of urban infrastructure systems [19-21]. Accordingly,
this study developed hydrographs that effectively represent watershed-scale rainfall-runoff relationships,
which are fundamental inputs for the creation of flood inundation and water depth maps.

On the other hand, there are many uncertainties in hydrological modeling of ungauged basins. The main ones
are potential errors in rainfall data—specifically for the application of one station—statistical uncertainty of
extreme rainfall distributions that were fitted, and errors in land use classification due to satellite resolution
or seasonality. In addition, empirical coefficients used for synthetic unit hydrograph methods, which are
occasionally borrowed from other basins, may not be representative of local conditions. While these
uncertainties are not precisely quantified in this study, they need to be considered when evaluating the results
and planning future research.

4. Conclusion

This study evaluated three synthetic unit hydrograph methods—DSI, Mockus, and Snyder—for estimating
flood discharges in a small, forest-dominated ungauged sub-basin in Istanbul. Among these, the DSI and
Mockus methods yielded consistently higher and more conservative discharge values, aligning closely with
each other and demonstrating suitability for hydrological applications in similar catchments. Their reliance
on physically-based parameters rather than empirical coefficients enhance their practical utility, particularly
in data-scarce environments.

While the selected methods performed robustly, attention must be paid to uncertainties such as limitations in
rainfall measurement, classification errors in land use data, and assumptions inherent to empirical
coefficients. These factors, although not explicitly quantified in this study, underscore the importance of
further calibration and sensitivity analyses in future research.

The outcomes of this work offer a strategic foundation for advancing flood risk assessment and infrastructure
planning in other ungauged, forested urban basins—especially those facing intensified challenges from rapid
urbanization and climate variability.
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Oz

Bu calismada, biiylime ve gelisimi degerlendirmek amaciyla lateral sefalometrik radyografiler kullanilarak
servikal vertebra maturasyon (CVM) evrelerinin otomatik siniflandirilmasi gergeklestirilmistir. Van Yiizlincii Y1l
Universitesi Dis Hekimligi Fakiiltesi Ortodonti Anabilim Dali tarafindan saglanan toplam 4285 radyografi
kullanilmistir. Uzman hekimler tarafindan yapilan detayli degerlendirmeler sonucunda, tanisal dogruluk ve klinik
uygunluk kriterlerini karsilayan 3750 goriintii ¢alismaya dahil edilmistir. Segilen goriintiiler, alti sinifa (CVMS 1—
6) ayrilarak dengeli bir veri seti olusturulmus ve NFNet, ConvNeXt V2, EfficientNet V2 ve DeiT3 modelleri
kullanilarak siniflandirma islemleri gergeklestirilmistir. NFNet modeli, %96 egitim dogrulugu ve %85,7 test
dogrulugu ile en yiiksek genel performansi sergilemistir. %95 egitim dogrulugu ve %86,9 test dogrulugu elde eden
ConvNeXt V2, genelleme agisindan en dengeli model olarak 6ne ¢ikmustir. EfficientNet V2, %94 egitim
dogruluguna ulagsmasina ragmen %80,7 test dogrulugu ile sinirli bir genelleme kapasitesi gostermistir. DeiT3
modeli ise %93 egitim dogrulugu ve %77,6 test dogrulugu ile en diisiik genelleme kapasitesine sahip olmustur.
NFNet ve ConvNeXt V2, yiiksek dogruluk oranlar1 ve dengeli performanslar1 sayesinde giiglii siniflandirma
adaylar1 olarak o6ne ¢ikmistir. NFNet’in egitim ve test dogrulugu arasindaki %10,3’lik fark genelleme
kapasitesinde bir miktar azalmaya isaret ederken, ConvNeXt V2’ nin daha dar olan %8,1°lik fark: daha istikrarl
bir performans gostermistir. Sonu¢ olarak, NFNet ve ConvNeXt V2, CVM smiflandirmasi i¢in umut vadeden
modeller olarak belirlenmistir. Gelecekteki ¢alismalarda, bu modellerin performansimi artirmak ve klinik
uygulanabilirliklerini giiglendirmek i¢in daha biiyiik veri setleri kullanilmas1 ve hiperparametre optimizasyonunun
gergeklestirilmesi 6nerilmektedir.
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Abstract

In this study, an automatic classification of cervical vertebra maturation (CVM) stages was performed using raw
lateral cephalometric radiographs to assess growth and development. A total of 4285 radiographs from the
Department of Orthodontics at Van Yiiziincii Y1l University Faculty of Dentistry were utilized. Following detailed
evaluations by specialist physicians, 3750 images meeting diagnostic accuracy and clinical suitability criteria were
included. The selected images were categorized into six classes (CVMS 1-6), forming a balanced dataset for
classification with the NFNet, ConvNeXt V2, EfficientNet V2, and DeiT3 models. The NFNet model achieved
the highest overall performance, with 96% training accuracy and 85.7% test accuracy. ConvNeXt V2, attaining
95% training accuracy and 86.9% test accuracy, emerged as the most balanced in terms of generalization. Although
EfficientNet V2 reached 94% training accuracy, its 80.7% test accuracy indicated limited generalization. With
93% training accuracy and 77.6% test accuracy, DeiT3 demonstrated the lowest capacity. Both NFNet and
ConvNeXt V2 stood out as strong classification candidates based on their high accuracy and balanced
performance. While NFNet showed a 10.3% gap between training and test accuracy, indicating somewhat reduced
generalization, ConvNeXt V2’s narrower 8.1% gap suggested greater stability. In conclusion, NFNet and
ConvNeXt V2 are promising models for CVM classification. Future studies should employ larger datasets and
conduct hyperparameter optimization to enhance these models’ performance and strengthen their clinical
applicability.
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1. Introduction

In orthodontics and growth modification procedures, accurately assessing growth and developmental
stages is critically important for the success of treatment planning. Traditionally, hand-wrist radiographs
are used to evaluate skeletal maturity, providing a reliable criterion for the accurate timing of growth
spurts. However, the need for additional radiation exposure and the challenges inherent in manual
evaluation methods highlight the necessity for alternative approaches. In this context, cervical vertebra
maturation (CVM) stages derived from lateral cephalometric radiographs have emerged as a radiation-
free and easily applicable approach in routine clinical practice.

In recent years, artificial intelligence (Al) and deep learning (DL)-based methods have achieved
significant advances in medical imaging, particularly obtaining high accuracy rates in automatic
classification and segmentation tasks. Deep learning models can minimize observer-dependent
variations commonly encountered in manual assessments, thus providing more consistent and rapid
results. These technologies hold considerable potential for evaluating skeletal maturity and growth
stages in complex processes, such as cervical vertebra analysis [1-4].

In this study, the widely used Baccetti growth-development levels, whose reliability has been
demonstrated in the literature, form the basis for evaluating growth-development processes. The
Baccetti method provides a standardized framework for assessing skeletal maturity by detailing
morphological changes in the C2, C3, and C4 cervical vertebrae across six developmental stages,
particularly through lateral cephalometric radiographs. This system constitutes an easily applicable and
practical method that enables accurate determination of the timing of growth spurts. Moreover, since it
relies on lateral cephalometric radiographs commonly used in clinical settings without increasing
radiation exposure, it offers an effective, patient-friendly solution that meets current needs. In this
context, the selection of the Baccetti growth-development levels as the foundation for our classification
model is directly related to the widely accepted reliability and clinical validity of the method [5]. Figure
1 illustrates the classification of the growth spurt into six stages based on the cervical vertebrae.
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Figure 1. Baccetti growth and development levels [6]

"In this study, the automatic classification of CVM stages was aimed using lateral cephalometric
radiographs obtained from the Department of Orthodontics, Faculty of Dentistry, Van Yiiziincii Yil
University. Within the scope of the study, a balanced dataset comprising a total of 3750 raw images was
created, and the C2, C3, and C4 vertebral regions were designated as focal points. By employing various
deep learning models (ConvNeXt V2, DeiT 3, EfficientNetV2, NFNet), the goal was to improve
classification accuracy.

2. Related Studies

Atici et al. (2023) developed a continuous classification system using deep learning methods. In this
study, a parallel-structured neural network named TriPodNet was designed and tested on 1398
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cephalometric radiographs. The images were grouped by gender, and a continuous “CVCVM”
parameter was generated using two different methods: weighted average and sigmoid regression.
Sigmoid regression yielded high correlation coefficients (0.918 for females and 0.944 for males), while
the weighted average method demonstrated comparatively lower performance. By integrating multiple
inputs such as age and images, and employing the Permutation Importance Method, the contribution of
each input was assessed. This system provides a continuous measurement of skeletal maturity, offering
an innovative alternative to conventional methods [7].

Khazaei et al. (2023) aimed to automatically classify pubertal growth spurts using deep convolutional
neural networks (CNNSs). Their study utilized lateral cephalometric radiographs from 1846 patients at
Hamadan University. Two scenarios were evaluated: binary classification with 93% accuracy and three-
class classification with 82% accuracy. The images were processed by focusing on the C2-C4 regions,
and data augmentation techniques were applied. The ConvNeXtBase-296 architecture achieved the
highest accuracy and F-score. Through transfer learning, performance was enhanced even with limited
data. The results indicate that CNNs hold the potential to accurately assess skeletal maturity even with
restricted datasets [8].

Atici et al. (2022) designed a custom deep-learning model called TriPodNet to develop a fully automated
classification system. The study, conducted on 1018 cephalometric radiographs, analyzed the data
separately by gender. TriPodNet consists of three parallel networks, each trained with distinct initial
parameters. The data were processed using edge-enhancing filters. The recorded accuracy was 81.18%
for females and 75.32% for males. Emphasizing image edges improved the model’s performance. This
system stands out with its high accuracy compared to existing methods and aims to set a new standard
in automatically classifying CVM stages [9].

Kresnadhi et al. (2023) compared the performance of different deep learning architectures (ResNet101,
InceptionV3, and InceptionResNetV2) in classifying cervical vertebral maturity stages. They used a
dataset of 900 CVM images. The images were processed as cropped versions focusing on the C2-C4
and C2-C6 regions, and data augmentation techniques were applied. InceptionResNetV2 achieved the
highest accuracy. Although using cropped image areas improved performance, the inability of the
models to interpret multi-scale features limited the gain in accuracy. The study highlights the impact of
ROI selection on classification accuracy and demonstrates the potential of deep learning models in
clinical applications [10].

Mohammed et al. (2024) aimed to predict skeletal growth using deep convolutional neural networks
(CNNs) based on cervical vertebral maturity and the calcification level of the lower second molar. The
study employed 1200 cephalometric and 1200 orthopantomographic images, analyzed through multi-
class classification. The CNN model achieved 98% accuracy for males and high accuracy in assessing
lower second molar calcification in females. The research underlines the potential of automatic systems
compared to traditional methods and shows that OPG alone is sufficient for determining growth stages
[11].

Akay et al. (2023) developed a CNN-based model for classifying cervical vertebral maturity. A total of
588 lateral cephalometric radiographs were categorized into six different maturity stages by two
radiologists. After training for 40 epochs, the model reached 58.66% accuracy. The highest F1 score
and accuracy were obtained for CVM Stage 1; however, overall accuracy remained moderate. While
this study highlights the potential of Al-based systems in evaluating skeletal maturity, it also emphasizes
the need for further refinements [12].

Makaremi et al. (2019) developed a deep learning model to classify cervical vertebral maturity into six
stages. Their study employed a CNN-based classifier on lateral cephalometric radiographs. The model
was tested using varying numbers of training, validation, and test images, and results were confirmed
via cross-validation. The study emphasizes the challenges of manual assessment methods while showing
that deep learning tools can streamline automated diagnostic processes. Results indicated that the model
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could identify maturity stages with high accuracy, making it a valuable tool for orthodontic treatment
timing [13].

Motie et al. (2024) introduced a multi-stage deep learning framework for classifying cervical vertebral
maturity. In the study, 2325 lateral cephalograms were divided into six classes by two orthodontists.
Using Faster R-CNN for region detection and two ResNet 101 classifiers, the first model divided data
into two main groups (C1-C3 and C4-C6), and the second model further categorized these groups.
Tested with 10-fold cross-validation, the framework achieved an overall accuracy of 82.96%. The first
classifier reached 99.10% accuracy, and the C1-C3 classes were more accurately identified than C4-C6
(86.49% vs. 82.80%). The study recommends employing visual activation maps to improve model
performance [14].

Atici et al. (2023) developed a parallel-structured deep learning model named AggregateNet to classify
cervical vertebral maturity stages. A total of 1018 cephalometric radiographs, combined with age and
gender information, served as inputs. The images were processed with edge-enhancing filters and
subjected to data augmentation. AggregateNet achieved 82.35% accuracy for females and 75% for
males. Without edge filters, accuracy dropped to 80% for females and 74.03% for males. The study
demonstrates that this model surpasses other DL architectures in accuracy, providing an effective
method for automatically detecting skeletal maturity [15]. Li et al. (2023) created a three-stage deep
learning system named PSC-CVM to assess cervical vertebral maturity. They processed 10,200 lateral
cephalograms in three steps: (1) a Localization Network to determine vertebral positions, (2) a Shape
Recognition Network to extract vertebral shapes, and (3) a CVM Evaluation Network to assess maturity
stages. The system achieved 70.42% overall accuracy and an AUC of 0.94 on the test set. Cohen’s
Kappa was reported as 0.645 and weighted Kappa as 0.844. The results show consistency with expert
panels and suggest that this system can serve as an effective tool for clinical growth assessment [16].

2. Materials and Methods
2.1. Data collection

In this study, the dataset used consists of lateral cephalometric radiographs provided by the Department
of Orthodontics at the Faculty of Dentistry, Van Yiiziincli Y1l University, forming the primary data
source for the research. All images were meticulously evaluated by specialist physicians with regard to
diagnostic adequacy, clarity of anatomical structures, and technical suitability. Following detailed
assessments, a total of 3750 radiographs belonging to patients aged 7-22 years were selected and
included in the study, as this age range represents a critical period characterized by intensive skeletal
growth spurts, thus constituting an ideal study group. The dataset comprises high-resolution radiographs
from 2303 female and 1447 male patients, meeting high standards in terms of imaging quality and
diagnostic accuracy. During the selection process, the radiographs’ technical features and the diagnostic
reliability they provided for clinical analyses were the main determining factors. Consequently, the
resulting dataset enhances the accuracy of analytical processes and supports the methodological
reliability of the study.

2.2. Dataset construction

The images were categorized into six classes, referred to as "Cervical Vertebral Maturation Stages
(CVMS)," ranging from CVMS 1 to CVMS 6. These stages represent various phases of an individual’s
growth and developmental process. To ensure a balanced dataset, 625 images were assigned to each
class. This equal distribution of classes facilitated more balanced training of the models. Several
preprocessing steps were conducted to prepare the images for classification. First, the ImageJ software
was utilized to isolate the C2, C3, and C4 vertebral regions from the radiographs. With the aid of this
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software, the areas containing the vertebrae were cropped, enabling a focused analysis of the regions of
interest for the classification task. An example of the processed image is presented in Figure 2.

Figure 2. Isolation of the C2, C3, and C4 vertebral regions from the raw data using ImageJ

Subsequently, the cropped images were meticulously annotated using the QuPath software. This
annotation process enabled the precise delineation of the vertebral region boundaries. Figure 3 provides
a visual illustration of the annotation procedure.

Figure 3. Annotation of the C2, C3, and C4 vertebrae using QuPath

The obtained images were ultimately processed in binary format and prepared for classification tasks.
Binary images belonging to the classes that make up the dataset are presented in Figure 4.
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Figure 4. Binary representations of C2-C4 vertebrae corresponding to CS1-CS6 classes.
2.3. Model and training process

In this study, classification was performed using deep learning models. The selected models included
ConvNeXt V2, DeiT 3 (Data-efficient Image Transformer), EfficientNetV2, and NFNet (Normalized-
Free Network). The structure designed for the classification process is illustrated in Figure 5. The
training and performance evaluation of the models were carried out as follows:

First, the dataset was divided into training, validation, and test sets. The training set comprised 80% of
the total dataset, while the validation and test sets each accounted for 10%. This division provided a
suitable approach to mitigate the risk of overfitting during model training and to effectively evaluate
overall performance.

| CLASSIFICATION |

Ccs2

CS3

TN D e —
CS5

F Lo oot eieasell s ' css

Input
Images

| ConvNeXt V2 | DeiT3 ’ EfficientNetV2 ‘ NFNet ‘

Figure 5. The architecture of deep learning models for detecting CS1-CS6 classes.
During model training, the Adam optimization algorithm was employed. To enhance data diversity, data

augmentation techniques such as rotation, flipping, zooming, and contrast enhancement were applied.
These techniques enabled the models to achieve more generalizable performance.
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2.3.1. Rationale for model selection

The present investigation selected ConvNeXt V2, EfficientNet V2, NFNet, and DeiT 3 architectures.
There are three main reasons for this choice: (i) As shown in Table 2, these four models offer the best
trade-off between parameter count and accuracy; (ii) when transfer learning was applied to our limited
medical-imaging dataset, they delivered an additional 2—3 percentage-point accuracy gain over previous
trials (evaluation_results.csv); (iii) their large receptive fields and modern normalization layers enabled
us to capture the fine cortical contours of the C2—C4 regions in lateral cephalograms more clearly. By
contrast, our preliminary experiments with DenseNet-121, ResNet-50, and MobileNet-V3 yielded 1-4
percentage-point lower macro-F1 scores. Therefore, these four models were adopted as they provide the
most favorable balance of accuracy and generalizability for the study’s objectives.

3. Experimental Results and Model Evaluation

3.1. ConvNeXt V2

ConvNeXt V2 is a model developed to align traditional convolutional neural network (CNN)
architectures with modern deep learning frameworks. It has been optimized to enable a faster and more
efficient learning process and is supported by novel normalization techniques. The model is particularly
notable for achieving high accuracy rates in image classification tasks [17].

3.2. DeiT 3 (Data-efficient image transformer)

DeiT 3 is a model designed to enhance the efficiency of the Vision Transformer (ViT) architecture. It
focuses on achieving high performance with minimal data requirements. Supported by data
augmentation techniques and robust pretraining processes, DeiT 3 provides effective results in image
classification and various computer vision tasks [18].

3.3. EfficientNetV2

EfficientNetV2 is a deep learning model optimized for both speed and accuracy. It features an effective
scaling capability for neural network dimensions (width, depth, and resolution). The model incorporates
techniques aimed at accelerating training and improving data augmentation. These features enable
EfficientNetV2 to deliver high performance, even on limited datasets [19].

3.4. NFNet (normalizer-free network)

NFNet eliminates normalization techniques, such as batch normalization, commonly used in neural
networks. This provides a faster and more stable learning process. Optimized for high accuracy even on
large datasets, NFNet demonstrates enhanced performance, particularly in tasks such as image
classification and object detection [20].

4. Results and Discussion

The models selected for this study ConvNeXt V2, DeiT 3, EfficientNetV2, and NFNet—represent state-
of-the-art advancements in deep learning architectures and demonstrate high performance in complex
tasks like image classification. ConvNeXt V2 delivers efficient and accurate results as a modernized
version of convolutional neural networks, while DeiT 3 excels in data efficiency. EfficientNetV2, with
its scalable structure, offers effective results on large datasets, whereas NFNet provides a fast and stable
learning process by eliminating the need for normalization.

The selection of these models aimed to enhance accuracy in CVM classification by leveraging the
unique advantages of each architecture to develop a more robust methodology. The diversity of the
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selected models reflects a strategic approach to improving overall performance and offering a reliable
solution for clinical applications.

Table 1. Performance Results of the Models

Model Train Overall Macro Avg Macro Avg Macro Avg
Accuracy Accuracy Precision Recall F1-Score
NFNet 0.96 0.857 0.853 0.857 0.854
ConvNeXt V2 | 0.95 0.869 0.867 0.868 0.867
ErmctentNet | 0,94 0.807 0.804 0.813 0.804
DeiT3 0.93 0.776 0.781 0.785 0.776

4.1. Hyperparameter settings

All four backbone architectures were optimized under a uniform training protocol. The initial learning
rate was fixed at 1.0 x 10 and decayed according to a cosine-annealing schedule with a maximum
period (T<sub>max</sub>) of 50 epochs. Mini-batches comprised 32 images. Optimisation employed
the AdamW algorithm (B: = 0.9, B2 = 0.999) with an L. weight-decay coefficient of 1.0 x 1072, Training
proceeded for up to 50 epochs, with early stopping triggered if the validation loss failed to improve for
eight consecutive epochs. Online data augmentation consisted of random in-plane rotations between
—10° and +10°, isotropic scaling in the range 0.9-1.1, and color jittering with brightness, contrast and
saturation factors each set to 0.1.

4.2. Quantitative results

The performance of the four evaluated models was analyzed under various metrics and is presented in
Table 1. NFNet demonstrated high performance in both training accuracy and overall accuracy. With a
training accuracy of 96% and an overall accuracy of 85.7%, NFNet delivered balanced results across
metrics. However, the drop in accuracy observed between training and test data suggests limitations in
the model's generalization capability. Despite its consistency across classes, the model exhibited a slight
performance decline during testing.

The ConvNeXt V2 model stands out as the most noteworthy in terms of generalization. Achieving a
training accuracy of 95% and an overall accuracy of 86.9%, it followed closely behind NFNet. The
strong consistency between training and test datasets positions ConvNeXt V2 as a reliable alternative.
This balance across macro metrics and overall performance indicates that the model avoids overfitting
tendencies and maintains stable performance during testing. The EfficientNet V2 model, despite
achieving a 94% training accuracy, exhibited an overall accuracy of 80.7%. This discrepancy indicates
weaker generalization capabilities and lower-than-expected performance on test data. However, the
balance observed across metrics suggests that the learning process is fundamentally sound and could
potentially improve with specific optimization techniques. Among the evaluated models, DeiT3 showed
the lowest performance. With a training accuracy of 93% and an overall accuracy of 77.6%, it struggled
in both the training and testing phases. The gap between training and overall accuracy highlights
challenges in generalizing on the test data compared to the other models. Improvements through data
augmentation or hyperparameter optimization could enhance its performance. When examining the gaps
between training accuracy and overall accuracy, ConvNeXt V2 exhibited the smallest discrepancy. Its
training accuracy was 95%, while its overall accuracy was 86.9%, underscoring the model's strong
generalization capability. Conversely, NFNet demonstrated a training accuracy of 96% and an overall
accuracy of 85.7%, with a difference of 10.3%. This suggests a risk of overfitting to the training data.
EfficientNet V2 and DeiT3, however, faced more significant challenges in this regard. The gap for
EfficientNet V2 was 13.3%, and for DeiT3, it reached 15.4%. These discrepancies reveal a pronounced
performance loss on test data, indicating weaker generalization abilities.
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4.3. Evaluation criteria

Given these model-level observations, it is also essential to justify why macro-averaged metrics were
adopted to summarize class-level performance. Although the CVMS 1-6 classes appear numerically
balanced in terms of image counts, their clinical relevance is not uniformly distributed; the advanced
stages (CVMS 5-6) are particularly susceptible to false-negative errors. Macro-averaging assigns equal
weight to every class, thereby compelling the model to maintain performance in the rare yet clinically
critical stages as well. Consequently, reporting macro-F1 and macro-accuracy offers an equitable
summary of inter-class performance.

4.4. Statistical significance

Pairwise comparisons of model accuracies were conducted using McNemar’s test on the
misclassification contingency tables derived from the confusion matrices. At an o = 0.05 significance
level, the difference between ConvNeXt V2 and NFNet was not statistically significant (3> =2.17, p =
0.14). Both ConvNeXt V2 and NFNet, however, significantly outperformed EfficientNet V2 (p = 0.003
and p = 0.008, respectively) and DeiT 3 (p < 0.001 for both comparisons). EfficientNet V2 also
performed significantly better than DeiT 3 (p = 0.021). These results confirm that ConvNeXt V2 and
NFNet constitute the first performance tier, while EfficientNet V2 and DeiT 3 form a second and third
tier, respectively, thereby underscoring the robustness of the top-performing models.

4.5. Qualitative analysis
Based on the above findings, Table 2 presents the accuracy, precision, recall, and F1-score metrics for
each model, along with their corresponding confusion matrices. These visualizations provide further

insights into the models' classification performance.

Table 2. Performance Results of the Models

Accuracy Precision-Recall-F1-Score Confusion Matrix

Training and Validation Accuracy
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Table 2. (Continue) Performance Results of the Models

EfficientNet V2

DeiT3

As seen in Table 2, all models demonstrated continuous learning during the training phase, with a
generally consistent increase in training accuracy. The NFNet model achieved the highest training
accuracy at 96%, while also delivering high test accuracy at 85.7%. However, the gap between training
and test accuracy indicates a slight decline in the model's generalization capacity. Similarly, the
ConvNeXt V2 model exhibited a steady learning trend throughout the training process, achieving 95%
training accuracy. Its test accuracy, at 86.9%, highlights strong generalization capability and consistent
performance on test data. The EfficientNet V2 model attained 94% training accuracy during the training
phase but fell short in test accuracy at 80.7%, compared to other models. This discrepancy underscores
a limitation in its generalization capacity. The DeiT3 model reached a reasonable training accuracy of
93%, but its test accuracy was only 77.6%, indicating that the alignment between its training
performance and test performance was insufficient. This result suggests that DeiT3 struggled more than
the other models in generalization, and its performance on test data needs improvement. In conclusion,
the NFNet and ConvNeXt V2 models displayed more balanced improvements in both training and test
accuracies during the training process, outperforming the other models. While EfficientNet V2 showed
satisfactory performance during training, it was limited in test accuracy, and DeiT3 emerged as the
weakest model in terms of generalization. These results underscore the importance of carefully
examining the relationship between training and test accuracies, as this gap plays a critical role in
evaluating and modeling generalization capacity.

5. Conclusion and Suggestions

In this study, the classification performances of NFNet, ConvNeXt V2, EfficientNet V2, and DeiT3
models were comprehensively analyzed. Training and accuracy curves, metric values, and confusion
matrices were examined to evaluate the strengths and weaknesses of these models. The primary
objective was to explore the differences between training accuracy, test accuracy, and generalization
capacity to better understand class-based performance. The dataset used in the study consisted of six
balanced classes (CS1-CS6), offering examples of varying difficulty levels. This structure enabled the
analysis of performance differences between challenging classes (e.g., CS2-CS3 and C1-C2) and more
distinctive classes with clear features (e.g., CS5 and CS6). Additionally, feature overlaps observed
between certain classes, such as C3 and C4, made it difficult for models to differentiate in these areas.
The findings revealed that NFNet and ConvNeXt V2 outperformed the other models in terms of overall
accuracy and generalization capacity. NFNet achieved the best fit on the training data with 96% training
accuracy and exhibited strong performance with 85.7% test accuracy. ConvNeXt V2 emerged as the
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most balanced model, with 95% training accuracy and 86.9% test accuracy. While EfficientNet V2
delivered reasonable performance with 94% training accuracy, its test accuracy of 80.7% indicated
limited generalization capacity. DeiT3 demonstrated acceptable learning performance with 93% training
accuracy but had the lowest generalization capacity among the models, with a test accuracy of 77.6%.
For future studies, using larger datasets is recommended to improve the generalization capacities of the
models. Specifically, data augmentation and hyperparameter optimization methods could be applied to
enhance the performance of the DeiT3 model. To address class overlap issues between C2 and C3,
techniques that extract more distinctive features specific to these classes could be explored. Moreover,
attention mechanisms or transfer learning approaches tailored for challenging classes may further
improve the models' performance. Evaluating the models on diverse datasets could also provide a
broader perspective on their generalization capabilities. This study offers valuable insights into the
strengths and weaknesses of deep learning-based classification methods by examining the differences
between training and test performance across different models. The findings can serve as a guide for
model selection processes and for the development of new methods to enhance classification
performance.
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Bu caligmada, ultra diisiik sicakliklara ulasabilen iki kademeli kaskad bir sogutma sisteminin termodinamik
tasarimu yapilmis ve enerji ile ekserji analizleri ger¢eklestirilmistir. Dort sogutucu akiskan ¢iftinin—R744/R152a,
R744/R32, R41/R152a ve R41/R32—performansi degerlendirilmistir. -70 °C ile -50 °C arasindaki evaporator
sicakliklar1 ve 25 °C ile 45 °C arasindaki kondenser sicakliklart boyunca yiiriitiilen parametrik analiz sonuclari,
R41/R152a'nm en verimli ¢ift oldugunu gostermistir. -50 °C evaporator sicakliginda maksimum 1.421 COP degeri
elde edilmis ve en yiiksek 0.4407 ekserji verimi -60 °C’de kaydedilmistir. ikinci asamada, COP ve ekserji verimini
tahmin etmek i¢cin SVM yoéntemi uygulanmis ve sirasiyla test setinde ¢ok diisiik MAE degerleri olan 0.0040 ve
0.0009 elde edilmistir. Enerji-ekserji analizi ve SVM modellemesinin sonuglarmin, diisiik sicaklikli kaskad
sogutma sistemlerinin tasarimi i¢in degerli bir rehberlik saglamasi beklenmektedir.
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Abstract

In this study, a thermodynamic design of a two-stage cascade refrigeration system capable of reaching ultra-low
temperatures was developed, and energy and exergy analyses were conducted. The performance of four refrigerant
pairs—R744/R152a, R744/R32, R41/R152a, and R41/R32—was evaluated. Parametric analysis results, carried
out across evaporator temperatures ranging from -70 °C to -50 °C and condenser temperatures between 25 °C and
45 °C, showed that R41/R152a was the most efficient pair. A maximum COP of 1.421 was achieved at -50 °C
evaporator temperature, and the highest exergy efficiency of 0.4407 was recorded at -60 °C. In the second phase,
an SVM approach was applied to predict COP and exergy efficiency, yielding very low MAE values of 0.0040
and 0.0009 in the test set, respectively. The outcomes of the energy-exergy analysis and SVM modeling are
expected to provide valuable guidance for designing low-temperature cascade refrigeration systems.
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1. Introduction

According to ASHRAE, equipment capable of reaching temperatures below —50 °C—as referenced in
Directive (EU) No 517/2014—is categorized as ultralow-temperature (ULT) refrigeration, encompassing
evaporating temperatures as low as —100 °C [1]. The recent emergence of Sars-CoV-2 vaccines has brought
attention to a long-standing issue in society, namely deep freezing, as the Pfizer-BioNTech vaccine needs to
be stored at temperatures between —60°C and —80°C [2]. In recent years, the demand for ultra-low
temperature freezers capable of reaching —80 °C has grown substantially in various industrial fields,
including medical storage, food preservation, electronic data processing, and chemical manufacturing [3].

Research has indicated that the primary sources of energy consumption and environmental pollution are
associated with power generation, heating, and cooling processes [4]. Refrigeration systems are significant
energy consumers due to the substantial power required for compression processes. Considering widely used
air-conditioning applications, such as air conditioners, it is well-established that refrigeration systems cause
a notable portion of global energy consumption, with estimates suggesting that approximately 17% of the
world's energy usage is attributed to refrigeration systems [5].

Although refrigeration systems that utilize waste heat and renewable energy offer notable advantages for a
sustainable energy future, their coefficient of performance remains relatively low, limiting their widespread
adoption in comparison to vapor compression systems [6]. A classical single-stage refrigeration configuration
is inadequate for achieving low temperatures due to the excessive compression ratio and large suction volume
required by the compressor [7]. Cascade designs are particularly efficient in areas requiring high-pressure
ratios—such as commercial refrigeration for food freezing or high-temperature heat pumps—where, in
multi-stage configurations, the refrigerant for each stage is chosen based on its NBP [8-10]. A CRS, which
involves multistage refrigeration circuits, aims to optimize thermal efficiency by employing multiple cycles,
where a cascade heat exchanger integrates two classical refrigeration cycles, each with a separate refrigerant,
operating at different temperature levels [11].

Currently, enhancing the performance of CRS and selecting appropriate refrigerants have become prominent
research topics, with numerous studies focusing on analyzing and optimizing CRS performance using various
refrigerant alternatives. Sun, Liang, Liu, Ji, Zang, Liang and Guo [12] investigated the thermal performance
of cascade refrigeration systems using R41/R404A and R23/R404A refrigerants. Their study revealed that
the R41/R404A system outperformed the R23/R404A system in terms of both lower input power and higher
COP. The maximum exergy efficiency achieved by R41/R404A was 44.38%, while R23/R404A reached
42.98%. The results suggest that R41 is a more promising alternative to R23 in cascade refrigeration systems.
Ye, Yan, Zhou and Yang [13] performed a thermodynamic analysis to enhance the design and operational
parameters of an ultra-low temperature CRS by applying an ANN method. Their study identified that the
condensing temperature of the low-temperature cycle achieves an optimal point, maximizing the system'’s
coefficient of performance and exergy efficiency, while simultaneously minimizing compressor power
consumption and exergy destruction. The ANN model demonstrated good predictive accuracy, with an MAE
of 0.0027 for COP, 0.9090 for compressor power, 1.0314 for exergy destruction, and 0.1691 for exergy
efficiency. Chen, Yang, Shi, Chen, Chi, Liu, Zhao and Li [14] conducted a study to design a cascade
refrigeration system capable of achieving ultra-low temperatures from -80°C to -50°C. They replaced the
high-temperature cycle gas R404A with natural refrigerant NH3 and used R1150, R170, and R41 as
environmentally friendly alternatives to replace the low-temperature cycle fluid R23. The study examined
the effects of internal heat exchangers and two-stage compression on system performance. The results
showed that the optimal COP of the NH3/R1150, R170, and R41 systems was 15.79%, 18.58%, and 16.17%
higher than that of the R404A/R23 system, with NH3/R170 demonstrating the best performance. Faruque,
Uddin, Salehin and Ehsan [11] conducted a comprehensive study on the thermodynamic performance of a
two-stage cascade refrigeration system using hydrocarbon refrigerants. They selected refrigerants based on
characteristics like molecular weight, freezing point, and global warming potential, using Trans-2-butane for
the lower-temperature circuit and Toluene, Cyclopentane, and Cis-2-butane for the higher-temperature
circuit. Their findings indicated that the highest COP and exergy efficiency were achieved with Trans-2-
butane in the lower temperature circuit and Toluene in the higher temperature circuit. Furthermore, the use
of hydrocarbon refrigerants led to a 7.21% improvement in COP compared to previously employed
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refrigerants. Ji, Liu, Pan and Li [15] conducted a study on the comprehensive performance of an ultra-low
temperature cascade refrigeration arrangement, focusing on energy, exergy, environmental, and
exergoeconomic factors. They compared eight environmentally friendly refrigerant pairs, including R1270-
R1150, R1234yf-R1150, R290-R1150, R1234yf-R170, R717-R1150, R290-R170, R1270-R170, R717-
R170 to evaluate the refrigeration performance. The study found that the R290-R170 pair performed
optimally, enhancing COP by 5.94%, reducing power consumption by 5.68%, cutting CO2 emissions by
29.67%, and lowering exergy economic cost by 5% compared to the R404A-R508B pair.

The literature review reveals that most studies on cascade refrigeration systems focus solely on
thermodynamic analysis using various refrigerant combinations, while applications involving artificial
intelligence in these systems remain quite limited. The novelty of this study lies in the implementation of the
SVM method to a cascade refrigeration system to predict COP and exergy efficiency. Another original aspect
of the research is the investigation of energy and exergy performance of R152a and R32—refrigerants whose
performance in high-temperature cycles has been scarcely examined—when combined with R744 and R41
used in the low-temperature cycle. An SVM approach and the results achieved in this research are expected
to greatly aid in optimizing the design and predicting the performance of cascade refrigeration systems with
two-stage configuration, while also providing a solid foundation for future experimental validations.

1.1. Utilized refrigerants

Carbon dioxide, classified as a natural refrigerant with the ASHRAE designation R744, has long been utilized
in refrigeration applications due to its negligible ODP and exceptionally low GWP [16]. R744 has been
employed in a wide range of vapor compression systems for more than 130 years [17]. It is denser than air,
exhibits no toxicity or flammability, is widely present in the atmosphere, is frequently generated as a
byproduct in numerous industrial processes, and is a cost-effective refrigerant characterized by its low liquid
density, which contributes to reduced system dimensions and a smaller refrigerant charge requirement [18].

R41, a non-toxic and environmentally favorable refrigerant with thermophysical properties similar to R23
and a considerably lower global warming potential, has gained attention as a low-temperature cycle fluid in
cascade systems, and although its flammability presents a limitation, ongoing developments in refrigerant
blends are anticipated to enable its practical use soon [12]. R41 and R744 exhibit comparable thermophysical
characteristics, including nearly identical normal boiling points [19]. Despite its potential, the adoption of
R744 as a future refrigerant is hindered by its high operating pressure, whereas alternatives such as R170,
R1150, and R41 have been proposed to replace R23 and R508B in ultra-low temperature refrigeration
systems [20].

Among the alternatives to R410A, R32 has been one of the most extensively investigated refrigerants,
showing notable enhancements in both cooling capacity and coefficient of performance; however, its primary
drawback lies in the elevated discharge temperatures it produces relative to R410A [21]. R-410A, the
refrigerant that R-32 is designed to substitute, is composed of 50% R-32 and 50% R-125—the latter also
widely utilized as a fire suppressant—and similarly, most of the newly developed low-GWP blends
incorporate R-32 in their formulation [22]. Due to its pure substance nature, R32 exhibits no temperature
glide [23].

Initially excluded from refrigeration applications due to its flammability, R-152a—now reconsidered
following regulatory concerns over high-GWP hydrofluorocarbons under the F-Gas Regulation and Kigali
Amendment—is the only HFC listed in ASHRAE Standard 34 with a GWP below 150, exempting it from
restrictions such as reduction, substitution, or prohibition [24]. R152a closely resembles R134a in terms of
volumetric cooling capacity and operating pressures, yet demonstrates superior performance in energy
efficiency, mass flow rate, and vapor density [25].
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Table 1 shows properties of the refrigerants used in analyses [1].

Table 1. Properties of utilized refrigerants

Cycle  Refrigerant ODP GWPip,r ASHRAE NBP  Molecular Critical Critical
(COz-eq) Safety (°0) Weight Temperature  Pressure
Group (kg mol!) (°C) (MPa)
LTC R744 0 1 Al -78.46 44.01 30.98 7.38
LTC R41 0 116 A2 -78.31 34.03 44.13 59
HTC R152a 0 138 A2 -24.02 66.05 113.26 4.52
HTC R32 0 677 A2L -51.65 52.02 78.11 5.78

2. Materials and Methods

2.1. Two-stage cascade refrigeration system

The schematic flow diagram of a two-stage cascade refrigeration system is depicted with all system
components in Figure 1. The system is primarily comprised of two compressors, one evaporator, one
condenser, two expansion valves, and a cascade heat exchanger. The low and high-temperature cycles
operate with two different refrigerants. In refrigeration systems employing a cascade cycle, achieving the
desired low chamber temperatures requires the refrigerant passing through the evaporator to be at extremely
low temperatures. In the low-temperature cycle, the compressor increases the pressure and temperature of
the refrigerant and directs it to the cascade heat exchanger. The cascade heat exchanger has two roles: it
functions as a condenser for the low-temperature circuit and as an evaporator for the high-temperature circuit.
Afterward, the refrigerant is sent to the expansion valve, where its pressure and temperature drop before it
enters the evaporator. In the high-temperature (upper) cycle, the heat rejected by the low-temperature (lower)
cycle is absorbed by the refrigerant in the upper cycle through the cascade heat exchanger. The pressure and
temperature of the refrigerant in the high-temperature cycle are increased by the corresponding compressor.
The refrigerant is then directed to the condenser, where it releases heat to the external environment. Finally,
the refrigerant passes through the expansion valve, where its pressure and temperature are decreased before
re-entering the cascade heat exchanger, thereby completing the cycle.

1Qcond

Condenser
Expansion Compressor
Valve .
Weom p.HIC
—
@ Cascade Heat Exchanger @
Expansion {\ Cf)mpressor
Valve Weomp,LTC
LTC —
@ Evaporator @

IQevap

Figure 1. Schematic flow diagram of two-stage cascade refrigeration system
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Thermodynamic design and thermal analyses of a two-stage cascade refrigeration system was carried out in
EES software [26]. It is necessary to make some assumptions to model the system. All components within
the system are considered to operate under steady-state conditions. Pressure losses and thermal exchanges
throughout the entire piping system are disregarded. Variations in kinetic and potential energy throughout
the system components are assumed to be negligible. The electrical power consumption of the fans associated
with the condenser and evaporator is excluded from the analysis. Compression and expansion processes
occurring in compressors and expansion valves are treated as adiabatic. No subcooling is present at the
condenser outlets; in other words, the refrigerant quality at states 3 and 7 is assumed to be zero. Superheating
at the evaporator exits is not considered; hence, the refrigerant quality at states 1 and 5 is taken as one. A
temperature difference of 5 °C is maintained between the evaporator temperature and the refrigerated
chamber temperature. Heat sink temperature of the condenser is accepted to be identical to the ambient
temperature. Also, ambient temperature and pressure are taken as 25 °C and 101.325 kPa, respectively. Air
is considered the external heat exchange fluid interacting with the refrigerant in both the condenser and the
evaporator.

COP of the system can be calculated using Equation 1.

Qevap

COP=g 1)
Total compressor power consumption can be detected with the following equation.
Weomp,total=W comp.L T+ W eomp HTC @
Cooling capacity is defined with Equation 3.
Qevap:mLTC (h;-hy) 3)
Exergy of all points in the system can be calculated with Equation 4.
e;=(h;-hy)-To(si-so) 4)
Flow exergy is determined with multiplication of exergy and mass flow rate.
E;=rie; ®)
Total exergy destruction of cascade refrigeration system is determined with the Equation 6.
Edest,total:]_Edest,evap+Edest,f:0mp,LTC+Edest,CHX+Edest,valve,LTC+ (6)
Egest,comp,HTC T Edest,cond T Edest,valve HTC
Exergy efficiency can be determined with Equation 7.
Egesttota
o= (e ™)

Table 2 shows the design parameters required to model the system. The primary consideration in selecting
the design parameters of the cascade refrigeration system, as presented in Table 2, was ensuring that the
chosen analysis parameters are consistent with those used in similar studies in the literature. A cooling
capacity of 10 kW has been commonly used as a design parameter in many cascade refrigeration studies in
the literature [11, 12, 27]. Additionally, the selected evaporator temperatures are similar to the range applied
in studies on two-stage cascade refrigeration systems in the literature [14, 28].
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Table 2. Design parameters of the model

Operational Parameter Input Value Interval
Qevap 10 kW -
ATCHX 5°C -
Tevap -60 °C -70 °C to -50 °C
Teond 35°C 25°Cto 45 °C

2.2. SVM approach

Developed by Vapnik, the SVM is a classification algorithm renowned for its strong generalization
capability, grounded in the structural risk minimization concept of statistical learning theory [29]. SVM is
classified in the group of supervised machine learning approaches [30, 31]. In contrast to conventional neural
network approaches, SVMs are capable of identifying a unique optimal solution, capturing nonlinear
relationships effectively, and do not encounter dimensionality issues [32]. SVMs represent a robust and
widely adopted approach in engineering, capable of handling complex problems with high efficiency [33].
Initially developed for constructing hyperplane-based decision boundaries, SVMs were later extended to
handle nonlinear classification tasks through the use of the kernel trick [34]. The SVM algorithm starts by
functioning within a space of lower dimensionality. Subsequently, the input data is transformed into a higher-
dimensional feature space through the application of a kernel function. In this transformed space, the optimal
separating hyperplane is then constructed. The SVM algorithm seeks to construct the most appropriate
decision boundary, known as a hyperplane, that divides an n-dimensional space into definite classes, thereby
making easier the accurate classification of new data points [35]. Support vectors refer to the data points that
lie nearest to the decision boundary, while the margin denotes the distance between these points and the
decision boundary itself [36].

For the optimization of the SVM, four different kernel functions were employed: normalized polynomial
kernel, polynomial kernel, Pearson VII (PUK) kernel, and radial basis function kernel. Table 3 and Table 4
present the prediction errors for COP and exergy efficiency, respectively, obtained using the models built
with these kernels. Upon examining the error values, it is evident that the Pearson VII (PUK) kernel function,
represented in Model 3, resulted in the lowest prediction errors for both COP and exergy efficiency.
Therefore, Model 3 was identified as the optimal model, and the Pearson VII (PUK) kernel function was
used in the prediction phase. In studies conducted on thermal systems using the SVM algorithm, it has been
found—consistent with the observations in this study—that the Pearson VII (PUK) kernel function results in
lower prediction errors compared to other kernel functions [32, 37, 38].

Table 3. SVM models for COP

No Kernel Type Training Set Test Set
MAE & RMSE MAE & RMSE

for COP for COP
1 Normalized Polynomial Kernel Function 0.0541 & 0.0792 0.0700 & 0.0926
2 Polynomial Kernel Function 0.0172 & 0.0266 0.0267 & 0.0335
3 Pearson VIl (PUK) Kernel Function 0.0015 & 0.0033 0.0040 & 0.0064
4 Radial Basis Function Kernel Function 0.0963 & 0.1213 0.1155 & 0.1431

Table 4. SVM models for exergy efficiency

No Kernel Type Training Set Test Set
MAE & RMSE MAE & RMSE
for Exergy Efficiency for Exergy Efficiency
1 Normalized Polynomial Kernel Function 0.0249 & 0.0320 0.0284 & 0.0370
2 Polynomial Kernel Function 0.0032 & 0.0043 0.0046 & 0.0057
3 Pearson VII (PUK) Kernel Function 0.0003 & 0.0004 0.0009 & 0.0015
4 Radial Basis Function Kernel Function 0.0306 & 0.0364 0.0339 & 0.0381
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The formulation for a Pearson VIl (PUK) kernel function is presented in equation 8. Here, x; and x; are used
to express the vector arguments, ¢ is utilized to direct Pearson half-width, and a w term shows the tailing
element of the peak.

1

2 W
/2 !Xer||2\J2(]/W)"\ |
)
To reduce prediction error, the hyperparameters C and Sigma were systematically adjusted within defined
intervals. In the first step, Sigma was kept at its default value while the C parameter was varied between 1
and 7. It was found that setting C to 3.5 yielded the lowest error on both the training and testing datasets,
making C = 3.5 the optimal choice. In the next step, with C fixed at 3.5, Sigma was varied between 1 and 4.

The analysis revealed that the minimum error occurred when Sigma was set to 3, indicating that Sigma = 3
is the optimal setting.

K(xj,xj)=

(®)

3. Results
3.1. Parametric energy and exergy analysis results

Figure 2 shows the effect of evaporator temperature on COP. The increase in evaporator temperature from -
70 °C to -50 °C led to a notable increase in COP across all working fluid pairs. A similar trend was observed
in previous studies [12]. In the study conducted by Sun, Liang, Liu, Ji, Zang, Liang and Guo [12], when a
20°C increase in evaporator temperature was applied (from —60°C to —40°C) using the R41/R404A pair, the
COP increased from approximately 1.05 to 1.5, corresponding to a 42.9% improvement. Similarly, in the
present study, a comparable increase in COP was observed for a 20°C rise in evaporator temperature. For
R41/R152a, the COP rose from 1 to 1.421, marking a 42.1% increase. R744/R152a exhibited a COP rise
from 0.9769 to 1.408, equivalent to a 44.13% improvement. COP of R744/R32 couple increased from 0.9611
to 1.38 which indicated a 43.59% rise. In addition, a COP of R41/R32 improved by 41.62%, from 0.9836 to
1.393. At -50 °C, all refrigerant couples exhibited the highest COP. Overall, R41/R152a provides the highest
COP values, making it the most efficient in terms of energy performance under varying evaporator
temperatures.
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Figure 2. Evaporator temperature and COP relation

Figure 3 presents the influence of evaporation temperature on exergy efficiency. It can be stated that the
exergy efficiency initially exhibits an increasing trend with the rising evaporator temperature; however, after
reaching a peak point, it subsequently begins to decline. Similar observations were made in previous studies
[28]. In the study conducted by Sun, Wang, Xie, Liu, Su and Cui [28], when the R41/R32 refrigerant pair
was used, the exergy efficiency was approximately 0.39 at an evaporator temperature of —70°C, reaching a
peak value of around 0.42 at —50°C, after which it began to decline. A similar trend was also observed in the
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present study. For the R744/R152a refrigerant pair, the exergy efficiency is 0.4224 at -70 °C, increases to its
peak value of 0.4345 at -55 °C, and subsequently decreases to 0.4319 at -50 °C. For the R744/R32 refrigerant
pair, the exergy efficiency exhibits an increasing trend from -70 °C to -55 °C, after which it begins to decline,
reaching a value of 0.4234 at -50 °C. For the R41/R152a refrigerant pair, the exergy efficiency shows an
increasing trend from -70 °C to -60 °C, rising from 0.4324 to 0.4407; thereafter, it begins to decrease. For the
R41/R32 refrigerant pair, the exergy efficiency is 0.4253 at -70 °C, reaches its peak value 0f 0.4328 at -60 °C,
and finally decreases to 0.4273 at -50 °C. In general, R41/R152a stands out as the most exergy-efficient
refrigerant pair under changing evaporator temperatures.
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Figure 3. Evaporator temperature and exergy efficiency connection

Figure 4 depicts the impact of varying evaporator temperatures on total exergy destruction. Raising the
evaporator temperature from -70 °C to -50 °C resulted in a decrease in total exergy destruction for all
refrigerant couples. Previous studies revealed similar findings [11]. In the study conducted by Farugue,
Uddin, Salehin and Ehsan [11], when the evaporator temperature was increased from —70°C to —50°C using
the T2BUTENE/toluene refrigerant pair, the total exergy destruction decreased from approximately 4.75 kW
to 3.38 kW, corresponding to a 28.8% reduction. Similarly, in the present study, a comparable reduction in
total exergy destruction was observed when the evaporator temperature was varied within the same range.
R41/R152a refrigerant couple showed a 30% reduction in total exergy destruction, from 5.676 kW to 3.971
KW. Total exergy destruction decreased by 29.6% for R41/R32, from 5.843 to 4.113 kW. In addition, a total
exergy destruction of a R744/R152a pair dropped by 31.7%, from 5.912 to 4.036 kW. For R744/R32, total
exergy destruction declined by 31.3%, from 6.081 to 4.178 kW. To sum up, R41/R152a exhibits the lowest
total exergy destruction, making it the most thermodynamically favorable option in this respect.
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Figure 4. Evaporator temperature and total exergy destruction association
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Figure 5 exhibits the influence of change in evaporator temperature on a total compressor power consumption
of the system. As an evaporator temperature increased from -70 °C to -50 °C, total compressor power
consumption decreased for all refrigerant couples. Previous studies demonstrated a similar behavior for
compressor consumption [14]. A total compressor power consumption of a R41/R152a refrigerant pair
declined from 10 to 7.039 kW, a 29.6% reduction. R41/R32 couple experienced a decrease in total
compressor power consumption from 10.17 to 7.181 kW, a 29.4% drop. In addition, a total compressor
consumption of R744/R152a dropped from 10.24 to 7.104 kW, representing a 30.6% reduction. For
R744/R32, total compressor consumption fell by 30.3%, from 10.4 to 7.247 kW. Overall, R41/R152a
demonstrates the lowest compressor power demand, indicating superior energy performance.
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Figure 5. Change of total compressor consumption with evaporator temperature

Figure 6 illustrates the effect of condenser temperature on COP. Increasing condenser temperature from
25°C to 45°C caused a decline in COP for all refrigerant combinations. Similar findings regarding the
decrease in COP values with increasing condenser temperature have also been reported in the literature [13].
COP of R41/R152a pair decreased from 1.445 to 0.9859, a 31.8% reduction. R41/R32 experienced a COP
reduction of 31.5%, from 1.418 to 0.9709. COP of a R744/R32 refrigerant couple declined from 1.394 to
0.9574, a 31.3% decrease. In addition, increasing condenser temperature caused COP of R744/R152a to drop
by 31.5%, from 1.42 to 0.9721. In general, R41/R152a delivers the highest COP under all condenser
temperature levels, confirming its energy efficiency.
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Figure 6. Change of COP under various condenser temperatures

Figure 7 shows the relationship between condenser temperature and exergy efficiency. Exergy efficiency
decreased as condenser temperature increased from 25 °C to 45 °C for all refrigerant pairs. Similar results
indicating that the exergy efficiency of the cascade refrigeration system decreases with increasing condenser
temperature have been highlighted in the literature [6]. Exergy efficiency of a R41/R152a pair declined from
0.5298 to 0.3615, corresponding to a 31.8% decrease. Increasing condenser temperature caused exergy
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efficiency of a R41/R32 to drop from 0.5199 to 0.356, a 31.5% reduction. R744/R32 experienced an exergy
efficiency fall by 31.3%, from 0.5111 to 0.3511. Also, exergy efficiency of a R744/R152a refrigerant pair
decreased by 31.5%, from 0.5207 to 0.3565. In conclusion, a R41/R152a consistently shows superior exergy
efficiency in comparison with other refrigerant groups, especially under lower condenser temperatures.
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Figure 7. Effect of condenser temperature on exergy efficiency

Figure 8 represents the relationship between condenser temperature and total exergy destruction. A rise in
condenser temperature from 25 °C to 45 °C led to higher total exergy destruction for all refrigerant groups.
Similar findings indicating that the total exergy destruction of the cascade refrigeration system increases with
increasing condenser temperature have been presented in the literature [3]. Total exergy destruction of a
R41/R152a pair increased from 3.255 to 6.476 kW, a 98.9% rise. A R41/R32 pair experienced a total exergy
destruction increase of 95.9%, from 3.386 to 6.633 kW. Increasing condenser temperature resulted with an
increase total exergy destruction from 3.376 to 6.62 kW for R744/R152a, meaning a 96% increase. In
addition, total exergy destruction of R744/R32 increased by 93.2%, from 3.508 to 6.778 kW. In general,
R41/R152a exhibits the least exergy destruction, indicating better exergy performance under varying
condenser temperatures.
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Figure 8. Impact of condenser temperature on total exergy destruction

Figure 9 presents the relationship between condenser temperature and total compressor power consumption.
Compressor power consumption rose with an increase in condenser temperature from 25 °C to 45 °C. Similar
results indicating that the total compressor power consumption of the cascade refrigeration system increases
with an increase in condenser temperature have been reported in relevant studies in the literature [15].
Compressor power consumption of a R41/R152a pair increased from 6.922 to 10.14 kW, marking a 46.5%
increase. Increasing condenser temperature caused an increase in compressor consumption by 46% for
R41/R32 group, from 7.053 to 10.3 kW. For R744/R152a, 46.1% increase in total compressor power was
recorded, from 7.043 to 10.29 kW. In addition, R744/R32 showed a 45.5% increase in total compressor
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consumption, from 7.175 to 10.44 kW. To sum up, R41/R152a shows the lowest compressor power
requirement, strengthening its position as the most energy-efficient pair.
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Figure 9. Condenser temperature and total compressor consumption relation
Table 5 summarizes the trends obtained from the parametric analysis.

Table 5. Effect of change of evaporator and condenser temperatures on thermodynamic parameters

Parameter Performance Indicator Effect
COP Increase
Evaporator Temperature Increase Exergy Efficiency First increase and then
decrease after reaching a peak
Total Exergy Destruction Decrease
Total Compressor Consumption Decrease
cop Decrease
Condenser Temperature Increase Exergy Efficiency Decrease
Total Exergy Destruction Increase
Total Compressor Consumption Increase

3.2. Machine learning results with SVM approach

SVM algorithm was selected for this study due to its well-established ability to perform effectively with
limited datasets, its robustness against overfitting, and its capacity to model nonlinear relationships through
kernel functions. Given that the available dataset consists of a relatively small number of observations, and
that the relationships between system parameters and target outputs such as COP and exergy efficiency are
inherently nonlinear, SVM was deemed a suitable and efficient modeling approach. For these reasons, the
present study focused on the application and performance evaluation of the SVM method.

To enable prediction using the SVM method, a dataset was constructed. In this dataset, evaporator and
condenser temperatures were used as input parameters, while COP and exergy efficiency were selected as
the output variables to be predicted. The dataset was generated using the data of the R41/R152a refrigerant
pair, which was identified as the most efficient refrigerant combination based on the parametric analysis.
During the dataset generation process, the evaporation temperature was varied between —70 °C and —50 °C,
and the condenser temperature between 25°C to 45°C, both in increments of 2.5°C. All possible
combinations of evaporation and condenser temperatures within these ranges were included in the dataset.
For instance, when the evaporator temperature was —70 °C, the condenser temperature was varied across 25,
27.5, 30, 32.5, 35, 37.5, 40, 42.5, and 45 °C. This process was then repeated for evaporator temperatures of
—67.5, 65, —62.5, —60, -57.5, -55, -52.5, and —50 °C, with the condenser temperature adjusted accordingly
as described. Seventy percent of the dataset was allocated for training, while the remaining thirty percent was
used for testing. Each dataset created for the prediction of COP and exergy efficiency consists of 243 data
points. The training set contains 168 data points, while the test set includes 75 data points. To ensure the
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reliability of the predictions, care was taken to maintain a clear distinction between the data used in the
training and test sets. The performance of the predictions was evaluated using statistical metrics, specifically
the MAE and RMSE, the formulations of which are given below [39]. In these equations, the predicted value
is denoted by vy, the actual value by x, and the number of samples by n.

ly;xi |+ +y,xal

n ©)

RMSE= /iZ?:l(yi—xi)z (10)

Figure 10 and Figure 11 present the prediction results for COP and exergy efficiency, covering both the
training and test datasets. In Figure 10 and Figure 11, the predictions obtained using the SVM method are
represented by light blue circles. The COP and exergy efficiency values obtained from numerical analysis
are illustrated by the red y=x line. The proximity of the blue circles to the red y=x line indicates the prediction
accuracy of the machine learning method used.

MAE=

Figure 10 shows the COP prediction results obtained using the SVM method. As observed in Figure 10, the
predicted COP values are very close to the actual COP values obtained from numerical analysis, which is
evident from the near-perfect alignment of the light blue circles along the diagonal line. The results yielded
an MAE of 0.0015 and an RMSE of 0.0033 for the training dataset. For the test set, the MAE and RMSE
were 0.0040 and 0.0064, respectively.
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Figure 10. COP prediction results

Figure 11 illustrates the exergy efficiency prediction results generated using the SVM algorithm. A close
examination of Figure 11 reveals that the predicted exergy efficiency values align remarkably well with the
actual values obtained from numerical analysis, as demonstrated by the tight clustering of the light blue
circles along the diagonal reference line. For the training dataset, the model achieved a MAE of 0.0003 and
an RMSE of 0.0004. In the testing dataset, the corresponding MAE and RMSE values were 0.0009 and
0.0015, respectively.
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Figure 11. Exergy efficiency prediction results

Figure 12 and Figure 13 display the prediction errors of COP and exergy efficiency obtained using the SVM
method. In Figure 12 and Figure 13, the error values shown on the y-axis represent the variation between the
estimated values and the corresponding numerical data. The x-axis denotes the index of each data point within
the complete dataset, which includes both the training and test samples. The prediction errors generated by
the SVM model are illustrated by black lines. A value of zero on the y-axis indicates a perfect match between
the predicted and numerical values. Significant deviations from zero imply poor prediction accuracy,
reflecting a large discrepancy between predicted and actual values, whereas smaller deviations suggest better
prediction performance.

An analysis of the COP prediction errors presented in Figure 12 reveals that the maximum error in the training
dataset is 0.023. In the test dataset, the biggest COP prediction error was found to be 0.019. The relatively
low prediction errors indicate that a successful model for COP prediction has been developed using the SVM

method.
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Figure 12. COP prediction errors

Upon examining the exergy efficiency prediction errors shown in Figure 13, it is observed that the highest
error in the training set is 0.002. For the test set, the maximum exergy efficiency prediction error was 0.004.
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The minimal prediction errors suggest that an effective model for exergy efficiency prediction has been
established using the SVM method.
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Figure 13. Exergy efficiency prediction errors
4. Conclusions

In this study, a thermodynamic analysis was conducted for a two-stage cascade refrigeration cycle. The
performance of four different refrigerant pairs was evaluated under varying evaporator and condenser
temperatures. Through a series of parametric analyses, the most efficient refrigerant pair and the
corresponding optimal operating parameters were identified. In the subsequent phase of the study, SVM was
applied to the system data to predict the COP and exergy efficiency. The key findings of this work are
summarized below:

1. Increasing the evaporator temperature from —70 °C to —50 °C led to an improvement in COP and a
rise in exergy efficiency up to a certain point, after which a declining trend was observed.
Additionally, both compressor power consumption and exergy destruction decreased with rising
evaporator temperature. Conversely, increasing the condenser temperature from 25 °C to 45 °C
resulted in reductions in both COP and exergy efficiency, along with increases in exergy destruction
and compressor power demand, thus degrading overall system performance.

2. The thermodynamic analysis revealed that the most effective refrigerant pair was R41/R152a. For
this combination, the system achieved a maximum COP of 1.421, a peak exergy efficiency of
0.4407, a minimum exergy destruction of 3.971kW, and a minimum compressor power
consumption of 7.039 kW under varying evaporator conditions.

3. Among the predictive models used, the SVM model with a PUK kernel yielded the most accurate
estimates. It achieved an MAE of 0.0040 and an RMSE of 0.0064 for COP, and an MAE of 0.0009
and an RMSE of 0.0015 for exergy efficiency in the dataset prepared for testing the model.

The increasing demand for refrigeration systems operating at ultra-low temperatures has motivated the design
of a two-stage cascade refrigeration system in this study. The findings are expected to provide valuable
insights for researchers and industrial stakeholders involved in low-temperature refrigeration system
development. Moreover, the successful performance carried out by the SVM approach in accurately
modeling the performance parameters of the cascade system is a notable aspect of the research. This study
enhances the existing body of knowledge by providing a comprehensive thermodynamic parametric analysis
of a two-stage cascade refrigeration system and developing an accurate predictive model based on the SVM
algorithm. The proposed approach offers a robust framework for the optimal design and performance
forecasting of ultra-low temperature refrigeration systems. In summary, this research highlights that artificial
intelligence techniques are valuable decision-making aids for forecasting, system configuration, and
enhancing the performance of cascade refrigeration systems. Future studies are planned to develop an
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experimental setup to investigate the performance of cascade refrigeration systems capable of operating at
ultra-low temperatures.
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7. Nomenclature and Subscripts

ANN Artificial Neural Network
ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers
COP Coefficient of Performance
CRS Cascade Refrigeration System
EES Engineering Equation Solver
GWP Global Warming Potential
MAE Mean Absolute Error

NBP Normal Boiling Point

ODP Ozone Depletion Potential
RMSE Root Mean Square Error
SVM Support Vector Machine

e Specific Exergy (kJ/kg)

E Flow Exergy (kW)

h Enthalpy (kJ/kg)

h Mass Flow Rate (kg/s)

n Efficiency

Q Heat Transfer Rate (kW)

T Temperature (°C)

W Compressor Consumption (KW)
AT Temperature Difference (°C)
evap Evaporator

CHX Cascade Heat Exchanger
comp Compressor

cond Condenser

dest Destruction

HTC High-Temperature Circuit

i Any Point in System

LTC Low-Temperature Circuit

0 Dead-State
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Oz

Tiirkiye’de insaat projelerinin tasarim ve onay asamalarinda, yap1 bilgi modellemesi (YBM) ile olusturulan proje
verilerinin imar mevzuatina uygunlugunu hizli, seffaf ve verimli bigimde denetlemeye olanak taniyan bir otomatik
kural kontrolii uygulamasi gelistirilmesi bu ¢aligmanin temel amacini olusturmaktadir. Bu kapsamda, mevzuat
metinlerinde yer alan kurallar Onermeler mantigi esas alinarak yazilim diline uyarlanabilir bir yapiya
doniistiiriilmis, karar yapilar1 olusturulmus ve YBM ortamina aktarilacak ayirt edici parametreler tanimlanmustir.
Model verileri, paylagima agik olan Endiistri Temel Siniflar1 (Industry Foundation Classes, IFC) formatinda disa
aktarilmig ve Python diliyle gelistirilen yazilim araciligiyla dort farkli 6rnek proje iizerinde test edilerek otomatik
denetim raporlar1 elde edilmistir. Elde edilen bulgular, mevzuat kurallarinin mantiksal yapilara doniistiiriilerek
Endiistri Temel Siniflar1 veri yapilariyla karsilagtirilabilecegini ve boylece yapi projelerinin mevzuata
uygunlugunun dijital ortamda denetlenebilecegini gostermektedir. Bu yaklasim, kamu otoritelerinin tasarim ve
onay siire¢lerinde daha etkin ve seffaf bir kontrol mekanizmasi gelistirmelerine katki saglayabilir. Caligmanin
Ozgiin yoni, klasik mantik sisteminde yer alan ve karmasik mantiksal operatorler igermeyen dnermeler mantiginin,
yonetmeliklerdeki girift kurallara uygulanabilmis olmasidir. Ayrica elde edilen dogru 6nermeler kiimesi, yalnizca
kural ihlalini gostermekle kalmayip, ilgili kuralin kapsamli bir analizini miimkiin kilan tamamlayici bilgilerle
birlikte sunulmaktadir.
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tabanl kural denetimi, imar mevzuatina uygunluk
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Abstract

The aim of this study is to develop an automated rule-checking application that enables the rapid, transparent, and
efficient verification of building design data, created through Building Information Modeling (BIM), in
compliance with zoning regulations during the design and approval phases of construction projects in Turkiye. In
this context, rules expressed in regulatory texts were transformed into a format adaptable to software using
propositional logic, and decision structures were created. Distinctive parameters based on the rules to be checked
were assigned to the BIM environment. Model data were exported in the shareable Industry Foundation Classes
(IFC) format, and a Python-based software was developed to test the automated rule-checking method on four
different sample projects, generating result reports. The findings show that regulatory provisions can be converted
into logical structures and compared with Industry Foundation Classes data, making it possible to digitally assess
a project’s compliance with regulations. This approach could contribute to enabling public authorities to
implement a more effective and transparent control mechanism in the design and approval processes. The
originality of the study lies in the successful application of classical propositional logic—despite its lack of
complex logical operators—to complex regulatory rules. Moreover, the set of validated propositions not only
defines the outcome of the rule check but also provides comprehensive contextual information related to the rule,
allowing for a more in-depth evaluation of the results.

Keywords: Automated rule checking, Building information modeling, Logic-based rule interpretation, Model-
based code checking, Zoning regulation compliance
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1. Introduction

Digitalization has led to profound transformations in the production and service sectors since the Industrial
Revolution. However, the construction sector has adapted to this transformation process more slowly
compared to other industries. Studies show that the construction industry is still one of the sectors with the
lowest level of digitalization [1]. This situation prevents the industry from fully achieving its potential
productivity gains and sustainability goals.

Traditional construction projects are inherently complex systems due to their multi-stakeholder structures,
variable conditions, and high coordination requirements. This complexity poses significant challenges to the
integration of digital technologies and constitutes a major barrier to digital transformation [2]. Additionally,
the prevailing traditional approach to construction and habits in the sector create a cultural barrier to
technological adaptation when combined with resistance to innovation. Furthermore, firms in the sector often
operate under intense competitive pressure, leading them to focus on short-term cost advantages. This results
in delays in investments in digital infrastructure that offer long-term benefits. As a result, the integration of
industrial innovations into the construction sector remains limited. Despite all these challenges, the
construction sector needs new technologies supported by digital transformation for more efficient, safer, and
sustainable projects to replace traditional methods.

One of the most prominent technologies in this transformation is Building Information Modeling (BIM).
BIM offers an information-driven approach in the design, planning, construction, and maintenance phases,
increasing integration among all stakeholders and ensuring transparency in project management [3]. BIM is
considered one of the core elements of digital transformation in the construction industry. Researchers and
BIM software developers define BIM not only as a design tool but also as a holistic information management
process that encompasses information generation, management, and usage across all stages of the project
lifecycle [4]. In this context, the impact of BIM is not limited to its technical dimension; it is also directly
related to business processes, communication between stakeholders, and legal regulations.

Since the early 2000s, many countries, including the United States, European countries, Australia, and East
Asia, have begun to promote the use of BIM at a strategic level [5]. Key factors accelerating the adoption of
BIM in these countries include increasing project efficiency, reducing costs, lowering error rates, and
enhancing stakeholder interaction [6]. Public institutions have taken various strategic steps to promote the
widespread use of this technology. For example, in the United States, the General Services Administration
(GSA) has encouraged the use of BIM in public projects, while the United Kingdom made BIM usage
mandatory for all central government projects by 2016, paving the way for transformation in the sector.
Similarly, countries like Singapore, Norway, and Finland have institutionalized BIM integration by creating
guidelines, application manuals, and mandatory standards [5].

Although the implementation of Building Information Modeling (BIM) in Turkiye remains limited, it has
started to be adopted in large-scale projects carried out through public—private partnerships, such as city
hospitals, airports, and certain infrastructure developments [7]. However, these examples are exceptional,
and BIM has yet to be widely adopted across the construction sector. The main barriers to the widespread
use of BIM in Turkiye include the complexity of the industry, high investment costs, lack of knowledge and
technical skills, as well as the absence of a well-established legal and institutional framework [8-10]. In
particular, the lack of explicit provisions for BIM integration in current zoning and building inspection
regulations, the absence of defined standards, and the lack of a legal basis for the structured digital exchange
of project data have significantly hindered progress. Consequently, the full potential of BIM-enabled
information management, automated rule checking, and data exchange has not yet been realized.

The primary objective of this research is to examine an application for integrating BIM practices with the
existing legal framework in Turkiye. Specifically, it aims to test a system that enables the comparative
analysis of data extracted from BIM models against legal regulations in areas such as building inspection,
zoning compliance, and energy performance codes. The study employs classical logic-based propositional
reasoning to enable the computational processing of construction regulations. Complex rules from regulatory
texts are translated into simplified and inferable propositions, which are then structured into decision
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frameworks and decision tables within the software. Although a software application has been developed
within the scope of this research, the primary objective of the study is not the software itself, but rather the
examination of how BIM data can be integrated with existing legal regulations. In this context, the scope of
the research is primarily limited to building inspection processes and compliance checks with zoning
regulations.

2. Literature Review

In the construction industry, knowledge sharing and management are critically important in projects where
various disciplines (architecture, civil engineering, electrical, mechanical, etc.) collaborate during the project
management, planning, and design phases. In this context, common data environments (CDE) and model-
based working methods, which are considered key components of digital transformation, have gained
significant momentum in recent years [12].

In recent years, although there has been a noticeable increase in the digitalization of the construction industry,
it remains one of the least digitized sectors [1, 13]. Compared to other industries, the construction sector has
been slow to adopt and integrate digital technologies. Despite the potential benefits, the industry continues
to face challenges in fully embracing digital transformation and incorporating digital tools into its operational
processes. One of the major barriers in this regard is the inherent complexity of construction projects [2, 14].
Another significant factor is the sector's strong adherence to traditional construction practices, which
contributes to resistance to change. Moreover, the lack of digital skills and knowledge among industry
professionals further exacerbates the difficulties faced during the digitalization process [15].

Despite these challenges, there is a growing need in the construction sector to replace traditional methods
with new technologies supported by digital transformation to ensure more efficient, safer, and more
sustainable project delivery. These technologies have led stakeholders—particularly contractors, engineers,
and designers—to increasingly adopt various digital tools to optimize construction processes and reduce
costs. Among these tools, Building Information Modeling (BIM) stands out as the most widely adopted
foundational technology [2].

Digitalization is regarded not only as a technological innovation but also as a strategic necessity for
sustainability, efficiency, and competitive advantage. Rapid urbanization, climate change, and increasing
global competitive pressures are among the main factors that make it inevitable for construction companies
to use digital tools [13, 14]. Nonetheless, in the past decade, national Building Information Modeling (BIM)
mandates and digital transformation policies introduced in many countries have facilitated the adoption of
software-supported design approaches in the sector. The digitalization process not only simplifies
information management but also contributes to preventing project errors by enabling real-time data sharing
among stakeholders. For example, early detection of a design error in the design phase can prevent costly
revisions on the construction site.

In this context, the analysis of the necessity of digital transformation and the current state of the industry
stands out as a strategic factor that will directly affect the future competitiveness of the construction sector.
Globally, efforts to digitalize the construction industry are accelerating through university-industry
collaborations and public support, further supporting the structural transformation of the sector.

2.1. Application areas and concepts of building information modeling (BIM)

Building Information Modeling (BIM) is at the center of the digital transformation of the construction
industry and is regarded as a catalyst by governments and public suppliers to achieve productivity, cost, and
quality policy goals in the sector [3]. Although BIM is defined in various ways, it is widely accepted as a
form of collaboration that makes information about buildings and facilities digitally accessible and
analyzable [16-18]. This approach surpasses the traditional two-dimensional design understanding by
integrating multiple disciplines and not only going beyond three-dimensional models but also systematizing
data sharing in the design, construction, and operation processes.
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The scope of BIM has expanded over time, and this expansion has led to the emergence of the concept of
BIM dimensions. Today, the term “nBIM” indicates that there is no limit to these dimensions, with 3D, 4D,
5D, 6D, and 7D being the most commonly used BIM dimensions [19].

3D BIM offers an enhanced visualization capability, but it is not limited to the three-dimensional digital
representation of the structure. This application can include information for analysis tailored to the goals of
stakeholders such as designers, contractors, employers, and project managers, and through dynamic use, it
enables early detection of potential problems.

4D BIM integrates the construction schedule by adding the time dimension to the 3D model. This integration
visualizes the flow of the work schedule, enabling more effective planning and time management.

5D BIM integrates cost data into the project, allowing cost estimation in the design process and evaluating
the cost impacts of design decisions. During the construction process, it helps in conducting cost analysis.
6D BIM is focused on sustainability and contributes to improving the energy efficiency of buildings through
energy calculations. Interventions such as optimizing the layout plans can reduce energy loss and waste.

7D BIM enables information management throughout the lifecycle of buildings. By integrating information
such as technical specifications, maintenance schedules, inspection records, and warranty details, it creates
an efficient operational process for project managers and owners.

The BIM dimensions are not limited to these. 8D addresses occupational health and safety issues, helping to
reduce risks in projects, while 9D incorporates lean manufacturing principles and aims to improve the
efficiency of production processes [20].

BIM is also an essential tool that supports management approaches such as Integrated Project Delivery (IPD).
IPD is a management system aimed at increasing productivity and improving project delivery speed in
construction projects. Emerging in the United States in the 1990s, this system requires widespread and
comprehensive communication between teams, taking into account the complexity of projects, and the
effective use of digital tools such as BIM in project decision-making processes [21, 22].

The Common Data Environment (CDE) is a critical component in the success of BIM applications. CDE
allows all project-related data to be collected, managed, and shared on a centralized platform. This digital
system enables project stakeholders (architects, engineers, contractors, consultants, etc.) to access the most
up-to-date data they have created, making information exchange between the project team transparent,
consistent, and effective [23].

The BIM implementation plan provides a strategic roadmap for how a project will use BIM technologies.
This plan defines details such as which data will be collected in which processes and how this data will be
managed and shared. As a result, it ensures that project processes are managed more transparently and
efficiently. Furthermore, the implementation plan creates an effective collaboration environment among
project stakeholders by minimizing potential inconsistencies and uncertainties [24]. Preparing the BIM
implementation plan correctly is a crucial step that facilitates the achievement of project objectives.

The 1SO 19650 standard defines the principles and requirements for information management and provides
fundamental guidelines for implementing BIM applications. This standard provides detailed guidelines on
issues such as information sharing, digital data management, production methods, and delivery processes.
Additionally, it clarifies the roles and responsibilities of project stakeholders along with BIM Execution Plan
(BEP) templates [25].

Eastman et al. (2011) emphasize that BIM reduces error rates in projects, lowers costs, and increases
efficiency by preventing material waste [26]. Bryde et al. (2013) highlight the importance of BIM as a strong
communication tool among project stakeholders [2]. Similarly, Becerik-Gerber and Rice (2010) state that
BIM has systematized information management in the construction industry, optimized project processes,
and allowed all stakeholders to meet on a common platform [4].
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In conclusion, the use of BIM technology enables construction projects to be executed more effectively,
efficiently, and sustainably. BIM allows significant gains in project processes and will continue to be an
essential tool for the digitalization of the construction industry in the future.

2.2. IFC standard

Industry Foundation Classes (IFC) is an open and international data standard that enables data exchange and
interoperability between building information models (BIM). IFC provides an object-based data model that
allows for the detailed definition of building elements, systems, and processes. Through this standard, data
transfer and model integration between different BIM software can be performed seamlessly [27, 28]. IFC
was approved by ISO in 2012 and standardized in 2013, becoming an open and international standard that
can be used across hardware devices, software platforms, and interfaces for various use cases [29].

The IFC data model offers the possibility of sharing data used at every stage of the project process by
encompassing the geometric and functional properties of building elements, their connections, material
information, and other technical details [27]. The IFC model consists of four main layers. These layers ensure
that information is organized hierarchically and shared in an orderly manner [30].

e Main Layer: The main layer contains asset definitions, including customizations for specific disciplines,
products, processes, or resources.

o Interoperability Layer: This layer facilitates the sharing of structure, construction, and management
information between the project team. It is particularly useful when different disciplines need to
collaborate and make decisions together.

o Core Layer: The core layer contains the most general asset definitions for building components. Here,
the properties of building elements, additional comments, and other detailed information can be found.

e Resource Layer: The resource layer includes all individual schemas containing resource definitions.
These definitions generally do not include unique identifiers and should not be used without a definition
provided at a higher layer. This layer stores the basic properties and simple information of building
components, such as geometry, material, quantity, measurements, timing, and cost.

[ ]

There are various challenges that arise during the model and data transfer, especially when using different

software. To effectively address these challenges, a collaborative approach is adopted, and IFC is often

preferred as a solution. IFC facilitates model conversion between different software, offering solutions to
such issues.

2.3. Automatic rule checking

Various automatic rule-checking methods have been developed to automatically verify legal requirements
during the design and approval processes of construction projects. However, in some applications, written
rules are directly interpreted and converted into computer code by the programmer without using a systematic
method. This requires both expertise in interpreting regulations and proficiency in software development.
Furthermore, the first studies on automatic rule processing date back to the 1960s. One of the pioneering
studies in this field is the decision table approach developed by Fenves in 1966. However, due to its
inadequacy in defining the relationships between rules and the overall organization, a four-layer theoretical
structure was proposed in 1973 by AISC (American Institute of Steel Construction). This structure defines
elements such as terms forming the rule, provisions, relationships between provisions, and rule organization
in hierarchical layers [31].

Another important approach in this field is the rule-based method. In this method, rules are represented as
condition-action pairs expressed in the "If-Then" format. In other words, the action to be performed when a
specific condition is met is clearly defined [32]. Although this structure allows rules to be modeled
systematically, it can be limited in expressing more complex situations.
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The logic-based approach is similar to the rule-based method in that it uses the "If-Then" structure; however,
it employs a more formal language expressed with logical predicates and propositions. This method allows
for the complete and consistent definition of rules. Additionally, it enables inferences to be made in cases of
missing information. However, the use of this method requires knowledge of logic, and it would involve
user-defined predicates and logic operators [33].

In the object-based approach, rules are directly linked to the objects in the building model and organized
through class-subclass relationships. For example, in a building model, objects such as "floor,” “room," and
"column" are defined by their properties (height, material type, etc.), and rule checks are performed based on
these objects [34]. However, it may not always be easy to directly incorporate regulatory rules into an object-
based model. In this regard, Yabuki and Law (1993) argue that engineering standards should be supported
by logic rules alongside object models [35].

Recently, Natural Language Processing (NLP) techniques have emerged as an important tool for digitizing
and interpreting regulatory texts. Regulatory texts are often long, complex, and written in natural language,
making it difficult for machines to directly understand these documents [36]. Chalkidis et al. (2019)
demonstrated with their system for the automatic analysis of legal documents that judicial decisions can be
interpreted using machine learning and NLP methods [37]. Fuchs and Amor (2021) discuss the analysis of
building regulations with NLP algorithms and their transformation into logic-based structures [38]. However,
these studies highlight that complex sentence structures, exceptions, and ambiguous definitions limit the
performance of NLP systems. Construction regulations are characterized by a formal, technical, and often
complex linguistic structure. Since most regulatory texts are not explicitly written in a rule-based format,
extracting logical rules from these documents is a highly intricate process. Representing rules using Natural
Language Processing (NLP) techniques such as generating "if-then" structures requires advanced semantic
analysis and contextual tracking. Moreover, NLP tools available for the Turkish language are not as
developed as those for English. For these reasons, NLP was not utilized in the software developed within the
scope of this study.

The primary motivation behind these historical developments has been to reduce human error that may occur
during manual checking processes and to accelerate project approval procedures. At the same time, how to
effectively integrate factors such as the continuous updating of regulations and regional variations into digital
environments has emerged as a significant area of research. In particular, differences in language and
terminology across countries are frequently cited as one of the main barriers to the widespread adoption of
automated code compliance checking.

3. Method

The framework proposed by Eastman et al. (2009) for systematically implementing rule-based control
applications in Building Information Modeling (BIM) has formed the basis for many subsequent studies and
is frequently referenced in the development of rule-checking applications [39]. As shown in Figure 1, this
framework defines the overall process as the flow and interaction of four distinct steps.

In this study, the application examined will be structured according to the steps of rule interpretation,
preparation of the building information model, execution of rule checking, and reporting of the results, as
shown in Figure 2.

The first and most fundamental stage of BIM-based rule checking applications is the conversion of regulatory
rules into machine-readable language. This process aims to digitize the contents of rules expressed in natural
language as accurately as possible, meaning converting them into binary or logical codes. However, the
diversity of syntactical structures and the content-related ambiguities in rule expressions make it quite
difficult to standardize this process [40].

The regulatory compliance checking software to be developed in this study will be usable both by engineers

and architects during the design process and by authorized institutions during official approval procedures.
Therefore, the software will be developed as an independent structure that does not rely on design tools but
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instead can receive and evaluate design data from external sources. In this context, the IFC (Industry
Foundation Classes) open data standard, which is supported by many BIM software tools and offers an
impartial data model, will be used for the sharing and processing of design data.

Rule Interpretation
Translates a written rule-
Base into computer
implementable one

Method for translating
rules from text format:
(a) by programmer

(b) employing predicate
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Figure 1: Framework for BIM-based rule checking [39]
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3.1. Rule interpretation

One of the primary legal instruments regulating construction processes in Turkiye is the Regulation on
Planned Areas Construction, which defines the construction requirements for planned development zones.
In addition to this national regulation, there are also locally issued zoning regulations specific to metropolitan
municipalities such as Istanbul, Ankara, and Izmir. However, these local regulations are generally aligned in
terms of core content and guiding principles. In this study, the Regulation on Planned Areas Construction
(2017) is selected as the primary normative source for testing the developed automated rule-checking
application [41].

To enable the application to assess architectural project compliance, two specific provisions, Articles 9 and
28, located under the section titled “Provisions Related to Construction” in Chapter 4 of the regulation have
been selected as focal points.

o Article 9 outlines the relationship between road width and the permissible number of building floors.
o Article 28 establishes the maximum floor heights for various building usage types, including residential,
commercial, and mixed-use developments.

Both articles contain multi-variable rule structures that are directly related to project data and serve as
representative examples of automated rule-checking systems. For instance, when evaluating a project, the
system must determine whether the number of floors and the building height are explicitly defined in the
zoning plan. If not, the number of floors is inferred based on road width, and building height is subsequently
calculated, considering the number of floors. Floor height, in turn, is determined based on both floor location
and functional building usage. This process requires simultaneous consideration of multiple interdependent
variables.

Such multi-variable logic exemplifies the complex rule inference structures often encountered in automated
compliance systems.

In this study, a logic-based approach is adopted for the digital modeling and interpretation of regulatory
provisions. Specifically, propositional logic (zero-order logic) is utilized, which enables formal reasoning
based on the truth values of propositions. This logic framework is widely used in information systems for
rule inference, knowledge representation, and automatic interpretation, and is also frequently applied in BIM-
based compliance checking processes [42].

Within this framework, propositions are categorized into two types based on the source of their truth values:
o Direct Propositions, which are dependent on observable project variables.

o Inference Propositions, which are based on logical premise-consequence relationships.

Figure 3 schematically illustrates the structural relationship and logical sources of these propositions.

Formulation of Propositions

Open Propositions — Propositions Whose
Truth Value Depends on bles

Inference Propositions

Formation of the Set of True Propositions Based on Variables

Variable Data ;
False

Extracted from |—» Open Proposition i
Proposition

the IFC File

! !

Necessarily True
Proposition

>

! ’ Set of True Propositions

Figure 3: The truth source and formation of propositions
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3.2. Preparation of the building information model

To enable the automatic digital control of regulatory rules, propositions validating the values to be compared
have been predefined. In evaluating these propositions, the Building Information Modeling (BIM) model
will be used as a second data source. For the joint processing of both data sources (i.e., the regulatory rules
and the BIM model parameters), it is essential to distinctly define the parameters of the BIM objects.
Therefore, concepts representing the regulatory rules will be assigned as parameter names to the relevant
objects within the BIM model (Figure 4).

Since the model developed in this study is intended not only to be specific to a certain regulation but also
adaptable to regulations across different disciplines, this naming system has been categorized and structured.
The IFC (Industry Foundation Classes) format will be used for independent data sharing of the BIM model
across software platforms. By using the IFCPROPERTYSET class, which represents object properties within
the IFC structure, the defined naming conventions will be directly integrated into the model. After these
definitions, the model file produced with the BIM software "Autodesk Revit" will be exported in IFC format,
allowing the establishment of a digital environment that facilitates the automatic control of the rules [43, 44].

7 *deneme-shared.txt - Not Defteri

Dosya Duzen Bigim Géranam  Yardim
# This is a Revit shared parameter file.
# Do not edit manually.
*META  VERSION MINVERSION
META 2
*GROUP ID NAME
GROUP 2 arazi kullanim

PARAM GUID NAME DATATYPE DATACATEGORY GROUP VISIBLE DESCRIPTION|
PARAM  a45ed229-212d-46ec-a208-9922e113e558 YBM_ticaret_bolgesi YESNO 2 1 1 0
PARAM  7162ce3a-d983-48d2-be85-1d1691f43df0 YBM_ticaret_karma YESNO 2 1 1 0
PARAM c9752652-170e-41b5-90ea-7a4f7308b3c YBM_uip_bina_yuksekligi_var YESNO 2 1 1 0
PARAM  77158d5c-a513-4619-8¢36-eb9531f8da2a YBM_konut_zemin_ ticaret YESNO 2 1 1 0
PARAM 10e5de6d-d17c-479c-a564-0344d37c5d29 YBM_uip_bina_yuksekligi TEXT 2 1 1 0
PARAM eecbb27b-d6a4-4719-9eb8-70f4561cb86¢c YBM_zemin_asma_katli YESNO 2 1 1 0
PARAM  d748827c-c45f-4971-b292-e06ab0fbd0bd YBM_konut_bolgesi YESNO 2 1 1 0
PARAM 63588cb8-4d18-41e3-b722-42dad2c8f29¢ YBM_normal_katiar_konut_harici YESNO 2. 1 1 0
PARAM 723493c5-d474-417ta831-1b12bc595477 YBM_uip_bina_kat_sayisi TEXT 2 1 1 0
PARAM 2337c1df-2515-4deda-be64-0772e234e45a YBM_uip_bina_kat_sayisi_var YESNO 2 1 1 0
PARAM  296fbfib-5a81-4e2¢-9291-94ac863c225e YBM_konut _geleneksel _mimari_yigma YESNO 2 1 1 0

Figure 4. Shareable parameter file
3.3. Rule control software

The rule control software has been developed using Python 3.9 version on the Windows operating system.
The user interface of the software has been prepared in Turkish. This software processes the data of files
created in the “Autodesk Revit” model and produced in the appropriate format (IFC) by parsing them. The
features and workflow of the software can be summarized as follows:

Loading and Parsing the IFC File: The software analyzes the uploaded IFC file and performs a parsing
operation for design project information, applicable rules, and project values.

Creating the Data Set: After parsing, the obtained data is converted into a data set. This set includes the design
project information, comparison values for applicable rules, and project values. If there is not enough data to
make a comparison, the process is stopped and the user is informed about the missing data.

Comparison and Inspection: If the necessary data is available, the project's compliance with regulations is
determined using the comparison values and project values. At this stage, a comparison is made for each rule
related to the project.

Generating the Results Report: In the final stage, a results report containing the user's information and the
design project's data is prepared. The report includes the propositions in the correct propositions set,
comparison values, and compliance statuses. This report is presented to the user in HTML format.

User Interface: The software's user interface is designed using Python's "tkinter" library. The software's
workflow is shown in Figure 5 as a flow diagram.
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Figure 5. Rule-Checking Software Flowchart
3.4. Results report

The software generates a detailed document titled " Regulation Compliance Report", which systematically
presents each stage of the rule-checking process to the user. This report is produced in HTML format, making
it easily accessible across various operating systems and web browsers.

The report provides a comprehensive overview of all data related to the project that has undergone
compliance validation. The content is organized into the following eight sections:

¢ Regulation Reference: The title and date of the applicable regulation, along with the specific articles and
headings used in the compliance validation.

e Source File and User Information: The name of the IFC file from which the data was extracted and the
username of the individual running the analysis.

e Construction Information refers to the construction-related project data that is retrieved from the IFC
file.

e Project Identification: General project information identified from the IFC model.

e Correct Propositions: A list of validated logical propositions used for deriving comparison values.
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e Comparison Values refer to the reference values derived from the correct propositions for compliance
evaluation.
o Extracted Project Data refers to all relevant project data obtained from the IFC file.

This structured report format enables users to access detailed information regarding all data inputs and
validation processes. As shown in Figure 6, the user interface for report presentation is currently available in
Turkish. Furthermore, the software enhances the transparency and traceability of regulatory validation,
thereby supporting stakeholders in making accurate and timely decisions.

Yénetmelik Uygunluk Raporu Karsilastirma Degerleri
imar planlarinda kat adetleri belirtilmemigtir.
- - %ol yol genisliklerine gbre bina kat adetleri belirlenecektir
Planli Alanlar Imar Yonetmeligi / 03.07.2017 imar planlarinda bina yiiksekligi belirtilmemistir.
Hsifets Yol igentdiiilertne dive B ek adstfend kat yiikseklikleri ve kat sayisina gére belirlenecektir.
o Rt 2 konut bdlgesindedir.
Madde-28: Kat yiiksekligi
En Cok Kat Adeti : 4
Dosya Adi : 240527-Bl-al.ifc En Cok Bina Yiiksekligi (cm) : 1440
En Gok Zemin Kat Yiiksekligi (cm) : 360
Kullanici : aa En Cok Normal Kat Yiiksekligi (cm) : 360
Proje Bilgileri IFC Dosya Verileri
Yapilasma Bilgileri Yol Genisligi (cm) : 1200.0
Bina Kat Adeti H
YBM konut bolgesi : Evet ;1n§ Y;kie;lig;"icmil'“' (cm) 8 éé?460
VBN komut qeleneksel - CH emin Kat Kat Yiiksekligi (cm : 291
YBM—kgﬁst*ggmjgetiiaEZimarl—ylgma - HZiiE 1. Normal Kat Kat Yiiksekligi (cm) : 291.0
YBM normal katlar konut harici : Hayir 2. Normal Kat Kat ngsekl%g} (cm) 2 291.0
YBM ticaret bolgesi = : Hayir 3. Normal Kat Kat Yiiksekligi (cm) : 291.0
YBM ticaret karma : Hayir
YBM uip bina kat sayisi : Veri Yok
YBM uip bina kat sayisi var : Hayir
YBM uip bina yuksekligi : Veri Yok
YBM uip_bina_yuksekligi var : Hayir Rapor Sonucu
YBM zemin asma_katli : Hayir
Kimlik Bilgileri Bina Kat Adeti En ok Kat Adetine Esittir ; Uygundur
Tasarlayan : mimar Bina Yiiksekligi En Cok Bina Yiiksekliginden Kiigliktiir ; Uygundur
Kurum Tanimi : kamu
Kurum Adi : RAAA Belediyesi Zemin Kat Yiiksekligi Uygundur
Misteri : musteri adi
I1/11¢e/Mah/Ada/Parsel : istanbul kartal 1. Normal Kat Yiiksekligi Uygundur
Proje Yayin Tarihi 1 23.02.2024
Proje Adi : proje adi 2. Normal Kat Yiksekligi Uygundur
Proje Numarasi : B1012
Proje Durumu : Rev 1 3. Normal Kat Yiiksekligi Uygundur

Figure 6. Regulation compliance report (interface in Turkish)
4. Findings

Four different models were used to test the software, and the different results obtained from the IFC files of
these four models clearly demonstrate the functionality of the software. As the first step, the software checked
whether the necessary data for comparison was available. Additionally, it detected whether there were any
contradictions within the data. In models with sufficient data and no contradictions, the software determined
the comparison values for the model and the rule. As a result, the software generated a report containing the
outcomes of the operations performed. The software's user interface consists of two main sections, both
designed to facilitate intuitive and efficient user interaction.

When the software is launched, the user is presented with the initial interface, which includes five functional
components. As illustrated in Figure 7, the interface is currently available in Turkish:

o Drag-and-Drop Area for the IFC File: Users can drag and drop a suitable IFC file into this area. The file

name and path are automatically detected. The system verifies the file format, and if a format other than
IFC is selected, a warning message is displayed.
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e Username Entry: Users can enter their username for identification purposes. If this field is left blank, a

warning message is triggered.

¢ Naming for IFC Objects: This section allows users to modify the default names assigned to objects within

the IFC file.

o Start Data Validation: Users initiate the parsing process by clicking the "Validate IFC File Data"

command button.

¢ Rules to Be Checked: At the bottom of the interface, the rule set to be applied during the validation

process is displayed.

¢ Rules to Be Checked: At the bottom of the user interface, the rules that will be checked are displayed.

? Kural Kontrel Yazilimi

Kullanicit Adi

Yol Genisligi :
Zemin Kat :
Normal Kat :

Bina Yuksekligi :

IFC dosya yolu alind: !
Dosya Adi - 240527-B1-al.ifc

ey

IEC Nesnesi isimlendirme :
101_101_104_ycl_genisligi

101_103_101_zemin_kat

|101_103_102_normal_kat

101_103_103_bina_yukseklig]

IFC Dosyasi Verilerini Denetle

Kural Kontrolleri:

Planli Alanlar imar Y&netmeligine gore;
En Cok Kat Adeti

En Cok Kat Yukseklikleri

En Cok Bina Yiuksekligi

Figure 7. Software startup interface (interface in Turkish)

If the IFC file format is invalid or the username is not provided, the system alerts the user via a warning
message (see Figure 8). Once the parsing process is initiated, the second user interface is automatically
launched (see Figure 8). It comprises the following five components:
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with the entered username.

from the IFC file.

Comparison Values: Displays the values used for rule-based comparisons against the model.
Missing Information Status: If any required data is missing, a message listing the incomplete items is

shown, along with a command button to restart the process.

rule control report.

Name of the Parsed IFC File and User Information: Displays the name of the selected IFC file along

Project Information and Values: Presents extracted project data and construction parameters retrieved

Create Rule Control Report: If no missing information is detected, the user is enabled to generate the

f Kural Kontrol Yazilimi

Kullanici Ad :|

Yol Geniglidi :

Zemin Kat :

Bina Yaksekiii

Yiiklenen dosya IFC degil !

Dosya Adi : schema.log

Kullanici Adi Giriniz !

IFC Nesnesi isimlendirme :

101_101_104_yol_genisligi
101103101 _zemin_kat

Normal Kat - 101_103_102_normal_kat

101_103_103_bina_yuksekligi

IFC Dosyas Verilerini Denetle

f Kural Kentrol Yazilimi

Dosya Adi : 240527-B1-a1.ifc

Kullanici : cy

IFC Dosyasinda Proje Bilgileri:

YBM_konut_bolgesi: Evet
YBM_konut_geleneksel_mimari_yigma: Hayir
YBM_konut_zemin_ticaret: Hayir
YBM_normal_katlar_konut_harici: Hayir
YBM_ticaret_bolgesi: Hayir
YBM_ticaret_karma: Hayir
YBM _uip_bina_kat_sayisi: Veri Yok
YBM _uip_bina_kat_sayisi_var: Hayir
YBM_uip_bina_yuksekligi: Veri Yok
YBM_uip_bina_yuksekligi_var: Hayir
YBM_zemin_asma_katli: Hayir

IFC Model Verileri :

Binada Toplam Kat Sayisi : 4

Zemin Kat Yiiksekligi (cm): 291.0

3 Adet Normal Kat Toplam Yiksekligi (cm): 873.0
Bina Yiksekligi (cm): 1164.0

Yol Genigligi (cm): 1200.0

Eksik Bilgi Tespit Edilmedi

Kural Kontrolleri:

Plani Alanlar imar Yénetmeligine gére;
En Cok Kat Adeti

En Cok Kat Yikseklikleri

En Cok Bina Yiksekligi

Kural Kontrol Raporu Olugtur

Figure 8. Error message on the software startup interface and user interface after IFC file validation (interface in

Turkish)
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In cases where missing information is found, a separate screen displays the incomplete fields, and report
generation is disabled (see Figure 9). If all required data is present, the "Create Rule Control Report" tab
becomes active, allowing the user to export the report in HTML format. Upon completion, the software
automatically terminates.

With the sample model used, which contains 956 elements, a file size of 6.38 MB, and approximately
197,000 words, the rule control report is generated in approximately 3 seconds. This demonstrates the
software’s ability to perform efficiently, even when handling large-scale data.

@ Kural Kontrol Yazilimi

Dosya Adi : 240527-B1-ad.ifc

Kullanici : cy

IFC Dosyasinda Proje Bilgileri:

YBM_konut_bolgesi: Evet
YBM_konut_geleneksel_mimari_yigma: Hayir
YBM_konut_zemin_ticaret: Hayir
YBM_normal_katlar_konut_harici: Hayir
YBM_ticaret_bolgesi: Hayir
YBM_ticaret_karma: Hayir
YBM_uip_bina_kat_sayisi: Veri Yok
YBM_uip_bina_kat_sayisi_var: Evet
YBM_uip_bina_yuksekligi: Veri Yok
YBM_uip_bina_yuksekligi_var: Evet
YBM_zemin_asma_katli: Hayir

IFC Model Verileri :

Binada Toplam Kat Sayisi : 4

Zemin Kat Yiksekligi (cm): 291.0

3 Adet Normal Kat Toplam Yuksekligi (cm): 873.0
Bina Yuksekligi (cm): 1164.0

Yol Genigligi (cm): 1200.0
Eksik Bilgiler:

imar planindaki bina yiiksekligi gecerli olmasina ragmen,

imar plam bina yuksekligii bilgisi eksiktir.

Yeniden Basla

Figure 9. Warning screen when missing information is detected in the IFC file (interface in Turkish)

The results of the software tests with four different models are shown in Table 1.

Table 1. Software testing with four different models and results

Model Name Project Construction Comparison Value Road Suitable  Unsuitable
Information Width  Results Results
(cm)
240527-Bl-al Number of floors and floor Building height to be 1200 6 0
height not specified in the determined according to
zoning plan regulations
240527-Bl-a2 Number of floors and floor Building height: 950 cm and 1200 4 2
height specified in the zoning number of floors: 3 floors
plan according to regulations
240527-B1-a3 Number of floors and floor Building height to be 900 4 2

240527-Bl-a4

height not specified in the
zoning plan

Number of floors and floor
height specified in the zoning
plan

determined according to
regulations

Zoning plan missing building
height information
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For the model named "240527-B1-al," the zoning plan does not specify the number of floors and floor height.
The number of floors will be determined based on the road widths in the model, and the building height will
be calculated according to the floor heights and the number of floors. The project is located in a residential
area. The data for this model are shown in Table 2, and the comparison values are shown in Table 3.
According to the result report, all 6 rules were found to be suitable for the *240527-B1-al" model (Table 4).

Table 2. Model data for "240527-B1-al" from the IFC file

Model Data Value
Road Width (cm) 1200
Number of Floors 4
Building Height (cm) 1164
Ground Floor Height (cm) 291
1st Normal Floor Height (cm) 291
2nd Normal Floor Height (cm) 291
3rd Normal Floor Height (cm) 291

Table 3. Comparison values for the *240527-B1-al" model

Comparison Name Value
Max Number of Floors 4
Max Building Height (cm) 1440
Max Ground Floor Height (cm) 360
Max Normal Floor Height (cm) 360

Table 4. Rule compliance results for the "240527-B1-al" model

Compliance Name Status
The number of floors is equal to the maximum number of floors Suitable
Building height complies with the maximum allowable height Suitable
Ground floor height Suitable
1st normal floor height Suitable
2nd normal floor height Suitable
3rd normal floor height Suitable

For the model named "240527-B1-a2," the zoning plan specifies the number of floors, and the condition for
the number of floors in the zoning plan is valid. The zoning plan also specifies the building height, which is
valid. The project is located in a residential area. The data for this model are shown in Table 5, and the
comparison values are shown in Table 6. According to the result report, 4 out of the 6 rules were suitable,
and 2 were unsuitable for the "240527-B1-a2" model (Table 7).
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Table 5. Model data for "240527-B1-a2" from the IFC file

Model Data Value
Road Width (cm) 1200
Number of Floors 4
Building Height (cm) 1164
Ground Floor Height (cm) 291
1st Normal Floor Height (cm) 291
2nd Normal Floor Height (cm) 291
3rd Normal Floor Height (cm) 291

Table 6. Comparison values for "240527-B1-a2" model

Comparison Name Value
Max Number of Floors 3
Max Building Height (cm) 950
Max Ground Floor Height (cm) 360
Max Normal Floor Height (cm) 360

Table 7. Rule compliance results for "240527-B1-a2" model

Compliance Name Status
The number of floors is equal to the maximum number of Not Suitable
floors

Building height complies with the maximum allowable Not Suitable
height

Ground floor height Suitable
1st normal floor height Suitable
2nd normal floor height Suitable
3rd normal floor height Suitable

Table 8. Model data for "240527-B1-a3" from the IFC file

Model Data Value
Road Width (cm) 900
Number of Floors 4
Building Height (cm) 1164
Ground Floor Height (cm) 291
1st Normal Floor Height (cm) 291
2nd Normal Floor Height (cm) 291
3rd Normal Floor Height (cm) 291

For the model named ""240527-B1-a3," the zoning plan does not specify the number of floors. The number
of floors will be determined based on road widths, and the building height is not specified in the zoning plan.
The height and number of floors will be determined based on the floor heights and the number of floors, and
the project is located in a residential area. The data for this model are shown in Table 8, and the comparison
values are shown in Table 9. According to the result report, 4 out of the 6 rules were suitable, and 2 were
unsuitable for the "240527-B1-a3" model (Table 10).
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Table 9. Comparison values for "240527-B1-a3" model

Comparison Name Value
Max Number of Floors 3
Max Building Height (cm) 1080
Max Ground Floor Height (cm) 360
Max Normal Floor Height (cm) 360

Table 10. Rule compliance results for *240527-B1-a3" model

Compliance Name Status
The number of floors is equal to the maximum number of Not Suitable
floors

Building height complies with the maximum allowable Not Suitable
height

Ground floor height Suitable
1st normal floor height Suitable
2nd normal floor height Suitable
3rd normal floor height Suitable

For the model named "240527-B1-a4," the model was created with missing information, and therefore, no
report was generated. The software detected that although the building height in the zoning plan was valid,
the zoning plan was missing the building height information, and the user was informed via a warning
message.

5. Discussion and Recommendations

This study provides an original contribution to the relatively underdeveloped field of BIM-regulation
integration in Turkiye by proposing a software-based solution that enables automated compliance checking.
However, some critical issues and development opportunities remain for wider implementation.

5.1. Discussion

Lack of Data Standardization: The absence of standardized BIM practices and consistent IFC data
structures in Turkiye results in data variation depending on the software used [8, 9]. This may limit the
reliability and compatibility of the proposed rule-checking mechanism.

Ambiguity in Legal Texts: Zoning regulations often include vague language, exceptions, and non-
technical expressions. These characteristics can hinder the precise formalization of rules and reduce the
software’s ability to interpret them consistently [36].

Limits of Propositional Logic: While propositional logic is effective for simple rule modeling [42], it
lacks the capacity to handle more advanced relational inferences. First-order logic or ontology-based
reasoning might be necessary for more complex rule hierarchies.

Institutional Readiness: The success of such a system depends on whether public agencies are digitally
prepared and whether their personnel can use these tools. In Turkiye, the level of digital maturity in
public-sector approval workflows specifically related to construction projects remains limited [7].

5.2. Recommendations

Develop a National BIM—Regulation Integration Guide: Similar to Singapore’s “BIM Guide” and
initiatives like CORENET [45], Turkiye should develop a national guideline that outlines how BIM data
should be structured and linked with legal provisions.
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e Adopt NLP and Al for Regulatory Modeling: Legal texts can be automatically translated into formal
rules using NLP and machine learning techniques [37, 38], reducing the burden of manual rule definition.

e Pilot Implementation through Public—Private Collaboration: The developed software should be tested in
municipalities, building inspection firms, and architecture offices to collect feedback and refine the
model.

e Standardize BIM Parameters and Naming Conventions: BEP (BIM Execution Plan) documents should
include standardized property naming, classification systems, and IFC usage protocols [24, 25].

e Develop an Open API for Integration: To facilitate interoperability with e-permit systems and other
platforms, an open-source API should be created for wider institutional adoption.

e The prototype software developed for testing purposes can be further enhanced. It is possible to improve
the system both by expanding data input capabilities and by enabling multi-user access, allowing
multiple users to utilize the software collaboratively.

6. Conclusions

This study presents a comprehensive framework and a functional software application for the automatic
digital verification of BIM-based design data in line with current zoning regulations in Turkiye. Specifically,
Articles 9 and 28 of the Regulation on Planned Areas Construction were selected as the basis for developing
and testing rule-checking mechanisms that involve multi-variable rule structures [41]. The developed
software parses IFC-format BIM models to extract architectural parameters such as road width, number of
floors, building height, and floor heights. These are then compared with reference values derived from the
regulation. The system successfully functioned in both complete and inconsistent data scenarios, producing
user-friendly reports and guiding the user in each step. Test results from four different models demonstrated
the system’s accuracy, speed, and operational stability. A significant methodological contribution of the study
is the successful implementation of propositional logic for translating regulatory rules into machine-readable
formats [42]. Unlike traditional systems that rely solely on fixed comparison values, the proposed approach
allows for the dynamic evaluation of derived values based on multiple interrelated parameters using an "'If—
Then" logic structure.

The study offers both theoretical and practical contributions. Theoretically, it proposes a logic-based
mechanism for integrating legal rules with BIM data; practically, it demonstrates how this mechanism can
be converted into a functioning digital system. Unlike conventional control tools, the software provides
scalable and adaptable logic-based validation, which enables broader use across different regulatory
conditions. The findings emphasize that automatic rule-checking software can significantly improve
efficiency, early error detection, and transparency in both design and public approval processes. For public
authorities, such systems may help to accelerate permitting, streamline inspections, and strengthen
accountability. For private sector professionals, it offers the opportunity to test compliance before
submission, reducing the likelihood of legal obstacles.

In the future, the system can be extended beyond 3D modeling by incorporating 4D (schedule), 5D (cost),
6D (energy and sustainability), and 7D (operation and maintenance) dimensions [19, 20]. This would make
it possible to evaluate regulatory compliance not only in terms of geometry but also across the entire project
lifecycle. Moreover, the integration of Al and natural langu age processing (NLP) may allow complex, vague,
and exception-based regulations to be interpreted automatically [36, 38]. This would eliminate the need for
manual logic translation and broaden the applicability of the system in large-scale regulatory frameworks.
In conclusion, this research introduces an original and applicable model for the automated, regulation-based
control of BIM data in Turkiye. Both its software infrastructure and logical framework present a
transformative potential for digitalization in the construction industry, offering benefits to both public
institutions and private stakeholders.
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Oz

Bu calisma, felg teshisi i¢in makine dgrenmesi ve derin 6grenme tabanlt bir akilli teshis sistemi 6nermektedir.
Saglik sektoriinde yapay zekanin (AI) kullanimu, biiyiik veri analitigi ve dijitallesme ile birlikte artmaktadir. Felg,
diinya genelinde yaygin bir norolojik hastalik olup erken teshisle 6lim ve sakatlik oranlari nemli 6lgiide
azaltilabilir. Caligmada, Kaggle platformundaki 4909 bireyi kapsayan “Fel¢ Tahmin Veri Seti” kullanilmigtir. Bu
veri seti, yas, cinsiyet, hipertansiyon, kalp hastaligi, yasam tarzi gibi 12 giris 6zelligi ve felg durumunu gosteren
bir ¢ikis 6zelligi icermektedir. Veri 6n igsleme adimlar olarak eksik verilerin ortalama ile doldurulmasi, kategorik
verilerin One-Hot Encoding ile sayisallastiriimasi, Min-Max Olgeklendirme ve SMOTE ile simif dengesizligi
¢Oziilmiistiir. Calismada, 15 farkli makine dgrenmesi ve derin d6grenme algoritmasi (Random Forest, Voting
Classifier, Histogram Gradient Boosting, SVM, MLP vb.) degerlendirilmis; performanslart dogruluk, hassasiyet,
geri ¢agirma, F1-skoru ve ROC-AUC metrikleriyle l¢tilmiistiir. Voting Classifier, %98,5 dogruluk ve 0,99 AUC
ile en yiiksek performansi gostermistir. Random Forest ve Histogram Gradient Boosting gibi aga¢ tabanli modeller
de yiiksek dogruluk oranlariyla dikkat ¢ekmistir. Hiperparametre optimizasyonu igin GridSearchCV ve
RandomizedSearchCV kullamlmus, asir1 6grenmeyi 6nlemek igin erken durdurma, diizenlilestirme ve dropout
teknikleri uygulanmistir. Bulgular, topluluk 6grenme yontemlerinin felg teshisinde geleneksel yontemlere
iistiinliik sagladigini gostermektedir. Calisma, yapay zeka tabanli klinik karar destek sistemlerinin saglik sektdriine
entegrasyonunun Onemini vurgulamakta ve gelecekte daha biiyiik veri setleriyle model performansinin
artirilabilecegini dnermektedir.

Anahtar kelimeler: Felg teshisi, Makine 6grenmesi, Derin 6grenme, Topluluk 6grenmesi, Klinik karar destek
sistemleri
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Abstract

This study proposes an intelligent diagnostic system based on machine learning and deep learning for stroke
detection. The use of artificial intelligence (Al) in healthcare is increasing alongside big data analytics and
digitalization. Stroke, a prevalent neurological disease worldwide, can have its mortality and disability rates
significantly reduced through early diagnosis. The study utilizes the “Stroke Prediction Dataset” from Kaggle,
encompassing 4909 individuals. This dataset includes 12 input features such as age, gender, hypertension, heart
disease, and lifestyle factors, along with one output feature indicating stroke status. Data preprocessing steps
involved filling missing values with the mean, converting categorical data to numerical format using One-Hot
Encoding, applying Min-Max Scaling, and addressing class imbalance with SMOTE. Fifteen different machine
learning and deep learning algorithms (e.g., Random Forest, Voting Classifier, Histogram Gradient Boosting,
SVM, MLP) were evaluated, with performance measured using accuracy, precision, recall, F1-score, and ROC-
AUC metrics. The Voting Classifier achieved the highest performance with 98.5% accuracy and an AUC of 0.99.
Tree-based models like Random Forest and Histogram Gradient Boosting also demonstrated high accuracy.
Hyperparameter optimization was performed using GridSearchCV and RandomizedSearchCV, while early
stopping, regularization, and dropout techniques were applied to prevent overfitting. The findings highlight the
superiority of ensemble learning methods over traditional approaches in stroke diagnosis. The study underscores
the importance of integrating Al-based clinical decision support systems into healthcare and suggests that model
performance could be further enhanced with larger datasets in the future.

Keywords: Stroke diagnosis, Machine learning, Deep learning, Ensemble learning, Clinical decision support
systems

*Corresponding author

Plagiarism Checks: Yes — Turnitin

Complaints: fujece@firat.edu.tr

Copyright & License: Authors publishing with the journal retain
the copyright to their work licensed under the CC BY-NC 4.0

447


mailto:azraperi497@gmail.com
mailto:nkati@firat.edu.tr
mailto:fucar@firat.edu.tr
https://orcid.org/0009-0000-9092-6832
https://ror.org/05teb7b63
https://orcid.org/0000-0001-7953-1258
https://ror.org/05teb7b63
https://orcid.org/0000-0001-9366-6124
https://ror.org/05teb7b63

Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 446-459, 2025
A.S. Peri, N. Kat, F. Ugar

1. Introduction

Artificial intelligence (Al) enables computer systems to learn from examples, allowing them to mimic the
learning process, one of the basic functions of the human brain. Deep learning, as a sub-branch of machine
learning, stands out with its ability to analyze large datasets and identify complex patterns. Especially in
healthcare, Al-based systems are widely used to speed up diagnostic processes, support treatment decisions
and improve patient care [1-2]. Healthcare is becoming increasingly digitalized and the need for big data
analytics is growing as patient data moves to electronic media. The Health 4.0 concept promotes the use of
artificial intelligence in disease diagnosis, supporting personalized treatment approaches [3]. Artificial
intelligence provides successful results in many fields such as medical imaging, analysis of patient records
and evaluation of genetic data, and increases the diagnostic accuracy of physicians with clinical decision
support systems [4].

Stroke is one of the most common neurological diseases worldwide, affecting approximately 13.7 million
people and causing 5.5 million deaths each year [5]. Ischemic strokes account for 87% of total strokes and
this proportion has been increasing over the years [6]. Stroke is a sudden health problem that can seriously
affect the quality of life of patients and cause permanent disability. However, with early diagnosis and rapid
intervention, stroke-related deaths and disability rates can be prevented by approximately 80%. [7].

Recent studies show that machine learning and deep learning algorithms offer significant advantages in
stroke diagnosis [8-9]. Compared to traditional diagnostic methods, artificial intelligence models can make
disease predictions over large datasets and help diagnose diseases faster. In particular, combining methods
such as deep neural networks (DNN), convolutional neural networks (CNN) and recurrent neural networks
(RNN) with medical image analysis significantly improves diagnostic accuracy [1], [10]. The use of machine
learning (ML) and deep learning (DL) based models for stroke diagnosis has become an important area of
research in recent years [11]. Performance comparisons of various algorithms have been made and the most
accurate methods have been identified. Caliskan and Ates used common machine learning algorithms such
as Logistic Regression (LR), Decision Tree (DT), Support Vector Machines (SVM) and k-Nearest Neighbors
(KNN) for stroke risk assessment. According to the results obtained, the DT model showed the highest
success with 91% accuracy rate. Other models were evaluated in terms of classification performance with
89% accuracy for SVM, 81% for KNN and 75% for LR. [12]. In a similar study, Oguz et al. performed a
comparative analysis using 13 different machine learning models for early diagnosis and risk classification
of stroke. As a result of the experiments, the Random Forest Classifier (Random Forest) was found to be the
most successful model with a 99.425% accuracy rate [13].

In addition to machine learning-based approaches, DL and ML techniques also provide effective results in
medical image analysis and classification processes. Alhatemi et al. conducted a study on the analysis of
brain MRI images using DNN. Popular deep learning models such as DenseNet121, ResNet50, Xception,
MobileNet, VGG16 and EfficientNetB2 were used in the study. The highest accuracy rate of 98.8% was
obtained with the EfficientNetB2 model. The model’s sensitivity, precision and F1-score were also quite
high, indicating that deep learning has great potential in stroke diagnosis [14]. Nancy et al. developed a stroke
diagnosis model based on Deep Kernel Extreme Learning Machine (DKELM-AS) using
electroencephalogram (EEG) data. The Fast Hartley Transform (FHT) was used to extract features from EEG
signals and the DKELM-AS model achieved 95.2% accuracy. EEG-based diagnostic systems offer a faster
and more cost-effective alternative to conventional imaging methods [15]. In another study focused on image
analysis, UmaMaheswaran et al. developed a model for optimal feature selection in acute stroke diagnosis
by analyzing computed tomography (CT) images. Feature extraction methods such as Local Binary Pattern
(LBP), Gabor Filter and Discrete Wavelet Transform (DWT) were used. The XGBoost model achieved the
best results with a 97% accuracy and a 0.015% false positive rate. The model showed a higher accuracy than
traditional support vector machine (SVM), artificial neural network (ANN) and naive Bayes (NB) methods
[16]. Ensemble machine learning techniques also offer significant advantages for stroke diagnosis. Srivinas
et al. developed an ensemble learning-based diagnosis method by combining Random Forest, Extra Trees
and Histogram Gradient Boosting (HGB) models. By combining the predictions from the individual
classifiers, the model improved accuracy and enabled more reliable results in clinical practice. The study also
suggested that the use of swarm intelligence-based optimization techniques in the future could further
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improve model performance [17]. These studies emphasize the importance of artificial intelligence (Al) and
big data analytics in stroke diagnosis. Artificial intelligence models can support clinicians in the early
diagnosis process by analyzing individual patient data in detail. With the Health 4.0 concept, personalized
healthcare services are becoming widespread and the integration of machine learning-based models into
clinical decision support systems is becoming increasingly important [4].

In this study, unlike the literature, the performance of ensemble learning techniques and traditional machine
learning models in stroke diagnosis is investigated in depth. In this context, we systematically evaluate the
potential of ensemble methods such as Random Forest, Extreme Randomized Trees and Histogram-based
Gradient Boosting to offer superior performance compared to individual classifiers. Furthermore, the
practicality and generalizability of these models in clinical applications are tested on real-world data to
provide a new perspective to the literature.

The datasets used in this study consist of a comprehensive pool of data including patient histories, biometric
measurements and lifestyle factors [18]. During the modeling process, detailed analyses were performed on
these data to evaluate the performance of Al-based diagnostic systems. By emphasizing the critical
importance of early diagnosis, the study aims to demonstrate the integration of Al-based clinical decision
support systems into the healthcare sector and their transformative impact on clinical applications.

In the rest of the paper, the study consists of Material and Method, Results and Discussion, and Conclusion
sections. In the Materials and Method section, the datasets, algorithms and modeling processes used are
explained in detail. In the Results and Discussion section, the performance of the proposed models is
evaluated and comparative analysis with the literature is presented. The conclusion summarizes the findings
of the study, discusses its contributions to clinical practice and provides recommendations for future research.

2. Material and Method

The use of artificial intelligence and machine learning algorithms in stroke diagnosis increases the importance
of big data analysis in the healthcare industry. Machine learning (ML) has become an effective tool in pattern
recognition and data classification processes in disease diagnosis. Deep learning (DL) offers the ability to
learn from more complex datasets using neural network structures. In this study, various ML and deep
learning algorithms are used to determine the model with the highest accuracy rate in stroke diagnosis.

Dataset Description

In this study, the “Stroke Prediction Dataset” [18] on Kaggle, which covers 4909 individuals, is used. This
dataset consists of 13 attributes in total, 12 different input attributes for classification and prediction about
the risk of having a stroke and a single output attribute that provides information about the stroke status. Each
attribute in the dataset represents various information about the health status and lifestyle of individuals and
reveals important factors affecting the risk of stroke. Table 1 provides detailed descriptions of each attribute.

Table 1. Dataset descriptions

Attribute Description
id Identification Number
gender Female/Male
age age
hypertension Available :1, Not Available :0
heart_disease Available :1, Not Available:0
ever_married Yes/No
work_type Private Sector / State / Unemployed
residence_type Rural/Urban
avg_glucose_level Reference Value
bmi Reference Value
smoking_status Yes/No
stroke Stroke:1, No stroke:0
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Analyzing these variables together provides a better understanding of the relationships between individuals’
health status and their risk of stroke. Stroke is a common health problem worldwide and such data plays an
important role in formulating health policies and directing health services [4-5].

In the data analysis process, data cleaning, visualization and application of various machine learning
algorithms were performed. In this process, the general structure of the dataset was examined by considering
the missing data processing with appropriate methods. The distribution of the data was visualized using

histograms and box plots for continuous variables and bar charts for categorical variables (Figure 1).

Value
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Boxplot of Continuous Variables
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Variable

Figure 1. Boxplot presentation of age, bmi and avg_glucose_level features

In addition, correlation analyses were performed to evaluate the relationships between variables (Figure 2).
The findings contributed to the development of medical decision support systems and enabled the analysis
of determinants of health outcomes. These analyses provided important information for personalizing
treatment plans, increasing the efficiency of healthcare services and improving clinical decision-making
processes [3]. Data-driven approaches have the potential to help develop future health applications and
optimize patient care processes.

Correlation Heatmap of Numerical Features
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Figure 2. Heatmap of the Correlation Matrix for Numerical Variables
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Data Preprocessing Methods

In the data analysis process, it is often not possible to use the raw data directly. Therefore, a series of pre-
processing steps were applied to improve the quality of the data and the performance of the machine learning
models.

During the initial data quality analysis, it was observed that the dataset contained missing values. Upon
inspection, these were found exclusively in the “Body Mass Index” (BMI) variable, with a total of 201
records lacking this information. To maintain the integrity of the dataset and prevent a negative impact on
model performance, these missing entries were imputed using the mean of the BMI variable. This mean
imputation method was chosen as it is a standard technique that preserves the central tendency of the variable
without significantly distorting its overall distribution. This process ensured that the statistical properties of
the dataset were maintained, providing a more reliable foundation for the modeling phase.

The categorical variables in the dataset (e.g. gender, marriage status, smoking) should be converted into the
numerical format required by the machine learning models. For this purpose, the One-Hot Encoding method
was applied. This method digitized categorical data by creating new binary (0/1) variables for each
categorical variable.

Numerical features in the dataset (age, BMI, glucose level) may negatively affect the performance of machine
learning models due to their different scales. To solve this problem, these variables are scaled between 0 and
1 using the Min-Max Scaling method. This method performs normalization by considering the minimum and
maximum values of each feature. Scaling is especially critical for distance-based algorithms (e.g. K-Nearest
Neighbor) and gradient-based methods, as it ensures that models give equal weight to all features.

Since the proportion of individuals who suffered a stroke in the dataset is quite low, the problem of class
imbalance arises. This can lead to models not learning enough about the minority class (stroke survivors).
SMOTE (Synthetic Minority Over-sampling Technique) was used to solve this problem. SMOTE is a
technique that balances the class distribution by adding synthetic examples to the minority class. This method
generates new samples by interpolating between data points in the minority class, thus allowing the model to
better learn the minority class [19]. These pre-processing steps made the dataset suitable for machine learning
models and contributed to improving model performance.

Modeling Process and Algorithms Used

In this study, 15 different algorithms based on machine learning (ML) and deep learning (DL) were evaluated
to optimize stroke diagnosis. The algorithms used in this study are grouped into three main categories
according to their learning methods. These categories are 1) ensemble learning models, 2) support vector
machines and neural networks, and 3) tree-based and statistical models. The aim of the study is to contribute
to the analysis of health data by identifying the method with the highest accuracy as its overall schema
visually described in Figure 3.

Community Learning Models

Ensemble learning models aim to achieve higher accuracy by combining the predictions of multiple
algorithms. The following algorithms are used in this category:

e Random Forest (RF): It is a model created by combining multiple decision trees. Trees trained
with random subsets produce the final prediction by voting [20]. Each tree is trained on a different
random subset of the data (a technique known as bootstrapping), and each split in the tree considers
only a random subset of features. This methodology promotes diversity among the trees and
significantly reduces the model’s risk of overfitting. It is known for its robustness against extreme
learning in medical datasets.

e Gradient Boosting (GB): Minimizes the error rate by training decision trees sequentially [21].
Delivers strong performance on complex datasets [22].
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e Histogram Gradient Boosting (HGB): It is an optimized version of Gradient Boosting and
provides computational efficiency on large datasets [23].

o AdaBoost (AB): Strengthens weak learners by weighting examples with high error rates [24].
Advantageous in medical diagnostics.

e Voting Classifier (VC): Make decisions by combining the predictions of different models [25].
Accuracy is improved by majority or weighted voting [26].

Raw Data Input

Tree-based and Machine Learning

Statistical Models

RESULTS

Figure 3. Preferred methodology of the overall framework
Support Vector Machines and Neural Networks
These models perform effective classification on high-dimensional datasets:

e Support Vector Machine (SVM): Aims to find the best hyperplane separating data points [27]. For
non-linearly separable data, SVM utilizes the kernel trick to map features into a higher-dimensional
space where a linear separation becomes possible. The performance of the model is highly dependent
on the choice of the kernel function and the regularization parameter. SVM is also effective on small
and medium-sized datasets [28].

e Multi-Layer Perceptron (MLP): It is a feed-forward neural network and stands out for its ability
to learn complex relationships [1].

Tree-based and Statistical Models
These models classify data based on rules and produce explainable results:
o Decision Tree (DT): Makes predictions by branching the data [29] and provides fast results on small

datasets [30].
e Extra Trees (ET): Similar to Random Forest, but with more randomness [31].
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e Naive Bayes (NB): Based on the Bayes theorem, it is effective in areas such as text mining in the
medical diagnostics [32].

Logistic Regression (LR): It is a simple and interpretable model for binary classification [33].
Linear Discriminant Analysis (LDA): It classifies by maximizing the variance between classes.
Quadratic Discriminant Analysis (QDA): Similar to LDA, but suitable for nonlinear boundaries.
K-Nearest Neighbors (KNN): Classifies new samples based on their nearest neighbors.

Bagging Classifier: It trains multiple models with random subsets of samples and combines
predictions.

Performance Metrics

The performance of the models was evaluated based on the following metrics:
e Accuracy: The rate at which the model correctly performs all classifications.
Precision: Accuracy rate of positive predictions.
Recall: The ratio of true positives to all positives.
F1-Score: Harmonic mean of precision and sensitivity.
ROC-AUC: A metric that measures the classification ability of the model.
Criteria such as the robustness of the models to overlearning and computational costs were also compared
[20-21, 26].

Model Training and Hyperparameter Optimization

Stroke diagnosis requires highly accurate models for early intervention and treatment. In this study, a
comprehensive process of model training and hyperparameter optimization is applied to maximize the
performance of machine learning models. Hyperparameter optimization aims to increase the generalization
capabilities of the models, resulting in more reliable results for datasets with class imbalance, such as stroke.
In this section, the methods used and the techniques to avoid overlearning are described in detail.

Hyperparameter Optimization Methods

In order to obtain the best performance of the models, hyperparameter optimization was performed with two
different methods:

e GridSearchCV: It was used to systematically search for all possible hyperparameter combinations
in small datasets. This method identifies the best parameters by evaluating model performance with
5-fold cross-validation. GridSearchCV is particularly effective when computational resources are
limited.

¢ RandomizedSearchCV: It was preferred to provide faster optimization in large datasets. It reduces
processing time by evaluating randomly selected hyperparameter combinations. This method
provides an efficient search in large hyperparameter spaces.

During hyperparameter optimization, the performance of the models was evaluated based on the F1-score.
The F1-score was chosen as an appropriate metric to measure the balance between precision and recall in
class imbalanced datasets.

Overfitting is the problem that the model overfits the training data and loses its ability to generalize, especially
in complex models. The following techniques were used to avoid this problem.

e Early Stopping: In neural network-based models (e.g. Multi-Layer Perceptron - MLP), training is
automatically terminated when the validation loss stops improving. This technique prevents the
model from overlearning and improves generalization performance.

e Regularization: L1 and L2 regularization techniques were used to reduce model complexity.
Especially in Support Vector Machines (SVM) and Logistic Regression models, regularization
parameters (e.g. parameter C) were optimized to obtain simpler and more generalizable models.
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e Dropout: In the MLP model, the dependencies of the model are reduced by dropping out randomly
selected neurons during training. The dropout rate was determined during hyperparameter
optimization (e.g., between 20-50%).

3. Results and Discussion

In this study, the performance of 15 different machine learning models for stroke prediction was evaluated
on the metrics of accuracy, precision, recall, F1-Score and area under the ROC curve (AUC). The
comparative results of the models revealed that the Voting Classifier performed the best with an accuracy of
98.5% and an AUC of 0.99 (Table 2). By combining the predictions of different classification algorithms,
this model offered high generalization ability and proved to be a reliable method for stroke prediction.

Table 2. Performance metrics of the overall models

Model Accuracy Precision Recall F1-Score AUC

%
Voting Classifier 558% 0.98 0.97 0.975 0.99
Random Forest 98.0 0.97 0.96 0.965 0.99
Hist Gradient Boosting 98.1 0.97 0.96 0.966 0.99
Gradient Boosting 97.2 0.96 0.95 0.955 0.98
Bagging Classifier 97.5 0.96 0.95 0.955 0.98
MLP (Neural Network) 97.0 0.95 0.96 0.955 0.98
AdaBoost 96.0 0.94 0.93 0.935 0.97
Extra Trees 98.0 0.97 0.96 0.965 0.98
SVM 95.0 0.94 0.92 0.930 0.96
Decision Tree 93.0 0.91 0.89 0.900 0.93
LDA 90.0 0.88 0.86 0.870 0.91
QDA 89.0 0.87 0.85 0.860 0.90
KNN 94.0 0.92 0.90 0.910 0.94
Naive Bayes 88.0 0.86 0.84 0.850 0.89
Logistic Regression 92.0 0.90 0.88 0.890 0.92

Tree-based models, especially Random Forest, Histogram Gradient Boosting and Extra Trees, have attracted
attention with their high performance. These models are characterized by their robustness and resistance to
overlearning on complex medical datasets. Random Forest and Extra Trees are also frequently reported in
the literature with high accuracy rates, and they were similarly effective in this study.

These results are in line with recent studies in the literature. For instance, Wijaya et al. reported that
ExtraTrees Classifier achieved 98.24% accuracy and 98% AUC, while Random Forest achieved 98.03%
accuracy and 98% AUC [34]. Similarly, another study reported that four models, including the Voting
Classifier, achieved over 96% accuracy after data imbalance was corrected with Random Over Sampling
(ROS) [35]. Additionally, an ensemble voting model combining models such as Random Forest, XGBoost,
and LightGBM achieved 96% accuracy for stroke prognosis [36]. These findings show that ensemble
methods and tree-based models provide high accuracy and reliability for stroke prediction.

Voting Classifier and tree-based models stand out as highly effective methods for stroke prediction. This
study confirms that ensemble methods provide high performance on medical datasets and also provide results
competitive with the best practices in the literature. In future studies, it may be possible to further improve
these results by using feature selection techniques and larger datasets.
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ROC Curves of All Models
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Figure 4. Model ROC curves comparison

Figure 4 presents the ROC curves of the models and provides a visual comparison of the AUC values. Again,
it is observed that the Voting Classifier and Hist Gradient Boosting models have the highest AUC values.

According to the results obtained in the study, the Voting Classifier model stood out as the most successful
model with an accuracy rate of 98.5% and an AUC value of 0.99 thanks to the principle of combining the
outputs of different algorithms. This model exhibited high overall performance by combining the strengths
of different classification methods. In addition, the Random Forest and Histogram Gradient Boosting models
also achieved successful results with accuracy rates above 98%, which once again proved the effectiveness
of tree-based models on large datasets. Models such as Support Vector Machines (SVM) and Multilayer
Perceptron (MLP - Neural Network) have fallen behind tree-based methods in terms of accuracy, despite
their ability to learn complex decision boundaries. In addition, linear models (LDA, QDA, Naive Bayes and
Logistic Regression) have produced lower accuracy rates and limited performance compared to other models
due to the complexity of the dataset.

In order to support these findings, the confusion matrix images of the first four models, Voting Classifier,
Random Forest, Histogram Gradient Boosting and Gradient Boosting algorithms, are presented in Figure 5.
These matrices provide a more comprehensive evaluation opportunity for the model selection process by
detailing the prediction performance of each model on the basis of incorrect and correct classifications.
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Figure 5. Confusion Matrix presentations

These findings show that ensemble learning methods and hybrid models offer significant advantages over
traditional linear methods in high-variance health problems such as stroke risk prediction. In particular, tree-
based and ensemble learning models were found to provide more reliable results on large datasets and
multivariate health data. The findings also reveal that the application of machine learning models together
with hyperparameter optimization is a critical factor that increases model performance. As a result, it was
concluded that ensemble methods and tree-based algorithms should be primarily evaluated in selecting the
optimal model for stroke risk prediction.

4. Conclusion

In this study, the performance of 15 different machine learning and deep learning models for stroke prediction
was evaluated based on accuracy, precision, recall, F1-score, and the area under the ROC curve (AUC)
metrics. Comparative results revealed that the Voting Classifier achieved the highest performance with
98.5% accuracy and an AUC of 0.99. By combining predictions from various classification algorithms, this
model demonstrated high generalization capability and proved to be a reliable method for stroke prediction.
Tree-based models, particularly Random Forest, Histogram Gradient Boosting, and Extra Trees, exhibited
high performance due to their robustness and resistance to overfitting on complex medical datasets. Random
Forest and Extra Trees, frequently reported in the literature for their high accuracy, were similarly effective
in this study. These results align with recent studies in the literature; for instance, Wijaya et al. reported that
the Extra Trees Classifier achieved 98.24% accuracy and 98% AUC, while Random Forest attained 98.03%
accuracy and 98% AUC. Additionally, after addressing data imbalance with Random Over Sampling (ROS),
four models, including the Voting Classifier, achieved accuracy above 96%. The Results and Discussion
section confirmed that ensemble learning methods and tree-based models are highly effective for stroke
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prediction. It is suggested that future studies could further enhance these results by employing feature
selection techniques and larger datasets.

5. Acknowledgement

Our research was funded by the Scientific and Technological Research Council of Turkey (TUBITAK) under
the 2209-A University Students Research Projects Support Program with project number 1919B012323732
This support provided a fundamental contribution to the execution of our project and is gratefully
acknowledged.

6. Author Contribution Statement

All authors contributed equally to the conceptualization of this study, design of the study, literature review,
data collection, analysis, and critical revision of the article. All three authors worked closely together to obtain
the materials and resources needed for the study. Each author contributed significantly to the writing and
editing of the article, ensuring that the final version submitted for publication met all criteria for accuracy and

integrity.
7. Ethics Committee Approval and Conflict of Interest

There is no need for an ethics committee approval in the prepared article. Also, there is no conflict of interest
with any person/institution in the proposed article.

8. Ethical Statement Regarding the Use of Artificial Intelligence
In the writing process of this study, the artificial intelligence tool "Claude" developed by "Anthropic" was
used only for limited purposes of linguistic editing. The scientific content, analysis and results belong entirely

to the authors. The entire content of the study was produced by the authors in accordance with scientific
research methods and academic ethical principles.

457



Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 446-459, 2025
A.S. Peri, N. Kat, F. Ugar

9. References

[1]Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, no. 7553, pp. 436-444,
May 2015.

[2] A. Esteva et al., “A guide to deep learning in healthcare,” Nat. Med., vol. 25, no. 1, pp. 24-29, Jan.
2019.

[3] E. J. Topol, “High-performance medicine: the convergence of human and artificial intelligence,”
Nat. Med., vol. 25, no. 1, pp. 44-56, Jan. 2019.

[4] M. Elhaddad, S. Hamam, M. Elhaddad, and S. Hamam, “AI-Driven Clinical Decision Support
Systems: An Ongoing Pursuit of Potential,” Cureus, vol. 16, no. 4, Apr. 2024.

[5] World Health Organization, World Health Statistics 2023, vol. 69, no. 9, 2023.

[6] V. L. Feigin et al., “Global, regional, and national burden of stroke and its risk factors, 1990—2019:
A systematic analysis for the Global Burden of Disease Study 2019,” Lancet Neurol., vol. 20, no.
10, pp. 1-26, Oct. 2021.

[7] E.J. Benjamin et al., “Heart disease and stroke statistics — 2018 update: A report from the American
Heart Association,” Circulation, vol. 137, no. 12, pp. e67-e492, Mar. 2018.

[8] G. Litjens et al., “Deep learning as a tool for increased accuracy and efficiency of histopathological
diagnosis,” Sci. Rep., vol. 6, May 2016.

[9] M. Wang, G. Yang, K. Luo, Y. Li, and L. He, “Early stroke behavior detection based on improved
video masked autoencoders for potential patients,” Complex Intell. Syst., vol. 11, no. 1, p. 30, 2025.

[10] I. Goodfellow, Y. Bengio, and A. Courville, “Deep learning,” Genet. Program. Evolvable Mach.,
vol. 19, no. 1-2, pp. 305-307, 2018, [Online]. Available:
https://books.google.com/books/about/Deep_Learning.html?hl=tr&id=Np9SDQAAQBAJ

[11] G. Thakre, R. Raut, C. Puri, and P. Verma, “A Hybrid Deep Learning Approach for Improved
Detection and Prediction of Brain Stroke,” Appl. Sci., vol. 15, no. 9, p. 4639, 2025.

[12] H. A. Ates, “Detection of Stroke (Cerebrovascular Accident) Using Machine Learning Methods,”
Bitlis Even Universitesi Fen Bilim. Derg., pp. 242246, 2023.

[13] O. Oguz, “Makine Ogrenmesi Yontemlerinin Felg¢ Riskinin Belirlenmesinde Performansi:
Kargilagtirmali bir ¢alisma,” pp. 274-287, 2021.

[14]R. A.J. Alhatemi and S. Savas, Journal of Computer Science, vol. 55, no. 35, pp. 1-100, 2010.

[15] P. Nancy, M. Parameswari, and J. S. Priya, “ASO-DKELM: Alpine skiing optimization based deep
kernel extreme learning machine for elderly stroke detection from EEG signal,” Biomed. Signal
Process. Control, vol. 88, no. PC, p. 105295, 2024.

[16] S. K. UmaMaheswaran et al., “Enhanced non-contrast computed tomography images for early acute
stroke detection using machine learning approach,” Expert Syst. Appl., vol. 240, p. 122559, 2024.

[17] A. Srinivas and J. P. Mosiganti, “A brain stroke detection model using soft voting based ensemble
machine learning classifier,” Meas. Sensors, vol. 29, p. 100871, 2023.

[18]“Stroke Prediction Dataset.” [Online]. Available:
https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset

[19] S. Uddin et al., “Comparative performance analysis of K-nearest neighbour (KNN) algorithm and
its different variants for disease prediction,” Sci. Rep., vol. 12, no. 1, pp. 1-11, Dec. 2022.

[20] L. Breiman, “Random forests,” Int. J. Adv. Comput. Sci. Appl., vol. 7, no. 6, pp. 1-33, 2016.

[21]J. H. Friedman, “Greedy function approximation: a gradient boosting machine,” Ann. Statist., vol.
29, no. 5, pp. 1189-1232, Oct. 2001.

[22] A. Natekin and A. Knoll, “Gradient boosting machines, a tutorial,” Front. Neurorobot., vol. 7, p.
63623, Dec. 2013.

[23] G. Ke et al., “LightGBM: A Highly Efficient Gradient Boosting Decision Tree,” Adv. Neural Inf.
Process. Syst., vol. 30, 2017, [Online]. Available: https://github.com/Microsoft/LightGBM

[24] Y. Freund and R. E. Schapire, “A Decision-Theoretic Generalization of On-Line Learning and an
Application to Boosting,” J. Comput. Syst. Sci., vol. 55, no. 1, pp. 119-139, Aug. 1997.

[25] L. I. Kuncheva, Combining Pattern Classifiers, Jul. 2004.

[26] P. Rajpurkar et al., “Deep learning for chest radiograph diagnosis: A retrospective comparison of
the CheXNeXt algorithm to practicing radiologists,” PLOS Med., vol. 15, no. 11, p. e1002686,
Nov. 2018.

458


https://books.google.com/books/about/Deep_Learning.html?hl=tr&id=Np9SDQAAQBAJ
https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset
https://github.com/Microsoft/LightGBM

Firat Univ Jour. of Exp. and Comp. Eng., 4(2), 446-459, 2025
A.S. Peri, N. Kat, F. Ugar

[27] C. Cortes, V. Vapnik, and L. Saitta, “Support-vector networks,” Mach. Learn., vol. 20, no. 3, pp.
273-297, Sep. 1995.

[28] W. S. Noble, “What is a support vector machine?,” Nat. Biotechnol., vol. 24, no. 12, pp. 1565—
1567, Dec. 2006.

[29]J. R. Quinlan, “Induction of decision trees,” Mach. Learn., vol. 1, no. 1, pp. 81-106, Mar. 1986.

[30] L. Rokach and O. Maimon, “Top-down induction of decision trees classifiers — a survey,” IEEE
Trans. Syst. Man Cybern. C Appl. Rev., vol. 35, no. 4, pp. 476-487, Nov. 2005.

[31] P. Geurts, D. Ernst, and L. Wehenkel, “Extremely randomized trees,” Mach. Learn., vol. 63, no. 1,
pp. 3-42, Apr. 2006.

[32] D. D. Lewis, “Naive (Bayes) at forty: The independence assumption in information retrieval,” Lect.
Notes Comput. Sci., vol. 1398, pp. 4-15, 1998.

[33] D. W. Hosmer, S. Lemeshow, and R. X. Sturdivant, Applied Logistic Regression: Third Edition,
pp. 1-510, Aug. 2013.

[34] R. Wijaya et al., “An Ensemble Machine Learning and Data Mining Approach to Enhance Stroke
Prediction,” Bioengineering, vol. 11, no. 7, 2024.

[35] N. Biswas, K. M. M. Uddin, S. T. Rikta, and S. K. Dey, “A comparative analysis of machine
learning classifiers for stroke prediction: A predictive analytics approach,” Healthc. Anal., vol. 2,
p. 100116, 2022.

[36] M. Al Duhayyim et al., “An Ensemble Machine Learning Technique for Stroke Prognosis,”
Comput. Syst. Sci. Eng., vol. 47, no. 1, pp. 413429, 2023.

459



	Cover
	Owner
	1-1517038  (17 ŞUBAT)X
	2-1537662 (5 ŞUBAT)X
	3-1555398 (3 ŞUBAT)X
	4-1568166 (1 ŞUBAT)X
	5-1583372 (15 MAYIS) (1)
	6- 1691050X
	7-1615097 (24 NİSAN)X
	8-1610687 (29 Mayıs)X
	9-1632266 10 NİSAN
	10-1632384 (15 NİSAN)X
	11-1645774 (9 MAYIS)X
	12-1657886 7 HAZİRANNN
	13-1683037 6 HAZİRANNN
	14-1691523 6 HAZİRANNX
	15-1694558 ferhat uçar

