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Corrigendum 

Corrigendum to ‘A glance at blockchain technology and 

cryptocurrencies as an application’ 

Turgut Hanoymak1,*, Ömer Küsmüş2 

1 Van Yüzüncü Yıl University, Van, Turkey, hturgut@yyu.edu.tr, ORCID: 0000-0002-3822-2202 
2 Van Yüzüncü Yıl University, Van, Turkey, omerkusmus@yyu.edu.tr, ORCID: 0000-0001-7397-0735 

A B S T R A C T   

This corrigendum note provides a clarification regarding the correction of a citation error in one of our previously 

published articles entitled ‘A glance at blockchain technology and cryptocurrencies as an application’. 
 

 

In the article entitled “A Glance at Blockchain Technology and Cryptocurrencies as an Application”, published in 

Volume 10, Issue 1 (2022) of Manas Journal of Engineering, a citation was inadvertently omitted due to an unintentional 

oversight during the peer-review and/or publication process. With this corrigendum, we formally acknowledge and cite the 

source 

 

[21]. Güven V., Şahinöz E., Blokzincir- Kripto Paralar-Bitcoin: Satoshi Dünyayı Değiştiriyor, Kronik Kitabevi, 5., 2020. 

Particularly in relation to the content presented in Table 1 and Table 2. We sincerely apologize for this unintentional 

omission and any inconvenience it may have caused.  
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Analysis of the binary mixtures of amlodipine and atorvastatin by 
chemometric-spectophotometric method 

Güzide Pekcan1,*, Tuğba Karaca Erol2, Hayrettin Bulum3 

1 Suleyman Demirel University, Faculty of Engineering and Natural Science, Isparta, Turkiye, guzideertokus@sdu.edu.tr, 
ORCID: 0000-0001-9230-5634 

2 Suleyman Demirel University, Faculty of Engineering and Natural Science, Isparta, Turkiye, tugbakaraca32@gmail.com, 
ORCID: 0000-0001-5065-2531 

3 Suleyman Demirel University, Faculty of Engineering and Natural Science, Isparta, Turkiye, hayrettinbulum@hotmail.com, 
ORCID: 0000-0001-9841-2473 

A B S T R A C T  A R T I C L E  I N F O   

In this study, the simultaneous quantification of amlodipine and atorvastatin in pharmaceutical 
preparations was successfully accomplished without the need for a separation process by using 
chemometric calibration methods (principal component analysis method (PCA), principal 
component regression method (PCR), and partial least squares method (PLS). Additionally, 
chemometric evaluation was performed on the data obtained from UV visible field spectroscopy 
methods. 16 mixes containing the chemicals atorvastatin and amlodipine were created as a 
calibration (concentration) set to assess the validity of the designated chemometric procedures. 
The calibration set's absorption spectrum was captured between 200 and 500 nm. The link between 
the calibration set and the absorption data collected in the 215–355 nm region was used to produce 
three chemometric calibrations. Amlodipine and atorvastatin synthetic mixtures were analyzed to 
assess the validity of the PCA, PCR, and PLS approaches. The percentage (%) recovery average 
for atorvastatin and amlodipine was determined for both the drug sample and the synthetic mixture 
using the approach we used. It was discovered that the computed values were fairly high.The 
methodologies were controlled, and the ANOVA test was run using the results of the PLS and 
PCR calibration techniques. The enhanced technique might be suggested for the examination of 
medication samples containing atorvastatin and amlodipine since it is among the most sensitive, 
accurate, and repeatable techniques available. 

Research article 
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1. Introduction 

One definition of high blood pressure is hypertension, or high 
blood pressure. A person with hypertension has a systolic 
blood pressure of 140 mmHg and a diastolic blood pressure of 
90 mmHg or higher.Hypertension is described as the usage of 
antihypertensive medications.Hypertension is linked to 
cardiac problems, kidney function, and stroke.It is also 
possible to see disorders [1]. 
 
Amplodipine (AML) belongs to the dihydropyridine class of 
calcium channel blockers (Figure 1.1). It blocks the smooth 
muscle cell membrane's and myocardium's calcium channels 
from allowing calcium ions to enter the cell. AML targets 
smooth muscle cells specifically. AML reduces peripheral 
resistance and systemic blood pressure by depressing 
peripheral carterioles and blocking transmembrane calcium 
flow. After oral administration, AML is well absorbed, 
reaching peak plasma concentrations in 6–12 hours [2]. 

 
Figure 1. Chemical Structure of Amlodipine 

 
The chemical formula of the active ingredient atorvastatin is 
[R-(R*, R*)]. -2-(4-fluorophenyl)-β, δ-dihydroxy-5-(1-
methylethyl) -3-phenyl-4-[(phenylamino)carbonyl] 1-
Hpyrrole-1-heptanoic acid, Atorvastatin [3] is a 3-hydroxy-3-
methylglutaryl-coenzyme A (HMG-CoA) reductase inhibitor. 
This enzyme catalyzes HMG-CoA conversion through an 
early and rate-limiting step in cholesterol biosynthesis. 
Atorvastatin has been used to reduce low-density lipoprotein 
(LDL) cholesterol, total cholesterol, apo-B, triglyceride 
levels, and C-reactive protein and increase lipoprotein levels. 
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Atorvastatin is used along with weight loss, diet, and exercise 
to reduce the risk of heart attack, heart disease, stroke, and the 
likelihood of developing heart disease [4]. 

 

Figure 2. Chemical Structure of Atorvasvatin 

Spectrophotometric techniques are frequently employed for 
the simultaneous measurement of several compounds in 
mixtures. It is claimed that the approach is affordable and that 
the outcomes are exact and accurate [5]. The two most popular 
chemometric techniques are principal component regression 
(PCR) and partial least squares regression (PLS) [6]. These 
techniques are widely acknowledged for the examination of 
pharmaceutical goods with many components [7].  
 
In this study, chemometric determinations of cholesterol drugs 
were made by evaluating spectrophotometric data. The 
method used chemometrically is the Partial Least Squares 
Method (PLS). The method applied by chemometry has been 
given sensitivity, and both active drug substances can be 
analyzed next to each other without any preliminary 
separation. The data obtained from the method were evaluated 
analytically as statistical (RSD, LOD, LOQ, PRESS, SEC, 
RMSEC) in order to express the data more meaningfully and 
with higher quality. 

2. Aim and method 

In this study, drugs used to hypertension were evaluated in 
terms of UV/VIS spectrophotometric and chemometric 
aspects. Chemometric analysis was performed to evaluate the 
results. The UV 1700 Pharmaspec Shimadzu (Shimadzu, 
Kyoto, Japan) device was used for UV measurements in the 
analysis. In the first step, single spectra of substances were 
taken, and then the appropriate synthetic mixture was 
examined in the tablet sample prepared in certain proportions. 
Finally, measurements of commercially purchased drug 
tablets (Caduet) were taken. In chemometric calculations, the 
Minitab 17 program [8] (Inova Consulting) was used. 
 
In this study, spectra of amlodipine, atorvastatin, and 
systematically prepared synthetic mixtures were taken by 
spectrophotometric measurements, first in single form and 
then in a ratio identical to the drug mixture. As a final 
procedure, measurements were made on the drug tablet 
sample obtained from the pharmacy. The 
spectrophotomerically collected data were calculated and 
evaluated by different multivariate calibration methods. In the 
first step, the calibration (resetting process) of the UV 
spectrophotometer device was performed. The calibration 

process was first performed against the air by leaving both 
cells blank. Then, the same process was done by placing a 
blind sample prepared with our solvent that we used in both 
light paths. In all readings, the blind is always prepared in this 
way. In order to eliminate the interference effects while 
choosing the blind, the blind solvent was preferred. In the last 
step, the commercial tablet (Caduet) is examined. While 
preparing the drug sample, all the tablets included in the 
package are crushed in an agate mortar, thinned and mixed. 
Weighing the weight of a tablet, it is dissolved in solvent, 
mixed in a magnetic stirrer to homogenize and absorbance 
reading is performed. 

3. Findings and application 

3.1. Absorption Spectra of Amlodipine and Atorvastatin Drug 
Active Ingredients 

100 μg/mL (ppm) solutions were prepared by using 0.1 M 
methanol as solvent in 25 mg/250 mL of amlodipine and 
atorvastatin active ingredients. In the next stage, the solutions 
prepared to analyze the spectroscopic properties of each 
substance were prepared in the range of 5-50 μg/mL for each 
substance. The wavelength at which the active ingredients 
amlodipine and atorvastatin give the maximum spectrum 
(amplodipine: 237 nm; atorvastatin: 247 nm) was determined 
(Figure 3. and 4.) 

 
Figure 3. Absorption spectrum of amplodipine active ingredient in 

the range of 4-20 μg/mL 
 

 
Figure 4.  Absorption spectrum of atorvastatin active ingredient in 

the range of 10-50 μg/mL 
 

The absorbance value rises with increasing concentration, as 
can be seen by examining the absorbance-wavelength graphs 
for atorvastatin and amlodipine. 
 
Amlodipine and Atorvastatin were prepared in the range of 5-
50 μg/mL (Table 1.) in 16 synthetic mixture solutions. 
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Table 1. Calibration set with Amlodipine and Atorvastatin 

  Atorvastatin 
µg/mL 

Amplodipine 
µg/mL 

1 10 5 
2 20 10 
3 30 15 
4 40 20 
5 50 25 
6 10 5 
7 20 10 
8 30 15 
9 40 20 
10 50 25 
11 10 5 
12 20 10 
13 30 15 
14 40 20 
15 50 25 
16 10 5 

 

Figure 5.  Absorption-wavelength graph of the synthetic 
mixture containing amlodipine and atorvastatin.

 

 
UV spectroscopy was used to determine the absorbance values 
of these combination solutions (Figure 5). The chemometry 
method was then used to analyze the obtained data. 
Chemometric calculations are the most widely used, 
dependable, and expedient techniques for figuring out how 
much of each component is present in multicomponent 
mixtures. The idea behind the relationship between 
absorbance and concentration is that when the principal 
component is analyzed using the regression approach, the 
absorbance values measured for the concentration set can be 
broken down into orthogonal lines. The computations are 
predicated on the correctness of these lines, which represent 
the coordinate order of the calibration that needs to be 
established [9]. 
 
In this study, partial least squares method (PLS) and principal 
component regression (PCR) were used as chemometric 
methods. The correlation matrix created with the help of the 
principal components obtained by principal component 
analysis guides other chemometric regressions. Among the 
chemometric methods, the methods used in this study are 
partial least squares method (PLS) and principal component 
regression (PCR) [10,11, 12,13]. 
 
 
 
 
 
 
 
 
 
 

Table 2. Results calculated by principal component regression of each substance in the mixture containing Amlodipine and Atorvastatin. 

 Atorvastatin Amplodipine 
No Added (ppm) Found (ppm) Recovery % Added (ppm) Found (ppm) Recovery %
1 10 9.95 99.50 5 4.97 99.4
2 20 19.92 99.60 10 9.89 98.9
3 30 29.87 99.57 15 14.79 98.6
4 40 38.97 97.43 20 19.97 99.85
5 50 49.98 99.96 25 24.69 98.76
6 10 9.05 90.50 5 4.95 99
7 20 19.88 99.40 10 9.89 98.9
8 30 29.96 99.87 15 14.97 99.8
9 40 39.95 99.88 20 19.94 99.7

10 50 49.86 99.72 25 24.45 97.8
11 10 9.97 99.70 5 5.01 100.2
12 20 18.96 94.80 10 9.97 99.7
13 30 29.95 99.83 15 14.96 99.73
14 40 39.97 99.93 20 19.98 99.9
15 50 48.99 97.98 25 24.98 99.92
16 10 9.67 96.70 5 4.97 99.4

   Mean=98.40 
% RSD=0.026

  Mean=99.35 
%RSD=0.063
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Table 3. Results calculated by the method of partial least squares 
of each substance in the mixture containing Amlodipine and 
Atorvastatin. 

 

  Atorvastatin Amplodipine 
 

No 
Added 

(ppm) 
Found 

(ppm) 
Recovery % Added 

(ppm) 
Found 

(ppm)
Recovery % 

1 10 9.89 98.9 5 5.01 100.20
2 20 20.02 100.1 10 9.94 99.40
3 30 28.99 96.63 15 15.04 100.27
4 40 39.87 99.68 20 19.96 99.80
5 50 49.56 99.12 25 24.88 99.52
6 10 9.94 99.4 5 4.97 99.40
7 20 19.47 97.35 10 9.97 99.70
8 30 29.86 99.53 15 14.98 99.87
9 40 39.97 99.93 20 19.92 99.60

10 50 49.81 99.62 25 24.89 99.56
11 10 9.98 99.8 5 4.97 99.40
12 20 19.97 99.85 10 9.89 98.90
13 30 30.01 100.03 15 14.99 99.93
14 40 39.95 99.88 20 19.87 99.35
15 50 49.98 99.96 25 24.92 99.68
16 10 9.98 98.90 5 5.05 101.00

 
  

Mean=99.35 
%RSD=0.01 

  Mean=99.72 
%RSD=0.048

3.2. Chemometric Approaches 

To validate calibrations for drug mixes that are synthetic, 
certain statistical factors were added. Tables 2, 3, and 4 
display the recovery and relative standard deviation (rsd) 
values that were determined for each chemometric method 1. 
To avoid inaccuracies in the drug sample, the cross-validation 
process was used while the concentrations versus the 
additional concentrations were determined [14,15]. 
 
The ICH criteria [16,17,18] were followed in the validation 
process of the chemometric approach with regards to linearity, 
accuracy, intraday and interday precision, limit of detection, 
and limit of quantitation.  For calibration, the following 
formula was used to forecast the residual error sum-of-squares 
(PRESS) and standard error of prediction (SEC) (Table 4) 
based on the actual and anticipated concentrations of the 
samples:  
 

  



n

i

found
i

added
iPRESS СС

1

2

  (1) 

 

where added
iC – actual concentration, the added concentration 

of the drug; found
iC : predicted concentration, the calculated 

concentration of the drug. 
 

1

)(
1

2









n

CC
SEC

n

i

found
i

added
i

  (2) 

 
where n – the total number of synthetic mixtures.  

Another validation parameter is RMSEC [19]. It is given in 
the below equation 3.  
 

RMSEC=ඥ𝑃𝑅𝐸𝑆𝑆/𝑛                        (3)  
 
The equations of the observable limit (LOD) and detection 
limit (LOQ) parameters are shown below.      These 
expressions are interrelated but have different equations 
(equation 4 and 5) [20]. 
 

LOD=3Sa/m                                 (4) 
LOQ=10Sa/m                               (5) 

 
m: Slope 
 
LOQ> LOD and LOQ = LOD were taken into consideration 
while evaluating the calculated LOD values [21].  
 
Table 4. Calculated Analytical Parameters 
 
Parameters

 
Method Atorvastatin Amplodipine

ƛmax (nm)  247.0 nm 237.0 nm
Correlation 
Coefficient (R2)

 
0.9997 0.9997

SEC 
PLS 0.059 0.020 

PCR 0.106 0.036 

PRESS 
PLS 0.099 0.0051 

PCR 0.280 0.032 

RMSEC 
PLS 0.081 0.019 

PCR 0.136 0.046 

LOD (µg/mL) 
PLS 0.512 0.083 

PCR 0.789 0.240 

LOQ(µg/mL) 
PLS 1.552 0.251 

PCR 2.390 0.719 

 
Table 5. PLS and PCR techniques were used to extract the 
pharmaceutical formulation's paracetamol and amoxicillin 

contents. 

Atorvastatin (gram) 
NO PLS PCR  
1 9.89 9.98 
2 9.91 9.95 
3 9.97 9.89 
4 9.92 10.01 
5 9.85 9.94 
Mean±SD* 9.908±0.004 9.954±0.005
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Amplodipine (gram) 
NO PLS PCR  
1 4.97 5.01 
2 4.89 4.96 
3 4.95 4.92 
4 4.82 4.97 
5 4.86 4.90 
Mean±SD* 4.898±0.0013 0.4952±0.009 

4. Conclusion 

In this study, the data obtained by UV spectrophotometry were 
calculated using multivariate calibration methods. Thus, 
theoretical and experimental calculations were evaluated 
together. Considering the calculations, a quantitative 
determination of the active ingredients of atorvastatin and 
amplodipine in the drug sample obtained from the pharmacy 
was made. 
 
Individual UV spectra for the recognition of the active 
ingredients atorvastatin and amplodipine primarily 
Below. In the next stage, the spectrum was obtained by 
preparing a synthetic mixture identical to the drug sample 
obtained from the pharmacy. For atorvastatin and 
amplodipine, using the chemometric method (PCR and PLS), 
the method was calculated statistically. 
 
The recovery values were acceptably large, and the standard 
deviations were calculated in accordance with the study. In the 
establishment of PLS and PCR calibrations for the 
quantification of these substances in mixtures containing 
binary drug substances, the sum of the squares of the predicted 
errors in the cross-validation process (Predicted Resudiual 
Error Some of Squares→ PRESS) and the standard error of 
calibration (SEC) values close to zero increase the accuracy 
and reliability. It has been observed that the PRESS and SEC 
values are small enough, or even close to zero. LOQ values 
are also small compared to LOD values. 
 
The methods developed are reproducible, have high 
sensitivity and accuracy, produce fast results, and can be 
recommended for the analysis of different drug samples 
containing atorvastatin and amplodipine. 
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1. Introduction

Ruled surfaces are engaged to a broader range of areas
such as engineering, computational constructions, ar-
chitectural structures, computer graphics, works of art,
textile, automobile industry, etc. Since they are mostly
referred in computer aided geometric designs (CAGDs)
to deal with real world problems and to model the real
objects, introducing new ruled surfaces generated by
different methods will lead new potentials to the related
fields. Providing their characteristics may also enable
easy adaptations for interested researchers. The basic
theory on ruled surfaces is discussed in many differential
geometry textbooks such as [1–4]. Generalization of
ruled surfaces can however, be found in [5]. Moreover,
some properties of the ruled surfaces with Frenet frame
of a non-cylindrical ruled surface were investigated in
[6]. The characteristics for the ruled surfaces according
to Bishop frame ([7]) were examined in [8] and in [9],
separately, whereas the main properties of ruled surfaces
according to alternative frame were studied in [10]. San-
nia frame based ruled surfaces were studied in [11] while

quasi ruled surfaces were defined and examined in [12]

Recently, a new notion for generating new ruled surfaces
has been given in [13] by taking the advantage of the
idea of Smarandache geometry which was introduced
in [14, 15]. By assigning the base curve as one of
the Smarandache curves and assigning the other vector
element of Frenet frame as ruling, the new ruled surfaces
are named as the Smarandache ruled surfaces according
to Frenet frame. The same method of generating such
ruled surfaces is applied to the Darboux frame in [16],
and according to the alternative frame in [17]. In [18–20],
new ruled surfaces are examined and their characteristics
are discussed by benefiting the similar techniques.

In this study, the novel concept of Smarandache ruled
surfaces according to the Bishop frame was examined.
Subsequently, certain characteristics were outlined, in-
cluding developability and minimality, under the specified
conditions. Furthermore, the constraints that a curve be
asymptotic, geodesic, or principal line on each surface

MANAS Journal of Engineering, Volume 13 (Issue 1) © (2025) www.journals.manas.edu.kg
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were investigated. Finally, the research was supported by
the presentation of illustrative graphs of corresponding
Smarandache ruled surfaces.

2. Preliminaries
This section reviews some fundamental concepts that are
referenced throughout the paper.
Let 𝛾 : 𝑅 → 𝑅3 be a regular unit speed curve in three
dimensional Euclidean space and denote {𝑇, 𝑁, 𝐵} as
the Frenet frame and {𝑇, 𝑁1, 𝑁2} as the Bishop frame of
𝛾. Then, the corresponding Frenet and Bishop formulae
are given as

𝑇 ′ = 𝜅𝑁 𝑇 ′ = 𝑘1𝑁1 + 𝑘2𝑁2
𝑁 ′ = −𝜅𝑇 + 𝜏𝐵, 𝑁1

′ = −𝑘1𝑇,
𝐵′ = −𝜏𝑁 𝑁2

′ = −𝑘2𝑇
(2.1)

where ′ stands for the derivative with respect to the arc
length parameter 𝑠. The relations among the components
and the curvatures of two frames are given as:

𝑇 = 𝛾′,

𝑁 = 𝑐𝑜𝑠𝜃𝑁1 + 𝑠𝑖𝑛𝜃𝑁2,

𝐵 = −𝑠𝑖𝑛𝜃𝑁1 + 𝑐𝑜𝑠𝜃𝑁2,

(2.2)

and

𝑘1 = 𝜅𝑐𝑜𝑠𝜃, 𝑘2 = 𝜅𝑠𝑖𝑛𝜃, 𝜅 =

√︃
𝑘2

1 + 𝑘
2
2 ,

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛

(
𝑘2
𝑘1

)
, 𝜏 = 𝜃′.

(2.3)
On the other hand, a surface is said to be ruled if it is
formed with a straight line 𝑋 (𝑠) that moves along the
curve 𝛾(𝑠). The parametric representation for a ruled
surface is given by the following:

𝜒(𝑠, 𝑣) = 𝛾(𝑠) + 𝑣𝑋 (𝑠), (2.4)

where 𝛾(𝑠) is the base curve, whereas 𝑋 (𝑠) is the genera-
tor (ruling). The unit normal vector field of 𝜒 = 𝜒(𝑠, 𝑣)
is computed as

𝑛𝜒 =
𝜒𝑠 × 𝜒𝑣

∥𝜒𝑠 × 𝜒𝑣 ∥
, (2.5)

where 𝜒𝑠 and 𝜒𝑣 are the partial derivatives of 𝜒 with
respect to 𝑠 and 𝑣, respectively. The striction curve of the
ruled surface 𝜒 is defined to be as

�̄� = 𝛾 − ⟨𝛾′, 𝑋 ′⟩
∥𝑋 ′∥2 𝑋. (2.6)

Moreover, the first and second fundamental forms are
defined by

𝐼 = 𝐸𝑑𝑠2 + 2𝐹𝑑𝑠𝑑𝑣 + 𝐺𝑑𝑣2,

𝐼 𝐼 = 𝐿𝑑𝑠2 + 2𝑀𝑑𝑠𝑑𝑣 + 𝑁𝑑𝑣2,
(2.7)

where the corresponding coefficients are

𝐸 = ⟨𝜒𝑠 , 𝜒𝑠⟩ , F = ⟨𝜒𝑠 , 𝜒𝑣⟩ , G = ⟨𝜒𝑣 , 𝜒𝑣⟩ ,
𝐿 = ⟨𝜒𝑠𝑠 , 𝑛⟩ , M = ⟨𝜒𝑠𝑣 , 𝑛⟩ , N = ⟨𝜒𝑣𝑣 , 𝑛⟩ .

(2.8)
Regarding to the given coefficients, the Gaussian 𝐾 and
the mean 𝐻 curvatures for a ruled surface are defined by

𝐾 = − 𝑀2

𝐸𝐺 − 𝐹2 , 𝐻 =
𝐿𝐺 − 2𝑀𝐹
2(𝐸𝐺 − 𝐹2)

, (2.9)

respectively. In relation to the Gaussian and mean curva-
tures, the following proposition exists:

Proposition 2.1
(
[1–3]

)
A surface is developable (resp.,

minimal), if the Gaussian (resp., mean) curvature van-
ishes.

Furthermore, the normal curvature, the geodesic curva-
ture and the geodesic torsion of a ruled surface 𝜒(𝑠, 𝑣)
are defined as:

𝜅𝑛 = ⟨𝛾′′, 𝑛𝜒⟩, 𝜅𝑔 = ⟨𝑛𝜒 × 𝑇,𝑇 ′⟩,
𝜏𝑔 = ⟨𝑛𝜒 × 𝑛𝜒′, 𝑇 ′⟩, (2.10)

respectively. According to the given relations above, the
following propositions exist for the ruled surface 𝜒(𝑠, 𝑣):

Proposition 2.2
(
[1–3]

)
• The curve 𝛾 is an asymptotic line on the surface 𝜒, if the

normal curvature 𝜅𝑛 vanishes,

• The curve 𝛾 is a geodesic on the surface 𝜒, if the geodesic
curvature 𝜅𝑔 vanishes,

• The curve 𝛾 is a principal line on the surface 𝜒, if the
geodesic torsion 𝜏𝑔 vanishes.

The following theorem is also needed since it is referred
on characterization of the constructed surface in the next
sections:

Theorem 2.1
(

[8, 21]
)

If 𝑁1 has a constant angle with
a fixed unit vector, then the curve 𝛾 is said to be a slant
helix. Correspondingly, 𝛾 is a slant helix if and only if
𝑘1
𝑘2

= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡.

3. Smarandache ruled surfaces according to Bishop
frame

In this section, new ruled surfaces will be defined ac-
cording to Bishop frame by referring to Smarandache
geometry. The characteristics for each surface will also
be outlined in the context.
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3.1. The characteristics of 𝑇𝑁1 Smarandache ruled sur-
face

Definition 3.1 Let 𝛾(𝑠) : 𝑠 ∈ 𝐼 ⊂ 𝑅 → 𝑅3 be a unit
speed curve in 𝐸3, and denote {𝑇 (𝑠), 𝑁1 (𝑠), 𝑁2 (𝑠)} as
the Bishop frame of 𝛾. The ruled surface with base 𝑇𝑁1
Smarandache curve and with ruling 𝑁2 is called a 𝑇𝑁1
Smarandache ruled surface which is defined by

𝜉 (𝑠, 𝑣) = 𝑇 (𝑠) + 𝑁1 (𝑠)√
2

+ 𝑣𝑁2 (𝑠). (3.1)

Theorem 3.1 The Gaussian and mean curvature of the
𝑇𝑁1 ruled surface 𝜉 defined at (3.1) are given as

𝐾𝜉 = −1
2

(
𝑘1𝑘2

𝑘2
1 + 𝑣2𝑘2

2 + 𝑣𝑘1𝑘2
√

2

)2

,

and

𝐻𝜉 =

(
𝑘1𝑘

2
2
(
1 − 2 𝑣2) + 𝑣𝑘2

(
𝑘 ′1
√

2 − 2𝑘2
1
√

2
)

−𝑣𝑘1𝑘
′
2
√

2 − 2 𝑘3
1

)
4

(
𝑘2

1 + 𝑣2𝑘2
2 + 𝑣𝑘1𝑘2

√
2
) 3

2
,

respectively.

Proof By considering the relations given at (2.1) and
(2.2), the first and second order partial derivatives of 𝜉
with respect to 𝑠 and 𝑣, results

𝜉𝑠 = −
(√

2
2
𝑘1 + 𝑣𝑘2

)
𝑇 +

√
2

2
𝑘1𝑁1 +

√
2

2
𝑘2𝑁2,

𝜉𝑠𝑠 =

(
−
√

2
2

(
𝜅2 + 𝑘 ′1

)
− 𝑣𝑘 ′2

)
𝑇

+
(√

2
2
𝑘 ′1 −

(√
2

2
𝑘1 + 𝑣𝑘2

)
𝑘1

)
𝑁1

+
(√

2
2
𝑘 ′2 −

(√
2

2
𝑘1 + 𝑣 𝑘2

)
𝑘2

)
𝑁2,

𝜉𝑣 =𝑁2, 𝜉𝑠𝑣 = −𝑘2𝑇, 𝜉𝑣𝑣 = 0.

Thus, from (2.5), the normal vector field of the ruled
surface 𝜉 can be given

𝑛𝜉 =

√
2𝑘1𝑇 + (

√
2𝑘1 + 2𝑣𝑘2)𝑁1

2
√︃
𝑘1

2 + 𝑣2𝑘2
2 + 𝑣𝑘1𝑘2

√
2
. (3.2)

Moreover, from (2.8),

𝐸 𝜉 =

(√
2𝑘1
2

+ 𝑣𝑘2

)2

+ 𝑘1
2 + 𝑘2

2

2
,

𝐹𝜉 =

√
2𝑘2
2

, 𝐺 𝜉 = 1,

𝐿 𝜉 = −

©­«
2𝑘1𝑣𝑘2

(√
2𝑘1 + 𝑘2𝑣

)
+ 𝑣

√
2 (𝑘1𝑘2

′ − 𝑘1
′𝑘2)

+𝑘1

(
2𝑘1

2 + 𝑘2
2
) ª®¬

2
√︃√

2𝑘1𝑣𝑘2 + 𝑣2𝑘2
2 + 𝑘1

2
,

𝑀𝜉 =
−
√

2𝑘1𝑘2

2
√︃√

2𝑘1𝑣𝑘2 + 𝑣2𝑘2
2 + 𝑘1

2
, 𝑁𝜉 = 0.

By substituting these coefficients into (2.9), the proof is
completed. □

Corollary 3.1 The 𝑇𝑁1 Smarandache ruled surface is
developable if and only if the main curve 𝛾 is a planar
curve,

Proof If 𝑇𝑁1 Smarandache ruled surface is developable,
then 𝐾𝜉 = 0, that is 𝑘1𝑘2 = 0. If 𝑘1 = 0, then from
equations (2.3), 𝜃 =

𝜋

2
𝑘, 𝑘 ∈ 𝑍 . Similarly, if 𝑘2 = 0,

then 𝜃 = 𝜋𝑘, 𝑘 ∈ 𝑍 . Since 𝜏 = 𝜃′ and 𝜃 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 for
either case, this gives 𝜏 = 0 meaning that 𝛾 is a planar
curve. □

Corollary 3.2 The 𝑇𝑁1 Smarandache ruled surface is
either minimal or Constant-Mean-Curvature (CMC in
short) surface if and only if the curve 𝛾 is a planar curve.

Proof The proof follows the similar steps as of (ii),
that is if 𝑘1 = 0 then, 𝐻𝜉 = 0, accordingly 𝜉 is minimal,

however if 𝑘2 = 0, then 𝐻𝜉 = −1
2

which means 𝜉 is a
(CMC) surface. □

Theorem 3.2 The striction curve 𝜍 𝜉 of the 𝑇𝑁1 Smaran-
dache ruled surface is given as

𝜁𝜉 =
𝑇 + 𝑁1√

2
− 𝑘1𝑘2√

2
𝑁2.

Proof The derivatives of the base and the ruling of 𝑇𝑁1
Smarandache ruled surface 𝜉 are(

𝑇 + 𝑁1√
2

) ′
=

1
√

2
(−𝑘1𝑇 + 𝑘1𝑁1 + 𝑘2𝑁2) ,

𝑁2
′ = −𝑘2𝑇.

From relation (2.6), the proof is completed. □

Theorem 3.3 The normal curvature, geodesic curvature
and the geodesic torsion of the 𝑇𝑁1 Smarandache ruled
surface are given in respective order as follows:
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𝜅𝑛 𝜉 =

𝑘1

(
𝑘2

′ + 𝑘1
2 + 𝑘2𝑘1 +

(√
2𝑣 + 1

)
𝑘2

2
)
− 𝑘1

′
(
𝑘2
√

2𝑣 + 𝑘1

)
2
√︃
𝑣2𝑘2

2 + 𝑘1𝑘2𝑣
√

2 + 𝑘1
2

,

𝜅𝑔 𝜉
=

𝑘1
2√2

(
𝑘2

2𝑣
√

2 − 𝑘2
′
)
+ 𝑘1

√
2
(
2𝑘2

3 + 𝑘1
′𝑘2

)
+ 𝑘2

(
4𝑘2

3𝑣 + 𝑘1
3√2

)
2
(
2𝑘2

2 + 𝑘1
2
) √︃

𝑣2𝑘2
2 + 𝑘1𝑘2𝑣

√
2 + 𝑘1

2
,

𝜏𝑔 𝜉
=

𝜂1𝜆3

(√
2𝑘1 + 2𝑘2𝑣

)
− 𝜂3𝜆1

(
𝑘1
√

2 + 2𝑘2𝑣
)
+ 𝑘1

√
2 (𝜂3𝜆2 − 𝜆3𝜂2)

2
√︃
𝑣2𝑘2

2 + 𝑘1𝑘2𝑣
√

2 + 𝑘1
2

.

(3.3)

Proof

By referring the relations in (2.2), the tangent and the
derivative of the tangent vector of 𝑇𝑁1− Smarandache
curve are given as

𝑇𝑇𝑁1 =
−𝑘1𝑇 + 𝑘1𝑁1 + 𝑘2𝑁2√︁

𝑘2
2 + 2𝑘1

2
,

𝑇𝑇𝑁1
′ =𝜂1𝑇 + 𝜂2𝑁1 + 𝜂3𝑁2

(3.4)

where


𝜂1
𝜂2
𝜂3

 =
1(

𝑘2
2 + 2𝑘1

2
) 3

2


−𝑘2

2
(
𝑘2

2 + 3𝑘1
2
)
− 2𝑘1

4 + 𝑘2 (𝑘1𝑘2
′ − 𝑘2𝑘1

′)

−𝑘1
2
(
𝑘2

2 + 2𝑘1
2
)
+ 𝑘2 (𝑘2𝑘1

′ − 𝑘1𝑘2
′)

𝑘1

(
−𝑘2

3 − 2
(
𝑘2𝑘1

2 − 𝑘1𝑘2
′ + 𝑘2𝑘1

′
))


.

□

On the other hand, the second order derivative of 𝑇𝑁1
Smarandache curve results

(
𝑇 + 𝑁1√

2

) ′′
=

1
√

2


−𝑘1

2 − 𝑘2
2 − 𝑘1

′

𝑘1
′ − 𝑘1

2

𝑘2
′ − 𝑘1𝑘2



𝑇

𝑁1
𝑁2

 .

Moreover, the derivative of the normal vector field of
𝑇𝑁1 Smarandache ruled surface is:(

𝑛𝜉
) ′
= 𝜆1𝑇 + 𝜆2𝑁1 + 𝜆3𝑁2,

where


𝜆1

𝜆2

𝜆3


=



𝑘1
′𝑘2𝑣

(
𝑘2𝑣

√
2 + 𝑘1

)
− 𝑘1𝑘2

′𝑣
(
𝑘2
√

2𝑣 + 𝑘1

)
− 𝑘1𝑘2

2𝑣
(
3𝑘1𝑣

√
2 + 2𝑘2𝑣

2
)
− 𝑘1

3
(
𝑘1
√

2 + 4𝑘2𝑣
)

𝑘1

(
𝑘1𝑘2

2√2𝑣2 + 2𝑘2𝑘1
2𝑣 − 𝑘2𝑘1

′𝑣 + 𝑘1
3√2 + 𝑘1𝑘2

′𝑣
)

𝑘1𝑘2
√

2
(
𝑣2𝑘2

2 + 𝑘1𝑘2𝑣
√

2 + 𝑘1
2
)


2
(
𝑣2𝑘2

2 + 𝑘1𝑘2𝑣
√

2 + 𝑘1
2
) 3

2
.
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Upon substituting these into (2.10), the proof is com-
pleted. According to the Theorem 3.3, the following two
corollaries can ve given without the need for proof.

Corollary 3.3

(i) The 𝑇𝑁1 Smarandache curve is asymptotic on 𝑇𝑁1

Smarandache ruled surface if 𝑘1 = 0 that is 𝜃 =
𝜋

2
𝑘, 𝑘 ∈

𝑍 .

(ii) The 𝑇𝑁1 Smarandache curve is geodesic on 𝑇𝑁1 Smaran-
dache ruled surface if 𝑘2 = 0 that is 𝜃 = 𝜋𝑘, 𝑘 ∈ 𝑍 .

3.2. The characteristics of 𝑇𝑁2 Smarandache ruled sur-
face

Definition 3.2 Let 𝛾(𝑠) : 𝑠 ∈ 𝐼 ⊂ 𝑅 → 𝑅3 be a unit
speed curve in 𝐸3, and denote {𝑇 (𝑠), 𝑁1 (𝑠), 𝑁2 (𝑠)} as
the Bishop frame of 𝛾. The ruled surface with a base 𝑇𝑁2
Smarandache curve and with ruling 𝑁1 is called a 𝑇𝑁2
Smarandache ruled surface which is defined by

𝛿(𝑠, 𝑣) = 𝑇 (𝑠) + 𝑁2 (𝑠)√
2

+ 𝑣𝑁1 (𝑠). (3.5)

Theorem 3.4 The Gaussian and mean curvature of the
𝑇𝑁2 ruled surface 𝛿 defined at (3.5) are given as

𝐾𝛿 = −1
2

(
𝑘1𝑘2

𝑘2
2 + 𝑣2𝑘2

1 + 𝑣𝑘1𝑘2
√

2

)2

,

𝐻𝛿 =

(
𝑘2

1𝑘2
(
1 − 2 𝑣2) + 𝑣𝑘1

(
𝑘 ′2
√

2 − 2𝑘2
2
√

2
)

−𝑣𝑘 ′1𝑘2
√

2 − 2𝑘3
2

)
4

(
𝑘2

2 + 𝑣2𝑘2
1 + 𝑣𝑘1𝑘2

√
2
) 3

2
.

Proof By using (2.1) and (2.2), the first and second order
partial derivatives of 𝛿 with respect to 𝑠 and 𝑣 is computed
as follows:

𝛿𝑠 = −
(√

2
2
𝑘2 + 𝑣𝑘1

)
𝑇 +

√
2

2
𝑘1𝑁1 +

√
2

2
𝑘2𝑁2,

𝛿𝑠𝑠 =


−

√
2

2
(
𝜅2 + 𝑘2

′) − 𝑣𝑘1
′

√
2

2 𝑘1
′ −

(√
2

2 𝑘2 + 𝑣𝑘1

)
𝑘1

√
2

2 𝑘2
′ −

(√
2

2 𝑘2 + 𝑣𝑘1

)
𝑘2



𝑇

𝑁1
𝑁2


𝛿𝑣 = 𝑁1, 𝛿𝑠𝑣 = −𝑘1𝑇, 𝛿𝑣𝑣 = 0.

Thus, from (2.5), the normal vector field of the ruled
surface 𝛿 can be given

𝑛𝛿 = −
√

2𝑘2𝑇 + (
√

2𝑘2 + 2𝑣𝑘1)𝑁2

2
√︃
𝑘2

2 + 𝑣2𝑘1
2 + 𝑣𝑘1𝑘2

√
2
. (3.6)

Moreover, from (2.8),

𝐸𝛿 =

(√
2𝑘2
2

+ 𝑣𝑘1

)2

+ 𝑘1
2 + 𝑘2

2

2
,

𝐹𝛿 =

√
2𝑘1
2

, 𝐺 𝛿 = 1,

𝐿 𝛿 =

©­«
2𝑘2𝑣𝑘1

(
𝑘2
√

2 + 𝑣𝑘1

)
− 𝑣

√
2 (𝑘2

′𝑘1 − 𝑘1
′𝑘2)

+𝑘2

(
2𝑘2

2 + 𝑘1
2
) ª®¬

2
√︃√

2𝑘2𝑣𝑘1 + 𝑣2𝑘1
2 + 𝑘2

2
,

𝑀𝛿 =

√
2𝑘2𝑘1

2
√︃√

2𝑘2𝑣𝑘1 + 𝑣2𝑘1
2 + 𝑘2

2
, 𝑁𝛿 = 0.

By substituting these coefficients into (2.9), the proof is
completed. □

From Proposition 2.1 and Theorem 3.4, similar corollaries
can be obtained as like below:

Corollary 3.4 The 𝑇𝑁2 Smarandache ruled surface is
developable if and only if the main curve 𝛾 is a planar
curve,

Proof The proof is similar as of the proof for Corollary
3.1. □

Corollary 3.5 The 𝑇𝑁2 Smarandache ruled surface is ei-
ther minimal or constant-mean-curvature (CMC) surface
if and only if the curve 𝛾 is a planar curve.

Proof The proof is slightly different from the proof for
Corollary 3.2, that is if 𝑘2 = 0, then 𝐻𝛿 = 0, and if 𝑘1 = 0,
then 𝐻𝛿 = 1

2 . □

Theorem 3.5 The striction curve of the 𝑇𝑁2 Smaran-
dache ruled surface is given as

𝜁𝛿 =
𝑇 + 𝑁2√

2
− 𝑘1𝑘2√

2
𝑁1.

Proof The derivatives of the base and the ruling of 𝑇𝑁2
Smarandache ruled surface 𝛿 are(

𝑇 + 𝑁2√
2

) ′
=

√
2

2
(−𝑘2𝑇 + 𝑘1𝑁1 + 𝑘2𝑁2) ,

𝑁1
′ = −𝑘1𝑇.

By considering relation (2.6), the proof is completed. □

Theorem 3.6 The normal curvature, geodesic curvature
and the geodesic torsion of the 𝑇𝑁2 Smarandache ruled
surface are given in respective order as follows:
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S.Şenyurt, D.Canlı, K.H.Ayvacı / MANAS Journal of Engineering, 13 (1) (2025) 8-17 13

𝜅𝑛 𝛿 =

𝑘1𝑣
√

2
(
𝑘2

2 − 𝑘2
′
)
+ 𝑘2

(
𝑘1

2 + 2𝑘2
2
)

2
√︃
𝑣2𝑘1

2 + 𝑘2𝑘1𝑣
√

2 + 𝑘2
2

,

𝜅𝑔 𝛿
=

2 (𝑘1
′𝑘2 − 𝑘1𝑘2

′)
(√

2𝑘2 + 𝑘1𝑣
)
− 𝑘1𝑘2

√
2
(
2𝑘2

2 + 𝑘1
2
)
− 2𝑘1

2𝑣
(
𝑘1

2 + 4𝑘2
2
)

2
(
2𝑘2

2 + 𝑘1
2
) √︃

𝑘1𝑘2𝑣
√

2 + 𝑣2𝑘1
2 + 𝑘2

2
,

𝜏𝑔 𝛿
=

(𝛼2𝜔1 − 𝛼1𝜔2)
(
𝑘2
√

2 + 2𝑘1𝑣
)
+ 𝑘2

√
2 (𝛼3𝜔2 − 𝛼2𝜔3)

2
√︃
𝑘1𝑘2𝑣

√
2 + 𝑣2𝑘1

2 + 𝑘2
2

,

Proof By using the relations in 2.2, the tangent and
the derivative of the tangent vector of 𝑇𝑁2 Smarandache
curve are given as

𝑇𝑇𝑁2 =
−𝑘2𝑇 + 𝑘1𝑁1 + 𝑘2𝑁2√︁

𝑘1
2 + 2𝑘2

2
,

𝑇𝑇𝑁2
′ =𝜔1𝑇 + 𝜔2𝑁1 + 𝜔3𝑁2,

(3.7)

where □


𝜔1
𝜔2
𝜔3

 =
1(

2𝑘2
2 + 𝑘1

2
) 3

2


𝑘1 (𝑘1

′𝑘2 − 𝑘2
′𝑘1) − 2𝑘2

4 − 3𝑘1
2𝑘2

2 − 𝑘1
4

𝑘2

(
2 (𝑘1

′𝑘2 − 𝑘2
′𝑘1) − 2𝑘2

2𝑘1 − 𝑘1
3
)

𝑘1 (𝑘2
′𝑘1 − 𝑘1

′𝑘2) − 2𝑘2
4 − 𝑘1

2𝑘2
2

 .

On the other hand, the second order derivative of 𝑇𝑁2
Smarandache curve is

(
𝑇 + 𝑁2√

2

) ′′
=

1
√

2


−

(
𝑘1

2 + 𝑘2
2 + 𝑘2

′
)

(𝑘1
′ − 𝑘1𝑘2)(

𝑘2
′ − 𝑘2

2
)



𝑇

𝑁1
𝑁2

 .
Lastly, the derivative of the normal vector field of the 𝑇𝑁2
Smarandache ruled surface is given as follows:

(𝑛𝛿)′ = 𝛼1𝑇 + 𝛼2𝑁1 + 𝛼3𝑁2,

where


𝛼1

𝛼2

𝛼3


=



(√
2𝑘1𝑣 + 𝑘2

)
(𝑘1

′𝑘2 − 𝑘1𝑘2) 𝑣 + 𝑘1
2𝑘2𝑣

2
(
3𝑘2

√
2 + 2𝑘1𝑣

)
+ 𝑘2

3
(
𝑘2
√

2 + 4𝑘1𝑣
)

−𝑘1𝑘2
√

2
(
𝑘1𝑘2𝑣

√
2 + 𝑣2𝑘1

2 + 𝑘2
2
)

−𝑘2
2
(√

2
(
𝑘1

2𝑣2 + 𝑘2
2
)
+ 𝑣 (2𝑘1𝑘2 − 𝑘1 + 𝑘1

′)
)


2
(
𝑘1𝑘2𝑣

√
2 + 𝑣2𝑘1

2 + 𝑘2
2
) 3

2

Upon substituted the given relations into (2.10), the proof
is completed.
As a result of this theorem, two corollaries can be easily
given without the need for proof as follows:

Corollary 3.6

(i) The 𝑇𝑁2 Smarandache curve is asymptotic on 𝑇𝑁2
Smarandache ruled surface if 𝑘2 = 0 that is 𝜃 = 𝜋𝑘, 𝑘 ∈
𝑍 .

(ii) The 𝑇𝑁2 Smarandache curve is geodesic on 𝑇𝑁2 Smaran-
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dache ruled surface if 𝑘1 = 0 that is 𝜃 =
𝜋

2
𝑘, 𝑘 ∈ 𝑍 .

3.3. The 𝑁1𝑁2 Smarandache ruled surface

Definition 3.3 Let 𝛾(𝑠) : 𝑠 ∈ 𝐼 ⊂ 𝑅 → 𝑅3 be a unit
speed curve in 𝐸3, and denote {𝑇 (𝑠), 𝑁1 (𝑠), 𝑁2 (𝑠)} as
the Bishop frame of 𝛾. The ruled surface with a base
𝑁1𝑁2 Smarandache curve and with ruling 𝑇 is called a
𝑁1𝑁2 Smarandache ruled surface which is defined by

𝜀(𝑠, 𝑣) = 𝑁1 (𝑠) + 𝑁2 (𝑠)√
2

+ 𝑣𝑇 (𝑠). (3.8)

Theorem 3.7 The Gaussian curvature of 𝜀 defined at
(3.8) vanishes, whereas its mean curvature is given by

𝐻𝜀 =
𝑘 ′1𝑘2 − 𝑘1𝑘

′
2

2𝑣𝜅3 .

Proof The first and second order partial derivatives of 𝜀
with respect to 𝑠 and 𝑣, from the relations given at (2.1)
and (2.2), it is clear to have

𝜀𝑠 = −
√

2
2

(𝑘1 + 𝑘2) 𝑇 + 𝑣𝑘1𝑁1 + 𝑣𝑘2𝑁2, 𝜀𝑣 = 𝑇,

𝜀𝑠𝑠 =


−

(
𝑣𝜅2 +

√
2

2 (𝑘 ′1 + 𝑘
′
2)

)(
𝑣𝑘 ′1 −

√
2

2 𝑘1 (𝑘1 + 𝑘2)
)(

𝑣𝑘 ′2 −
√

2
2 𝑘2 (𝑘1 + 𝑘2)

)


𝑇

𝑁1
𝑁2


𝜀𝑠𝑣 =𝑘1𝑁1 + 𝑘2𝑁2, 𝜀𝑣𝑣 = 0.

Thus, from (2.5), the normal vector field of the ruled
surface 𝜀 can be given

𝑛𝜀 =
𝑘2𝑁1 − 𝑘1𝑁2

𝜅
. (3.9)

Moreover, from (2.8),

𝐸𝜀 =
(𝑘1 + 𝑘2)2

2
+ 𝑣2

(
𝑘1

2 + 𝑘2
2
)
, 𝐹𝜀 = −

√
2 (𝑘1 + 𝑘2)

2
,

𝐺 𝜀 =1, 𝐿𝜀 =
𝑣 (𝑘2𝑘1

′ − 𝑘1𝑘2
′)√︁

𝑘2
2 + 𝑘1

2
, 𝑀𝜀 = 𝑁𝜀 = 0.

By substituting these coefficients into (2.9), the proof is
completed. □

Remark 3.1 From the given proposition 2.1, the 𝑁1𝑁2
Smarandache ruled surface is always developable.

Proof The proof is clear by given the Proposition 2.1. □

Corollary 3.7 The 𝑁1𝑁2 Smarandache ruled surface is
minimal if and only if the curve 𝛾 is a slant helix.

Proof Let us recall the Theorem 2.1 that 𝛾 is a slant

helix if and only if
(
𝑘1
𝑘2

) ′
= 0. From Theorem 3.7, this

corresponds to that 𝐻𝜀 = 0, which means the ruled sur-
face 𝜀 is minimal.
Conversely, if 𝜀 is minimal (𝐻𝜀 = 0), then by Theorem

3.7, 𝑘 ′1𝑘2 − 𝑘1𝑘
′
2 = 0. Thus,

𝑘1
𝑘2

= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 meaning that
𝛾 is a slant helix. □

Theorem 3.8 The striction curve of the 𝑁1𝑁2 Smaran-
dache ruled surface is given as

𝜁𝜀 =
𝑁1 + 𝑁2√

2
.

The derivatives of the base and the ruling of 𝑁1𝑁2 Smaran-
dache ruled surface 𝜀 are(

𝑁1 + 𝑁2√
2

) ′
= −

(
𝑘1 + 𝑘2√

2

)
𝑇,

𝑇 ′ = 𝑘1𝑁1 + 𝑘2𝑁2.

By considering relation (2.6), the proof is completed.

Remark 3.2 Note that the striction curve coincides with
the base curve for 𝑁1𝑁2 Smarandache ruled surface.

Theorem 3.9 The normal curvature, geodesic curvature
and the geodesic torsion of the 𝑁1𝑁2 Smarandache ruled
surface is

𝜅𝑛 𝜀 = 0, 𝜅𝑔 𝜀
= −𝜅, 𝜏𝑔 𝜀

= 0, (3.10)

respectively.

Proof By considering both (2.2) and (2.3), the tan-
gent and the derivative of the tangent vector of 𝑁1𝑁2
Smarandache curve are given as

𝑇𝑁1𝑁2 = − 𝑇,
𝑇𝑁1𝑁2

′ = − 𝑘1𝑁1 − 𝑘2𝑁2.
(3.11)

Moreover, the second order derivative of 𝑁1𝑁2 Smaran-
dache curve is

(
𝑁1 + 𝑁2√

2

) ′′
= −

(
𝑘 ′1 + 𝑘

′
2
)
𝑇 +

(
𝑘2

1 + 𝑘1𝑘2
)
𝑁1

+
(
𝑘1𝑘2 + 𝑘2

2
)
𝑁2

√
2

.

Lastly, the derivative of the normal vector field of the 𝑇𝑁2
Smarandache ruled surface is given as follows:

(𝑛𝜀)′ =
𝑘1 (𝑘1𝑘2

′ − 𝑘1
′𝑘2) 𝑁1 + 𝑘2 (𝑘1𝑘2 − 𝑘1

′𝑘2) 𝑁2

𝜅3 .

When the given relations substituted into (2.10), the proof
is completed. □

The following two corollaries can be expressed as a result
of Theorem 3.9 without the need for proof.
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Corollary 3.8

(i) The 𝑁1𝑁2 Smarandache curve is always asymptotic and
principal line on 𝑁1𝑁2 Smarandache ruled surface.

(ii) The geodesic curvature of 𝑁1𝑁2 Smarandache ruled sur-
face is negative of the curvature of the main curve 𝛾.

Example 3.1 Let us consider the standard unit helix
curve parameterized as

𝛾(𝑠) =
√

2
2

(
𝑐𝑜𝑠(𝑠), 𝑠𝑖𝑛(𝑠), 𝑠

)
,

then, the Frenet curvatures of 𝛾 are 𝜅 = 𝜏 =

√
2

2
. Since

𝜏 = 𝜃′, this results 𝜃 =
∫

𝜏𝑑𝑠 =
𝑠
√

2
2

. Thus the Bishop

curvatures can be established as 𝑘1 =
√

2
2 𝑐𝑜𝑠

(
𝑠
√

2
2

)
, and

𝑘2 =
√

2
2 𝑠𝑖𝑛

(
𝑠
√

2
2

)
. Thus the vectors of Bishop frame can

be provided as follows:

𝑇 (𝑠) =
√

2
2

(
− 𝑠𝑖𝑛(𝑠), 𝑐𝑜𝑠(𝑠), 1

)
,

𝑁1 (𝑠) =

©­­­­­­­­­­«

− cos

(
𝑠
√

2
2

)
cos (𝑠) −

√
2

2
sin

(
𝑠
√

2
2

)
sin (𝑠) ,

− cos

(
𝑠
√

2
2

)
sin (𝑠) +

√
2

2
sin

(
𝑠
√

2
2

)
cos (𝑠) ,

√
2

2
sin

(
𝑠
√

2
2

)
,

ª®®®®®®®®®®¬
,

𝑁2 (𝑠) =

©­­­­­­­­­­«

− sin

(
𝑠
√

2
2

)
cos (𝑠) +

√
2

2
cos

(
𝑠
√

2
2

)
sin (𝑠) ,

− sin

(
𝑠
√

2
2

)
sin (𝑠) −

√
2

2
cos

(
𝑠
√

2
2

)
cos (𝑠) ,

√
2

2
cos

(
𝑠
√

2
2

)
ª®®®®®®®®®®¬
.

By referring to the definitions for 𝑇𝑁1, 𝑇𝑁2 and 𝑁1𝑁2
Smarandache ruled surfaces, the graphs are provided
in Fig. 1, Fig. 2 and Fig.3 3 where 𝑠 ∈ [−𝜋, 𝜋] and
𝑣 ∈ [−1, 1].

Figure 1: The ruled surface 𝜉 (𝑠, 𝑣)

Figure 2: The ruled surface 𝛿(𝑠, 𝑣)

Figure 3: The ruled surface 𝜀(𝑠, 𝑣)

4. Conclusion
The paper introduced new ruled surfaces via Smarandache
geometry using Bishop frame vectors. The characteristics
of each surface, such as developability and minimality,
were discussed. Furthermore, the characteristic curves on
these surfaces were determined by providing the required
conditions. It is shown that the special slant helix curve
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defines the minimality condition for the ruled surface
𝜀(𝑠, 𝑣). Finally, regardless of the choice of main curve,
if the base curve of the ruled surface is considered to be
𝑁1𝑁2 Smarandache curve, the developability characteris-
tic remains valid This is analogous to the fact that tangent
ruled surfaces are always developable.
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[20] S. Şenyurt, D. Canlı, Ç. Elif and S. G. Mazlum, “Some
special Smarandache ruled surfaces by Frenet frame in
𝐸3 -II”, Honam Mathematical Journal, 44(4), (2022),
594-617.
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Appendix
The following figures Fig. 4, Fig. 5 and Fig. 6 are
also presented to examine the view of each surface from

different angles. The orientations are fixed to the 𝑥, 𝑦 and
𝑧 axis, respectively.

(a) oriented to 𝑥 axis (b) oriented to 𝑦 axis (c) oriented to 𝑧 axis

Figure 4: The 𝑇𝑁1 Smarandache ruled surface 𝜉 (𝑠, 𝑣)

(a) oriented to 𝑥 axis (b) oriented to 𝑦 axis (c) oriented to 𝑧 axis

Figure 5: The 𝑇𝑁2 Smarandache ruled surface 𝛿(𝑠, 𝑣)

(a) oriented to 𝑥 axis (b) oriented to 𝑦 axis (c) oriented to 𝑧 axis

Figure 6: The 𝑁1𝑁2 Smarandache Ruled surface 𝜀(𝑠, 𝑣)
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1. Introduction

Fractional calculus deal with the study of derivative and
integration of arbitrary order such as fractional, irrational
and complex, it is also applicable in almost all area of real
life such as epidemic model, reaction-diffusion, drying
model, control theory, economics, fluid dynamics, etc (see
for example, [1–4]). The following pathway fractional
integral operator was introduced in [5]:

(
𝑃
𝜏,𝜌;𝑏
0+

)
(𝑥) = 𝑥−𝜏

∫ [
𝑥

𝑏 (1−𝜌)

]
0

(
1− 𝑏(1−𝜌)𝑡

𝑥

) 𝜏
1−𝜌

𝑓 (𝑡)𝑑𝑡,

where 𝑓 (𝑡) ∈ 𝐿 (𝑎, 𝑏) and 𝜏 ∈ C, 𝑥 ∈ R+ such that 𝑏 > 0,
𝑅𝑒(𝜏) > 0 and 𝜌 < 1 (𝜌 is a pathway parameter).
In 2013, Nair [6] introduced the following generalized

pathway hypergeometric fractional integral operator:(
𝑃
𝜏,𝜗,𝜇,𝜌;𝑏
0+

)
(𝑥) = 𝑥−𝜏

∫ [
𝑥

𝑏 (1−𝜌)

]
0

(
1 − 𝑏(1 − 𝜌)𝑡

𝑥

) 𝜏−1
1−𝜌

× 2𝐹1

(
𝜏 − 1
1 − 𝜌

+ 𝜗 + 1,−𝜇;
𝜏 − 1
1 − 𝜌

+ 1; 1 − 𝑏(1 − 𝜌)𝑡
𝑥

)
× 𝑓 (𝑡)𝑑𝑡, (1)

where 𝑓 (𝑡) ∈ R+ and 𝜏, 𝜗, 𝜇, 𝜌 ∈ C, 𝑥 ∈ R+ such that
𝑏 > 0, 𝑅𝑒

(
𝜏−1
1−𝜌 + 1

)
> 0, 𝑅𝑒(𝜇 − 𝜗) > 0 and 𝜌 < 1.

Remark 1: The following are also reported in [7]:

(i) If 𝑅𝑒(𝜏) > 0 when 𝜌 = 0 and 𝑏 = 1, Eq. (1)
reduces to the following Saigo fractional integral
operator:(

𝑃
𝜏,𝜗,𝜇,0;1
0+

)
(𝑥) = 𝑥Γ(𝜏)

(
𝐼
𝜏,𝜗,𝜇

0+

)
(𝑥).
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(ii) If 𝑅𝑒(𝜏) > 0 when 𝜌 = 0, 𝑏 = 1 and 𝜗 = −𝜏, Eq.
(1) reduces to the following Riemann-Liouville
fractional integral operator:(

𝑃
𝜏,−𝜏,𝜇,0;1
0+

)
(𝑥) = 𝑥Γ(𝜏)

(
𝐼 𝜏0+

)
(𝑥).

(iii) If 𝜌 = 0, 𝜗 = 0 and 𝑏 = 1, Eq. (1) reduces to the
following Kober fractional integral operator:(

𝑃
𝜏,0,𝜇,0;1
0+

)
(𝑥) = 𝑥Γ(𝜏)

(
𝐼
𝜏,𝜇

0+

)
(𝑥).

(iv) If 𝜇 = 0, 𝑅𝑒(𝜏 − 1) > 0, Eq. (1) reduces to
the following classical pathway fractional integral
operator:(

𝑃
𝜏−1,𝜗,0,𝜌;𝑏
0+

)
(𝑥) = 𝑥1−𝜏−𝜗Γ(𝜏)

(
𝑃
𝜏−1,𝜌
0+

)
(𝑥).

(v) If 𝜇 = 0, 𝜌 → 1− , Eq. (1) reduces to the following
Laplace integral transform:

lim
𝜌→1−

(
𝑃
𝜏,𝜗,0,𝜌;𝑏
0+

)
(𝑥) = 𝑥1−𝜗𝐿 { 𝑓 (𝑡)}

(
𝑥

𝑏(1 − 𝜌)

)
.

Recently, Kaurangini et al., [8] studied the following
multi-index Mittag-Leffler function:
Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑧;Φ,Ω)

= Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚


(𝐵𝑘 , 𝑏𝑘)1,𝛼 (𝐸𝑚, 𝑒𝑚)1,𝛾

𝑧;Φ,Ω

(𝐷 𝑗 , 𝑑 𝑗 )1,𝛽 (𝐺𝑛, 𝑔𝑛)1, 𝛿


=

∞∑︁
𝑟=0

Ψ𝐵
𝜔,𝜛

Φ,Ω
(𝜆 + 𝑝𝑟, 𝛿 − 𝜆)

𝐵(𝜆, 𝛿 − 𝜆)
(𝛿)𝑞𝑟 𝑧𝑟∏𝜂

𝑖=1 Γ(𝜚𝑖𝑟 + 𝜎𝑖) (𝜙)𝜅𝑟
,

(2)

where 𝜚𝑖 , 𝜎𝑖 , 𝜙, 𝜅, 𝜆, 𝛿,Φ,Ω𝜔,𝜛, 𝑧 ∈ C, Φ,Ω > 0,
𝑅𝑒(𝛿) > 𝑅𝑒(𝜆) > 0, 𝑅𝑒(𝜎𝑖) > 0, 𝑖 = 1, 2, . . . , 𝜂,
𝑅𝑒(𝜚𝜂

𝑖=0ℵ𝑖) > max{0, 𝑅𝑒(𝑞) − 1}, 𝑅𝑒(𝜙) > 0.
Here denotes Ψ𝐵

𝜔,𝜛

Φ,Ω
(𝑥, 𝑦) is the extended beta function

[9, 10] and defined by
Ψ𝐵

𝜔,𝜛

Φ,Ω
(𝑥, 𝑦)

=Ψ 𝐵
𝜔,𝜛

Φ,Ω


(𝐵𝑘 , 𝑏𝑘)1,𝛼 (𝐸𝑚, 𝑒𝑚)1,𝛾

𝑥, 𝑦

(𝐷 𝑗 , 𝑑 𝑗 )1,𝛽 (𝐺𝑛, 𝑔𝑛)1, 𝛿


=

∫ 1

0
𝑡𝑥−1 (1 − 𝑡)𝑦−1

𝛼Ψ𝛽

(
− Φ

𝑡𝜔

)
𝛾Ψ𝛿

(
− Ω

(1 − 𝑡)𝜛

)
𝑑𝑡,

where 𝛼Ψ𝛽 (.) is the Fox-Wright function [11] defined by

𝛼Ψ𝛽 (𝑧) = 𝛼Ψ𝛽


(𝐵𝑘 , 𝑏𝑘)1,𝛼

𝑧

(𝐷 𝑗 , 𝑑 𝑗 )1,𝛽


=

∞∑︁
𝑟=0

∏𝛼
𝑘=1 Γ(𝐵𝑘𝑛 + 𝑏𝑘)∏𝛽

𝑗=1 Γ(𝐷 𝑗𝑟 + 𝑑 𝑗 )
𝑧𝑟

𝑟!
, (3)

(𝑧, 𝑏𝑘 , 𝑑 𝑗 ∈ C, 𝐵𝑘 , 𝐷 𝑗 ∈ R).

2. The Generalized Pathway Fractional Integral For-
mulas involving Extended Multi-Index Mittag-
Leffler Function in the Kernel

The generalized pathway fractional integral formula for
the new extended multi-index Mittag-Leffler function is
studied.
Lemma 1: [7] The following result holds true(

𝑃
𝜏,𝜗,𝜇,𝜌;𝑏
0+ 𝜈℘−1

)
(𝑥) = 1

[𝑏(1 − 𝜌)]℘

×
Γ(℘)Γ(℘ − 𝜗 + 𝜇)Γ

(
1 + 𝜏−1

1−𝜌

)
Γ(℘ − 𝜗)Γ

(
1 + ℘ + 𝜇 + 𝜏−1

1−𝜌

) 𝑥℘−𝜗 , (4)

where 𝑓 (𝑡) ∈ R+ and 𝜏, 𝜗, 𝜇, 𝜌 ∈ C, 𝑥 ∈ R+ such that 𝑏 >

0, 𝑅𝑒
(
𝜏−1
1−𝜌 + 1

)
> 0, 𝑅𝑒(℘) > max{0, 𝑅𝑒(𝜇 − 𝜗)} > 0

and 𝜌 < 1.
Theorem 1: The following pathway fractional formula
holds(
𝑃
𝜏,𝜗,𝜇,𝜌;𝑏
0+ 𝜈℘−1Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑧𝜈
ℓ ; 𝜌, 𝜎)

)
(𝑥)

=

𝑥℘−𝜗Γ

(
1 + 𝜏−1

𝜌−1

)
[𝑏(1 − 𝜌)]℘

Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ

[𝑏(1 − 𝜌)]℘ ;Φ,Ω

)
∗ 3Ψ2


(℘, ℓ), (℘ − 𝜗 + 𝜇, ℓ), (1, 1)

𝑧𝑥ℓ

[𝑏 (1−𝜌) ]ℓ

(℘ − 𝜗, ℓ),
(
1 + ℘𝜇 + 𝜏−1

1−𝜌 , ℓ
)  ,

(5)

where ∗ represent Hadamard (convolution) product de-
fined in Pohlen [12].
Proof: Letting the right hand side of Eq. (6) be 𝑃 and
using (2), changing the order of summation and pathway
fractional integral operator, we have

𝑃 =

∞∑︁
𝑟=0

Ψ𝐵
𝜔,𝜛

Φ,Ω
(𝜆 + 𝑝𝑟, 𝛿 − 𝜆)

𝐵(𝜆, 𝛿 − 𝜆)
(𝛿)𝑞𝑟 𝑧𝑟∏𝜂

𝑖=1 Γ(𝜚𝑖𝑟 + 𝜎𝑖) (𝜙)𝜅𝑟

×
(
𝑃
𝜏,𝜗,𝜇,𝜌;𝑏
0+ 𝜈℘+ℓ𝑟−1

)
(𝑥).

Applying Eq. (4) to the above equation, gives

𝑃 =

𝑥℘−𝜗Γ

(
1 + 𝜏−1

𝜌−1

)
[𝑏(1 − 𝜌)]℘

∞∑︁
𝑟=0

Ψ𝐵
𝜔,𝜛

Φ,Ω
(𝜆 + 𝑝𝑟, 𝛿 − 𝜆)

𝐵(𝜆, 𝛿 − 𝜆)

×
(𝛿)𝑞𝑟 𝑧𝑟∏𝜂

𝑖=1 Γ(𝜚𝑖𝑟 + 𝜎𝑖) (𝜙)𝜅𝑟
Γ(℘ + ℓ𝑟)

Γ(℘ − 𝜗 + ℓ𝑟)

× Γ(℘ − 𝜗 + 𝜇 + ℓ𝑟)

Γ

(
1 + ℘ + 𝜇 + 𝜏−1

1−𝜌 + ℓ𝑟

) (
𝑧𝑥ℓ

[𝑏(1 − 𝜌)]ℓ

)𝑟
. (6)
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Using the multi-index Mittag-Leffler function in Eq. (2)
and the Wright function in (3) to (6), the required result
in (5) is obtained.
As a consequence of Theorem 1 the following corollaries
are obtained:
Corollary 1: The following equility is true(

𝑃
𝜏,𝜗,𝜇,0;1
0+ 𝜈℘−1Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑧𝜈
ℓ ;Φ,Ω)

)
(𝑥)

= 𝑥℘−𝜗Γ (𝜏) Ψ𝐸𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ ;Φ,Ω

)
∗ 3Ψ2


(℘, ℓ), (℘ − 𝜗 + 𝜇, ℓ), (1, 1)

𝑧𝑥ℓ

(℘ − 𝜗, ℓ), (℘ + 𝜏𝜇 + 𝜏, ℓ)

 .
Corollary 2: The following result holds(

𝑃
𝜏,−𝜏,𝜇,0;1
0+ 𝜈℘−1Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑧𝜈
ℓ ;Φ,Ω)

)
(𝑥)

= 𝑥℘+𝜏Γ (𝜏) Ψ𝐸𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ ;Φ,Ω

)
∗ 2Ψ1


(℘, ℓ), (1, 1)

𝑧𝑥ℓ

(℘ + 𝜏, ℓ)

 .
Corollary 3: The following formula is true(

𝑃
𝜏,0,𝜇,0;1
0+ 𝜈℘−1Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑧𝜈
ℓ ;Φ,Ω)

)
(𝑥)

= 𝑥℘Γ (𝜏) Ψ𝐸𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ ;Φ,Ω

)
∗ 2Ψ1


(℘, ℓ), (1, 1)

𝑧𝑥ℓ

(℘ + 𝜏 + 𝜇, ℓ)

 .
Corollary 4: The following result holds true(

𝑃
𝜏,𝜗,0,𝜌;𝑏
0+ 𝜈℘−1Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑧𝜈
ℓ ;Φ,Ω)

)
(𝑥)

=

𝑥℘−𝜗Γ

(
1 + 𝜏−1

𝜌−1

)
[𝑏(1 − 𝜌)]℘

× Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ

[𝑏(1 − 𝜌)]℘ ;Φ,Ω

)
∗ 2Ψ1


(℘, ℓ), (1, 1)

𝑧𝑥ℓ

[𝑏 (1−𝜌) ]ℓ(
1 + ℘𝜇 + 𝜏−1

1−𝜌 , ℓ
)  .

Corollary 5: The following formula holds true(
𝑃
𝜏,𝜗,0,1;𝑏
0+ 𝜈℘−1Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑧𝜈
ℓ ;Φ,Ω)

)
(𝑥)

=
𝑥℘−𝜗

[𝑏(1 − 𝜌)]℘
Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ

[𝑏(1 − 𝜌)]℘ ;Φ,Ω

)
∗ 2Ψ0


(℘, ℓ), (1, 1)

𝑧𝑥ℓ

[𝑏 (1−𝜌) ]ℓ
−

 .

3. Generalized Pathway Fractional Integral Formu-
las involving Extended Multi-Index Mittag-Leffler
Function in the Kernel of the SUM transform

The SUM (Sameer-Umar-Muhammad) integral transform
is defined by the following formula [13, 14]:

𝑆Λ{ 𝑓 (𝑡)}(𝑝) =
1
𝑝ℏ

∫ ∞

0
𝑓 (𝑡)Λ𝑝𝑡𝑑𝑡, (7)

where 𝑡 ≥ 0,ℏ ∈ N, Λ > 0, 𝑚1 ≤ 𝑝 ≤ 𝑚2, 𝑚1, 𝑚2 > 0
and 𝑓 (𝑡) is piecewise continuous and exponential order.
The SUM transform of power function is given by

𝑆Λ{𝑡℘}(𝑝) =
Γ(℘ + 1)

𝑝ℏ [𝑝𝑙𝑜𝑔(Λ)]℘+1 , (℘ ∈ C). (8)

Theorem 2: The following result holds

𝑆Λ

{(
𝑡 · 𝑃𝜏,𝜗,𝜇,𝜌;𝑏

0+ 𝜈℘−1Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑡𝜈
ℓ ;Φ,Ω)

)
(𝑥)

}
(𝑝)

=

𝑥℘−𝜗Γ

(
1 + 𝜏−1

𝜌−1

)
𝑝ℏ [𝑏(1 − 𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)]2

× Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ

[𝑏(1 − 𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)] ;Φ,Ω

)
∗ 4Ψ2


(℘, ℓ), (℘−𝜗+𝜇, ℓ), (1, 1), (2, 1)

𝑥ℓ

[𝑏 (1−𝜌) ]ℓ [𝑝𝑙𝑜𝑔 (Λ) ]

(℘−𝜗, ℓ),
(
1+℘𝜇+ 𝜏−1

1−𝜌 , ℓ
)  .

(9)

Proof: Letting the right hand side of Eq. (8) be S and
using (6) and (7), changing the order of summation and
pathway fractional integral operator, we have

𝑆 =

𝑥℘−𝜗Γ

(
1 + 𝜏−1

𝜌−1

)
[𝑏(1 − 𝜌)]℘

∞∑︁
𝑟=0

Ψ𝐵
𝜔,𝜛

Φ,Ω
(𝜆 + 𝑝𝑟, 𝛿 − 𝜆)

𝐵(𝜆, 𝛿 − 𝜆)

×
(𝛿)𝑞𝑟 𝑧𝑟∏𝜂

𝑖=1 Γ(𝜚𝑖𝑟 + 𝜎𝑖) (𝜙)𝜅𝑟
Γ(℘ + ℓ𝑟)

Γ(℘ − 𝜗 + ℓ𝑟)

× Γ(℘ − 𝜗 + 𝜇 + ℓ𝑟)

Γ

(
1 + ℘ + 𝜇 + 𝜏−1

1−𝜌 + ℓ𝑟

) (
𝑧𝑥ℓ

[𝑏(1 − 𝜌)]ℓ

)𝑟
𝑆Λ{𝑡𝑟+1}(𝑝).

Using Eq. (8) to the above equation, we obtain

𝑆 =

𝑥℘−𝜗Γ

(
1 + 𝜏−1

𝜌−1

)
𝑝ℏ [𝑏(1 − 𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)]2

∞∑︁
𝑟=0

Ψ𝐵
𝜔,𝜛

Φ,Ω
(𝜆 + 𝑝𝑟, 𝛿 − 𝜆)

𝐵(𝜆, 𝛿 − 𝜆)

×
(𝛿)𝑞𝑟 𝑧𝑟∏𝜂

𝑖=1 Γ(𝜚𝑖𝑟 + 𝜎𝑖) (𝜙)𝜅𝑟
Γ(℘ + ℓ𝑟)

Γ(℘ − 𝜗 + ℓ𝑟)

× Γ(℘ − 𝜗 + 𝜇 + ℓ𝑟)

Γ

(
1 + ℘ + 𝜇 + 𝜏−1

1−𝜌 + ℓ𝑟

) (
𝑧𝑥ℓ

[𝑏(1 − 𝜌)]ℓ [𝑝𝑙𝑜𝑔(Λ)]

)𝑟
.

(10)
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Using the multi-index Mittag-Leffler function in Eq. (2)
and the Wright function in (3) to (10) , the required result
in (9) is obtained.
Corollary 6: The following result is also true

𝑆Λ

{(
𝑡 · 𝑃𝜏,𝜗,𝜇,0;1

0+ 𝜈℘−1Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑡𝜈
ℓ ;Φ,Ω)

)
(𝑥)

}
(𝑝)

=
𝑥℘−𝜗Γ (𝜏)

𝑝ℏ [𝑝𝑙𝑜𝑔(Λ)]2

× Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ

[𝑏(1 − 𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)] ;Φ,Ω

)
∗ 4Ψ2


(℘, ℓ), (℘ − 𝜗 + 𝜇, ℓ), (1, 1), (2, 1)

𝑥ℓ

[𝑝𝑙𝑜𝑔 (Λ) ]
(℘ + 𝜏 + 𝜇, ℓ), (℘ − 𝜗, ℓ)

 .
Corollary 7: The following formula holds

𝑆Λ

{(
𝑡 · 𝑃𝜏,−𝜏,𝜇,0;1

0+ 𝜈℘−1Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑡𝜈
ℓ ;Φ,Ω)

)
(𝑥)

}
(𝑝)

=
𝑥℘+𝜏Γ (𝜏)

𝑝ℏ [𝑝𝑙𝑜𝑔(Λ)]2
Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝜈ℓ

[𝑝𝑙𝑜𝑔(Λ)] ;Φ,Ω

)
∗ 3Ψ1


(℘, ℓ), (1, 1), (2, 1)

𝑥ℓ

[𝑝𝑙𝑜𝑔 (Λ) ]
(℘ + 𝜏, ℓ)

 .
Corollary 8: The following results equation is true

𝑆Λ

{(
𝑡 · 𝑃𝜏,0,𝜇,0;1

0+ 𝜈℘−1Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑡𝜈
ℓ ;Φ,Ω)

)
(𝑥)

}
(𝑝)

=
𝑥℘Γ (𝜏)

𝑝ℏ [𝑝𝑙𝑜𝑔(Λ)]2
Ψ𝐸

𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝜈ℓ

[𝑝𝑙𝑜𝑔(Λ)] ;Φ,Ω

)
∗ 3Ψ1


(℘, ℓ), (1, 1), (2, 1)

𝑥ℓ

[𝑝𝑙𝑜𝑔 (Λ) ]
(℘ + 𝜇, ℓ)

 .
Corollary 9: The following equility holds

𝑆Λ

{(
𝑡 · 𝑃𝜏,𝜗,0,𝜌;𝑏

0+ 𝜈℘−1Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚 (𝑡𝜈
ℓ ;Φ,Ω)

)
(𝑥)

}
(𝑝)

=

𝑥℘−𝜗Γ

(
1 + 𝜏−1

𝜌−1

)
𝑝ℏ [𝑏(1 − 𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)]2

× Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ

[𝑏(1 − 𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)] ;Φ,Ω

)
∗ 3Ψ1


(℘, ℓ), (1, 1), (2, 1)

𝑥ℓ

[𝑏 (1−𝜌) ]ℓ [𝑝𝑙𝑜𝑔 (Λ) ](
1 + ℘𝜇 + 𝜏−1

1−𝜌 , ℓ
)  .

Corollary 10: The following result is true

𝑆Λ

{(
𝑡 · 𝑃𝜏,𝜗,0,1;𝑏

0+ 𝜈℘−1

× Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝜈ℓ

[𝑏(1−𝜌)]ℓ [𝑝𝑙𝑜𝑔(Λ)]
;Φ,Ω

) )
(𝑥)

}
(𝑝)

=
𝑥℘−𝜗

[𝑏(1 − 𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)]2

× Ψ𝐸
𝜆, 𝛿, 𝑝,𝑞;𝜔,𝜛

( 𝜚𝑖 ,𝜎𝑖 )𝜂 ,ℓ, 𝜚

(
𝑧𝜈ℓ

[𝑏(1−𝜌)]℘[𝑝𝑙𝑜𝑔(Λ)] ;Φ,Ω

)
∗ 3Ψ0


(℘, ℓ), (1, 1), (2, 1)

𝑥ℓ

[𝑏 (1−𝜌) ]ℓ
−

 .
4. Conclusion
The SUM integral transform is applied on generalized
pathway fractional integral operator with extended multi-
index Mittag-Leffler function in the kernel. Our result
is general in nature which in some of it special cases
include the recent results obtained by in [15, 16] follows.
It is hope that the result obtained here will have potential
applications in science, technology and engineering.
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A B S T R A C T  A R T I C L E  I N F O   

Pumice powder, with its porous structure and low density, is a metal support material in water 
purification, catalysis manufacturing, and light construction materials. Acidic pumice has a 
significant proportion of silica. In this study, it was aimed to increase the mechanical and 
physical performances, as well as the reduction in the specific gravity and cost values, with the 
addition of acidic pumice to the thermoplastic polyurethane (TPU) polymer, which is used in 
various sectors such as textile, logistics, construction, and medical applications. Acidic pumice 
powder was blended with TPU at 2.5, 5.0, 7.5, and 10.0 weight percentages via the melt blending 
technique for this aim. In addition to mechanical testing such as tensile and hardness, thermal 
gravimetric analysis, melt flow rate, and electron microscopy (SEM) characterization methods 
were used on injection-molded composite samples. The structure of the pumice powder was 
studied using SEM/energy diffraction X-rays. Results revealed that the inclusion of pumice 
reduces the tensile strength and percent elongation values of TPU, but the composite sample 
with 2.5% pumice produced virtually equal values to the reference polymer. The hardness of 
the pumice increased with the loading rate. The low percentage of pumice reinforcement 
improved TPU's thermal stability. The melt flow rate produced varying results at different 
pumice ratios. As the morphological qualities were studied using electron microscopy, it was 
determined that the pumice particles were homogeneously disseminated in the TPU phase when 
reinforced at 2.5% and 5.0%. Based on these findings, TPU-based composites with the lowest 
addition quantity of 2.5% pumice produced the best outcomes. The use of pumice-filled TPU 
composites in automotive and construction applications can be established effectively thanks to 
performance improvement in the properties of examined samples.   
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1. Introduction 

Porous and amorphous, pumice is a volcanic rock 
containing SiO2 in its structure. The precipitation of 
dissolved gases forms its porous structure during the 
cooling of lava as it moves rapidly in the air [1,2]. Türkiye 
has approximately 3 billion m3 reserves and has important 
acidic pumice deposits around Nevşehir, Van, and Kayseri 
regions [3,4]. Pumice powder is used to produce soap, 
toothpaste, insulation plaster, detergent, and as a cheap 
filling material in the plastic industry [5-7]. Pumice 
containing building materials such as concrete, mortar, 
fiber-board, phase-change, and catalysis-support materials 
were developed [8-12]. In these cases, weight reduction is 
the main strategy thanks to the characteristic microporous 
morphology of the pumice structure. 

Pumice was compounded with various polymers for 
performance improvement of composite materials 
corresponding to the literature survey. Polymer matrices 
involving acidic pumice particles are epoxy resin [13-15], 
polypropylene [16-18], polyethylene [19-21], polyethylene 
terephthalate (PET) [22,23], poly (vinyl alcohol) [24,25], 
polyethylene glycol (PEG) [26,27], poly (lactic acid) [28], 
hydroxyapatite [29], poly (phenylene sulfide) [30-33], poly 
(hydroxyethyl methacrylate) [34], polyaniline [35,36], 
ethylene propylene diene rubber (EPDM) [37], poly (vinyl 
pyrrolidone) [38], nitrile rubber [39], poly (β-
hydroxybutyrate) [40], and acrylonitrile-styrene-butadiene 
copolymer (ABS) [41], based on the literature. In most of 
these studies, the mechanical performances of resulted 
polymeric materials were investigated. Additionally, phase-
change behavior, weight-reduction, thermal stability, fire 
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and wear resistance properties were enhanced in related 
research works. 

Thermoplastic polyurethane (TPU) is preferred in industrial 
applications due to its recyclability, ease of processing, and 
high wear resistance. TPU has been used in several sectors, 
such as film and packaging, textiles, pharmaceuticals, sports 
equipment, transportation, electronics, and cables.  

According to the literature, pumice additions improved 
thermoset polyurethane's acoustic and thermal insulation 
properties published by Soyaslan [42]. This study aimed to 
increase mechanical and physical performances and decline 
specific gravity and production costs via acidic pumice 
inclusion to TPU polymer, which is used in various 
application fields such as textile, logistics, construction, and 
medical equipment. Performance enhancement in 
mechanical and thermal behaviors of TPU via the pumice 
inclusion contributes to achieving requirements in related 
applications. In addition to mechanical tests, such as tensile 
and hardness, force measurement, thermal gravimetric 
analysis (TGA), melt flow rate, and scanning electron 
microscope (SEM) characterization methods were applied 
to the composite samples shaped by injection molding. 

2. Materials and method 

2.1.Materials 

Ester-based TPU with the trade name Ravathane® 
R130A85 was supplied by Ravago Petrochemical, İzmir, 
Türkiye. Acidic pumice was supplied in ground powder 
form in 25-micron grain size from Yoltaş Pomza Ürünleri 
A.Ş., Nevşehir, Türkiye. 

 
Figure 1. Melt-compounding, injection molding, and 
characterization steps of composites 

2.2.Composite fabrication 

TPU-based composites were produced using MC15HT 
(Xplore Instruments) extruder. Mixing temperature, mixing 
speed, and time were set as 200 ˚C, 100 rpm, and 5 min, 
respectively. During the preparation of the composites, 
acidic pumice powder was blended with TPU at 2.5, 5.0, 
7.5, and 10.0 weight percent ratios using the melt blending 

technique.  The preparation and shaping steps of the study 
are visualized in Fig. 1. 

2.3.Characterization techniques 

The particle size of basic pumice powder was analyzed with 
the Malvern Mastersizer 3000 particle size measuring 
device. Tensile test was performed to determine the stress-
deformation behavior of the material. In this study, 
according to the ASTM D-638 standard and with the Lloyd 
LR 30 K tensile test device, using dog bone-shaped 
composites with a 5 kN load chamber and a speed of 5 
cm/min. Shore hardness measurements were carried out by 
the Tronic brand Shore hardness device according to the ISO 
7619-1 standard. The fracture surfaces of the composite 
samples obtained from the tensile strength test were 
subjected to TESCAN MAIA3 analytical scanning electron 
microscope, and SEM images were taken with x1000, x2500, 
and x5000 magnifications. X-ray fluorescence (XRF) and 
energy diffraction X-ray (EDS) analyses of pumice powders 
were also performed using the same device. Hitachi STA 
7300 brand thermogravimetric analyzer was utilized to 
evaluate thermogravimetric analysis (TGA) of composites in 
the range of 25-600 °C and at a speed of 10 °C/min. MFI 
(melt flow index) values are indicative parameters for 
thermoplastics in the case of processability. MFI values of 
the produced samples were determined via the Coesfeld 
Melt-Flixer device in accordance with a standard load of 2.16 
kg. Xplore Instruments software was used to measure the 
force values during the extrusion process. The screw force 
values in the melt were determined using the software of the 
micro-mixer as a function of the mixing time. 

3. Results and Discussion 

The elemental content of the supplied pumice powder was 
obtained by EDS analysis and displayed in Fig. 2. 
According to Fig. 2, it was observed that acidic pumice was 
rich in silica (SiO2) with 63.9% composition. Other parts of 
AP contained metal oxides, mainly Al2O3, Fe2O3, SO3, PbO, 
ZnO, K2O, and MnO. 

 
Figure 2. EDS data of AP 
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Force measurement provides experimental data for planning 
the production of the resulting composite materials before 
the large-scale production stages. As seen from the 
extrusion force of different mixing ratios of TPU and AP 
against time in Fig. 3, it was found to be AP additions cause 
an increase in the mixing force values due to the addition of 
powder, which improves the wear force because of the 
increased melt viscosity during the extrusion process. 
Similarly, a high amount of mineral filler loadings resulted 
in a remarkable increase in mixing force values in 
accordance with the studies in the literature dealt with the 
polymers involving minerals [43,44]. 

 
Figure 3.  Force-time graphs of TPU and composites 

The following experimental study is the tensile strength test, 
which is given as the graphs of tensile strength versus 
elongation with different mixing ratios of TPU and AP in 
Fig. 4. Although the tensile strength and percent elongation 
values of TPU are slightly reduced with the addition of 
acidic pumice, the composite containing 2.5% pumice 
presents similar values to the reference polymer. As the AP 
loading amount increases, the tensile strength and percent 
elongation values at break declined. Further additions of AP 
beyond the loading level of 2.5% caused pumice powder to 
deteriorate the composite structure by forming 
agglomeration. The highest tensile strength values were 
obtained for composite samples filled with the lowest 
amount of pumice powder based on the similar studies in 
the literature.[16,19,28]. 

 
Figure 4. Tensile test curves of TPU and composites 

The chain structure of TPU elastomer involves repeating 
soft and hard segments. The hard segment consists of 
diamine reacted with low molecular weight glycols or 
diisocyanate and strengthened by crosslinking. The soft 
segment consists of polyester or polyether units. TPU 
revealed a two-step degradation curve owing to isocyanate 
and polyol segments, respectively [45,46]. As the TGA and 
DTG curves of the composites are examined in Fig. 5, it was 
determined that especially low-ratio pumice reinforcement 
positively affected the thermal stability of TPU. Composites 
containing AP started to decompose at lower temperatures, 
and as the AP ratio increased, the decomposition 
temperature tended to decrease. According to the research 
works performed with pumice additive, several polymers 
such as polypropylene (PP) [16], polylactide (PLA) [28], 
and acrylonitrile-butadiene-styrene terpolymer (ABS) [41] 
exhibited lowering in thermal degradation after AP 
inclusions. 

 

 
(a) TGA curves 

 
(b) DTG curves 

Figure 5. Thermo-gravimetric curves of composites 

Fig. 6 represents MFI graphs against mixing ratios of AP. 
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Figure 6. MFI results of TPU and composites 

According to Fig. 6, MFI values gave variable results at 
different pumice ratios. The addition of AP caused an 
increase in the MFI value of TPU due to high specific 
gravity of the pumice. At low AP addition percentages, 
closer MFI values were obtained to unfilled TPU. This 
finding implies that the processing stages of TPU/AP 
composites can take place with no serious problems since 
technical difficulties in injection molding can be caused by 
the high level of melt-flow rates such as warpage or flow-
lines as well as short-shot or delamination with high MFI 
values. 

 

Table 1. The Shore A hardness values of TPU and relevant 
composites 

Sample Hardness (Shore A) 
TPU 85.0±0.1 
TPU/ AP 2.5 85.4±0.1 
TPU/ AP 5 85.7±0.2 
TPU/ AP 7.5 86.1±0.1 
TPU/ AP 10 86.5±0.1 

Shore hardness parameters of TPU and TPU/AP composites 
with varied filling amounts are listed in Table 1. Shore A 
hardness value of unfilled TPU showed an increasing trend 
with the increase in pumice loading ratio. Similar results 
were obtained from the literature, which found that 
incorporating pumice enhanced the shore hardness of 
polymeric composites [41,47]. Improvement in shore 
hardness values refers to the donation of scratch resistance 
of composite material related to the indentation volume of 
the polymer surface [48]. 

 
Figure 7. SEM photographs of composites 

As the scanning electron microscope micro-photographs 
given in Fig. 7 are examined, it was determined that the 
pumice particles are homogeneously distributed within the 
TPU phase when their morphological structures were 
reinforced at 2.5% and 5.0%. The homogeneous distribution 
in the composite structure disappears at high AP loading 
rates. As visualized in Fig. 7, the agglomerated morphology 
of AP at high-loading amounts is the reason for obtaining a 
reduction in the mechanical performance of TPU/ AP 7.5 
and TPU/ AP 10 composite samples. The decline in 
dispersion homogeneity was obtained for the morphology 
of mineral-filled polymeric composites according to the 
literature [15,20,23]. 

4. Conclusion 

In addition to mechanical tests such as tensile and hardness, 
force measurement, thermal gravimetric analysis, melt flow 
rate, and electron microscope (SEM) characterization 
methods were applied to composite samples prepared by 
mixing acidic pumice powder with TPU using the melt 
blending technique at 2.5, 5.0, 7.5 and 10.0 wt% ratios. 
According to the results obtained, it was observed that the 
tensile strength and percentage elongation values of TPU 
increased with the addition of 2.5% AP, and these values 
decreased slightly with higher AP reinforcements. The 
shore hardness value increases with the pumice loading rate. 
TPU's melt-flow index increases directly proportional to the 
AP rate. According to TGA analysis, composites containing 
AP start to decompose at low temperatures compared to 
TPU. AP addition percentage negatively affects the thermal 
stability of composites. As a result of SEM characterization, 
pumice particles tend to exhibit homogeneous distribution 
in the TPU phase at low AP concentrations. Based on the 
findings, TPU-based composites containing the lowest 
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addition rate of pumice exhibited optimum results. Acidic 
pumice can potentially reduce costs while maintaining the 
performance of TPU-based composites in the case of low 
filling ratios. Results revealed that pumice can be used as an 
effective additive for TPU-based composite materials since 
mechanical and thermal performance increased. 
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1. Introduction 

Time delays in information flow within different components 
of dynamic systems often lead to instability and are 
commonly observed in various engineering applications, 
including chemical processes, long-distance transmission 
lines, and microwave oscillators. Due to their ability to 
model natural phenomena more effectively than ordinary 
differential equations, fractional calculus have garnered 
significant attention from scholars worldwide. Therefore, 
mathematicians in particular currently appear to have a 
strong interest in fractional calculus. It is well known that 
neutral systems, which are of a more general class than those 
of the delayed type, have been an active area of research in 
recent years. The stability of neutral systems has proven to 
be a more complex question, since the system under 
consideration involves the derivation of the delayed state. In 
particular, over the past few decades, numerous books and 
articles have been explored concerning retarded-type or 
neutral-type differential and fractional differential systems. 
In this sense, the stability problem, which is one of the 
important problems in theoretical and practical applications, 
is considered an index in the study of fractional systems, and 
numerous articles have addressed different types of stability 
in such systems without delay and delay.  Fractional systems, 
both with and without time-varying delays, frequently appear 
in various scientific disciplines, including fields such as 
engineering, physics, biophysics, polymer rheology, blood 
flow dynamics, control theory, biology, and signal 
processing (see [1–37] and  references therein). 

Based on insights from the relevant literature, fractional 
calculus often provide a more accurate description of natural 
phenomena compared to ordinary differential equations. 
Consequently, this topic has been widely explored by 
numerous renowned scientists (see [36]). For those 
interested, several studies in this rapidly growing field are 
listed below. 
 
The q-fractional calculus, which was brought to the attention 
of researchers by some q-fractional derivatives and q-
fractional integrals, was first discussed by Agarwal [1] and 
Al-salam [3] in 1969. In [8], Chartbupapan et al. explored 
the asymptotic stability of nonlinear fractional Riemann-
Liouville (RL) differential equations with a fixed delay and 
included examples to demonstrate the validity of the 
conditions they established. In [29], presented a simple 
mathematical approach to explain when and why fractional 
Brownian motion is appropriate for economic modeling. In 
[27], various physical implications examined that are 
pertinent to dynamical processes in complex systems. In 
[25], three bioengineering research areas bio electrodes, 
biomechanics, and bioimaging are described, which have 
been utilized to develop new mathematical models based on 
fractional calculus. In [11], Jarad et al. examined the 
conditions for stability, uniform stability, and asymptotic 
stability within the framework of non-autonomous Caputo 
fractional derivatives using the Lyapunov direct method. In 
[24], Lu et al. derived various sufficient conditions for the 
asymptotic stability and Mittag-Leffler stability of fractional 
nonlinear neutral singular systems using the Lyapunov direct 
method. Zhang et al. [37], on the other hand, studied the 
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global asymptotic stability of delayed fractional RL neural 
networks. Additionally, several books on these topics can be 
referenced. Examples include works on q-fractional calculus 
[5, 10, 12], fractional calculus [13, 28], and singular systems 
[33, 36]. Drawing inspiration from the studies mentioned 
above and their references, we have focused on nonlinear 
time delay q-fractional neutral systems. 
 
It is observed that the stability method in the majority of 
studies concerning system stability in control theory is 
primarily based on LMIs and Lyapunov stability theory, as 
seen in references [4, 6, 9, 15–23, 30]. The Lyapunov direct 
method plays a central role in investigating stability in 
differential equations. The LKF explicitly incorporates 
terms that account for time delays in the system (including 
distributed or discrete delays). This allows it to effectively 
model the dynamic behavior of systems where the current 
state depends not only on the current time but also on past 
states.In contrast, classical Lyapunov functions typically 
focus on delay-free systems or only handle delays in an 
approximate or conservative manner. Advantage of LKF, 
by including integral terms related to the delay, LKFs 
provide a more flexible structure for capturing the 
dynamics of time-delay systems. This often leads to less 
conservative stability conditions, allowing more accurate 
determination of the system's stability region. In this 
research, the proof technique relies on fundamental 
inequalities, LMIs, and the Lyapunov functional approach. 
 
In comparison to the existing literature, the main 
contributions of this paper can be succinctly outlined as 
follows: 
 

(i) This study relies on the LMI and the direct 
calculation of quantum derivatives of LKFs. 
Therefore, there is no need to compute the 
fractional-order derivative of the Lyapunov 
functional. The derived stability criteria are 
formulated as LMIs, making them both convenient 
and effective for testing the asymptotically 
stability of the considered systems. 

(ii) In this study, motivated by the above-mentioned 
findings, the asymptotically stability of time-
delayed nonlinear q-fractional neutral systems is 
investigated by developing appropriate LKFs; 

(iii) In this study, several delay dependent sufficient 
conditions for asymptotic stability are derived. 

(iv) In this study believe that the theoretical results 
obtained are both intriguing and contemporary, 
providing a significant contribution to the existing 
literature. When the studies on stability analysis of 
q-fractional neutral systems are examined, the 
equation system considered in this research is new 
and generalizes similar studies in the related 
literature. 

In this study, we describe delayed q-fractional neutral 
systems. In addition, we introduce fundamental definitions 
and properties of quantum calculus, along with q-fractional 
integrals and derivatives. Next, using the Lyapunov 
method, we derive sufficient conditions to demonstrate the 
asymptotic stability of the considered system, leveraging 
foundational information and inequalities.  
Consider the following delayed nonlinear q-fractional 
system: 
 

( ) ( ) ( ) ( )+ ( ( ))

              ( ( )) ( ( )),    0,
q q

q

x t Ax t Bx t C x t Df x t

Ef x t Ff x t t

α α

α

τ τ

τ τ

∇ = + − + ∇ −

+ − + ∇ − ≥
 

(1) 

with the initial value condition as follows: 
 

1 ( ) ( ),     [ ,0],    0 1,qI x t t tα ϕ τ α− = ∈ − < <
 

 
where the state vector 𝑥𝑥(𝑡𝑡) ∈ ℝ𝑛𝑛, 𝜏𝜏 < 0 is a constant time 
delay, 𝐴𝐴,𝐵𝐵,𝐵𝐵,𝐷𝐷,𝐸𝐸,𝐹𝐹 ∈ ℝ𝑛𝑛×𝑛𝑛 are constant system matrices, 
𝑓𝑓�𝑥𝑥(𝑡𝑡)�, 𝑓𝑓�𝑥𝑥(𝑡𝑡 − 𝜏𝜏)�

 
and  𝑓𝑓 �∇𝑞𝑞𝛼𝛼𝑥𝑥(𝑡𝑡 − 𝜏𝜏)� ∈ ℝ𝑛𝑛represent 

the nonlinear terms of system (1), which satisfy that 
 

1( ( )) ( )f x t x tη≤
 

2( ( )) ( )f x t x tτ η τ− ≤ −

3( ( )) ( )q qf x t x tα ατ η τ∇ − ≤ ∇ −  

(2) 

 
where 𝜂𝜂1, 𝜂𝜂2 and 𝜂𝜂3 are positive real constants. Constraints 
described by (2) can be rewritten as follows 
 

2
1( ( )) ( ( )) ( ) ( )T Tf x t f x t x t x tη≤  

2
2( ( )) ( ( )) ( ) ( )T Tf x t f x t x t x tτ τ η τ τ− − ≤ − −  (3) 

2
3( ( )) ( ( )) ( ( )) ( ( )).T T

q q q qf x t f x t x t x tα α α ατ τ η τ τ∇ − ∇ − ≤ ∇ − ∇ −
 

 
Definition 1 ([28]) The RL fractional integral of order 𝑝𝑝 > 0 
of function g  is described as 
 

{ } .       ,)()(
)(

1)( 0
1

0

0
ttdssgst

p
tgD

t

t

pp
tt ≥−

Γ
= ∫ −−  

 
Definition 2 ([28]) The RL fractional derivative of order p  
for a function g  is described as 
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{ }
0

0

1

1 ( )( ) ,
( ) ( )

tn
RL p
t t n p n

t

d g sD g t ds
n p dt t s − +=

Γ − −∫
 

 
where 0 ≤ 𝑛𝑛 − 1 ≤ 𝑝𝑝 < 𝑛𝑛,𝑛𝑛 ∈ 𝑍𝑍+ and Γ denotes the 
Gamma function. 
 
 Definition 3 ([7]). For ),1,0(∈q { } { }0: ZnqT n

q ∈=  is 

defined as time scale, where Z  is the set of all integers. 
 
Definition 4 ([11]). The trivial solution ( ) 0x t =  of system 
(1) is said to be 
1. Stable, if for each 0ε >  and 0 ,qt T∈  there exists 

0( , ) 0tδ δ ε= >  such that for any solution 0( ) ( , , )x t x t t ϕ=  

with ( ) ,tϕ δ<  we always have ( ) ,x t ε<  for all 

0,  ;qt T t t∈ ≥
 

2. Uniformly stable, if it is stable and δ  depends only ;ε  
3. Asymptotically stable, if it is stable and for all 0 ,qt T∈

there exists 0( ) 0tδ δ= > such that if ( )tϕ δ< implies 

that 0lim ( , , ) 0.t x t t ϕ→∞ =  
 
Lemma 1 ([37]). Assume that 𝑆𝑆 ∈ ℝ𝑛𝑛×𝑛𝑛, 𝑆𝑆 = 𝑆𝑆𝑇𝑇 > 0,   is a 
constant matrix and  𝑥𝑥(𝑡𝑡) ∈ ℝ𝑛𝑛 be a vector of q-fractional 
differentiable function. Therefore, ,  0,qt T t∀ ∈ >                       

( ( ) ( )) 2 ( ) ( ),   0 1,q qx t Sx t x t S x tα α αΤ Τ∇ ≤ ∇ < <  
is satisfied. 
 
Lemma 2 ([19]). The homogeneous difference operator 
Θ: ℝ([−𝜏𝜏, 0],ℝ𝑛𝑛) ⟶  ℝ𝑛𝑛 is defined to be 

: ( ) ( ) ( ).tx x t Cx t τΘ Θ = − −  The operator Θ  is stable if 1.C <
 

 
The notations listed below will be employed throughout this 
research: ℝ denotes the set of all real numbers; n represent 
the dimension of the space; ℝ𝑛𝑛 represents the space of all n
-tuples of real numbers: ℝ𝑛𝑛 = {(𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛)|𝑥𝑥𝑖𝑖 ∈ ℝ𝑛𝑛, 𝑖𝑖 =
1,2, … ,𝑛𝑛};  ‖. ‖ represents  the Euclidean norm for vectors; 
𝐴𝐴𝑇𝑇 means the transpose of the matrix 𝐴𝐴;  𝐵𝐵 is symmetric if 
𝐵𝐵 = 𝐵𝐵𝑇𝑇;𝐶𝐶 is positive definite (or negative definite) if 
〈𝐶𝐶𝑥𝑥, 𝑥𝑥〉 > 0

 
(or 〈𝐶𝐶𝑥𝑥, 𝑥𝑥〉 < 0) for all 𝑥𝑥 ≠ 0; ‖𝐷𝐷‖ represents  

the spectral norm of matrix 𝐷𝐷; "∗" means conjugate 
transpose. 
 
2. Main results 

 

We first present a result for the asymptotically stable of the 
trivial solution of system (1) with 0,D E F= = =  as 
follows 
 

( ) ( ) ( ) ( ),  0.q qx t Ax t Bx t C x t tα ατ τ∇ = + − + ∇ − >  (4) 
 
Theorem 2.1 For given scalar 0,τ > the trivial solution of 

system (4) is asymptotically stable, if 1C <  and there exist 

symmetric positive definite matrices , ,P Q S  and U  such 
that the following LMI holds: 
 

               

11 12 13

22 23

33

* 0.
* *

Π Π Π 
 Π = Π Π < 
 Π                      

(5)

  

where, 

   

11 ( ) ,T TPA A P Q A S U AτΠ = + + + +  

12 ( ) ,TPB A S U BτΠ = + +  

13 ( ) ,TPC A S U CτΠ = + +  

22 ( ) ,TB S U B QτΠ = + −  

23 ( ) ,TB S U CτΠ = +  

33 ( ) .TC S U C SτΠ = + −  

    

 
Proof. Let us select the following Lyapunov-Krasovskii 
functional 

 1( ( )) ( ( ) ( )) ( ) ( )
t

q q
t

V x t I x t Px t x s Qx s sα

τ

− Τ Τ

−

= + ∇∫    

                  ( ) ( )
t

T
q q q

t

x s S x s sα α

τ−

+ ∇ ∇ ∇∫     

                  ( ) ( ) .
t t

T
q q q q

t

x s U x s sα α

τ θ

θ
−

+ ∇ ∇ ∇ ∇∫ ∫  

Clearly, .0)( >tV  Let ( ) ( ) ( ) .
t t

T
q q q q

t

t x s U x s sα α

τ θ

θ
−

Ψ = ∇ ∇ ∇ ∇∫ ∫  

Based on the preceding results, we obtain 

   0

( ) ( ) ( )
t t

T
q q q q q q

t

t x s U x s sα α α

τ

θ
−


∇ Ψ = ∇ ∇ ∇ ∇ ∇


∫ ∫

 

                      
0

( ) ( )
t

T
q q q q

t

x s U x s s
θ

α α

τ

θ
−


− ∇ ∇ ∇ ∇ 


∫ ∫  
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                0

( ) ( )
t

T
q q q qx s U x s sα α ατ


= ∇ ∇ ∇ ∇

∫

  

                      
0

( ) ( )
t

T
q q q q

t

x s U x s s
θ

α α

τ

θ
−


− ∇ ∇ ∇ ∇ 


∫ ∫  

                
( ) ( )T

q qx t U x tα ατ= ∇ ∇
 

                      ( ) ( ) .
t

T
q q q

t

x s U x s sα α

τ−

− ∇ ∇ ∇∫                      (6) 

From ( ) ( ),   0q q qI f t f tα β α β α β−∇ = ∇ > ≥  and (6), we can derive the 

q-derivate of )(tV  along the trajectories of the system (4), 
we can write the as follows: 
 

( ( )) ( ( ) ( )) ( ) ( )T T
q qV x t x t Px t x t Qx tα∇ = ∇ +  

                         ( ) ( ) ( ) ( )T T
q qx t Qx t x t S x tα ατ τ− − − +∇ ∇  

                         
( ) ( )T

q qx t S x tα ατ τ−∇ − ∇ −
                          ( ) ( )T

q qx t U x tα ατ+ ∇ ∇
 

                         ( ) ( ) .
t

T
q q q

t

x s U x s sα α

τ−

− ∇ ∇ ∇∫                   (7)         

Since  U  is positive definite matrix, then 
 

0

( ) ( ) ( ) ( ) 0.
t

T T
q q q q q q

t

x s U x s s x t s U x t s s
τ

α α α α

τ−

∇ ∇ ∇ = ∇ − ∇ − ∇ ≥∫ ∫  

                                                                                             (8)          From (7)-(8), then  
 

( ( )) ( ( ) ( )) ( ) ( )T T
q qV x t x t Px t x t Qx tα∇ ≤ ∇ +    

                         ( ) ( ) ( ) ( )T T
q qx t Qx t x t S x tα ατ τ− − − +∇ ∇  

                         ( ) ( )T
q qx t S x tα ατ τ−∇ − ∇ −    

                         ( ) ( )T
q qx t U x tα ατ+ ∇ ∇                               (9) 

 
From Lemma 1, we obtain  
 

( ( ) ( )) 2 ( ) ( )T T
q qx t Px t x t P x tα α∇ ≤ ∇                               

   ( )2 ( ) ( ) ( ) ( )T
qx t P Ax t Bx t C x tατ τ= + − + ∇ −

 
( )( ) ( ) 2 ( ) ( )T T Tx t PA A P x t x t PBx t τ= + + −

 
             2 ( ) ( )T

qx t PC x tα τ+ ∇ −                                    
 
(10) 

and 

( )( )( ) ( ) ( ) ( ) ( )T
q q qx t S U x t Ax t Bx t C x tα α ατ τ τ∇ + ∇ = + − + ∇ −

                                         

              ( )( ) ( ) ( ) ( )qS U Ax t Bx t C x tατ τ τ+ + − + ∇ −
   

          ( ) ( ) ( )T Tx t A S U Ax tτ= +
       

               ( ) ( ) ( )T Tx t A S U Bx tτ τ+ + −  

              
( ) ( ) ( )T T

qx t A S U C x tατ τ+ + ∇ −
 

               + ( ) ( ) ( )T Tx t B S U Ax tτ τ− +  

              
( ) ( ) ( )T Tx t B S U Bx tτ τ τ+ − + −

 
               ( ) ( ) ( )T T

qx t B S U C x tατ τ τ+ − + ∇ −  

              
( ( )) ( ) ( )T T

q x t C S U Ax tα τ τ+ ∇ − +
 

              ( ( )) ( ) ( )T T
q x t C S U Bx tα τ τ τ+ ∇ − + −  

              
( ( )) ( ) ( )T T

q qx t C S U C x tα ατ τ τ+ ∇ − + ∇ −
          

(11)  
 

Substituting (10) and (11) into (9), we get 
 

                                
( ( )) ,qV x t Τ∇ ≤ Ξ ΠΞ

                    
(12)

                                                          
 where  

 

( )( ) ( ) ( ( ))
TT T T

qx t x t x tατ τΞ = − ∇ −
 

 
and the matrix ,Π is defined with (5). 

From (5) and (12), q ( ) 0.V t∇ <  Since the the conditions 
outlined in Theorem 2.1 are met, the trivial solution of the 
linear q-fractional system (1) is asymptotically stable. 
The following theorem presents the asymptotically stability 
of the trivial solution of the system (1), which is another 
main result of this study. 
 
Theorem 2.2 For given scalars 1 2 3, , , 0τ η η η >  and 

1 2 3, , 0,ε ε ε ≥ the trivial solution of system (1) is 

asymptotically stable, if 1C <  and there exist symmetric 

positive definite matrices , , ,P Q S U and W  such that the 
following LMI holds:

                                         

         

11 12 13 14 15 16

22 23 24 25 26

33 34 35 36

44 45 46

55 56

66

*
* *

0,
* * *
* * * *
* * * * *

∆ ∆ ∆ ∆ ∆ ∆ 
 ∆ ∆ ∆ ∆ ∆ 
 ∆ ∆ ∆ ∆

∆ = < ∆ ∆ ∆ 
 ∆ ∆
 

∆  
     

(13) 

where, 

                           

 
2

11 1 1( ) ,T TPA A P Q A S U A Iτ ε η∆ = + + + + +  

12 ( ) ,TPB A S U Bτ∆ = + +  
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13 ( ) ,TPC A S U Cτ∆ = + +  

14 ( ) ,TPD A S U Dτ∆ = + +  

15 ( ) ,TPE A S U Eτ∆ = + +  

16 ( ) ,TPF A S U Fτ∆ = + +
 

2
22 2 2( ) ,TB S U B I Qτ ε η∆ = + + −  

23 ( ) ,TB S U Cτ∆ = +  

24 ( ) ,TB S U Dτ∆ = +  

25 ( ) ,TB S U Eτ∆ = +  

26 ( ) ,TB S U Fτ∆ = +  
2

33 3 3( ) ,TC S U C I Sτ ε η∆ = + + −  

34 ( ) ,TC S U Dτ∆ = +  

35 ( ) ,TC S U Eτ∆ = +  

36 ( ) ,TC S U Fτ∆ = +  

44 1( ) ,TW D S U D Iτ ε∆ = + + −  

45 ( ) ,TD S U Eτ∆ = +  

46 ( ) ,TD S U Fτ∆ = +  

55 2( ) ,TE S U E I Wτ ε∆ = + − −  

56 ( ) ,TE S U Fτ∆ = +  

66 3( ) .TF S U F Iτ ε∆ = + −  
 
Proof. Let us select the following Lyapunov-Krasovskii 
functional 

1( ( )) ( ( ) ( )) ( ) ( )
t

q q
t

V x t I x t Px t x s Qx s sα

τ

− Τ Τ

−

= + ∇∫  

                   ( ) ( )
t

T
q q q

t

x s S x s sα α

τ−

+ ∇ ∇ ∇∫  

                   ( ) ( )
t t

T
q q q q

t

x s U x s sα α

τ θ

θ
−

+ ∇ ∇ ∇ ∇∫ ∫  

                   ( ( )) ( ( )) .
t

q
t

f x s Wf x s s
τ

Τ

−

+ ∇∫  

Clearly, .0)( >tV  Let ( ) ( ) ( ) .
t t

T
q q q q

t

t x s U x s sα α

τ θ

θ
−

Ψ = ∇ ∇ ∇ ∇∫ ∫   

 
Based on the preceding results, we obtain 

0

( ) ( ) ( )
t t

T
q q q q q q

t

t x s U x s sα α α

τ

θ
−


∇ Ψ = ∇ ∇ ∇ ∇ ∇


∫ ∫

 

                  
0

( ) ( )
t

T
q q q q

t

x s U x s s
θ

α α

τ

θ
−


− ∇ ∇ ∇ ∇ 


∫ ∫  

             0

( ) ( )
t

T
q q q qx s U x s sα α ατ


= ∇ ∇ ∇ ∇

∫

 

                  
0

( ) ( )
t

T
q q q q

t

x s U x s s
θ

α α

τ

θ
−

− ∇ ∇ ∇ ∇∫ ∫  

              
( ) ( )T

q qx t U x tα ατ= ∇ ∇
 

                 ( ) ( ) .
t

T
q q q

t

x s U x s sα α

τ−

− ∇ ∇ ∇∫                         (14)
 

From ( ) ( ),   0q q qI f t f tα β α β α β−∇ = ∇ > ≥  and (14), we can derive 

the q-derivate of )(tV  along the trajectories of the system 
(1), we can write the as follows: 
 

( ( )) ( ( ) ( )) ( ) ( )T T
q qV x t x t Px t x t Qx tα∇ = ∇ +  

                        ( ) ( ) ( ) ( )T T
q qx t Qx t x t S x tα ατ τ− − − +∇ ∇  

                        ( ) ( )T
q qx t S x tα ατ τ−∇ − ∇ −  

                        ( ) ( )T
q qx t U x tα ατ+ ∇ ∇  

                        ( ) ( )
t

T
q q q

t

x s U x s sα α

τ−

− ∇ ∇ ∇∫  

                        ( ( )) ( ( ))Tf x t Wf x t+  
                        ( ( )) ( ( ))Tf x t Wf x tτ τ− − −                  (15) 
Since  U  is positive definite matrix, then 

0

( ) ( ) ( ) ( ) 0.
t

T T
q q q q q q

t

x s U x s s x t s U x t s s
τ

α α α α

τ−

∇ ∇ ∇ = ∇ − ∇ − ∇ ≥∫ ∫
 

                                                                                           (16) 
From (15)-(16), then    

( ( )) ( ( ) ( )) ( ) ( )T T
q qV x t x t Px t x t Qx tα∇ ≤ ∇ +  

                       ( ) ( ) ( ) ( )T T
q qx t Qx t x t S x tα ατ τ− − − +∇ ∇  

                       ( ) ( )T
q qx t S x tα ατ τ−∇ − ∇ −  

                        ( ) ( )T
q qx t U x tα ατ+ ∇ ∇  

                        ( ( )) ( ( ))Tf x t Wf x t+    

                        ( ( )) ( ( ))Tf x t Wf x tτ τ− − −                  (17) 
 
From Lemma 1, we get  

( ( ) ( )) 2 ( ) ( )T T
q qx t Px t x t P x tα α∇ ≤ ∇    

                         (2 ( ) ( ) ( )Tx t P Ax t Bx t τ= + −  
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                                ( )+ ( ( ))qC x t Df x tα τ+ ∇ −
                             

                                
)( ( )) ( ( ))qEf x t Ff x tατ τ+ − + ∇ −

                           ( )( ) ( )T Tx t PA A P x t= +  

                               2 ( ) ( )Tx t PBx t τ+ −  

                               2 ( ) ( )T
qx t PC x tα τ+ ∇ −  

                               2 ( ) ( ( ))Tx t PDf x t+  

                               2 ( ) ( ( ))Tx t PEf x t τ+ −  

                               2 ( ) ( ( ))T
qx t PFf x tα τ+ ∇ −              (18)  

and 
( )( ) ( ) ( ( ) ( )T

q qx t S U x t Ax t Bx tα ατ τ∇ + ∇ = + −  

            ( ) ( ( )) ( ( ))qC x t Df x t Ef x tα τ τ+ ∇ − + + −  

            (( ( )))( ) ( ) ( )qFf x t S U Ax t Bx tα τ τ τ+ ∇ − + + −  

            
( )+ ( ( )) ( ( ))qC x t Df x t Ef x tα τ τ+ ∇ − + −

 
            ( ( )))qFf x tα τ+ ∇ −  

       ( ) ( ) ( ) ( ) ( )T T T Tx t A S U Ax t x t A S Uτ τ= + + +  
             ( ) ( ) ( ) ( )T T

qBx t x t A S U C x tατ τ τ− + + ∇ −  

            + ( ) ( ) ( ( )) ( ) ( )T T T Tx t A S U Df x t x t A S U Eτ τ+ + +  

            ( ( )) ( ) ( ) ( ( )))T T
qf x t x t A S U Ff x tατ τ τ− + + ∇ −  

            ( ) ( ) ( ) ( )T T T Tx t B S U Ax t x t Bτ τ τ+ − + + −  

            ( ) ( ) ( ) ( )T TS U Bx t x t B S U Cτ τ τ τ+ − + − +  

            ( )+ ( ) ( ) ( ( ))T T
q x t x t B S U Df x tα τ τ τ∇ − − +  

            ( ) ( ) ( ( )) ( )T T T Tx t B S U Ef x t x t Bτ τ τ τ+ − + − + −  

            ( ) ( ( )) ( ( ))T T
q qS U Ff x t x t Cα ατ τ τ+ ∇ − + ∇ −  

            ( ) ( ) ( ( )) ( )T T
qS U Ax t x t C S Uατ τ τ+ + ∇ − +  

             ( ) ( ( )) ( ) ( )T T
q qBx t x t C S U C x tα ατ τ τ τ− + ∇ − + ∇ −  

            ( ( )) ( ) ( ( ))T T
q x t C S U Df x tα τ τ+ ∇ − +  

            ( ( )) ( ) ( ( )) ( ( ))T T T
q qx t C S U Ef x t x tα ατ τ τ τ+ ∇ − + − + ∇ −  

             ( ) ( ( )) ( ( )) ( )T T T
qC S U Ff x t f x t D S Uατ τ τ+ ∇ − + +  

             ( ) ( ( )) ( ) ( )T TAx t f x t D S U Bx tτ τ+ + −  

            ( ( )) ( ) ( )+ ( ( ))T T T
qf x t D S U C x t f x tατ τ+ + ∇ −  

             ( ) ( ( )) ( ( )) ( )T T TD S U Df x t f x t D S U Eτ τ+ + +  

             ( ( )) ( ( )) ( ) ( ( ))T T
qf x t f x t D S U Ff x tατ τ τ− + + ∇ −  

            ( ( )) ( ) ( ) ( ( ))T T Tf x t E S U Ax t f x tτ τ τ+ − + + −  

             ( ) ( ) ( ( )) ( )T T TE S U Bx t f x t E S Uτ τ τ τ+ − + − +  

             ( ) ( ( )) ( ) ( ( ))T T
qC x t f x t E S U Df x tα τ τ τ∇ − + − +  

            ( ( )) ( ) ( ( ))T Tf x t E S U Ef x tτ τ τ+ − + −  

            ( ( )) ( ) ( ( ))T T
qf x t E S U Ff x tατ τ τ+ − + ∇ −  

            ( ( )) ( ) ( ) ( ( ))T T T
q qf x t F S U Ax t f x tα ατ τ τ+ ∇ − + + ∇ −  

              ( ) ( ) ( ( )) ( )T T T
qF S U Bx t f x t F S Uατ τ τ τ+ − + ∇ − +  

              ( ) ( ( )) ( ) ( ( ))T T
q qC x t f x t F S U Df x tα ατ τ τ∇ − + ∇ − +  

            ( ( )) ( ) ( ( ))T T
qf x t F S U Ef x tα τ τ τ+ ∇ − + −   

    ( ( )) ( ) ( ( ))T T
q qf x t F S U Ff x tα ατ τ τ+ ∇ − + ∇ −  

                                                                                   (19) 
Note that for any 1 2 3, , 0,ε ε ε ≥  it follows from (2) and (3) 
that 

2
1 1[ ( ) ( ) ( ( )) ( ( ))] 0,T Tx t x t f x t f x tε η − ≥  

2
2 2[ ( ) ( ) ( ( )) ( ( ))] 0,T Tx t x t f x t f x tε η τ τ τ τ− − − − − ≥  

and 
2

3 3[ ( ( )) ( ( )) ( ( )) ( ( ))] 0.T T
q q q qx t x t f x t f x tα α α αε η τ τ τ τ∇ − ∇ − − ∇ − ∇ − ≥

 
Substituting (18) and (19) into (17), we have

                                                       

                     
( ( )) ,qV x t ϕ ϕΤ∇ ≤ ∆

 
                                (20) 

 
where the matrix ∆  is defined with (13) and 

( )( ) ( ) ( ) ( ( )) ( ( )) ( ( )) .q qx t x t x t f x t f x t f x tα αϕ τ τ τ τ= − ∇ − − ∇ −
 

From (13) and (20), q ( ) 0.V t∇ <  Since the conditions 
outlined in Theorem 2.2 are satisfied, the trivial solution of 
nonlinear q-fractional delay system (1) is asymptotically 
stable. 

3. Numerical applications 

Two numerical examples are presented below to illustrate the 
effectiveness of the obtained theoretical results. 

 
Example 3.1 Let us define the below linear q-fractional 
neutral delay system as:    
 

3.8 1.5 0.3 0.01
( ) ( ) ( )

1.8 2.4 0 0.2

0.4 0
              ( ),    0.

0 0.3

q

q

x t x t x t

x t t

α

α

τ

τ

− − −   
∇ = + −   − −   

 
+ ∇ − > 
 

 (21) 

 

where ( )1 20 1,   0 1,   ( ) ( ) ( ) ,  1.5 .q x t x t x tα τΤ< < < < = =   
Now, we choose  
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28 1 8 1 4 1 1.2 0
,  ,  ,  .

1 20 1 4 1 3 0 2
P Q S U       
= = = =       
         

 
Under the above assumptions, by making a straightforward 
calculation with the help of MATLAB software, we can 
show that: 
 

  -91.5280  -12.4000    1.2480   -2.7616    1.6640   -4.0800
  -12.4000  -40.1900   -3.0300    0.9210   -4.0400    1.2300
    1.2480   -3.0300   -7.4780   -0.9574    0.6960    0.0900
   -2.7616    0.92

Π = .
10   -0.9574   -3.7634    0.0568    0.3570

    1.6640   -4.0400    0.6960    0.0568   -3.0720   -0.8800
   -4.0800    1.2300    0.0900    0.3570   -0.8800   -2.4600

 
 
 
 
 
 
 
 
   

 
In this case, 0,Π < since all eigenvalues of matrix Π  are      
-94.5910, -38.3651, -7.6909, -3.5436, -3.3680, and -0.9328, 
respectively. Thus, all the conditions of Theorem 2.1 are 
fulfilled. From Theorem 2.1, the trivial solution of the 
system (21) is asymptotically stable.  

 

Figure 1. The simulation of the Example 3.1 for 1.5 .τ =  

Example 3.2 Let us define the below delayed nonlinear q-
fractional system as:    

 

𝛻𝛻𝑞𝑞𝛼𝛼𝑥𝑥(𝑡𝑡) = �−4.8 −1.2
−1.8 −3.2� 𝑥𝑥(𝑡𝑡) + �0.3 −0.02

0 0.2 � 𝑥𝑥(𝑡𝑡 − 𝜏𝜏) 

               + �0.5 0
0 0.2�𝛻𝛻𝑞𝑞

𝛼𝛼𝑥𝑥(𝑡𝑡 − 𝜏𝜏) + �1 -0.1
0 −2

� 𝑓𝑓(𝑥𝑥(𝑡𝑡)) 

+ �0.3 -0.04
0 0.2 � 𝑓𝑓(𝑥𝑥(𝑡𝑡 − 𝜏𝜏)) + � 0.3 0

-0.1 0.2� 𝑓𝑓(𝛻𝛻𝑞𝑞𝛼𝛼𝑥𝑥(𝑡𝑡 − 𝜏𝜏)).
 

  
(22) 

 
where 0 < 𝛼𝛼 < 1,  0 < 𝑞𝑞 < 1,  𝑥𝑥(𝑡𝑡) = (𝑥𝑥1(𝑡𝑡) 𝑥𝑥2(𝑡𝑡))𝛵𝛵, 𝜏𝜏 =
1.5 .

  
Now, we choose 𝜀𝜀1 = 42, 𝜀𝜀2 = 16, 𝜀𝜀3 = 20, 𝜂𝜂1 = 0.02, 𝜂𝜂2 =
0.03,𝜂𝜂3 = 0.04, 

𝑃𝑃 = �24 2
2 20� ,𝑄𝑄 = �10 1

1 4� , 𝑆𝑆 = �4 1
1 3�, 

 
𝑈𝑈 = �1.2 0

0 0.8� ,𝑊𝑊 = �4 0
0 1�.  

Under the above assumptions, by making a straightforward 

calculation with the help of MATLAB software, we can 

show that: 
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-63.0632   -4.6800   -1.6920   -1.9592   -2.8200   -2.0720   -5.6400   21.2840   -1.6920   -1.8464   -0.6560   -2.0720
   -4.6800  -69.7432   -2.4480    1.2352   -4.0800    1.0720   -8.1600   -9.9040

∆ =

   -2.4480    1.3984   -2.9840    1.0720
   -1.6920   -2.4480   -9.4636   -0.9748    0.8700    0.0600    1.7400   -0.7740    0.5220   -0.0096    0.4920    0.0600
   -1.9592    1.2352   -0.9748   -3.8233    0.0420    0.1640    0.0840   -1.6484    0.0252    0.1606   -0.0568    0.1640
   -2.8200   -4.0800    0.8700    0.0420   -2.5180   -0.9000    2.9000   -1.2900    0.8700   -0.0160    0.8200    0.1000
   -2.0720    1.0720    0.0600    0.1640   -0.9000   -2.8000    0.2000   -1.7000    0.0600    0.1600   -0.0240    0.1680
   -5.6400   -8.1600    1.7400    0.0840    2.9000    0.2000  -32.2000   -2.5800    1.7400   -0.0320    1.6400    0.2000
   21.2840   -9.9040   -0.7740   -1.6484   -1.2900   -1.7000   -2.5800  -23.7420   -0.7740   -1.5968    0.0760   -1.7000
   -1.6920   -2.4480    0.5220    0.0252    0.8700    0.0600    1.7400   -0.7740  -19.4780   -0.0096    0.5220    0.0252
   -1.8464    1.3984   -0.0096    0.1606   -0.0160    0.1600   -0.0320   -1.5968   -0.0096  -16.8387   -0.0096    0.1606
   -0.6560   -2.9840    0.4920   -0.0568    0.8200   -0.0240    1.6400    0.0760    0.4920   -0.0896  -19.4960   -0.0240
   -2.0720    1.0720    0.0600    0.1640    0.1000    0.1680    0.2000   -1.7000

.

    0.0600    0.1600   -0.0240  -19.8320

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 

 
 
In this case, 0,∆ < since all eigenvalues of matrix ∆  are      
-75.0337,  -72.1298, -31.7295, -20.7979, -20.0050, -17.5758, 
-18.4755, -12.1922, -9.1788, -3.5531, -1.5474 and -0.7794, 
respectively. Thus, all conditions of Theorem 2.2 are 
fulfilled. From Theorem 2.2, the trivial solution of the 
system (22) is asymptotically stable. 

 
Figure 2. The simulation of the Example 3.2 for 1.5 .τ =  

An examination of the theoretical solutions for the above 
examples (Examples 3.1 and 3.2) indicates that the trivial 
solution of the systems becomes stable after a certain time 
interval under different initial conditions. This stability is 
supported by the corresponding simulation results (Figures 1 
and 2).  

 

4. Conclusions 

In this paper, we derive sufficient conditions for the 
asymptotic stability of certain kinds of q-fractional neutral 
type systems using LMIs and based on the direct 
computation of quantum derivatives of LKFs. Two examples 
are provided to highlight the validity of the proposed 
methods. In this study believe that the theoretical results 

obtained are both intriguing and contemporary, providing a 
significant contribution to the existing literature. Our future 
research will focus on the stability and synchronization of q-
fractional systems with time-varying delays and q-fractional 
coupled complex networks. 
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A B S T R A C T  A R T I C L E  I N F O   

Population growth and urbanization have significantly affected the energy demand and 
environmental contaminant levels worldwide. Currently, global warming with greenhouse gas 
emissions, air pollution, acid rain, environmental degradation, and depletion of energy resources 
are all consequences of utilizing fossil fuel-powered energy infrastructure.  Hence, renewable 
energy-powered alternative energy resources must be considered to minimize atmospheric 
emissions and environmental contaminants. Hydrogen (H2) has become a viable fuel to satisfy 
energy needs, and in recent years, there has been a lot of interest in green H2 production, 
particularly using electrolysis processes that produce no emissions. In this regard, this paper 
utilized the atmospheric emission assessment software to evaluate atmospheric contaminants 
from the alkaline electrolysis (AE), proton exchange membrane-based electrolysis (PEM), and 
solid oxide electrolysis (SOE) processes. Among these processes, the highest CO2 emission 
comes from the PEM electrolysis process, accounting for 4.68 kg-CO2/kg-H2, while the AE 
process provides the minimum total CO2 emissions of 3.28 kg-CO2/kg-H2. A similar trend was 
observed in the particulate matter (PM) emissions, and the PM2.5 emissions were 1.36, 1.30, and 
1.24 kg-PM2.5/kg-H2 for PEM, SOE, and AE processes, respectively. Moreover, the 
environmental impact parameters of the processes were assessed, and the lowest global warming 
potential (GWP) of 3.32 kgCO2-eq./kg-H2 was obtained for the AE process. Accordingly, these 
results demonstrated that energy production techniques may be completely environmentally 
sustainable by substituting fully sustainable resources for the energy sources employed in 
current H2 production methods. 
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1. Introduction 

The global warming tragedy and its consequences have gained 
worldwide interest. Therefore, since fossil fuels are one of the 
main reasons for global warming, a greener energy source 
should replace traditional fossil fuels to attain carbon 
neutrality. In this regard, hydrogen (H2) becomes a possible 
alternative since it burns without producing carbon dioxide 
(CO2) and has extremely high efficiency. Moreover, H2 
production for energy storage via water electrolysis, biomass 
electrolysis, or other renewable energy source use has shown 
to be beneficial in several ways, including reducing toxic gas 
byproducts like COx, sulphur oxide (SOx), and nitrogen oxide 
(NOx), which are not good for the environment. In addition, 
H2 has a heating value three times larger than any other fossil 
fuel, making it the ideal option for long-term and extensive 
use in the transition to green energy [1].  
 

Nevertheless, electrolysis operations account for less than 4% 
of H2 production, with H2 serving as the primary by-product 
of chlorine synthesis. Therefore, most H2 requirements 
depend on the fossil pathway via natural gas steam reforming 
[2]. Due to high electricity costs and conflicting rules, the 
production costs of electrolysis procedures are greater than 
those of conventional fossil sources, which is precisely what is 
causing this current situation [3]. 
 
In the coming decades, there has to be a significant rise in the 
percentage of H2 produced from renewable power sources to 
lower CO2 emissions and achieve energy independence from 
fossil fuels. Water electrolysis is, therefore, a crucial 
technique for utilizing renewable energy to divide water into 
H2 and oxygen. Combining water electrolysis with renewable 
energy sources is especially beneficial because extra electrical 
energy may be chemically stored as H2 to close the gap 
between energy output and demand. Fundamentally, three 
methods are available for water electrolysis: solid oxide 
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electrolysis (SOE), proton exchange membrane electrolysis 
(PEM), and alkaline water electrolysis (AE) [4]. Among these 
processes, high-temperature SOE technology is still in 
development, while low-temperature technologies, such as 
AE and PEM, provide high levels of technological readiness 
[5]. To date, several experimental studies have been 
performed on various electrolysis processes to improve their 
H2 production performances and reduce environmental 
impacts [6,7]. Moreover, several theoretical environmental 
impact assessment studies have been conducted on 
electrolysis processes. For instance, Jolaoso et al. [8] 
performed a life cycle analysis of an SOE process for H2, 
considering different wastewater and energy resources. They 
reported that the CO2 emissions from the SOE process are 6.89 
kg-CO2eq./kg-H2, and their results also proved that solar 
photovoltaic (PV) is a good energy source for SOE operations. 
In a separate study, the environmental impacts of the AE, 
PEM, and SOE processes are compared, and the life-cycle 
greenhouse gas (GHG) emissions of all electrolyzer 
technologies using low-carbon energy (biomass, solar, nuclear 
or wind) range from 0.3 to 2.4 kg-CO2eq./kg-H2 [9]. Kim et 
al. [10] investigated the greenhouse gas (GHG) emissions, 
particularly carbon dioxide emissions, from AE and PEM 
electrolysis processes, considering various renewable energy 
sources like solar, wind, and hydropower. Their results 
revealed that the carbon dioxide emissions for AE and PEM 
electrolysis processes were 8434 and 3695 kg-CO2/kg-H2, 
respectively, providing that an AE system emits about 2.3 
times more greenhouse gasses than a PEM system. One 
potential reason for this significant difference may lie in 
excluding emissions associated with the membrane 
production stage in the assessment. Membrane production 
involves energy-intensive manufacturing processes and the 
utilization of specialized materials, both of which contribute 
to additional carbon emissions. By not accounting for these 
emissions, the environmental impact of the PEM system 
might appear underestimated in comparison to the AE system. 
Including these factors in the analysis could reveal a more 
comprehensive picture of the total greenhouse gas emissions, 
potentially reducing the observed gap between the two 
systems. Moreover, their study focused exclusively on carbon 
dioxide emissions, without considering other GHG emissions 
or environmental impacts that may also contribute to the 
overall footprint of the electrolysis processes. Zhang et al. [11] 
performed the life cycle assessment of onshore-offshore wind-
powered H2 production through water electrolysis, and it is 
clear from the study of the environmental impact proportion 
that the process of building infrastructure has a major 
influence on the total environmental effect. Wei et al. [12] also 
investigated the environmental impacts of four electrolyzer 
technologies SOE, PEM, anion-exchange membrane (AEM), 
and AE. The authors reported that significant CO2 reductions 
are feasible with SOE and AEM electrolyzers, both of which 
are still in the development stage, whereas PEM and AE, 
being mature technologies, provide few possibilities for 
improvement. 

Previous studies have primarily focused on process 
optimization and the evaluation of environmental impact 
parameters without providing a detailed analysis of the 
atmospheric pollutants influencing these parameters, both in 
type and magnitude. Moreover, they have predominantly 
focused on the operational phase of processes, overlooking the 
broader lifecycle impacts. This narrow scope has proven 
insufficient for generating realistic and comprehensive results. 
Since most of the literature studies only focused on the direct 
environmental impact parameters of these electrolysis 
processes. There is a critical need to evaluate the individual 
atmospheric emissions from electrolysis processes to 
understand the main contaminant types. Consequently, the 
novelty of our research lies in addressing this gap by 
incorporating emissions from all lifecycle stages, including 
material production, transportation, and operational phases. 
By identifying and quantifying the emissions that influence 
environmental parameters in detail, our study provides a more 
holistic and accurate environmental assessment. This 
comprehensive approach offers meaningful insights and 
practical relevance, making it better suited for real-world 
applications compared to prior research. Another novelty of 
this work also lies in its ability to address critical limitations 
of traditional approaches by offering significant 
advancements in cost-efficiency, reliability, and performance. 
By utilizing sustainable and readily available materials, the 
proposed system substantially reduces overall costs, making it 
a more economically viable solution. Furthermore, the design 
ensures enhanced reliability by integrating robust operational 
features that maintain efficiency under varying conditions. 
The optimization of key performance parameters further 
contributes to its superior functionality, ensuring consistent 
and high-quality outcomes. These advancements collectively 
position this work as a practical and scalable solution for real-
world applications, bridging the gap between theoretical 
potential and operational feasibility. 
 
In this context, the key purpose of this study is to evaluate the 
atmospheric emissions of different electrolysis-based H2 
production processes (alkaline, solid oxide, and proton 
exchange membrane-based electrolysis processes) using 
greenhouse gases, regulated emissions, and energy use in 
transportation (GREET) model, considering the feedstock 
utilization and extraction, energy production, transportation, 
and H2 production stages. Overall, the critical goals of this 
paper are: (i) to review and discuss the benefits, limitations, 
and future perspectives of specified electrolysis processes for 
H2 production, (ii) to assess and compare the environmental 
impacts and atmospheric emissions of the processes 
presenting their atmospheric contaminants for whole process 
chain, including feedstock utilization, transportation, and H2 
production stages, and (iii) to compare electrolysis processes 
to provide the best option in sustainability manner, 
considering their sustainability levels. Consequently, this 
study assesses the atmospheric emissions and environmental 
effects of electrolysis technologies for effective and 
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sustainable H2 production. Overall, this study proved easy to 
identify which steps in the electrolysis processes have the 
greatest environmental impacts and what kind of measures 
should be taken at which steps to prevent the potential 
emissions by measuring the atmospheric emission of the 
processes from feedstock processing to H2 production. 

2. System description and analysis 

In this section, a description of the alkaline, solid oxide, and 
proton exchange membrane-based water electrolysis systems 
with boundaries for H2 production are reported, and their 
environmental impacts are assessed, considering atmospheric 
emissions from these processes (Figure 1). A GREET study 
usually includes the following procedures: defining the 
objectives and scope, reviewing the inventory, assessing the 
environmental effect, and interpreting the results [13]. 
Furthermore, the total emissions from every stage are 
standardized to the preferred functional unit, which is 
established by the kg of H2 produced for different H2 
production pathways. For the suggested system, the emissions 
of CO2, CO, greenhouse gas emissions (GHG-100), 
particulate matter (PM2.5 and PM10), NOx, volatile organic 
compounds (VOCs), etc., were calculated and addressed 
separately. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 1. System boundaries and processes of investigated water 
electrolysis systems: (a) alkaline electrolysis, (b) solid oxide 
electrolysis, and (c) proton exchange membrane electrolysis. 

 
The GREET software, developed by Argonne National 
Laboratory, is a comprehensive and freely accessible life-
cycle analysis tool widely used for assessing the energy 
consumption and atmospheric emissions of various 
technologies, including electrolysis processes such as 
alkaline, solid oxide, and proton exchange membrane systems. 
GREET models the entire life cycle of hydrogen production, 
from resource extraction to the end-use phase, enabling the 
quantification of GHG emissions, regulated air pollutants, and 
energy consumption. For electrolysis systems, the software 
requires inputs such as the type of system (alkaline, solid 
oxide, or PEM), energy source, and regional electricity grid 
mix (e.g., renewable, fossil-based, or nuclear), operating 
conditions like temperature and pressure, and material 
requirements for components like electrodes and electrolytes. 
Outputs generated by GREET include GHG emissions (e.g., 
CO2, CH4, N2O), criteria air pollutants (e.g., NOx, SOx, PM2.5, 
and PM10), and energy consumption across the life cycle 
stages. Input values in Table 1 were entered into the model 
based on data from experimental studies on the processes 
examined, and emissions were calculated accordingly. 
 
Table 1. Typical specification of studied electrolyzers for 1 kg H2 
production. 

Specification AE PEM SOE 
Cell temperature 60 °C 50 °C 900 °C 
Current density 0.4 A/cm2 2 A/cm2 1 A/cm2 
Voltage 2.4 V 2.2. V 1 V 
Cell area 4 m2 4 m2 4 m2 
System life time 20 year 20 year 20 year 
Hydrogen purity 99.9 % 99.9 % 99.9 % 
Stack life time 90000 h 20000 h 30000 h 

 
The software employs detailed formulations and mathematical 
models to evaluate emissions and energy use. These include 
energy balance equations to calculate electricity and heat 
requirements, material flow analysis to estimate emissions 
from raw material production and system operation, and 
electrochemical models to incorporate cell efficiency, 
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hydrogen yield, and system degradation. For alkaline 
electrolysis, GREET accounts for emissions related to 
producing KOH electrolytes, steel electrodes, and operational 
energy use. For PEM electrolysis, it models the impacts of 
platinum group metals in the catalyst and the ion-conducting 
membrane. Similarly, solid oxide electrolysis inputs include 
high-temperature energy demands and ceramic material 
production. GREET assesses emissions by simulating the 
entire life cycle of each electrolysis system, identifying 
emission hotspots, and quantifying direct emissions, such as 
those from electricity generation, and indirect emissions from 
upstream activities like material production and 
transportation. It also allows scenario analysis, enabling 
emissions comparisons under different energy grid 
configurations (e.g., renewable vs. coal-based electricity) or 
optimization strategies, such as using waste heat or renewable 
electricity. In this study, a renewable-based energy grid is 
considered for all electrolysis processes. Overall, by 
integrating material and energy flows with life-cycle 
inventory data, GREET provides a robust framework for 
quantifying and comparing the environmental impacts of 
alkaline, solid oxide, and PEM electrolysis systems, offering 
actionable insights to advance sustainable hydrogen 
production. Consequently, all atmospheric emission analyses 
were conducted using the GREET software database, with 
inputs derived from the dataset of the project. This dataset was 
specifically developed to reflect the unique characteristics and 
parameters of the system under investigation, ensuring that the 
analyses accurately represent the study's context. By 
integrating this customized dataset into the GREET software, 
the evaluation of life-cycle emissions and energy use was 
carried out with precision and alignment to the objectives of 
the study. As a result, this section does not include additional 
analyses beyond those facilitated by the GREET database and 
the tailored dataset of the project.  

2.1 Alkaline electrolysis 

In particular, the AE is a scalable, adaptable, and widely 
utilized method for producing pure H2 [14]. Fundamentally, 
an alkaline electrolyzer splits water into H2 and HO- at the 
cathode. The latter moves through the diaphragm and 
electrolyte before discharging at the anode and releasing the 
O2. Low temperatures (60-80 °C) are used for AE, and the 
electrolyte used in the process is an aqueous solution of 
potassium hydroxide (KOH), sodium hydroxide (NaOH), or 
sodium chloride (NaCl), with a concentration of around 25–
30% and applied voltage of 1.8 to 2.2 V. In contrast to 
traditional AEs, advanced AEs perform at a comparatively 
low voltage of 1.6 V and a current density of 2 A/cm2. 
Moreover, AE produces H2 at a purity of 99.9%, meeting fuel 
cell requirements for high-quality H2 production [15]. Overall, 
although AE is an outdated technology, it remains one of the 
most straightforward and appropriate ways of producing H2. 
However, AE has challenges related to energy consumption, 
durability, safety, and installation and maintenance costs [16]. 
Nevertheless, AE is a well-established method; industrial 

electrolyzers are available, and it is an environmentally 
friendly method of producing H2 if the power is produced 
using CO2-free methods like nuclear and renewable resources. 
For instance, together with innovative electrode technologies, 
the chlor-alkali electrolyzer's developed zero-gap technology 
offers improved performance [17]. 

2.2. Solid oxide electrolysis 

Steam electrolysis utilizing an SOE is one method of water 
electrolysis currently being developed. Its high working 
temperatures of 600-1000 °C significantly reduce electrical 
energy usage [18]. Compared to other electrolysis processes, 
SOE technology with intermediate temperature has an 
electrical energy usage of around 3 kWh/Nm3 of H2. A SOE 
comprises a positive O2 electrode, a negative fuel electrode, 
and an electron-insulating electrolyte with high ionic 
conductivity at high temperatures [19]. Namely, a subsequent 
rise in operating temperature results in a significant increase 
in thermal energy demand and a decrease in electrical energy 
demand in the SOE process, and the operating temperature 
does not affect the total energy requirement. High-temperature 
SOE is, therefore, beneficial as it offers more chances to use 
industrial waste heat to produce H2. In SOE operation, high-
temperature steam is supplied to the cathode side, where the 
catalyst site converts it to H2 and O2 gases. The phase potential 
then moves the O2 ions across the electrolyte to the anode side, 
undergoing oxidation to produce O2 molecules [20]. 
Nevertheless, in the SOE process, detailed phenomena often 
involve a complex interplay of material qualities, operating 
factors, reaction kinetics, and thermodynamics. Since SOE is 
still an emerging technology, modeling may be very important 
for both the design and management of SOEs. Overall, SOE 
and stacks operate at substantially higher temperatures, which 
accelerates reaction kinetics and may lead to improved 
electrical efficiency. Thermodynamically stated, waste heat 
from industrial operations or high-temperature heat from solar 
thermal power can supply a portion of the energy required for 
the endothermic water-splitting reaction, lowering the need 
for electric energy. Moreover, CO2 and water molecules can 
be divided via high-temperature electrolysis, or a 
combination, to create synthesis gas or other energy carriers 
like methanol or methane through catalytic conversion. 

2.3. Proton exchange membrane electrolysis 

General Electric created the first water electrolyzer based on 
a solid polymer electrolyte concept in developing water 
electrolysis technology for effective H2 production [21]. This 
novel technique was originally called a PEM or polymer 
electrolyte membrane. The PEM electrolyzer and the alkaline 
electrolyzer have a similar construction. The key difference is 
forming a zero-pole separation by employing a thin film-
electrode assembly called a membrane electrode, and the 
Nafion-type membrane separator becomes very acidic after 
soaking in water. The anode and cathode catalysts are hot-
pressed or electroless-plated onto both sides of the separator. 
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In the PEM electrolyzer, at 10000 to 20,000 A/m2, the DC 
density is approximately 5 times higher than that of the AE 
process [22]. Moreover, the PEM electrolyzer can function at 
varying pressures because of its operating temperature range 
of 50 to 80 °C, pressure of less than 5 MPa, and lower volume 
than the AE. Fundamentally, in the PEM electrolyzer, the 
deionized water just needs to reach the anode side of the 
electrolyzer, in contrast to the alkaline electrolyzer. Following 
energization, the membrane electrode's anode side produces 
H2 and O2 ions, while the cathode side receives the H2 ions in 
their hydrated form, which produces H2 gas. Then, the O2 and 
H2 are separated by the membrane. The Nafion membrane 
separation and lack of solution voltage drop give this approach 
a high energy efficiency for producing H2. In addition, 
compared to the AE process, PEM offers several benefits, 
including excellent safety, ease of handling and maintenance, 
low gas crossover, high proton conductivity, low power 
consumption, high purity of H2, large size and mass, high-
pressure operation, and control over electrical power 
variations. 

3.  Results and discussion 

In this section, the atmospheric emissions and other 
environmental impact parameters from the three different 
water-based H2 production methods (alkaline, solid oxide, and 
proton exchange-based electrolysis) are evaluated and 
discussed comprehensively. Furthermore, the normalized 
ranking method presents their sustainability potential based on 
impact parameters. 
The evaluation of atmospheric emissions and environmental 
impact parameters for the three water-based hydrogen 
production methods (alkaline electrolysis, solid oxide 
electrolysis, and proton exchange membrane electrolysis) was 
conducted using distinct methodologies. Atmospheric 
emissions were calculated and compared using the GREET 
software, which provides a comprehensive life-cycle analysis 
framework. Environmental impact assessment, on the other 
hand, was performed by utilizing the coefficients of impact 
categories listed in Table 1. These coefficients facilitated a 
detailed quantification of environmental problems across 
various categories, enabling a comparative analysis of the 
three methods. 

3.1. Atmospheric emissions 

3.1.1.  Carbon dioxide emission 

The enormous increase in the concentration of anthropogenic 
CO2 in the atmosphere from the mid-1800s is widely 
attributed to the increased usage of fossil fuels since the 
beginning of the Industrial Revolution [23]. Therefore, 
considering SDGs, there is a significant need to explore green 
energy resource alternatives and make our current energy 
systems more sustainable to overcome huge amounts of CO2 
emissions. In this context, the H2 is one of the more favorable 
options for present-day and future energy carriers. Namely, 

commercialized gasification, steam reforming, and pyrolysis 
techniques are currently used to produce H2 from fossil fuel 
resources, accounting for most H2 production worldwide [4]. 
Nevertheless, a big disadvantage of fossil fuel-based H2 
production technologies is the large quantities of CO2 
emissions since they utilize fossil fuels in both heat source and 
manufacturing steps. Recently, to overcome these problems 
most of these systems combined with the different CO2-
capture processes. Moreover, the water-based electrolysis 
processes have significant advantages owing to their low CO2 
emissions. Overall, it is important to consider the total chain 
of activities from resource utilization to H2 production to 
evaluate if using different resources and/or processes instead 
of the currently available options will decrease or increase 
GHG emissions. In this regard, the CO2 and GHG emissions 
from different electrolysis processes are evaluated in this 
study (Figure 2).  
 

CO2 total CO2 biogenic GHG-100

0

1

2

3

4

5

-0.096 kg-CO2/kg-H2 

4.48 kg-CO2/kg-H2 

C
ar

bo
n 

di
ox

id
e 

em
is

si
on

 (k
g-

C
O

2/k
g-

H
2)

Solide Oxide Electrolysis
4.28 kg-CO2/kg-H2 

 
(a) 

CO2 total CO2 biogenic GHG-100

0

1

2

3

4

5

6

-0.108 kg-CO2/kg-H2 

4.84 kg-CO2/kg-H2 

C
ar

bo
n 

di
ox

id
e 

em
is

si
on

 (k
g-

C
O

2/k
g-

H
2)

Proton Exchange Membrane Electrolysis

4.68 kg-CO2/kg-H2 

 
(b) 

   

 MJEN  MANAS Journal of Engineering, Volume 13 (Issue 1) © 2025 www.journals.manas.edu.kg 
 

http://www.journals.manas.edu.kg/


A.Y.Gören / MANAS Journal of Engineering 13(1) (2025) 40-51  45 
 

 

CO2 total CO2 biogenic GHG-100

0

1

2

3

4

-0.088 kg-CO2/kg-H2 

3.47 kg-CO2/kg-H2 
C

ar
bo

n 
di

ox
id

e 
em

is
si

on
 (k

g-
C

O
2/k

g-
H

2)
Alkaline Electrolysis

3.28 kg-CO2/kg-H2 

 
(c) 

Figure 2. The CO2 emissions from (a) solid oxide, (b) proton 
exchange membrane, and (c) alkaline electrolysis processes. 

 
The emissions from the transportation, feedstock use, and H2 
production phases contribute to the overall CO2 emission 
values of the processes. For the SOE process, the CO2 
emission was 4.28 kg-CO2/kg-H2 with a GHG emission value 
of 4.48 kg-CO2/kg-H2 (Figure 2a). Namely, the CO2 emissions 
associated with SOEs depend on several factors, primarily the 
source of electricity and heat. If renewable energy sources, 
such as wind or solar, are used to power the process, direct 
CO2 emissions can be near zero. However, if fossil fuels 
provide electricity, emissions can rise significantly, with 
estimates suggesting that around 0.5 to 1 kg of CO2 could be 
released per kg of H2 produced. Additionally, high-
temperature heat is often required, and if generated from 
natural gas or coal, this could add another 1 to 2 kg of CO2 per 
kg of H2, depending on the fuel efficiency. Another source of 
CO2 emissions arises from the production and disposal of SOE 
components, such as ceramic electrolytes and metal 
interconnects, which may contribute between 5 and 10% of 
the overall carbon footprint, depending on material choice and 
manufacturing processes. Our findings agree with the 
literature studies, considering these possible sources of CO2 
emissions from electrolytes and materials production 
processes for the electrolysis processes. Therefore, these 
results revealed that achieving low-emission SOE operation 
requires integrating renewable electricity, efficient heat 
recovery, and sustainable materials, with each factor playing 
a crucial role in reducing overall emissions. For example, the 
CO2 emission from the wind-powered electrolysis process 
was reported as 0.95 kg-CO2/kg-H2; however, the author 
neglected to account for the emissions from the transportation 
and extraction of materials   [24].  
Moreover, the CO2 and GHG emissions from the PEM 
electrolysis process are evaluated, and the CO2 and GHG 
emissions are 4.68 kg-CO2/kg-H2 and 4.84 kg-CO2/kg-H2, 
respectively. The results reveal that the membrane production 
procedure contributes the highest CO2 emissions in the PEM 
process, considering the material extraction and chemical 

utilization steps. Therefore, selecting green and sustainable 
materials with low environmental emissions for membrane 
production can effectively decrease the CO2 emission of the 
overall system. Similarly, Zhang et al. [25] evaluated the 
environmental impacts of the PEM process for solar energy-
powered H2 production, considering various lifetimes. The 
lowest CO2 emission was found to be 4.63 kg-CO2/kg-H2 for 
a lifetime of 60 years, while it was 9.67 kg-CO2/kg-H2 for a 
lifetime of 30 years. Overall, their results provided that the 
lifetime of the system is another important parameter to 
understand and minimize its environmental impacts. As 
estimated, the lowest total CO2 emission of 3.28 kg-CO2/kg-
H2 is obtained for the AE process, while its GHG emission 
was 3.47 kg-CO2.eq./kg-H2 (Figure 2c). For the AE process, 
the operational phase consumes primarily electricity and 
water which are the main two inputs of the life cycle of H2 
production, therefore, the electricity production step is the 
main contributor to the CO2 emissions in the AE process. 
Overall, compared to the three electrolysis processes, the 
highest CO2 emissions were obtained for the PEM process due 
to its complex membrane production procedure.  
 
Furthermore, the biogenic CO2 emissions of the electrolysis 
technologies are evaluated and presented in Figure 2.  
Fundamentally, the term "biogenic CO2 emissions" mostly 
refers to CO2 that comes from biological sources including 
plants, animals, and microbes, and is a component of the 
natural carbon cycle. Biogenic CO2 is a component of very 
short-term carbon cycles, in contrast to fossil CO2, which is 
produced by burning fossil fuels. Additionally, biogenic CO2 
emissions may be negative; in this case, the process sequesters 
more CO2 than it releases. For example, because plants grow 
and store carbon in biomass and soils, some agricultural 
methods and reforestation may absorb CO2 emissions from the 
atmosphere. As a result, the idea of biogenic CO2 emission is 
crucial for carbon accounting and environmental impact 
analyses, particularly in fields like bioenergy, forestry, and 
agriculture. Namely, the formation of negative biogenic CO2 
emissions is possible when the input electricity is derived 
from renewable sources and the feedstock contains biomass or 
biogenic CO2 sources in PEM, AE, and SOE processes. In this 
context, coupling the electrolysis with carbon capture 
technologies can lead to net-negative emissions. By 
integrating biogenic CO2 into these processes, and utilizing 
renewable electricity, the system can contribute to a reduction 
in atmospheric CO2 levels, resulting in net-negative biogenic 
CO2 emissions. This approach aligns with carbon-negative 
strategies aimed at combating climate change by removing 
more CO2 than is emitted, thereby establishing these processes 
as viable contributors to a sustainable carbon economy. Our 
results revealed that there was no significant change in the 
biogenic CO2 emissions from the different electrolysis 
processes. The negative biogenic CO2 emissions of -0.096, -
0.108, and -0.088 kg-CO2/kg-H2 were observed for the SOE, 
PEM, and AE processes. The similarity in results among the 
PEM, AE, and SOE processes can be attributed to their shared 
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goal of splitting water into H2 and O2, despite differences in 
electrolyte type, operational temperature, and design. Each 
method effectively achieves high efficiencies under optimized 
conditions, especially when powered by renewable energy 
sources. While SOE operates at higher temperatures, leading 
to slightly different thermodynamic efficiencies, all three 
methods benefit from advanced catalyst developments and 
enhanced system integration, reducing variations in overall H2 
production efficiency. Moreover, when these systems utilize 
biogenic CO2 capture, they demonstrate comparable carbon-
negative potentials, as they all facilitate CO2 conversion and 
sequestration with similar effectiveness, resulting in closely 
associated outcomes across these electrolysis technologies. 
 
3.1.2. Nitrogen oxide, carbon monoxide, and methane 
emissions 
Nitrogen oxide (NOx), also referred to as laughing gas, is 
another major greenhouse gas that has an impact 298 times 
higher than CO2 [26]. Many chemical facilities produce 
nitrogen oxides as by-products, including nitric acid and 
adipic acid factories, and catalytic converters are needed to 
handle N2O [27]. In this context, the NOx emissions are also 
critical atmospheric emissions from the electrolyzers for H2 
production. The NOx emissions from SOE, PEM, and AE 
processes are reported in Figure 3. These results showed that 
the NOx emissions are highest in the PEM electrolysis system, 
with an emission concentration of 3.66 kg-NOx/kg-H2. The 
SOE system has a similar but slightly lower NOx emission 
level at 3.16 kg-NOx/kg-H2, and the AE system has the lowest 
NOx emissions, at 2.68 kg-NOx/kg-H2. Basically, these 
differences are influenced by the interaction of nitrogen and 
oxygen at various operational conditions and by the energy 
sources and materials used in these electrolysis systems. The 
high NOx emissions in the PEM system could be related to its 
operating environment, where nitrogen can interact with 
oxygen species, forming NOx compounds. Although SOE 
operates at high temperatures, which could theoretically 
encourage NOx formation, the system’s design typically 
minimizes direct nitrogen exposure, keeping NOx levels 
slightly lower. On the other hand, AE has the lowest NOx 
emissions, largely due to the alkaline environment (KOH 
solution) and the low likelihood of nitrogen oxidation at its 
operating temperature. Nickel and stainless steel materials 
used in alkaline systems also contribute minimally to NOx 
formation. Moreover, PEM electrolysis operates with a 
membrane that allows for efficient H2 separation but often 
relies on grid electricity, which, if sourced from fossil fuels, 
can lead to higher indirect NOx emissions. A similar trend also 
can be observed for the other electrolysis processes without 
the utilization of renewable energy resources.  
In terms of CO emissions, PEM electrolysis emits the highest 
concentration at 10.29 kg-CO/kg-H2, followed by  SOE at 
9.99 kg-CO/kg-H2, and AE at 9.69 kg-CO/kg-H2. The higher 
CO emissions in PEM and SOE systems can be linked to the 
operating temperatures and the types of catalysts and materials 
used. PEM electrolysis relies on a polymer electrolyte 

membrane, typically made from materials like Nafion, and 
requires precious metal catalysts such as platinum. These 
catalysts can enhance reaction rates, but at moderate operating 
temperatures (50-80 °C), incomplete oxidation can occur, 
leading to CO as a by-product. Furthermore, SOE systems are 
often designed to integrate waste heat or renewable energy 
sources, like solar or geothermal, which can further reduce 
indirect CO emissions by lowering the need for external 
fossil-based electricity.  
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Figure 3. The CO, NOx, and CH4 emissions from SOE, PEM, and 

AE processes. 
 
A similar trend was obtained for the CH4 emissions. Namely, 
according to some reports, the CH4 emissions from utilizing 
fossil fuels to produce H2 would be comparable to those from 
using traditional natural gas sources to produce power [28]. 
Furthermore, the extraction and transportation of feedstocks 
can also result in CH4 emissions from H2 production activities; 
hence, incorporating these operations into the system 
boundaries results in a significantly greater contribution of 
CH4 emissions to the impact of global warming [29]. 
Controlling CH4 emissions from the extraction of feedstock 
and its transportation to the production of H2 is therefore 
essential. Based on our results, the CH4 emissions are most 
significant in PEM electrolysis with 17.45 kg-CH4/ kg-H2, 
followed by SOE at 16.75 kg-CH4/ kg-H2, and as expected, 
AE system with emission of  16.10 kg-CH4/ kg-H2. Overall, 
the materials and energy sources used in each electrolysis 
system significantly impact their emission profiles. In 
summary, the choice of electrolysis system should consider 
not only the direct emissions from the reaction process but 
also the environmental footprint of materials and the source of 
electricity used. Systems like AE, when powered by 
renewables or integrated with waste energy, offer lower 
overall emissions. In contrast, PEM and SOE systems may 
require cleaner electricity sources and careful management of 
catalyst and membrane materials to reduce indirect emissions. 

3.1.3. Volatile organic carbon  and sulfur oxide emissions 
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The SOx emissions from the various H2 production processes 
vary greatly; the environmental profiles of the gasification, 
electrolysis, and dark fermentation-microbial electrolysis cell 
(DF-MEC) processes are different. One notable source of SOx 
emissions is gasification, especially when coal or other sulfur-
containing feedstocks are used. During gasification, the sulfur 
in the feedstock is liberated as hydrogen sulfide (H2S), which 
burns to produce SO2, which causes acid rain and respiratory 
disorders. However, because electrolysis separates water into 
H2 and O2 without the need for any intermediates that contain 
sulfur, it produces very little SOx emissions, particularly when 
it is fueled by renewable energy sources. In the same way, DF-
MEC usually emits little SOx. However, there may be very 
little SOx emissions if the feedstocks include sulfur 
compounds. The SOx emissions from the considered 
electrolysis processes are reported in Figure 4. When 
examining SOₓ emissions, PEM Electrolysis has the highest 
emission rate at 4.65 kg SOx/kg-H2, whereas the SOE process 
emits 4.37 kg SOx/kg-H2, and the AE shows the lowest SOx 
emissions at 4.11 kg SOx/kg-H2. 
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Figure 4. The VOC and SOx emissions from SOE, PEM, and AE 

processes. 
 
In addition, electrolysis processes present unique potential 
sources of VOC emissions, although generally low compared 
to fossil fuel-based processes. For instance, AE exhibits the 
lowest VOC emissions of 1.30 kg-VOC/kg-H2, followed by 
SOE with 1.36 kg-VOC/kg-H2, and PEM electrolysis with 
1.42 kg kg-VOC/kg-H2. The underlying reasons for these 
differences are primarily attributed to the distinct operating 
temperatures, electrolyte structures, and energy consumption 
patterns inherent to each electrolysis method. For instance, the 
SOE process typically operates at high temperatures, which 
enhances energy efficiency, but the elevated temperatures can 
partially promote the formation of VOC emissions. On the 
other hand, in PEM electrolyzers, VOC emissions may result 
from the degradation of polymeric materials within the 
membrane under prolonged exposure to high temperatures 

and operational stresses. The AE, which uses potassium 
hydroxide as the electrolyte, can also lead to VOC release if 
organic impurities present in the electrolyte or other system 
components degrade during operation. Overall, minimizing 
VOC emissions in these systems involves choosing durable 
materials, implementing effective sealing strategies, and 
controlling operating conditions to prevent thermal and 
chemical degradation. 

3.1.4. Particulate matter emissions 

Another significant problem is air pollution driven by particle 
matter (PMs), rather than SOx and NOx. Specifically, PMs can 
have a harmful influence on the environment, such as 
deteriorating air visibility, and on human health, such as 
cardiovascular disease and respiratory issues [30]. 
Additionally, the PMs are divided into two groups: PM2.5, 
which is defined as particulate matter with a diameter of less 
than 2.5 µm, and PM10, which is defined as particulate matter 
with a diameter of less than 10 µm. Because of its higher 
potential to cause health problems, PM2.5 has been studied 
more than the other PMs [31]. Although they constitute a 
small percentage of all PM, PM2.5 pollutants also have high 
surface-to-volume ratios, which enable them to concentrate 
sulfur compounds, nitrogen oxides, acids, heavy metals, 
bacteria, and more on their surfaces. Thus, it is essential to 
assess the PM emissions from the different  H2 production 
processes to comprehend their effects on the environment, 
create capturing methods, and/or implement stringent 
restrictions to reduce potential emissions. In this context, 
Figure 5 reports the PM2.5 and PM10 emissions from the SOE, 
PEM, and AE H2 production processes.  
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Figure 5. The particulate matter emissions from SOE, PEM, and 

AE processes. 
 
Our results revealed that the highest PM emissions were 
observed for the PEM electolysis process with a PM2.5 
concentration of 1.36 kg-PM2.5/kg-H2 and a PM10 
concentration of 4.65 kg-PM10/kg-H2. This result can be 
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explaine with that in PEM electrolysis process for H2 
production, sources of PM2.5 and PM10 emissions primarily 
arise from indirect stages related to the manufacturing, 
transportation, and disposal of materials and energy inputs. 
These particles can be formed during the production of high-
purity metals like platinum, iridium, and titanium, used in 
catalysts and cell components, which often involve mining 
and refining processes that emit fine particulates. In addition, 
if sourced from fossil fuel-based energy, the electricity used 
to power the electrolyzer contributes to particulate emissions 
through combustion processes, particularly coal or natural gas 
plants. Manufacturing of the PEM membranes and the 
operation of machinery involved in the assembly and 
maintenance of PEM systems also release PMs. Thus, while 
the electrolysis process does not emit PM2.5 or PM10 directly, 
upstream and downstream processes associated with materials 
and energy production may contribute to PM emissions in the 
H2 production lifecycle. Similar PM emissions values were 
observed for the SOE process with a PM2.5 concentration of 
1.30 kg-PM2.5/kg-H2 and a PM10 concentration of 4.37 kg-
PM10/kg-H2. On the other hand, the lowest PM emissions were 
obtained for the AE process. For the AE process, the PM2.5 
and PM10 emissions were 1.24 kg-PM2.5/kg-H2 and 4.11 kg-
PM10/kg-H2. The manufacturing of electrodes and other cell 
components involves mining and metallurgical processes that 
generate PM due to the handling, crushing, and smelting of 
metals. Additionally, the production of the alkaline electrolyte 
solution requires chemicals like potassium hydroxide (KOH) 
and its synthesis and transportation can lead to PM emissions.  

3.2. Environmental impact assessment 

In this section, critical environmental impact parameters like 
acidification potential (AP), aquatic eutrophication (AEP), 
global warming potential (GWP), and terrestrial 
eutrophication (TE) potentials of the electrolysis processes are 
evaluated using the coefficients of impact categories (Table 
2), which are reported by Fallahpour et al. [32]. 
 
Table 2. Characterization values of emissions for various 
environmental impact categories. 
Substance 
 (in kg) 

Global 
warming 
potential 
(in kg-

CO2eq./kg) 

Acidification 
potential 
(in kg-

SO2eq./kg) 

Terrestrial 
eutrophication 

potential 
(in kg-

NOXeq./kg) 

Aquatic 
eutrophication 

potential 
(in kg-

PO4eq./kg) 
CO2 1 - - - 
CH4 21 - - - 
SO2 - 1 - - 
NOx - 0.28 1 0.13 
 
Figure 6a reports the  GWP and AP values of the processes 
based on their emissions of CO2, CH4, SO2, and NOx. Since it 
converts GHG emissions into CO2 equivalent, the GWP is a 
widely recognized indicator for comprehending the 
environmental consequences of the systems and can be used 
to determine its overall emissions, making it one of the most 
significant LCA parameters of importance in this study [33]. 

The amount of toxic acid accumulated in soil, groundwater, 
surface water, and organisms, as well as variations in acidity 
and SO2 emissions, are all represented by the AP. Fuel or 
biomass burning for energy production and transportation are 
the primary sources of emissions that become acidic [34]. For 
instance, the GWP and AP values of 4.71 kgCO2-eq./kg-H2 
and 3.05 kg-SO2eq./kg-H2 are observed for the PEM 
electrolysis process most probably related to the production 
and disposal of materials like Nafion in PEMs contributing to 
GWP and acidification due to perfluorinated compounds. 
Moreover, the TE and AEP values are other important impact 
parameters considered in this paper, and these parameters for 
different electrolysis processes are illustrated in Figure 6b. 
Terrestrial (10.66 kg-NOxeq./kg-H2) and aquatic 
eutrophication (1.38 kg-PO4eq./kg-H2) potentials in PEM 
electrolysis are also influenced by the emissions from raw 
material extraction and membrane manufacturing. 
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(b) 

Figure 6. Different electrolysis-based hydrogen production 
processes: (a) GWP and AP values and (b) TE and AEP values. 

 
For SOE processes, although the GWP value (4.31 kgCO2-
eq./kg-H2) was similar to PEM, the AP value (3.66 kg-
SO2eq./kg-H2) was found to be higher than PEM most 
probably related to its operating temperature. Namely, the 
high operating temperatures lead to material degradation, 
increasing the demand for replacement parts and, 
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consequently, environmental burdens from material 
production. Furthermore,  ceramic materials in the SOE 
process can release pollutants during their production, 
contributing to acidification and eutrophication (TE: 10.16 kg-
NOxeq./kg-H2 and AEP: 1.32 kg-PO4eq./kg-H2). On the other 
hand, the lowest environmental impacts are observed for the 
conventional AE process. For instance, the lowest GWP of 
3.32 kgCO2-eq./kg-H2 is observed for the AE process, while 
its AP value was 3.17 kg-SO2eq./kg-H2. Moreover, the TE and 
AEP values were 9.69 kg-NOxeq./kg-H2 and 1.26 kg-
PO4eq./kg-H2 for the AE process, respectively. These results 
revealed that the AE process, while typically less energy-
intensive than PEM, still contributes to GWP due to the 
electricity source. The potassium hydroxide electrolyte used 
in AE can lead to acidification and eutrophication if released 
into the environment. Material processing and disposal stages, 
particularly involving electrodes, also contribute to 
environmental impacts. Consequently, across all these 
processes, the impact on acidification and eutrophication 
potentials is strongly correlated with raw material extraction, 
chemical use, and disposal practices, underscoring the 
importance of sustainable energy and material sourcing in 
mitigating these environmental effects. 
 
Overall, this study extensively evaluates the atmospheric 
emissions and environmental impacts of three widely used 
water-based H2 production methods: AE, SOE, and PEM. 
Among these, AE emerged as the most environmentally 
favorable option, exhibiting the lowest CO2 emissions (3.28 
kg-CO2/kg-H2), global warming potential (3.32 kg-CO2-
eq./kg-H2), and particulate matter emissions (1.24 kg-
PM2.5/kg-H2). Its straightforward design and scalability make 
AE a robust choice for integration with renewable energy 
sources, potentially achieving a fully sustainable H2 
production cycle. However, AE is not without its limitations, 
such as the dependency on chemical-intensive electrolytes 
like KOH, which may contribute to localized environmental 
concerns if improperly managed. Conversely, the PEM 
process demonstrated the highest CO2 (4.68 kg-CO2/kg-H2), 
methane (17.45 kg-CH4/kg-H2), and particulate emissions 
(1.36 kg-PM2.5/kg-H2), primarily due to the complex and 
energy-intensive membrane production process involving 
precious metals. While PEM offers advantages in terms of 
operational flexibility, high H2 purity, and compact system 
design, its environmental footprint and cost remain critical 
drawbacks. On the other hand, the SOE process, characterized 
by its high operating temperatures, exhibited intermediate 
environmental performance. Although SOE benefits from 
reduced electrical energy demands and the potential to harness 
industrial waste heat, its reliance on ceramic materials and 
high thermal energy inputs presents challenges, particularly in 
terms of material degradation and acidification potential (3.66 
kg-SO2eq./kg-H2). 
 
One of the major contributions of this study lies in its 
comprehensive lifecycle approach, incorporating emissions 

from feedstock utilization, transportation, and operational 
phases. It highlights critical emission hotspots, such as 
membrane production in PEM and thermal energy 
requirements in SOE, and underscores the importance of 
renewable energy integration to mitigate environmental 
impacts. However, the study also reveals systemic challenges 
shared across all processes, including significant methane 
emissions (ranging from 16.1 to 17.45 kg-CH4/kg-H2) and 
indirect emissions tied to electricity generation. These 
findings stress the necessity of optimizing material selection, 
improving operational efficiencies, and transitioning to 
cleaner energy grids to enhance the sustainability of H2 
production.  
 
Consequently, a key advantage of this study is its holistic 
approach to assessing the environmental impacts of H2 
production methods, integrating lifecycle emissions from 
feedstock utilization to operational phases using the GREET 
model. This comprehensive methodology allows for a detailed 
comparison of the processes. Additionally, its inclusion of a 
broad spectrum of atmospheric emissions, such as CO2, CH4, 
and PM, enhances its relevance and applicability for 
sustainability assessments. However, the study also has 
limitations such as while it evaluates environmental 
parameters comprehensively, it does not delve deeply into the 
economic viability or scalability challenges of the processes, 
particularly for emerging technologies like SOE. Moreover, 
the dependency on renewable energy sources for achieving 
optimal performance, while crucial, introduces variability that 
may not be practical in regions with limited access to clean 
energy. Nevertheless, this study provides a robust framework 
for identifying both the advantages and limitations of water-
based H2 production methods, offering valuable insights for 
policymakers and industry stakeholders aiming to achieve 
long-term environmental and energy sustainability. 
 
Moreover, based on the current findings, future research 
should address both the technological and methodological 
gaps identified in this study to advance the sustainability of H2 
production. While the GREET software provides a robust 
framework for lifecycle analysis, certain limitations must be 
acknowledged. For instance, the model's reliance on 
standardized datasets may overlook regional variations in 
energy grids, feedstock availability, and material production 
methods, leading to discrepancies in real-world applicability. 
Future studies should aim to integrate region-specific data and 
incorporate more detailed assessments of upstream emissions. 
Additionally, the analysis would benefit from including more 
comprehensive economic evaluations. These could 
encompass the capital and operational costs of electrolysis 
technologies, including material sourcing, system 
maintenance, and infrastructure development, as well as long-
term financial projections under various energy market 
scenarios. Moreover, the high dependence on renewable 
energy sources for achieving optimal emissions reductions 
highlights the need to evaluate the feasibility and cost of 
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renewable energy integration across different regions. Future 
work should also explore the potential of coupling these 
electrolysis systems with carbon capture and utilization 
(CCU) technologies to mitigate methane and CO2 emissions 
further and achieve net-negative emissions. Hybrid systems, 
combining the strengths of AE, PEM, and SOE, represent 
another promising area for exploration, potentially balancing 
the low emissions of AE with the efficiency and operational 
flexibility of PEM. Finally, expanding the scope of the 
environmental impact assessment to include social and 
economic dimensions, such as supply chain resilience, and 
public acceptance, will provide a more holistic understanding 
of the role of H2 production in sustainable energy transitions. 
By addressing these aspects, future research can build on the 
solid foundation laid by this study to facilitate the practical 
implementation of environmentally and economically 
sustainable H2 technologies. 

4.  Conclusions 

This study offers a detailed environmental evaluation of AE, 
SOE, and PEM electrolysis processes for H2 production, 
highlighting significant variations in their sustainability 
profiles. AE emerged as the most environmentally favorable 
method, with CO2 emissions of 3.28 kg-CO2/kg-H2, methane 
emissions of 16.1 kg-CH4/kg-H2, and the lowest PM2.5 
emissions of 1.24 kg-PM2.5/kg-H2. These results confirm the 
potential of the AE process as a low-impact, renewable-
compatible H2 production process. On the other hand, PEM 
exhibited the highest CO2 emissions at 4.68 kg-CO2/kg-H2 and 
the most significant methane emissions (17.45 kg-CH4/kg-
H2), largely due to its reliance on energy-intensive membrane 
production and the use of precious metals. SOE, while 
showing some promise with reduced electrical energy 
demands, recorded CO2 emissions of 4.28 kg-CO2/kg-H2 and 
the highest acidification potential at 3.66 kg-SO2eq./kg-H2, 
attributed to its high operational temperatures and material 
requirements. Notably, all systems demonstrated similar 
biogenic CO2 emissions, ranging from -0.088 to -0.108 kg-
CO2/kg-H2, indicating their potential for carbon-negative 
operations when integrated with renewable energy and carbon 
capture technologies.  
Overall, these findings highlight the urgent need for 
innovation in material design, particularly for PEM and SOE, 
and the broader adoption of renewable energy grids to reduce 
lifecycle emissions. Future research should prioritize 
economic feasibility studies, hybrid system designs that 
combine the strengths of different electrolysis methods, and 
strategies to mitigate indirect emissions, such as methane and 
acidification precursors. By addressing these challenges, H2 
production can evolve into a cornerstone technology for 
achieving global energy sustainability and decarbonization 
goals. 
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A B S T R A C T  A R T I C L E  I N F O   

The rapid increase in global population and industrialization has led to increased environmental 

pollution, primarily due to insufficient treatment technologies and the depletion of freshwater 

resources. This research investigates the impact of the electrooxidation (EO) process using 

Boron Doped Diamond (BDD) anode on phenol degradation, energy consumption, total 

operating costs, and anode efficiency. The study was carried out on different current densities 

(j = 50-200 A/m2), initial pH (3.6-9.6), initial phenol concentration (Ci = 100-800 mg/L), and 

supporting electrolyte concentration (SEc = 2-6 g NaCl/L). The phenol removal efficiency under 

optimum conditions (anode = BDD, j = 200 A/m2, initial pH = 7.6, Cphenol = 100 mg/L, and SEc 

= 4 g NaCl/L) was determined to be 100% after 50 min of EO reaction time. However, the 

energy consumption and total operating cost under these conditions were 12.7 kWh/m3 (420 

kWh/kg phenol) and 0.99 $/m3 (7.88 $/kg phenol), respectively. Moreover, BDD anode 

efficiencies were calculated as 6.39, 3.47, and 1.74 g phenol/Ahm2 at current densities of 50, 

100, and 200 A/m2, respectively. Consequently, the EO process is a more cost-effective 

treatment approach for efficient phenol removal from an aqueous solution. 
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1. Introduction 

With the increasing population and developing technology, 

industrial capacity is increasing. This increases the 

consumption of natural resources and water. Water consumed 

in industrial areas returns to nature as polluted water [1]. 

Phenol compounds are generally found in significant amounts 

in wastewater from the paper industry [2] and olive oil 

production facilities [3], oil refineries [4], [5], coke ovens [6], 

textile production facilities [7], iron and steel mills [8], and 

gas production facilities [9]. Therefore, it has become 

mandatory to treat wastewater in a way that prevents the 

pollution of natural water resources [10]. Phenols, especially 

in the structure of industrial wastewater, are persistent 

aromatic organic compounds in which one or more hydroxyl 

groups are attached to the aromatic ring [11]. International 

regulatory agencies have established stringent limits on 

phenol discharge into the environment; for instance, the 

United States Environmental Protection Agency (USEPA) has 

mandated that phenol content in surface water must not 

exceed 1 ppb [12]. Phenol, which considerably impacts water 

quality, is unpleasant even at minimal concentrations. A 

phenol content of 2.5 mg/L results in an unpleasant taste and 

odor [13]. High concentrations terminate all vital 

environmental activities [14]. Due to its harmful effects, it is 

among the primary pollutants. 

 

Therefore, the efficient treatment of phenol-contaminated 

water is of great importance for human and environmental 

health [15]. One of the most significant issues in wastewater 

management is the development of efficient treatment 

methods that can efficiently eliminate contaminants and 

mitigate their toxicity to organisms [16,17]. In the existing 

literature, different treatment processes have been used to 

remove phenol wastewater, such as distillation [18], 

adsorption [19,20], chemical oxidation [21], enzymatic 

treatment [22], membrane technology [23,24], 

electrooxidation [25], electro-Fenton [26], and photocatalytic 

process [27]. Although these processes are efficient in phenol 

removal, their use is not recommended for phenol removal 

[28]. For example, one of the major drawbacks of using 

extractive membrane bioreactors for phenol removal is that 

the combination of several systems requires a large area and 

many variables need to be adjusted frequently [29]. The use 

of reverse osmosis and nanofiltration technology for phenol 

removal is more suitable for treating water with low phenol 
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concentrations but not for high concentrations and is difficult 

to choose because it requires replacement of the fouled 

membrane or chemical cleaning [23]. On the other hand, 

membrane distillation is not recommended for phenol removal 

due to poor phenol separation due to limited membrane 

selectivity, and the high cost of setting up the system [30]. 

Therefore, there is a need for a process for phenol oxidation 

that does not have these disadvantages [28]. Recently, 

electrooxidation (EO), as one of the electrochemical methods, 

has been a highly efficient process for phenol removal [25]. 

When subjected to an electrical current, hazardous or non-

biodegradable chemicals undergo oxidation, resulting in their 

transformation into biodegradable compounds or total 

oxidation into carbon dioxide (CO2), water (H2O), and readily 

degradable organic molecules [31,32]. The EO process offers 

several advantages in the degradation of organic substances. 

These include a notably high level of efficiency, as it 

effectively breaks down organic compounds [33]. 

Additionally, EO does not require the addition of chemical 

reagents, which simplifies the treatment process. The use of 

EO also leads to significantly reduced retention times, 

preventing the formation of sludge [10,34]. Furthermore, EO 

can be seamlessly integrated into existing treatment processes 

due to its straightforward structural design, the process is also 

easily controlled, making it manageable for operators [6]. 

Lastly, EO is environmentally friendly, as the primary reagent 

used possesses electron properties that contribute to its eco-

friendliness [35-37].  

 

This study seeks to assess the impact of BDD anode on phenol 

removal across different current densities, initial pH, phenol 

concentrations, and supporting electrolyte concentrations 

through the EO process. Furthermore, specific energy 

consumption (in kWh/m3 and kWh/kg phenol removal), total 

operating costs ($/m3 and $/kg phenol removed), and anode 

efficiency (in g phenol removal/Ahm2) were evaluated. 

 

2. Materials and methods 

2.1. Materials and chemicals 

The investigation employed high-quality chemicals, all of 

which were obtained from Merck (Germany). However, 

phenol was obtained from Kimya Borsası (Turkey). In the EO 

process, the anode used in this study is a BDD, which is 

composed of a layer of boron diamond film deposited on a 1.5 

mm niobium plate (Nb/BDD) obtained from DiaCon GmbH, 

Germany. The cathode is made of stainless steel (SS) sourced 

from Turkey (316 AISI SS). The tap water used in the study 

was measured as initial pH (7.60), temperature (T, 13 ℃), 

electrical conductivity (420 μs/cm), total hardness (310 mg 

HCO3
−/L), total dissolved solids (TDS, 220 mg/L), magnesium 

(Mg2+, 68 mg/L), calcium (Ca2+, 102 mg/L), sodium (Na+, 

94 mg/L), potassium (K+, 11 mg/L), chloride (Cl−, 78 mg/L), 

and sulfate (SO4
2−, 175 mg/L). However, the phenol synthetic 

stock solution was prepared by dissolving the required amount 

of phenol in tap water. 

2.2. Experimental setup and procedure 

All EO experiments were performed in a cylindrical batch 

glass reactor (V = 750 mL, diameter = 10 cm, and height = 

12.5 cm). In the EO experiments, rectangular anode and 

cathode plate electrodes used were of the same size (length = 

20 cm, width = 6 cm, and thickness 3 mm). The length of the 

contact area of the electrodes in the effluent in the EO reactor 

is = 10 cm, the distance between the electrodes is 1.5 cm, and 

the active surface area of the anode electrode is 0.012 m2. The 

electrodes in the reactor were placed vertically, parallel to 

each other. The electrodes were fixed 1.5 cm above the bottom 

of the EO reactor. For each experimental study, 550 mL of 

wastewater was used. In the EO process, after the electrodes 

were connected to the respective (+) or (-) poles of the power 

supply (Gwinstek DC SPS-606, 0-6 A and 0-60 V), the 

required current and voltage settings were made. During the 

operational period, water was agitated using a magnetic stirrer 

set at a rotational speed of 250 rpm. Samples were taken from 

the EO reactor at different operating times, each sample was 

passed through a 0.45 mm membrane filter before analysis. 

Then, phenol and output pH analyses were performed. All 

experiments of the EO process were carried out at room 

temperature (25 ± 1 ℃). A schematic representation of an EO 

reactor is given in (Figure. 1). 

 

 
Figure 1. Schematic representation of the electrooxidation process. 

2.3. Analytical methods 

All experiments were assessed using the Standard Method 

guidelines for water and wastewater analysis [38]. A UV-vis 

spectrophotometer (Helios, Thermo Aquamate 2000E, UV-

Vis spectrometer) was used to measure the absorbance of the 

colored phenol 4-aminoantipyrine complex at a wavelength of 

500 nm. The absorbance value obtained was then compared 

with the calibration curve. The pH and conductivity were 

measured using the Thermo Scientific Eutech pH 150 

(Singapore) and YSI model 30 (USA). The analyses were 
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performed in duplicates, and the data averages were reported 

if the test error was below 1%. 

3. Results and discussion 

3.1. Impact of current density 

The current density is often considered the principal variable 

in the EO process because of its impact on the reaction rate. 

Current density is calculated by dividing a specified current 

(i) by the associated effective electrode surface area (j = 

i/Aelectrode, A/m2, or mA/cm2) [31,37,39]. As shown in (Figure. 

2a), under optimum conditions (anode = BDD, initial pH = 

7.6, Ci = 100 mg/L, and SEc = 6 g NaCl/L), the phenol output 

concentration was calculated as 8 mg/L (92.0%) after 60 min 

at 50 A/m2, and 0.001 mg/L (100%) after 60 min at 100 A/m2, 

and 0.001 mg/L (100%) after 50 min at 200 A/m2, 

respectively. The study by Amado-Piña et al. (2017) 

calculated 98% on the removal of 100 mg/L phenol under 

optimum conditions such as anode = BDD, pH = 7.0, j = 600 

A/m2, and room temperature [40]. The results demonstrate a 

clear relationship between current density and removal 

efficiency, with an observed increase in removal efficiency as 

current density increases [10]. This suggests a positive 

correlation between current density and both mass transport 

and phenol concentration [41]. This correlation may be 

attributed to the enhanced generation of ⦁OH radicals during 

the oxidation process, which potentially contributes to a 

higher level of efficiency in the removal process [42]. It is 

crucial to recognize that augmenting the current density does 

not always result in enhanced efficiency or oxidation rates. 

The effect of current density on removal efficiency, 

particularly for a certain anode material, is contingent upon 

the distinct properties of the effluent or aqueous medium 

requiring treatment [37]. Conversely, using larger current 

densities often leads to elevated operational expenses as a 

consequence of increased energy consumption [33]. The poor 

adsorption of hydroxyl radicals, which exhibit high reactivity 

towards organic molecules, may be attributed to the inert 

surface of the BDD anode [10]. The BDD anode may be 

characterized as a "non-active" anode due to its lack of 

catalytically active sites for the adsorption of reactants and/or 

products in an aqueous medium [33]. Therefore, non-active 

anodes, such as BDD, are considered favorable electrodes for 

fully oxidizing organic compounds to H2O and CO2 Eqs (1-3). 

BDD + H2O → BDD(•OH) + H+ + e-  (1) 

BDD(•OH) + R → BDD + mCO2 + nH2O (2) 

BDD(•OH) → BDD + 0.5O2 + H + e-  (3) 

Another important parameter in the EO process is the change 

of pH during the process stage [6], as can be seen in (Figure. 

2b), from the optimum pH = 7.60, after 60 min at current 

densities of 50, 100, and 200 A/m2 the final pH values 

decreased from 7.60 to 7.05 for 50 A/m2, from 7.60 to 6.74 for 

100 A/m2, and from 7.60 to 6.24 for 200 A/m2, respectively. 

As it can be seen from (Fig. 2a), the concentration of phenol 

remaining after 50 min at current densities of 100 and 200 

A/m2 was calculated to be 2 and 0.001 mg/L, it can be said 

that increasing the current density from 100 to 200 A/m2 has 

a relatively weaker effect on phenol removal, which is 

explained by the fact that the removal of phenol is slower in 

acidic environments of pH. Another important parameter is 

the voltage (V) variation of the cell in the EO process because 

it is the most important parameter affecting the energy 

consumption in the EO process, as can be seen from (Figure. 

2c), the applied V values after 1 hour at different current 

densities of 50, 100, and 200 A/m2 using electrolyte with a 

constant 4 g/L NaCl support changed from 8.80 to 8.87 for 50 

A/m2, from 9.30 to 9.34 for 100 A/m2, and from 10.50 to 10.25 

for 200 A/m2, respectively. Moreover, BDD anode 

efficiencies (as calculated by Eq. 9) were calculated as 6.39, 

3.47, and 1.74 g phenol/Ahm2 at current densities of 50, 100, 

and 200 A/m2, respectively

0 10 20 30 40 50 60
0

20

40

60

80

100

 

 

R
es

id
u

a
l 

p
h

en
o

l 
co

n
ce

n
tr

a
ti

o
n

 (
m

g
/L

)

EO time (min)

 j = A/m
2

 50

 100

 200

(a)

    

0 10 20 30 40 50 60

6.6

6.8

7.0

7.2

7.4

7.6

7.8

 

 

V
a

ri
a

ti
o

n
 o

f 
p

H
 d

u
ri

n
g

 E
O

 p
ro

ce
ss

EO time (min)

j = A/m
2

 50

 100

 200

(b)

 

http://www.journals.manas.edu.kg/


N.A.Akhtar, M.Kobya  / MANAS Journal of Engineering 13(1) (2025) 52-63 55 

 

   

 MJEN  MANAS Journal of Engineering, Volume 13 (Issue 1) © 2025 www.journals.manas.edu.kg 

 

0 10 20 30 40 50 60
8.0

8.5

9.0

9.5

10.0

10.5

11.0

 

 

V
a
ri

a
ti

o
n

 o
f 

el
ec

tr
ic

a
l 

v
o
lt

a
j 

d
u

ri
n

g
 E

O

EC time (min)

j = A/m
2

 50

 100

 200

(c)

 
Figure 2. Impact of different current densities on (a) phenol removal, (b) initial pH variation, and (c) electrical voltage variation 

 

Energy consumption and cost-effectiveness of the EO process 

are crucial criteria for the adoption of wastewater treatment 

technologies in industrial applications. The main cost 

components associated with the treatment of phenol-

contaminated wastewater by the EO process are electricity 

consumption and the use of chemicals. The energy 

consumption (as kWh/m3) for the EO process, the magnetic 

stirrer, and the total energy consumption for the process were 

calculated using Eqs. (4-6), respectively. However, the 

specific energy consumption (SEC) is the amount of energy 

used per unit mass of phenol removed from wastewater (in 

kWh/kg phenol). The SEC for phenol was determined using 

Eq. (7). 

 

Cenergy (kWh/m3) = 
i × t  × U

v
    (4) 

Cmagnetic stirrer energy (kWh/m3) = 
N × t 

v × ƞ (%)
  (5) 

Ctotal energy (kWh/m3) = Cenergy + Cmagnetic stirrer energy (6) 

SEC (kWh/kg phenol) = 
i × tEO ×U

phenolrem
   (7) 

OCEO ($/m3)= α × Cenergy + β × Cchemicals  (8) 

 

where i is the applied current (amperes, A), U is the cell 

voltage (volts, V), t is the duration of the EO process (in 

hours), v is the volume of treated wastewater (in m3), and 

phenolrem is the phenol removed from the solution. 

The total operating cost for the EO process was determined by 

using Eq. (8). 

 

where α indicates the unit cost of electrical energy, Cenergy 

indicates the total energy consumption related to the 

operations, β indicates the unit prices of chemicals, and 

Cchemical symbolizes the quantities of chemicals used (in kg). 

In March 2025, Kyrgyzstan's market recorded an electrical 

energy price of 0.062 $/kWh. The unit costs for the chemicals 

used in the research were as follows: NaOH had a unit price 

of 0.40 $/kg; HCl had a unit price of 0.45 $/kg; and NaCl had 

a unit price of 0.05 $/kg [43]. 

 

During the EO process, the anode efficiencies (η) represent 

the amount of phenol removed (g) from 

the wastewater per hour, per ampere, and per square meter. 

The anode efficiencies (η) for phenol were determined using 

Eq. (9). The Selectrode is the active anode area inside the EO 

reactor. 

 

η (g phenol/Ahm2) = 
(phenoli − phenolt) ×v

i × Selectrode
  (9) 

 

The applied current, EO duration, and voltage between the 

anode and cathode directly determine the energy used in the 

EO process [37]. As can be seen from (Figure. 3), the specific 

energy consumption (SEC) and total operating costs (OC), 

under optimum conditions (anode = BDD, pH = 7.60, Ci = 100 

mg/L, Ci = 100 mg/L, and SEc = 4 gNaCl/L) for three different 

current densities were calculated as 3.73 kWh/m3 (123. 2 

kWh/kg phenol) and 0.43 $/m3 (2.31 $/kg phenol) for 50 

A/m2, and 6.75 kWh/m3 (233.2 kWh/kg phenol) and 0.62 $/m3 

(4.19 $/kg phenol) for 100 A/m2, and 12.71 kWh/m3 (420.0 

kWh/kg phenol) and 0.99 $/m3 (7.88 $/kg phenol) for 200 

A/m2, respectively. As can be seen from the results, the SEC 

and total OC of oxidation of the phenol increased with higher 

current densities. This resulted from the elevated electrical 

energy consumption resulting from the increased applied 

current density. Conversely, the efficiency of the anode 

decreased as the current density increased. Increasing the 

current density should enhance the removal of contaminants. 

However, it is expected that the current efficiency will 

decrease as a result of mass transport limits [37]. The results 

show that the 50 A/m2 has the lowest SEC and total OC, while 

the 200 A/m2 has the highest SEC and total OC. 
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Figure 3. Impact of different current densities on (a) specific energy consumption and (b) total operating costs. 

 

 

 

3.2. Impact of initial pH 

The only controlled parameter in the EO process is pH, so the 

initial pH of the study is the most important parameter 

affecting the process efficiency [6]. As seen from (Figure. 4a), 

the phenol output concentration at different pH values 

between 3.6 and 9.6 under optimum conditions (anode = 

BDD, j = 200 A/m2, Ci = 100 mg/L, and SEc = 4 g NaCl/L) 

were calculated as 6 mg/L (Re = 94%) for pH 3.6 after 60 min, 

and 0.001 mg/L (Re = 100%) for pH 5.6 after 60 min, and 

0.001 mg/L (Re = 100%) for pH 7.6 after 50 min, and 0.001 

mg/L (Re = 100%) for pH 9.6 after 60 min, respectively. The 

results showed that the optimum pH for phenol removal by the 

EO process was 7.6. This indicates that degradation with the 

BDD anode was successful throughout a wide spectrum of pH 

values, implying that pH adjustment is unnecessary, provided 

that the pH is not above 9.6 [44]. As a result, the expenses 

related to treatment will decrease in actual implementations. 

The results demonstrate that the removal efficiency of all 

selected pollutants in phenol was optimal at an initial pH of 

7.6 and markedly diminished under very acidic (pH 3.6) and 

alkaline (pH 9.6) conditions. The efficacy of phenol 

elimination decreased under acidic circumstances because of 

the instability of OH• radicals. However, it markedly 

improved in alkaline solutions due to the generation of OCl– 

ions, indicating that natural or basic pH values were more 

favorable [45]. In acidic conditions, the reverse reaction takes 

place, resulting in the combination of OCl– and H+ ions to 

form HOCl– (as shown in Eqs. 10 and 11). Consequently, OCl– 

ions demonstrate a propensity for an alternative reaction rather 

than oxidizing the pollutants, mostly due to their intrinsic 

instability [46]. Moreover, acidic conditions substantially 

reduce the concentration of important oxidative radicals, such 

as •OH radicals, produced at the anodes [45]. Furthermore, 

several chlorine species, including OCl– and Cl2, may be 

converted into ClO3 Eq (12) or ClO4 Eqs (13–16) under very 

alkaline conditions. These ions possess a restricted ability to 

oxidize and eliminate organic compounds. These 

characteristics together account for the decreased 

effectiveness of EO in alkaline conditions [47]. 

 

2Cl → Cl2 + 2e-     (10) 

Cl2 + H2O → HOCl– + Cl– + H+   (11) 

HOCl– + H2O → 2ClO3 + 4Cl– + 12H+ + 1.5O2 + 6e- (12) 

Cl– + OH– → OCl– + H+ + e-   (13) 

OCl– + OH– → ClO2 + H + e-   (14) 

ClO2 + OH– → ClO3 + H + e-   (15) 

ClO3 + OH– → ClO4 + H + e-   (16) 

 

On the other hand, the outlet pH of the effluent after the EO 

process is important for the receiving environment, as can be 

seen from (Figure. 4b), the outlet pH after the EO process was 

4.12, 5.37, 6.82, and 8.15 for the initial pH of 3.6, 5.6, 7.6, and 

9.6, respectively. The results show that the initial pH of the 

study (7.6) is optimal because changing the initial pH of the 

solution requires the use of additional chemicals, which 

increases operating costs. Therefore, it is more advantageous 

to conduct the study at an initial pH of 7.6. 
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Figure 4. Impact of initial pH on (a) phenol removal and (b) pH variation during the process.

As can be seen from (Figure. 5), under optimum conditions 

(anode = BDD, j = 200 A/m2, Ci = 100 mg/L, and SEc = 4 

gNaCl/L) the SEC and total OC were calculated as 16.6 

kWh/m3 (548.8 kWh/kg phenol) and 1.38 $/m3 (10.3 $/kg 

phenol) for pH of 3.60, and 14.8 kWh/m3 (489.6 kWh/kg 

phenol) and 1.22 $/m3 (9.18 $/kg phenol) for pH of 5.60, and 

12.7 kWh/m3 (420.0 kWh/kg phenol) and 0.99 $/m3 (7.88 $/kg 

phenol) for pH of 7.60, and 15.3 kWh/m3 (496.8 kWh/kg 

phenol) and 1.18 $/m3 (9.32 $/kg phenol) for pH of 9.60, 

respectively. As can be seen from the results, the lowest SEC 

and total OC were obtained at the optimum pH of the study. 

This is due to the cost of the chemicals used in the other pH, 

and also due to the slower removal of phenol, which requires 

longer time in the rectifier, which leads to high energy 

consumption, resulting in high operating cost of the study [6]. 
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Figure 5. Impact of initial pH on (a) specific energy consumption and (b) total operating costs. 

 

3.3. Impact of phenol concentration 

The initial phenol concentration is the most important 

parameter because higher concentrations require longer times 

for degradation by the EO process [48]. In this study, 

experiments were performed with different phenol starting 

concentrations of 100, 200, 400, and 800 mg/L under optimum 

conditions (anode = BDD, j = 200 A/m2, Ci = 100 mg/L, and 

SEc = 4 g/L). As can be seen from (Figure. 6), the time 

required for 100% phenol removal was calculated as 50, 120, 

160, and 240 min, respectively. As can be seen from the 

results, higher phenol concentrations require a longer time in 

the reactor for degradation. 
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Figure 6. Impact of reaction time on different phenol concentration 

removal. 

 

As can be seen from (Figure. 7), the SEC and total OC 

required under optimum conditions (anode = BDD, j = 200 

A/m2, SEc = 4 gNaCl/L) for removal of different phenol 

concentrations were calculated as 12.7 kWh/m3 (420 kWh/kg 

phenol) and 0.99 $/m3 (7.88 $/kg phenol) for 100 mg/L of 

phenol, and 25.41 kWh/m3 (420 kWh/kg phenol) and 1.78 

$/m3 (7.88 $/kg phenol) for 200 mg/L of phenol, and 35.2 

kWh/m3 (291.2 kWh/kg phenol) and 2.38 $/m3 (5.46 $/kg 

phenol) for 400 mg/L of phenol, and 52.9 kWh/m3 (218.4 

kWh/kg phenol) and 3.48 $/m3 (4.10 $/kg phenol) for 800 

mg/L of phenol, respectively. As can be seen from the results, 

the lowest SEC and total OC were obtained for the low phenol 

concentration of the study. This is due to the fact that other 

phenol concentrations require longer time to be reconciled, 

which leads to high energy consumption, resulting in high 

operating cost of the study [48]. 

3.4. Impact of supporting electrolyte concentration 

The use of a supported electrolyte increases the conductivity 

of the solution and the cell voltage decreases, thus leading to 

lower energy consumption, and lower energy consumption 

minimizes the total operating cost of the process [49].  

In the existing literature, different supported electrolytes were 

used for phenol oxidation in the EO process, of which NaCl 

was found to be the most efficient [50,51]. In this study, 

different concentrations of NaCl were used as supporting 

electrolytes. Another important reason is that using NaCl as a 

supported electrolyte, HOCl– (as seen in Eqs. 10 and 11), is 

formed rapidly with sodium chloride as a supporting 

electrolyte and will play an important role in phenol oxidation 

[50]. 
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Figure 7. Impact of initial phenol concentration on (a) specific energy consumption and (b) total operating costs. 

 

As can be seen from (Figure. 8), under optimum conditions 

(anode = BDD, j = 200 A/m2, and initial pH= 7.60) for 2, 4 

and 6 gNaCl/L supported electrolytes, the residual phenol 

concentration for 2 gNaCl/L was 0.001 mg/L after 60 min, 

however, for 4 and 6 gNaCl/L it was 0.001 mg/L after 50 min, 

indicating that the increase from 4 to 6 gNaCl/L supported 

electrolyte has no migratory effect on phenol removal. Similar 

results were obtained by Zambrano et al. (2019), where 

treatment with 6 g NaCl/L led to slightly higher removal than 

treatment with 8 g NaCl/L. As can be seen from the results, 

the higher concentration of the supported electrolyte, the 

higher removal of phenol, which may be due to the fact that at 

low NaCl concentrations, there is a smaller amount of Cl- ions 

available to promote the formation of oxidants. However, the 

electrochemical process using higher electrolyte 

concentrations quickly reaches alkaline pH, favoring the 
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production of ClO- species [51]. These species also promote 

the slowing down of phenol oxidation. In a study by 

Zambrano and Min (2019), two different supporting 

electrolytes (NaCl and Na2SO4) were used as Pt/Ti anode for 

the removal of 100 mg/L phenol at a current density of 96 

A/m2. In this study, it was found that the EO time required for 

98.21 ± 3.10% phenol removal was 180 mins when 10 

gNaCl/L was used as the supporting electrolyte, but complete 

phenol removal was achieved after 600 mins when 10 

gNa2SO4/L was used as the supporting electrolyte. Complete 

and faster phenol removal was observed when NaCl was used 

as a supporting electrolyte compared to working with Na2SO4 

as the electrolyte, probably due to the successful production 

of active chlorine [52]. 
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Figure 8. Impact of supporting electrolyte concentrations on phenol 

removal efficiency. 
As can be seen from (Figure. 9), the SEC and total OC 

required under the optimum conditions of the study (anode = 

BDD, j = 200 A/m2, pH = 7.60) for different supported 

electrolyte concentrations were calculated as 18.8 kWh/m3 

(600.0 kWh/kg phenol) and 1.23 $/m3 (11.25 $/kg phenol) for 

2 gNaCl/L, 12.7 kWh/m3 (420.0 kWh/kg phenol) and 0.99 

$/m3 (7.88 $/kg phenol), and 11.6 kWh/m3 (384.0 kWh/kg 

phenol) and 1.02 $/m3 (7.20 $/kg phenol) for 6 gNaCl/L, 

respectively. As can be seen from the results, the lowest SEC 

and total OC were obtained for the high supported electrolyte 

concentration of the study.  

 

This is because the cell voltage drop leads to low energy 

consumption, resulting in low operating costs for the study. 

However, the use of high amounts of supported electrolytes 

also results in high operating costs, as can be seen in (Figure. 

9 b), where the use of 6 gNaCl/L supported electrolyte resulted 

in higher operating costs than the use of 4 gNaCl/L supported 

electrolyte. Although it causes the cell voltage to drop, the cost 

of conduction is higher. This can be explained by the use of 

excess chemicals.
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Figure 9. Impact of supporting electrolyte concentration on (a) 

specific energy consumption and (b) total operating costs. 

3.5. Comparison of different conventional processes for 

phenol removal 

Different studies on phenol oxidation, energy consumption, 

and total operating cost analysis have been carried out in the 

existing literature (as shown in Table. 1), for instance, Gümüş 

and Akbal (2016) calculated 81.1% for 250 mg/L phenol 

removal in the classical Fenton process with a starting pH of 

10, H2O2 concentration of 500 mg/L, and Fe2+ dosage of 15 

mg/L. However, the OC for this condition was 1.337 $/kg-

phenol. In the same study, Gümüş and Akbal (2016) 

calculated 93.3% for the electro-Fenton process for 250 mg/L 

phenol removal with an initial pH of 3, applied current of 0.9 

A, and Fe2+ dosage of 15.2 mg/L. On the other hand, the OC 

for this condition was 1.003 $/kg-phenol [53]. In another 

study, Amado-Piña et al., (2017) applied sequential ozone/EO 

process for 100 mg/L phenol removal, the optimum conditions 

were calculated as 100% phenol oxidation with initial pH 

http://www.journals.manas.edu.kg/


N.A.Akhtar, M.Kobya  / MANAS Journal of Engineering 13(1) (2025) 52-63 60 

 

   

 MJEN  MANAS Journal of Engineering, Volume 13 (Issue 1) © 2025 www.journals.manas.edu.kg 

 

value 7, BDD/SS as anode and cathode, applied current 

density 600 A/m2, EO process oxidation time 180 min, 

wastewater flow rate 0.05 mL/min, SEc concentration 0.1 M 

Na2SO4/L, and O3 concentration 5 mg/L [54]. In our study, the 

EO process was applied for phenol oxidation of 100% under 

optimum conditions (initial concentration of 100 mg 

phenol/L, initial pH of 7.6, BDD/SS as anode and cathode, 

applied current density 200 A/m2, and EO process oxidation 

time 50 min, SEc of 4 g NaCl/L). However, ENC and total OC 

for the study were calculated as 12.7 kWh/m3 (420 kWh/kg 

phenol) and 0.99 $/m3 (7.88 $/kg phenol), respectively.

 

Table 1. An overview of literature studies on phenol removal by different conventional processes. 

Treatment 

process 
Optimum values Re (%) 

Energy consumption 

and total OC 
References 

Fenton 
pH = 10, Ci = 250 mg/L, H2O2 concentration 

= 500 mg/L, Fe2+ dose = 15 mg/L 
81.1 

OC = 1.337 $/kg-

phenol  

[53] 

Electro-Fenton 

pH = 3, anode/cathode = Fe/Fe, Ci = 250 

mg/L, j = 0.9 A, t = 5 min, Fe2+ dose = 15.2 

mg/L, SEc = 1 g Na2SO4/L 

93.3 
OC = 1.003 $/kg-

phenol  

Electro-Fenton 

pH = 3, anode/cathode = nickel/carbon felt, 

Ci = 100 mg/L, j = 0.9 A, t = 90 min, Fe2+ 

dose = 20 mg/L 

95.2 - [55] 

O3-EO 

pH = 7, anode/cathode = BDD/SS, Ci = 100 

mg/L, j = 600 A/m2, t = 180 min, Q = 0.05 

mL/min, O3 = 5 mg/L, SEc = 0.1 M Na2SO4/L 

100 - [54] 

EO 
pH = 3.4, anode/cathode = graphite /graphite, 

Ci = 500 mg/L, j = 150 A/m2, t = 120 min 
59.4 

Cenergy = 111 kWh/kg-

phenol  
[56] 

EO 

pH = 3.4, anode/cathode = Ti/RuO2/SS, Ci = 

323 mg/L, j = 1190 A/m2, t = 180 min, SEc = 

10 g NaCl/L 

97.2 Cenergy = 162 kWh/m3 [57] 

EO 
pH = 5, anode/cathode = Pt/Ti, Ci = 90 mg/L, 

j = 91 A/m2, t = 1440 min 
99.9 Cenergy = 14 kWh/m3 [58] 

EO 

pH = 7.6, anode/cathode = BDD/SS, Ci = 100 

mg/L, j = 200 A/m2, t = 50 min, SEc = 4 g 

NaCl/L 

100 

Cenergy = 12.7 kWh/m3 

(420 kWh/kg-phenol), 

OC = 0.99 $/m3 (7.88 

$/kg-phenol) 

Present work  

4. Conclusion 

In this study, the removal of phenol from an aqueous solution 

using a BDD anode in the EO process was investigated. 

Different current densities, initial pH, phenol concentrations, 

and supported electrolyte concentrations were investigated. 

As the current density increased, the rate of phenol oxidation 

also increased. The most efficient results were obtained at a 

current density of 200 A/m2 and the initial pH of the aqueous 

solution (7.60). In this study, although the supported 

electrolyte helped to reduce the cell voltage in the study, it was 

found that the removal efficiency did not have a high effect 

when using the supported electrolyte at a concentration higher 

than 4 g NaCl/L. Under these conditions, 100 mg/L phenol 

oxidation was 100% in 50 min. The SEC and total OC 

required for the removal of 100 mg/L phenol concentration 

under optimum conditions (anode = BDD, j = 200 A/m2, pH 

= 7.60, SEc = 4 gNaCl/L) were calculated as 12.7 kWh/m3 

(420 kWh/kg phenol) and 0.99 $/m3 (7.88 $/kg phenol), 

respectively. The findings of the study show that the EO 

process using a BDD anode is a very efficient choice for 

phenol oxidation from an aqueous solution. The use of EO 

methods offers several advantages, such as user-friendly 

equipment, reduced treatment time, and economical costs of 

phenol oxidation. 
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A B S T R A C T  A R T I C L E  I N F O   

Mini channels have the potential to provide high heat transfer efficiency in a variety of 
applications. However, due to their small size, higher pressure drop occurs. Therefore, a balance 
needs to be established between heat transfer improvement and pumping power requirements. 
In the present study the effect of corrugated surface profile on heat transfer and flow 
characteristics were numerically investigated under turbulent flow conditions in a rectangular 
cross-section mini-channel through Computational Fluid Dynamics (CFD) simulations using 
the ANSYS Fluent 2019 software. The study employed. The mini-channel had a total length of 
26 mm, with the left and right side walls consisting of 3 mm straight sections at the inlet and 
outlet, and a 19 mm corrugated section in the middle while the top and bottom sides are straight 
end to end. Optimum values for heat transfer and pressure drop were investigated through CFD 
analyses by varying the profile of the corrugated section of the side walls between 0.5, 1 and 2 
mm for air and water fluids. It was determined that the pressure drop for air varied between 
approximately 850-1250 Pa whereas for water it varied between 1300-1900 Pa. The Nusselt 
number increased by 3.27% for air, from 12.2 to 12.6, and for water, it increased by 2.17%, 
from 13.36 to 13.65. Results showed that the corrugated surface improved heat transfer by 
increasing turbulence and mixing with the flow, but also significantly increases the pressure 
drop. 
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1. Introduction 

In various systems, such as heat exchangers, nuclear reactors, 
and distillation units, mass and heat transfer occur along the 
walls of ducts where fluids flow. The fluid passage medium 
can be influenced by the cross-section of the channel as the 
volumetric flow passes over it, affecting the transfer 
processes. The utilization of smaller-sized channels, such as 
mini- and micro-channels, presents a significant opportunity 
to enhance heat transfer efficiency in various applications [1]. 
Mini-channels are channels that are larger than micro-
channels, but with a hydraulic diameter typically between 0.1 
mm and 6mm. They offer a balance between the high 
efficiency of micro-channels and the easier manufacturing of 
larger channels. Mini-channels play a crucial role in 
enhancing heat transfer efficiency in various applications. 
While smaller channels offer improved heat transfer 

efficiency, they also result in a higher pressure drop per unit 
length. It is therefore necessary to keep a balance between heat 
transfer enhancement and pumping power requirements [2]. 
 
In automotive applications, as a result of miniaturization, the 
size of radiators and evaporators has become crucial to 
achieving an optimal balance between the pumping power 
requirements, heat transfer efficiency, and cleaning of the 
entire system. Specifically, the dimensions of these 
components are often reduced to the millimeter scale to 
maximize cooling performance while minimizing energy 
consumption. Similarly, in building air conditioning 
applications, advancements in thermal management systems 
now allow for the integration of electronic and 
microelectronic cooling solutions with centralized HVAC 
systems. Such integrations have been particularly important 
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for the equipments where a stable thermal environment is 
critical for operational efficiency, such as  server rooms [3]. 
These developments and associated integrations increase the 
demand for compact and efficient cooling technologies across 
various applications. 

Increased power density along with minituarization of 
electronic devices brought on the need for an effective thermal 
management in electronic components as high temperatures 
have great negative impact on performance and life of 
electronic devices [4]. Therefore, compact cooling systems, 
especially those made using micro and mini channels, have 
become an important research topic since they offer higher 
heat transfer efficiency compared to traditional air-cooled 
methods [5]. 

Mini channels typically have hydraulic diameters ranging 
from 1 to 10 mm and provide effective heat transfer thanks to 
their high surface-to-volume ratio [6]. In this study, a mini 
channel array with straight and reversely arranged 
semicircular bends was investigated as a heat sink for cooling 
electronic components. The reason for choosing this particular 
configuration is that the vortices formed with the change of 
direction of the flow increase the heat transfer coefficient and 
provide a more homogeneous temperature distribution. 

Many studies have been conducted in the literature on the heat 
transfer of mini channels with similar structures. For example, 
Kandlikarand Grande [7], in their studies examining the effect 
of mini channel geometry on heat transfer, showed that the 
flow regime in micro-scale channels exhibits different 
characteristics compared to traditional channels. In addition, 
Leeand Garimella [8] presented a detailed analysis of the flow 
and heat transfer characteristics in cooling systems using mini 
channel arrays. 

Harley et al. [9] measured the friction factor (Cf) in multi-
sided and square-section micro-channels. Experimentally, 
they found that Cf was 49 for square channels and 512 for 
multilateral channels. Pengand Peterson [10] experimentally 
revealed that the transition to turbulent flow starts in the range 
of Reynolds 200–700, and the full turbulent transition is 
reached at Reynolds 400–1500. They also observed that 
Reynolds decreases as the microchannel becomes smaller. 
Pengand Wang [11] concluded that this feature is due to the 
thermo-physical properties of the fluid due to the high heat 
flux in the micro-channels. 

Shahand London [12] demonstrated that equilateral triangular 
cross-section micro-channels can lead to a 17% reduction in 
the friction factor for developed laminar flow at constant heat 
flux, despite a 27% penalty in the Nusselt number. This 
finding highlights the trade-off between friction factor 
reduction and Nusselt number in micro-channels with specific 
geometries. Additionally, Steinkeand Kandlikar [13] 
discussed the ongoing research on the validity of friction 
factor theory for microchannel flows based on conventional-
sized passages. This suggests that there is still active 

exploration and debate regarding the applicability of 
traditional friction factor theories to microscale flows. 
Moreover, research by Wang et al. [14] indicated that adding 
ribs to micro-channels can enhance heat transfer performance 
but inevitably increases the friction factor. The study found 
that the friction factor increased significantly for micro-
channels with rectangular, triangular, and semicircular ribbed 
configurations compared to smooth micro-channels. This 
emphasizes the impact of channel modifications on friction 
factor values. 

Comparison of numerical calculations of flow in trapezoidal 
channels for flows with Reynolds numbers below 600 showed 
a good match between numerical and experimental results, 
although inflow effects can be seen in very short channels 
[15]. 

Heat transfer research on mini-channels has received 
significant interest due to the potential for enhanced heat 
transfer efficiency in compact systems. Mini-channels 
improve heat transfer in two primary ways: by increasing the 
heat transfer coefficient through their small dimensions and 
reducing resistance on airflow due to their flat orientation 
[16]. Research has explored various aspects of mini-channel 
heat transfer, including the impact of different geometrical 
designs on heat transfer rates, with a particular emphasis on 
the use of different fluids to improve heat transfer efficiency 
[17]. Additionally, investigations into the effects of roughness 
on laminar heat transfer in additive manufactured mini-
channels have shown that roughness can indeed enhance heat 
transfer performance [18]. 

Alterations to channel walls, such as the introduction of ribs 
or wavy patterns, can significantly influence heat transfer 
processes. Research has shown that the integration of ribbed 
surfaces in heat exchangers has been widely adopted to 
enhance convective heat transfer and overall thermal 
efficiency [19]. The addition of ribs can also lead to a 
substantial increase in the friction factor [20]. Furthermore, 
ongoing research explores the validity of traditional friction 
factor theories for mini- and micro-channel flows, 
highlighting the intricate relationship between channel 
geometry, modifications, and their impact on friction factors 
and heat transfer performance in diverse fluid systems. On the 
other hand, the incorporation of porous inserts in channels can 
significantly enhance convective heat transfer while 
moderately increasing flow resistance [21]. The application of 
nanofluids and unique channel geometries, such as triangular 
wavy channels, under pulsating flow conditions has been 
investigated to understand their impact on heat transfer and 
pressure drop characteristics [22].  

Alhamid et al. [23] conducted a study on the effect of 
turbulators on thermal flow and heat performance in a 3D 
pipe, exploring different concavity diameters with corrugation 
and twisted tape configurations. This research aimed to 
improve heat transfer efficiency through innovative design 
modifications. Similarly, Al‐Obaidi et al. [24] studied flow 
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field and heat transfer enhancement using a combination of 
corrugated tubes with a twisted tape within a 3D circular tube 
based on different dimple configurations. 

Mezaache et al. [25] investigated mixed convection and 
entropy production of nanofluid flow in a corrugated channel 
using a two‐phase mixture model, exploring corrugation 
profiles with trapezoidal, sinusoidal, and triangular shapes. 
Additionally, Haj Maideenand Somu [26] analyzed the design 
and performance of a double-pipe heat exchanger with new 
arrangements of corrugated tubes using honeycomb 
arrangements, focusing on convective heat transfer and 
friction factor of Al2O3-water nanofluid in helically 
corrugated tubes. 

Choudharyand Ray [27] conducted a numerical study on 
combined convection heat transfer flow in a porous corrugated 
enclosure, investigating the influence of the Grashof number 
on heat transfer efficiency. Sruthi et al. [28] performed a 
comparative analysis of the corrugation effect on the 
thermohydraulic performance of double‐pipe heat 
exchangers, focusing on the effectiveness of helically 
corrugated tubes in enhancing convective heat transfer. 

Songand Wang [29] have emphasized the importance of 
secondary flows to enhance heat transfer performance while 
minimizing pumping power requirements and thermal 
resistance. Additionally, specialized channel designs, such as 
corrugated channels, has been shown to significantly enhance 
heat transfer. 

Microelectronic equipment with various applications, such as 
personal computers, servers, general diodes, etc., has been 
proposed to increase the intensity of the transmitted heat flow 
to higher values, thus increasing the once very large and 
unattainable figure of 200 watts per square centimeter of 
transmitted heat, has now become a normal or even small 
amount. As a matter of fact, heat transfer rate is over 600 watts 
per square centimeter today. In addition, the temperature 
difference required to carry out the heat transfer process is also 
decreasing by a few degrees Celsius. These high amounts of 
heat transfer require that the dimensions of the micro-channels 
be greatly reduced so that they can be well matched to the 
components of the cooling system and thus improve the 
movement of the fluid from the heat source [30]. 

In this research, therefore, a 26-mm-long mini-channel was 
designed with a 3 mm straight upstream part, a 20-mm central 
part with corrugated side walls, and another 3mm straight 
downstream part. These channels are capable of being coupled 
with each other, by being putting together one straight and one 
reversed, to form wider arrays of mini-channels to function as 
a heat sink as shown in Figure 1. 

 
Figure 1. Heat sink consisting of array or mini-channels 
 

In this respect, the effect of a channel geometry on the flow 
characteristics and cooling performance was numerically 
investigated for certain input parameters and boundary 
conditions. While previous research has explored the 
influence of various geometric modifications on thermal 
performance, the channel configuration is unique in terms of 
wall structure, dimensions, arrangement, and profile. 
Computational Fluid Dynamics (CFD) simulations were 
conducted using ANSYS Fluent software to evaluate the 
impact of these modifications on pressure drop, Nusselt 
number, and velocity distributions for both air and water as 
working fluids. The findings contribute to a deeper 
understanding of how surface profiling can enhance heat 
transfer efficiency while minimizing energy losses in practical 
engineering applications. 

2. Materials and Methods 

2.1. Governing Equations 

The integral form of continuity laws is valuable for analyzing 
the overall behavior of flow fields, while a deeper 
understanding of flow field specifics necessitates the use of 
the differential form of fluid motion equations. The governing 
equations for heat transfer in differential form involve 
conservation of mass, momentum and energy [31; 32]. First, 
the assumptions governing the problem are examined:  

Turbulent flow. 
 The physical properties of the fluids are constant. 
 The fluid is incompressible, Newtonian and viscous. 
 No-slipwall condition was applied to the 

computational domain to ensure that the velocity at 
the solid-fluid interface is zero, in accordance with 
the standard assumptions of viscous flow [33]. 

 Constant heat flux to the bottom wall without 
corrugation. 

 No heat loss from external surfaces 
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Considering the flow in mini-channels of rectangular cross-
section, similar to the flow between two parallel planes, the 
equations governing the flow are simplified to the following 
forms. 

The continuity, momentum and energy equations governing 
the problem are as follows [34]: 
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The energy equation is: 
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This model is well suited for confined flows. It is also suitable 
for deceleration and sudden separation flows with pressure 
gradients. The concept of turbulent viscosity is also used in 
the solution. 
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(5)

2.2. Geometric Model and Boundary Conditions 

The geometric model consists of a rectangular mini-channel 
with corrugated side walls. The geometric parameters of the 
model used in this study is given in Table 1. 

Table 1. Design parameters 
Parameter Notion Value 
Height of the channel H 5mm
Width of the channel W 6mm
Corrugation radius r 0.5mm
Corrugation pitch  1 mm 
Upstream section U 3mm
Corrugated Central section  C 20mm
Downstream section D 3mm
Pitch-to-width ratio /W 0.200 
Pitch-to-length ratio /H 0.167 

 

The drawing of the duct geometry to be analyzed was drawn 
with the Solidworks program and then these geometries were 
exported to the ANSYS Workbench program and the mesh 
structure was created in this program. Since the duct geometry 
examined in this study is symmetrical, the channel geometries 
were drawn square and the mesh structure was created 
accordingly. Figure 3 shows the mesh structure created for the 
analysis of the channel geometry. A symmetry boundary 
condition was applied at the mid-plane of the mini-channel to 
reduce computational cost and ensure an accurate 
representation of flow characteristics. The symmetric plane 
divides the geometry into two equal halves along the 
longitudinal axis, assuming identical flow behavior on both 
sides of the plane [35]. 

 
Figure 2. Channel geometry and boundary conditions 
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Figure 2 illustrates the computational domain of the mini-
channel, including all relevant boundary conditions and 
dimensions. The total length of the mini-channel is 26 mm, 
with a 3 mm straight section at the inlet, a 20 mm corrugated 
section in the middle, and another 3 mm straight section at the 
outlet. The corrugated wall introduces periodic disturbances 
to the flow, enhancing turbulence and heat transfer.  

The boundary conditions for the computational domain were 
adopted as follows:  

Inlet boundary 
conditions 

Wall boundary 
conditions 

Outlet boundary 
conditions 

𝑢 ൌ 𝑢௜௡ u ൌ 0 
𝜕∅
𝜕n

ൌ 0,

∅ ൌ u, v, p, 𝑘, ω 

v ൌ w ൌ 0 v ൌ 0 
𝜕𝑢
𝜕𝑥

ൌ
𝜕𝑣
𝜕𝑥

ൌ
𝜕𝑤
𝜕𝑥

ൌ 0 

𝑇௜௡ ൌ 293.15k q ൌ qwall 
𝜕𝑇௙

𝜕𝑥
ൌ 0 

𝑘 ൌ 𝑘௜௡  
𝜕𝑘
𝜕𝑥

ൌ 0 

𝜔 ൌ 𝜔௜௡  
𝜕𝜔
𝜕𝑥

ൌ 0 

 

In order to reduce the computational cost and also maintain 
accuracy, a symmetry boundary condition is applied along the 
mid-plane of the channel, effectively. The walls are treated as 
no-slip boundaries, and a constant heat flux of 200 kW/m2 is 
imposed on the bottom wall to evaluate heat transfer 
performance. 

2.3. Meshing and Numerical Solution 

In this study, tetrahedral mesh elements were used during the 
creation of the examined duct geometry. The meshed model 
consisted of about 8 million elements. In order to calculate the 
distance of the first mesh element from the wall, the value of 
(y+) was initially chosen as 5. After finding the distance of the 
first mesh element from the wall, twenty layers were drawn in 
the regions close to the wall with a growth rate of 1.2. Thus, 
in order to calculate and examine the regions close to the wall 
more precisely, the mesh structure was densified in the regions 
close to the wall. 

 

a

b

 
Figure 3. (a) Meshed model in top view of the right side-wall (b) 
Close-up view of near wall zone with mesh refinement 
 

As seen in Figure 4, a grid independence test was conducted 
to verify that the results were not sensitive to mesh refinement. 
Five different mesh sizes (coarse, medium, fine, finer, and 
extra fine) were tested, and the variation in the Nusselt number 
and maximum temperature was monitored. The deviation was 
found to be within 1.2%, confirming the adequacy of the 
selected grid resolution. 

 
Figure 4. Grid independence based on variation of Nu and T at 
different meshes at Re 2300 

The flow near the wall is analyzed according to the general 
characteristics of our geometry. Since the Reynolds range is 
small and the flow is limited, the k-ω and k-ε methods give 
the best response. 

The flow structure in the created duct geometry was analyzed 
using numerical calculation techniques. No data were 
obtained with any experimental setup. Computational fluid 
dynamics (CFD) simulations and data were obtained using the 
ANSYS FLUENT CFD software. The geometries analyzed 
using the ANSYS FLUENT program were first drawn with 
the Solidworks CAD software, and then the mesh structures 
for these geometries were created in the Mesh Structure 
Creation module of the ANSYS Workbench in accordance 
with ANSYS FLUENT.  
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Turbulent fluid motion represents a dynamic flow state 
characterized by random variations in flow quantities across 
both space and time, such that a statistically significant mean 
can hardly be distinguished [36]. Notably, the k-ω turbulence 
models, developed primarily for aerospace applications 
involving intricate geometries and phenomena, offer a more 
straightforward foundation compared to the k-ɛ turbulence 
model pioneered by Wilcox. These models present a key 
advantage in that they allow for the resolution of equations 
down to the viscous substrate, a capability not always 
achievable with k-Ɛ models. Among the widely utilized k-ω 
turbulence models are the standard k–ω turbulence model and 
the SST k-ω turbulence model, each offering unique insights 
into turbulent flow behavior. k - ω models are said to be based 
on much simpler foundations than the k-ɛ turbulence model 
[37].  The k-ω turbulence models were originally developed 
for aerospace applications with very complex geometries and 
phenomena. An important advantage of k-ω turbulence 
models over k- turbulence models is that the equations can 
be solved down to the viscous sub layer [38; 39]. The most 
widely used k-ω turbulence models are the standard k–ω 
turbulence model and the k-ω SST turbulence model. 

The standard k-ω turbulence model incorporates the effects of 
low Reynolds number and compressibility effects into the 
calculations.  The standard k-ω turbulence model is an 
empirical model based on the transport equations related to the 
turbulent kinetic energy (k) and the specific energy dissipation 
(ω). As the k-ω turbulence model has been evolving over the 
years, production terms have been added to the transport 
equations for k and ω that improve the prediction of free shear 
flows [40]. 

Due to its proven ability to accurately predict flows involving 
adverse pressure gradients and flow separation, which are 
likely to occur in corrugated or duct-like geometries, the k–ω 
SST model offers superior near-wall treatment by blending the 
k–ω model near walls with the k–ε model in the free stream, 
thus providing improved accuracy for wall-bounded turbulent 
flows. This makes it particularly suitable for the present study 
where capturing wall effects and pressure-induced separations 
is critical. The model has also been widely validated in similar 
studies involving duct flows and heat transfer enhancement 
with surface irregularities. 

Transport equation for turbulence kinetic energy (k); 
 

 𝜕ሺ𝜌𝑘ሻ
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Transport equation for specific energy dissipation (ω): 
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(7)

In Equations (5) and (6), Pk is the production of turbulence 
kinetic energy (k), Pω is the production of specific energy 
dissipation (ω), Γk and Γω are the effective propagation power 
terms of turbulence energy (k) and specific energy dissipation 
(ω), respectively. The terms Yk and Yω are the turbulence-
induced dissipation of the turbulence kinetic energy (k) and 
the specific energy (ω), respectively. 

In the study a steady-state turbulent flow condition was 
considered through the mini-channel, time-dependent terms 
were not included in the final numerical formulation. The 
solution was obtained using the SIMPLE algorithm for 
pressure-velocity coupling, and second-order upwind 
discretization was applied to convective terms to enhance 
accuracy. 

Therefore, the k and ω equations can be re-written for the 
steady-state solution as follows: 
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(9)

The convergence criteria were set to ensure numerical stability 
and solution accuracy. The residual values for continuity, 
momentum, and energy equations were monitored throughout 
the iterations, with a convergence threshold of 10⁻⁶ for the 
energy equation and 10⁻⁴ for other governing equations. The 
solution was considered converged when the residuals fell 
below these limits and when the temperature and velocity 
fields no longer exhibited significant variations between 
consecutive iterations. 

The representation of the results of solution as well as the flow 
characteristics and heat transfer, some parameters and 
variables are needed. For a comprehensive analysis of the 
thermal and hydrodynamic performance of the mini-channel 
independent of geometric and operating conditions, key 
dimensionless parameters are handy. 

The Reynolds number is a fundamental parameter that 
determines the flow regime within the mini-channel. It is 
defined as [41]: 

 
𝑅𝑒 ൌ

𝜌𝑈𝐷௛

𝜇
 (10)

For the present study, the entrance velocity and fluid 
properties define the Reynolds number, which determines 
whether the flow is laminar (Re<2300), transitional 
(2300≤Re≤4000), or turbulent (Re>4000).  

Since mini-channels often operate near transitional 
conditions, special care must be taken in selecting appropriate 
heat transfer correlations. 
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The Nusselt number quantifies the convective heat transfer 
enhancement relative to conduction across the fluid. It is given 
by [42]: 

 
𝑁𝑢 ൌ

ℎ𝐷௛

𝑘
 (11)

where h is the convective heat transfer coefficient, k is the 
thermal conductivity, and Dh is the hydraulic diameter 
calculated by [43]: 
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ൌ
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 (12)

A higher Nu value indicates more efficient convective heat 
transfer. Turbulent flow conditions require empirical 
correlations such as Gnielinski’s [44] or Petukhov’s [45]. 

For hydrodynamically and thermally developing flow in a 
duct or channel, Shahand London [12]  proposed a correlation 
for the Nusselt number: 

 
𝑁𝑢 ൌ 3.66 ൅

0.0668 ⋅ ሺ𝐷/𝐿ሻ ⋅ 𝑅𝑒 ⋅ 𝑃𝑟
1 ൅ 0.04 ⋅ ሾሺ𝐷/𝐿ሻ ⋅ 𝑅𝑒 ⋅ 𝑃𝑟ሿଶ/ଷ (13)

Where Prandtl number is [34]: 

 Pr ൌ
𝜇𝑐௣

𝜆
 (14)

Since the mini-channel modeled in this study has micro-scale 
features, modified correlations are better for accounting for 
entrance effects, wall roughness, and scale-dependent thermal 
effects. Another approach is to modify the Gnielinski 
correlation by interpolating between the laminar and turbulent 
regimes: 

 
𝑁𝑢 ൌ ሺ
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2
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൅ ሺ
𝑅𝑒 െ 2300

4000 െ 2300
ሻଶሻ 

(15)

In mini-channels, Nu also depends on surface roughness and 
flow acceleration effects. Until Coulomb’s experiments in 
1800, the effect of surface roughness on frictional resistance 
was not known. Later, Prandtl’s student Nikuradse simulated 
roughness by gluing uniform grains of sand onto walls of 
pipes, measured pressure drops and flow rates in these pipes, 
and examined the variation of the coefficient of friction with 
Reynolds number. According to Nikoradze’s results, it can be 
concluded that flows in the approximate range (Y+) between 
12 and 250 have a strong relationship with the geometry of the 
channel and the best place to investigate the geometry is in 
this range. As a result of his investigations, he found that the 
coefficient of friction is not affected in laminar flow, but in 
turbulent flow, friction increases with the relative roughness 
ε∕d after a certain initial point  and can be calculated as follows 
[46]: 

 1
𝑓଴.ହ ൌ െ2𝑙𝑜𝑔 ቈ

𝜀
𝑑ൗ

3.7
൅

2.51
𝑅𝑒 𝑓଴.ହ቉ (16)

The Fanning friction factor, which is used in heat transfer and 
CFD studies, characterizes the pressure loss due to viscous 
effects and is defined as [47; 48]: 

 
𝑓 ൌ

Δ𝑃𝐷௛

2𝜌𝑈ଶ𝐿
 (17)

For laminar flow, the theoretical friction factor for a smooth 
duct is: 

 𝑓 ൌ 16/𝑅𝑒 (18)

In turbulent conditions, however, empirical relations such as 
the Blasius equation apply.  

Considering the relative roughness coefficient ε∕d and 
Reynolds number, the effect of surface roughness is not a 
matter of discussion in the present study. Nonetheless, the 
corrugation profile on the sidewalls of the mini-channel act as 
surface roughness, and can cause turbulent flow to occur by 
strengthening instability in the flow. 

 
Figure 5. Effective roughness in the channel 

Figure 5 shows critical Reynolds diagram against normalized 
channel length. With the help of different results obtained 
from experimental solutions, it is seen that the more the 
roughness in the channels, the less Reynolds reaches the 
turbulent flow. Besides, mini-channels exhibit entrance 
effects and possible micro-scale flow deviations that also 
induce turbulence in smaller Reynolds numbers. 

As seen in Figure 5, corrugated surfaces can lower the critical 
Re significantly from about 2300 to some 700 depending on 
the amplitude, wavelength and shape of the corrugation as 
well as the type of the fluid and flow geometry. 

A validation of numerical results is often necessary due to 
these mentioned peculiarities of mini-channels.  

The pressure drop for the flow in the corrugated mini-channel 
is: 

 
Δp ൌ 𝑃௜௡ െ 𝑃௢௨௧ ൌ 𝑓

ሺx௘ െ x௦ሻρu௜௡
ଶ

2Dh
 (19)

To assess the combined impact of heat transfer enhancement 
and pressure drop, the thermal performance factor is used [41; 
43]: 
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ሺ𝑓/𝑓଴ሻଵ/ଷ  (20)

where Nu0, and f0 are the baseline Nusselt number and 
friction factor for a conventional smooth channel. Thermal 
performance factor accounts for heat transfer enhancement 
relative to the increase in pressure drop through comparison 
across studies by normalizing against a baseline case, 
typically a smooth channel. This metric is best for comparing 
channels with different enhancement techniques but similar 
Reynolds numbers. A value of η>1 indicates that the proposed 
mini-channel geometry provides an overall thermal 
improvement. 

As stricter version of 𝜂, Performance Evaluation Criterion 
ሺPECሻ, which penalizes pressure drop more than 𝜂, is also 
used when comparing energy-efficient cooling solutions 
across different studies [49; 50]: 

 
𝑃𝐸𝐶 ൌ

ሺ𝑁𝑢/𝑁𝑢଴ሻ
ሺ𝑓/𝑓଴ሻ

 (21)

Another metric is Bejan number (Be) which evaluates the heat 
transfer enhancement against frictional losses. Greater Be 
indicates greater entropy generation due to friction and hence 
less efficiency. It is mostly preferred in analyzing heat transfer 
irreversibility in micro- or mini-channels and is best for 
comparing cooling strategies in thermodynamic optimization 

 
𝐵𝑒 ൌ

𝑓
𝑅𝑒 ⋅ 𝑃𝑟

 (22)

For a more flow-sensitive way of evaluation that accounts for 
both convective heat transfer and pressure drop, Modified 
Thermal-Hydraulic Factor (Θ) is often preferred to compare 
studies with different flow conditions or cases where Re varies 
significantly: 

 
Θ ൌ

𝑁𝑢

ඥ𝑓𝑅𝑒
 (23)

For small-sized thermal systems such as compact heat 
exchangers, Colburn Factor-to-Friction Factor Ratio (𝑗/𝑓) is 
used to evaluate heat transfer efficiency per unit pressure drop 
[34; 51]: 

 𝑗
𝑓

ൌ
𝑁𝑢

𝑅𝑒𝑃𝑟ଵ/ଷ𝑓
 (24)

3. Results and discussion 

This study investigates how turbulence intensity and 
turbulence length scale affect heat transfer and flow 
characteristics for different geometries and different flow 
types using computational fluid mechanics. In many real 
flows, long and flat surfaces are encountered. Examples of 

situations where the boundary layer is formed on long and flat 
surfaces are flow over a ship hull, flow over a submarine hull, 
flow over aircraft wings, atmospheric flow over flat terrain. 
The flow characteristics over long and flat surfaces in 
engineering problems are similar to the flow over a flat plate. 
Therefore, understanding the flow on a flat plate is important 
for understanding the flow characteristics on long and flat 
surfaces in engineering problems. 

 

a

b

Figure 6. Turbulent flow velocity profile in the channel at Re 2300 
a) air b) water 

The standard k-ɛ, k-ω, RNG k-ɛ and SST models are 
compared among themselves and it can be concluded that the 
k-ω turbulence model gives better results than the other 
models, although the RNG k-ɛ model shows close 
performance. The velocity profile obtained from the graph for 
Reynolds 2300 and lambda 1000 micrometer range can be 
seen as follows. The longitudinal curvature in the velocity 
contours through the channel can also be seen below. 

When the CFD velocity profiles for turbulent flow through the 
channel, given in Figure 6, are compared for air and water; it 
is clearly visible that the velocity profile for air shows a high-
velocity core region (in red) concentrated in the longitudinal 
center part of the channel and that the velocity gradually 
decreases towards the walls, with blue regions indicating low-
velocity zones at the pits (valleys) and relatively-higher low-
velocity zones at the hills (crests). Flow is relatively uniform 
in the central region but shows deceleration near the 
corrugated surfaces, which suggests that the presence of 
corrugation creates higher resistance to the flow. 

The fluid temperature distribution is shown as shown in 
Figure 7.  
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a 

b 

Figure 7. Fluid temperature distribution through the channel at Re 
2300 a) air b) water 
 

Comparing air and water, the transition of the profile from 
high- to low-velocity is more gradual for water than air and 
the deceleration near the walls is less steep than that of air. It 
is also notable that the effects at the entrance and exit are less 
pronounced for water and it could maintain a relatively-stable 
flow profile despite the corrugated surfaces, which indicates 
that water has a higher momentum due to its greater density 
and therefore the effect of corrugation on the flow profile is 
less. Likewise, air is more susceptible to flow disturbances 
and exhibits sharper gradients due to its lighter density and 
viscosity as manifested by sharper velocity gradient near the 
walls. 

As seen in Figure 7, the temperature distribution for air shows 
a high-temperature region near the corrugated wall (in red) 
and a gradual transition to lower temperatures towards the 
centerline (in blue). The temperature gradient is steeper in air 
due to having lower thermal conductivity, lower specific heat 
capacity, and lower density. Air heats up more rapidly than 
water and exhibits a steeper temperature gradient which 
implies rapid cooling of the air as it moves through the 
channel. The high-temperature zone in water is more 
extensive and the temperature gradient is gentler due to its 
higher specific heat capacity, which suggests that water 
absorbs and distributes heat more uniformly and therefore 
maintains a higher temperature over a larger area. These 
findings clearly show the critical importance of fluid 
properties in determining thermal performance in corrugated 
channels. 

 

 

 

 

a

b

Figure 8. Streamlines through the channel at Re 2300 a) air and b) 
water  
 

The streamlines of flow through the channel, shown in Figure 
8, is also important to evaluate the distinct flow behaviors for 
air and water. With streamlines maintaining a relatively 
straight path, both fluids exhibit a high-velocity, undisturbed 
core region (red and yellow) through the central part of the 
channel. However, near the corrugated walls, both air and 
water show significant distortion of streamlines and the 
presence of secondary flow zones with recirculation. These 
recirculation zones, in blue (lower velocity), indicate areas of 
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turbulence and mixing induced by the interaction with the 
corrugated surfaces. 

For air flow, the high-velocity core remains largely 
undisturbed, ensuring efficient flow through the channel’s 
center. However, the interaction with the walls generates 
vortices and turbulence, which could enhance mixing and heat 
transfer efficiency but also increase flow resistance. Water 
flow demonstrates similar characteristics, with a stable high-
velocity core and pronounced recirculation zones near the 
walls. While secondary flows occurred in both air and water, 
stronger and more complex secondary flow patterns occurred 
in water due to its higher viscosity and density. While this 
might seem counterintuitive as air was mentioned above as 
more susceptible to flow disturbances, higher density leads to 
stronger inertial forces that contribute to the development of 
secondary flows and higher viscosity promote secondary 
flows due to increased shear stresses at the tube walls. 

The most important comparison and validation parameter for 
ducts is the pressure drop. The Reynolds number is 2300 and 
the results of the pressure drop obtained from ANSYS Fluent 
are shown as follows 

 
Figure 9. Variation of pressure drop through the normalized 
channel length 
 

Pressure drop increases with the size of wall roughness. As 
can be seen in Figure 9, the values of pressure drop reaches 
approximately to 1150 Pa for air and 1900 Pa for water, with 
an uptrend along the normalized channel length. The pressure 
drop that water experiences is significantly higher compared 
to air due to higher density and viscosity of water, which result 
in greater shear stress, hence greater resistance to flow. The 
increased pressure drop for water indicates a higher energy 
requirement for pumping the fluid through the channel, which 
is an important consideration. 

In their smooth walled micro-channel with a Dh of 1mm, 
Quand Mudawar [6] reported a pressure drop ranging between 
0.5 to 1.5 kPa.  

 
Figure 10. Variation of Nusselt number through normalized 
channel length 

From Figures 9 and 10, it can be seen that the Nusselt number 
for both air and water show a slight decrease along the channel 
length that corresponds to the gradual increase in the 
development of flow, decreasing by 28% from about 10.54 to 
7.56. While the Nusselt number for water is consistently 
higher than that for air, ranging from about 19.17 to 11.55, 
corresponding to a 65% decrease. In the upstream section, 
both water and air exhibit relatively high Nusselt numbers 
thanks to the strong convective heat transfer due to thin 
thermal boundary layer. As the fluid progresses downstream, 
the Nusselt number gradually decreases as a result of the grow 
in thermal boundary layer that induce a reduction in the 
overall heat transfer efficiency. The periodic corrugation 
along the sidewalls improves heat transfer by disrupting the 
boundary layer and enhancing local mixing. However, as the 
flow develops, the influence weakens and Nusselt number 
approaches to a stable figure. 

Comparing the two fluids, water exhibits consistently higher 
Nusselt numbers than air, which is attributed to its superior 
thermal conductivity and Prandtl number. Despite this 
difference in magnitude, both fluids follow a similar trend in 
heat transfer behavior, suggesting that the enhancement 
mechanism due to corrugation affects them in a comparable 
manner. The steeper decline in the Nusselt number near the 
channel entrance implies that the flow is in the thermal 
entrance region, where boundary layer development is still in 
progress. As the normalized channel length increases, the 
boundary layer thickens, and the flow transitions toward a 
more thermally developed state, where the Nusselt number 
stabilizes. 

As shown in Figure 11, the Nusselt number and pressure drop 
data obtained in a rectangular mini channel with corrugated 
side walls at different Reynolds numbers clearly demonstrate 
the effects of the flow regime and fluid properties on heat 
transfer and flow resistance.  
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Figure 11. Variation of Nusselt number through normalized 
channel length 

The results show that the Nusselt number for both water and 
air increase significantly with the increase in Reynolds 
number. This increase can be explained by the thinning of the 
thermal boundary layer and the strengthening of convective 
heat transfer due to the intense interaction of the fluid with the 
channel walls at higher flow rates. Water showed higher 
Nusselt numbers than air at all Reynolds numbers. This is 
related to the higher thermal conductivity and Prandtl number 
of water and shows that the heat transfer capacity of water is 
more effective than air. On the other hand, the pressure drop 
for both air and water increased significantly with the increase 
in Reynolds number. Water causes more pressure loss than air 
due to its low viscosity and high density. Especially at 
Re=3000, ΔP for water reaches approximately 4500 Pa, while 
this value remains around 1800 Pa for air. This situation 
causes the need for more pumping power in return for the high 
heat transfer advantage. 

As a result, while the heat transfer enhancing effect of the 
corrugated sidewall structure becomes especially evident at 
low and medium Reynolds numbers, increased pressure losses 
at high Reynolds numbers can become a factor that can limit 
the overall efficiency of the system. Therefore, it is clear that 
in systems where such structures will be applied, pump costs 
should be taken into consideration in addition to the targeted 
cooling performance. In this context, the use of non-
dimensional parameters such as performance evaluation 
criteria (PEC) can provide a balanced optimization of both the 
thermal and hydraulic efficiency of the system. 

The results demonstrated that corrugated sidewalls in mini-
channels can be an effective strategy for enhancing convective 
heat transfer while maintaining an acceptable pressure drop. 
These findings contribute to the design of high-performance 
heat sinks for electronic cooling applications, where compact 
and efficient heat dissipation is crucial. 

To ensure the accuracy and reliability of the numerical 
simulations, the results were compared with experimental and 
numerical studies in the literature detailed in Table 2. The 

Nusselt number and pressure drop values were compared with 
the findings of Karabulut [52] and Sadighi Dizaji et al. [53]. 

Sadighi Dizaji et al. [53] experimentally investigated the tubes 
with corrugated surface profile in double pipe heat 
exchangers. They evaluated the inner and outer tubes as 
concave and convex separately (Figure 12) and reported that 
corrugated tubes provide significant increase in the 
performance of the heat exchanger compared to straight tubes. 
These results support the findings obtained in our study. 

 
Figure 12. Smooth and corrugated pipes used in a DPHE [53] 
 

Both studies examine the effects of surface geometry on heat 
transfer and flow properties. Both studies show that 
corrugated surfaces and surface roughness improve heat 
transfer by increasing flow mixing, but this also significantly 
increases pressure drop. In this context, both studies 
emphasize the need to strike a balance between increased heat 
transfer and pumping power requirements. 

When various groove profiles are compared (Figure 13), it is 
seen that the cylindrical groove geometry maintains high 
thermal performance coefficients, especially at high Reynolds 
values. 

 

 
Figure 13. Thermal performances of various grooved pipes and 
channels [54] 
 

Considering Bilen et al. [54] and our study, both investigate 
the effects of surface geometry on heat transfer and flow 
properties under turbulent flow conditions. Both studies 
emphasize the importance of optimizing the balance between 
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heat transfer enhancement and energy losses and reveal the 
critical role of surface geometry on thermal performance.  

Similarly, the results obtained by Sui et al. [55], who 
investigated the fluid flow in microchannels with different 
wave profiles, show that microchannels provide better heat 
transfer performance compared to straight channels.  

 

a 

b 

Figure 14. Temperature distribution along the wavy micro channels 
(a) Re=300, (b) Re=400 [55] 
 

Sui et al. [55] and the present study, both of which investigated 
the effect of surface geometry on heat transfer and flow 
characteristics in small-scale mini channels, emphasize that 
optimized surface geometry is a critical design element to 
improve heat transfer while reducing energy losses. As can be 
seen in Figure 14, the temperature profile is very similar to 
what observed in the numerical simulation presented in Figure 
14. 

Harikrishnanand Tiwari [56] studied the fluid flow in the 
streamwise and spanwise corrugated channels for fixed 
channel width and height and compared them in terms of Nu 
and friction coefficients. The results showed that the turbulent 
kinetic energy occurs at higher values in the YZ plane in the 
transverse corrugated channel. (Figure 15). 

  

  
Figure 15. Turbulent kinetic energy in the YZ-plane in fluid flow in 
(a) streamwise and (b) spanwise wavy channels [56] 
 

Harikrishnanand Tiwari [56] also investigated the effects of 
corrugated surface geometries on flow and heat transfer using 
numerical methods. Both studies pointed out that the surface 
geometry increases heat transfer by creating turbulence and 
secondary flows in the flow field, and emphasized that these 
geometric arrangements can increase energy efficiency with 
design optimization. 

Begag et al. [57], who investigated the effects of corrugated 
surfaces on flow and heat transfer with numerical methods, as 
in the present study, analyzed the heat transfer and pressure 
drop performance of a channel with trapezoidal-shaped 
corrugations at different inclination angles under constant heat 
flux and for turbulent flow. In the present proposed study, the 
effects of corrugated surface profile and surface roughness on 
heat transfer and flow characteristics in a rectangular cross-
section mini-channel were investigated. Both studies revealed 
that corrugated surfaces significantly improved heat transfer 
by increasing turbulence and mixing in the flow field, but this 
caused a higher pressure drop. It was also emphasized that the 
surface geometry increased heat transfer through the breaking 
and destabilization of the thermal boundary layer. These 
results indicate that the surface geometry should be carefully 
designed to increase energy efficiency and optimize pumping 
power requirements. 

4. Conclusion 

This numerical analysis investigated the impact of a 
corrugated surface profile on heat transfer and fluid flow 
characteristics in a turbulent flow through a rectangular mini-
channel, considering both air and water as working fluids. The 
heat transfer characteristics in mini-channels are different 
from the experimental results of conventional sized channels. 
In experiments on flow and heat transfer in mini-channels, it 
is difficult to accurately measure some parameters such as 
channel dimensions, average roughness, local heat 
convection, local value of static pressure along the channel, 
etc. The study comprehensively examined velocity and 
temperature profiles, streamline patterns, pressure drop, and 
Nusselt number variations in order to provide a thorough 
understanding of the flow behavior of these fluids through the 
channel. By studying the surface roughness, it was observed 
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that the important effect of this steady flow on local heat 
transfer can be understood. 

The velocity and temperature profiles revealed that both air 
and water exhibit a high-velocity core with significant 
deceleration near the corrugated walls. Air showed a more 
abrupt velocity gradient and pronounced entrance and exit 
effects due to its lower density and viscosity. In contrast, water 
maintained a more uniform flow profile and absorbed heat 
more efficiently due to its higher density and specific heat 
capacity. Streamline analysis highlighted the formation of 
vortices and recirculation zones near the corrugated walls for 
both fluids, with water exhibiting more pronounced 
turbulence and mixing. These interactions suggest that the 
corrugated design effectively enhances turbulence and heat 
transfer, particularly for water. The evaluation of pressure 
drop and Nusselt number demonstrated that both parameters 
increase with the size of wall roughness. Water experienced 
significantly higher pressure drops compared to air, reflecting 
greater flow resistance due to its physical properties. 
However, water consistently achieved higher Nusselt 
numbers, indicating superior heat transfer performance. 

In conclusion, the corrugated surface profile enhances heat 
transfer by promoting turbulence and mixing near the walls. 
While water provides better heat transfer performance, it also 
incurs higher pressure drops, necessitating a careful balance 
between thermal efficiency and energy consumption in 
practical applications. This study underscores the importance 
of fluid properties and surface design in optimizing the 
thermal performance of heat exchangers and similar systems, 
offering a foundation for future research and development in 
this field. As a suggestion for the future of this research, other 
changes in geometry and flow, such as fluid velocity and the 
height of the inlet and outlet openings of the channel, as well 
as the use advanced heat transfer fluids or nanofluids, can be 
used. 
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