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Yonetim Bilisim Sistemleri, isletmelerin ve kurumlarin stratejik, yonetsel ve operasyonel
diizeylerdeki bilgi ihtiyaglarin1 karsilamak icin bilgi teknolojisi ¢6ziimlerini ve is siireglerini
entegre etmeye odaklanan bir bilim alamdir. Bu yoniiyle bilgisayar bilimi, yonetim bilimi,
istatistik, organizasyon teorisi, karar teorisi gibi g¢esitli referans disiplinlerden beslenen ¢ok
disiplinli bir arastirma alanidir. Bu ¢aligmanin temel amaci, Yonetim Bilisim Sistemleri bilim
dalmm Tiirkiye’deki lisansiistii tez konularina yansimalarini ve gelisimini incelemektir. Bu
amagla, 2002-2023 yillar1 arasinda yonetim bilisim sistemleri alaninda hazirlanan ve YOK Ulusal
Tez Merkezi web sitesi {lizerinden erisilebilen 1070 lisansiistii tez (Yilksek Lisans-f: 951 ve
Doktora-f: 119) inceleme kapsamina alinarak Gizli Dirichlet Tahsisi algoritmasiyla konu
modellemesi gerc¢eklestirilmistir. Konu modellemesinde kullanilan veri seti, lisansiistii tezlerin
Ingilizce dzetleridir. Tez dzetlerine 6ncelikle metin 6n isleme ve kok ¢éziimlemesi uygulanmugtir.
Ortaya ¢ikan tiim kelimeler i¢ ice listelere doniistiiriiliip LDA algoritmas: uygulanarak konu
modelleri elde edilmistir. Veri gorsellestirme ile kelime bulutlari, konu kiimeleri, kelime siklik
histogramlar1 ve belge- konu dagilimlari olusturulmustur. Konu modellerinde ¢ogunlukla “data”,
“model”, “research”, “technology”, “system” kelimelerinin yer aldigi tespit edilmistir. Bu
kelimelerin siklikla kullanildiginin tespit edilmesi yonetim bilisim sistemleri bilim dalinda
calisilan konular i¢in beklenen bir sonug olarak degerlendirilmektedir.
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Management Information Systems is a branch of science that deals with integrating information
technology solutions and business processes to meet the information requirements of businesses
and organizations at strategic, managerial, and operational levels. In this respect, it is a
multidisciplinary research field that draws upon several different disciplines, including computer
science, management science, statistics, organization theory and decision theory. The primary
objective of this study is to investigate the reflections and improvement of the field of Management
Information Systems as evidenced by graduate thesis topics in Turkey. To this end, 1,070 graduate
theses (951 MSc-f and 119 PhD-f) prepared in the field of Management Information Systems
between 2002 and 2023 and accessible via the CoHE National Thesis Centre website were
included in the scope of the study. Topic modeling was performed with the Latent Dirichlet
Allocation algorithm. The data set employed in the topic modelling process comprised the English
abstracts of graduate theses. The thesis abstracts were subjected to text preprocessing and
stemming. The resulting words were converted into nested lists and topic models were obtained
by applying the LDA algorithm. Data visualization was employed to create word clouds, topic
clusters, word frequency histograms and document-topic distributions. It was established that the
terms "data," "model," "research," "technology," and "system" were predominantly incorporated
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into the topic models. The fact that these words are frequently used is considered as an expected
result for the subjects studied in the field of management information systems.

DOI: 10.59940/jismar.1557818

1. INTRODUCTION (GIRiS$)

Management information systems is a scientific
discipline that centers upon providing solutions to the
knowledge requirements of states, societies,
organizations, groups, and individuals at strategic,
managerial, and operational levels through
information systems and technologies. It is a
multidisciplinary field that develops methodologies to
find a way out to real-life problems in an application-
oriented framework and to rule information
technology resources most appropriately by drawing
on various reference study fields such as computer
science, management science, statistics, organization
theory, and operations research. The field is also
concerned with issues in sociology, economics, and
psychology, such as the utilization and influence of
information technology [1].

Management Information Systems (MIS) is a study
field that focuses on the strategic and practical use of
technology to improve organizational performance. It
lies at the intersection of business and technology,
aiming to facilitate the flow of information within an
institution to promote decision-making, coordination,
control, analytics, and visualization of data [2].

Text mining significantly enhances the capabilities of
management information systems by providing the
required tools to analyze unstructured text data,
leading to better decision-making, increased
efficiency and a deeper understanding of both internal
operations and external environments. MIS platforms
facilitate the collection and storage of large scales of
text data from several sources. Integrating text mining
tools and techniques into MIS permits the processing
and analysis of text data to generate actionable
insights. Combining text mining with real-time data
processing talents in MIS can provide up-to-date
insights for timely decision-making [3].

1.1. Text Mining (Metin Madenciligi)

Scientific literature and documents from marketing
and economic sectors are frequently gathered as
extensive text data. Additionally, large datasets can be
collected in semi-structured formats, such as log files
from servers and networks. In this scenario, text
mining analysis is highly useful for both unstructured
and semi-structured textual data. Although text
mining is akin to data mining, it specifically
concentrates on text analysis rather than structured
data [4].

Text mining, in other words, knowledge discovery,
involves the extraction of valuable information from
textual data. This field, called text analytics or natural
language processing, integrates computer science,
linguistics, statistics, and machine learning techniques
to derive meaningful insights from unstructured text.
Unstructured text data encompasses any text that lacks
a predefined format or structure, such as emails, social
media content, articles, and customer feedback [5].

1.1.1. Text preprocessing (Metin énisleme)

Before analysis, text data is typically subjected to
preprocessing procedures to enhance its quality and
ensure uniformity across different datasets. Text
preprocessing represents a fundamental aspect of
numerous text mining algorithms. A conventional text
classification framework typically involves four main
stages: preprocessing, feature extraction, feature
selection, and classification. The research indicates
that the effectiveness of the classification process is
heavily influenced by the methods used in feature
extraction, feature selection, and the choice of
classification algorithm. However, the preprocessing
stage has also been found to have a noticeable impact
on the success of this process. Uysal et al. investigated
the impact of preprocessing tasks, with a particular
focus on their influence in the field of text
classification. The preprocessing step typically
comprises a series of tasks, including tokenization,
filtering, lemmatization and stemming [6].

Tokenization is dividing a sequence of characters into
discrete units, called tokens, which may include words
or sentences. Punctuation marks may also be
discarded. The resulting list of tokens is then used for
further processing. The main aim here is to pinpoint
individual words within a sentence. Effective text
classification and mining rely heavily on a robust
parser capable of accurately tokenizing documents.

The process of filtering typically involves the removal
of specific words or phrases from documents. A
common practice in text filtering is the removal of so-
called "stop words." Stop words are lexical items that
occur with high frequency in a text but lack significant
content-bearing information. Examples of such words
include prepositions and conjunctions. Similarly,
words that appear with considerable frequency in the
text are identified as having minimal information
content and thus being unable to distinguish between
different documents. Furthermore, words that appear
infrequently are likely to be irrelevant and can be
excluded from the documents [7].
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Different capitalization patterns are used in the
creation of text and document data points, forming
sentences. Since documents contain many sentences,
inconsistent  capitalization = can  significantly
complicate the classification of extensive documents.
One standard method to tackle this issue is to convert
all letters to lowercase, which effectively brings all
words in the text and document into a consistent
property space. Punctuation marks and private
symbols are also excluded from the sentences because
they can challenge classification algorithms.

Lemmatization examines words based on their
morphological ~makeup, consolidating several
inflexive forms of a word into a unique entity for
analysis. In essence, stemming techniques strive to
normalize verbs to their root forms and standardize
nouns into a consistent format [5].

The objective of stemming methods is to identify the
stem of derived words. The specific stemming
algorithms employed vary depending on the language
in question. In the case of English, the stemmer
algorithm is a commonly utilized approach. Text
stemming involves modifying words to generate
different word forms by applying diverse linguistic
operations like affixation (the attachment of prefixes
and suffixes) [7].

1.1.2. Feature selection (Ozellik segimi)

After preprocessing, the text must be transformed into
a numerical pattern suitable for machine learning
analysis. A promising approach proposes that
incorporating both syntactic and semantic features
into text representations can be very effective for
sentence selection, particularly in technical genomic
texts. Another method to tackle syntactic challenges is
to use the n-gram technique for feature extraction [8].

The n-gram technique involves identifying sequences
of n-letters appearing in a specific order within a given
text corpus. This method does not only serve as a
direct representation of the text, but also rather
functions as a feature for text representation. The Bag
of Words (BOW) model represents text by using
individual words non-sequentially. This model is
simple to implement, and the text is represented by a
vector, typically with a manageable dimensionality.
An n-gram, in this context, is a BOW feature used to
represent text through sequences of words. The use of
two-letter and three-letter combinations is common.
This approach allows the extracted text feature to
detect more information than a single word [9].

In natural language processing, term frequency (TF)
is a statistical metric used to determine how frequently
a specific term or word appears in a corpus. The
simplest form of weighted feature extraction involves
TF, where each term is assigned a value based on its
count throughout the corpus. More advanced
approaches that build on TF often apply binary or
logarithmic scaling to word frequencies for weighting.
In these methods, documents are converted into
vectors that represent word frequencies. While this
technique is easy to understand, it can be limited by
the overrepresentation of common words in the
feature vectors [10].

The bag-of-words (BoW) model provides a
streamlined and simplistic depiction of a text
document by extracting key features such as word
frequency. This approach finds applications in many
areas, including document classification, information
retrieval, computer vision, natural language
processing (NLP), Bayesian spam filtering, and
machine learning. In the BoW framework, a text—
whether a document or a sentence—is represented as
a collection of individual words. During the BoW
process, word lists are generated. These words are not
the elements that make up sentences and grammar;
they are simply listed in a matrix without considering
their semantic relationship. While the order of
appearance and grammatical structure are ignored, the
focal points of documents are still identified [11].

K. Sparck Jones proposed the concept of Inverse
Document Frequency (IDF) to mitigate the influence
of words that are inherently prevalent in a given
sentence [11]. IDF dedicates higher weights to words
that are either very frequent or infrequent across
documents. The integration of Term Frequency (TF)
and IDF is known as Term Frequency-Inverse
Document Frequency (TF-IDF). The mathematical
formula for calculating the weight of a term in a
document using TF-IDF is expressed in equation (1).

W (d, t) = TF (d, t) * log (%) (1)

In this framework, N denotes the overall documents,
while df(t) indicates the number of documents that
feature the term t. The initial component of the
equation improves recall, whereas the latter
component enhances the precision of the term's
representation. Although TF-IDF helps reduce the
impact of frequently occurring terms, it has its
drawbacks. It fails to account for the semantic
relationships between words within a document,
treating each word in isolation. However, recent
advancements in modeling, such as word embeddings,
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offer new methods for capturing word similarities and
integrating part-of-speech information [12].

1.2. TOpiC Modelling (Konu Modelleme)

A significant proportion of the literature is digitized
and stored electronically in databases, either through
digital libraries or social network databases. It is
therefore necessary to have access to powerful
automated tools to read this data and to realize the
underlying themes. A significant pivotal objective of
data evaluation is to discern the attributes that data
entries exhibit in common. In the field of text
analytics, this frequently entails the identification of
the situations or constructs that a given document
addresses. Although this information is intuitively
understood by human readers, computer programs
interpret text in its literal form. To address this
challenge in programming, data scientists utilize topic
modeling. Topic modeling is a widely adopted
technique in text mining that reveals underlying
patterns within large datasets. Though it is particularly
effective for analyzing textual data, it is also valuable
in fields such as bioinformatics, social science, and
environmental studies. This approach helps structure
extensive datasets, facilitating easier navigation and
analysis [13].

The ability to derive valuable statistics and features
from a dataset depends heavily on selecting the right
methods. While contemporary topic modeling
techniques greatly surpass earlier algorithms, they still
need to be fine-tuned and optimized to ensure accurate
results. Various topic modeling approaches are
tailored to handle specific types of data relationships
and structures, including short texts, long sequences,
highly correlated information, and data with intricate
structural patterns. To develop a topic modeling
process that effectively meets the needs of a data
analysis project, it is essential to grasp the distinctions
between different models and the foundational
algorithms of them [14].

1.2.1. Classification of Topic Modelling (Konu
Modelleme Siniflandirmasi)

Topic modelling is a statistical technique used to
uncover the latent "topics" within a collection of
documents. As a subset of unsupervised machine
learning and natural language processing (NLP), it
seeks to classify and structure extensive text corpora
by identifying recurring patterns, themes, and
structures. By applying a topic modelling algorithm to
preprocessed data, one can discover these underlying
patterns and topics. Notable algorithms in this field
include Latent Dirichlet Allocation (LDA) and Non-
negative Matrix Factorization (NMF).

Latent Dirichlet Allocation (LDA) is a highly
regarded method in topic modeling. It operates on the
premise that documents are composed of a
combination of topics, each of which is a collection of
words. LDA functions by iteratively dedicating words
to topics based on their co-occurrence patterns within
the documents, gradually refining the association
between words and topics [15].

Non-Negative Matrix Factorization (NMF) presents
an alternative approach for uncovering topics within a
corpus. It achieves this by decomposing the
document-term matrix into two distinct lower-
dimensional matrices: one matrix that captures the
underlying topics and another that reflects how
documents relate to these topics [16].

1.2.2. Topic modelling with LDA algorithm (ZD4

algoritmasiyla konu modelleme)

In the realm of natural language processing (NLP) and
machine learning, topic modelling has emerged as a
powerful tool for uncovering hidden themes and
patterns within large text corpora. Among the various
algorithms used for topic modelling, Latent Dirichlet
Allocation (LDA) stands out as one of the most
influential and largely used methods.

Latent Dirichlet Allocation (LDA) is a generative
probabilistic model that postulates that each document
in a corpus is a mixture of distinct topics, with each
topic itself a mixture of words. The fundamental idea
behind LDA is to reverse-engineer this generative
process to uncover the hidden topic structure within
the documents [17].

The Dirichlet distribution is a key component of LDA,
serving as a prior distribution over the topic
distributions in documents and the word distributions
in topics. It is parameterized by a vector of positive
reals and ensures that the resulting distributions are
proper probability distributions. For document-topic
distributions, the Dirichlet prior is denoted by a, and
for topic-word distributions, it is denoted by . These
hyperparameters influence the sparsity of the
distributions, with smaller values leading to sparser
distributions.

The generation process essentially models how a set
of words in a document can be generated given a set
of topics. By applying Bayesian inference, LDA aims
to reverse this process to discover the hidden topic
structure. LDA creation process is shown in Figure 1
[18].
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Text preprocessing is applied as tokenization, stop
words removal, and lemmatization to the text dataset.
Following preprocessing, textual data is typically
transformed into a numerical format using a
document-term matrix. Here, each document
corresponds to a row, and each word corresponds to a
column in the matrix.

OO,
-0

Z w

OrO

a [/, M

Figure 1. LDA creation process [18]

(LDA iiretim siireci)

The number of topics is determined and LDA is
applied to the preprocessed data by using the Gensim
library of Python which provides an efficient and
easy-to-use interface for running LDA.

The quality of the topics is evaluated using metrics
such as perplexity (a metric for the model's sample
prediction) and coherence score (an evaluation of the
semantic similarity among high-probability words
within a topic). Based on the evaluation results, the
hyperparameters and the number of topics are also
tuned to achieve the best performance.

Once the model converges, the topics are interpreted
by examining the most probable words in each topic
and the topic distribution is also interpreted for each
document. Finally, the topics are visualized using
tools like word clouds, topic distribution graphs, or
interactive plots (e.g., LDAvis) to gain insights into
the underlying themes in the corpus [19].

Latent Dirichlet Allocation (LDA) is a robust method
for uncovering hidden topics in extensive text
collections, offering insights into the underlying
structure and themes of the data.

By leveraging the principles of Bayesian inference
and Dirichlet distributions, LDA provides a robust
framework for topic modelling, with wide-ranging
applications in content analysis, recommendation
systems, information retrieval, and beyond. Through
careful implementation, evaluation, and

interpretation, LDA can transform unstructured text
data into meaningful and actionable knowledge [20].

2. LITERATURE REVIEW (LITERATUR TARAMASI)

A review of the literature revealed the existence of
several studies on topic modelling with the LDA
algorithm. However, there is a paucity of studies that
have been conducted with the objective of conducting
a quantitative and qualitative evaluation of
postgraduate theses in terms of subject matter. The
following section will provide an overview of these
studies.

The research conducted by Calli et al. [21] analyzed
574 graduate thesis abstracts completed between 2002
and 2020 in the MIS department in Turkey. The
abstracts were examined using a text mining technique
called the Latent Dirichlet Allocation algorithm. The
analysis yielded 11 clusters, which were identified as
follows: e-commerce and Marketing, System
Development and Effects, Effects of Information
Systems on Organizations, Data Mining, Human
Resources Management, Organizational Change,
Field Specific Studies I, Field Specific Studies II,
Security, Education and Training, Prediction and
Decision Support. In the context of this research, the
similarities and differences between the estimation
results and those presented in the national and
international literature were discussed. This study
aims to offer researchers in the field of management
information systems insights and direction.

Parlina and Kusumarani [22] sought to employ
bibliometric analysis to examine the intellectual
structure and thematic development of the field of
management information systems (MIS). A
comprehensive analysis of the characteristics of
publications in the three most prominent MIS journals
in the SCOPUS database (IJIM, JSIS, and MIS
Quarterly: Management Information Systems) was
conducted, spanning the period from 1980 to 2021. In
this study, the latent Dirichlet distribution (LDA) is
incorporated into the approach to extend and improve
the scientific research on MIS, resulting in a more
comprehensive and up-to-date analysis. The
indications of the study demonstrate the trend of
publishing articles, the scientific structure, and the
prominent issues in the top three journals.

Ozkése and Gencer [23] conducted a comprehensive
analysis of the field of Management Information
Systems (MIS) through the use of bibliometric
mapping. To achieve this objective, 222 journals that
are indexed in the Science Citation Index Expanded
(SCI-E) and the Social Science Citation Index (SSCI)
were selected from the Web of Science and Scopus
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databases. To determine the corpus of journals, 24
journals were selected for analysis, with the input of
experts who could provide a more nuanced
interpretation of the field. Initially, 20,497 English-
language articles from these journals were gathered
from the Web of Science (WoS) Core Collection
between the years 1980 and 2015. Following text
mining, the most influential organizations, authors
and countries are displayed on graphs with statistical
analysis using BibExcel.  Furthermore, the
development per annum of published articles is
illustrated, and a trend analysis of these articles is
presented. Additionally, the most cited articles are
provided. Subsequently, using VosViewer, the most
pertinent terms in this field were extracted through co-
occurrence analysis from abstracts and keywords. The
terms and their clusters are displayed on a graph.
Density maps were also employed. The graphs and
density maps are interpreted in detail, respectively.

The objective of this study is to analyze the master's
and doctoral theses published in the field of MIS in
universities in Turkey and the TRNC by text mining.
Topic modelling with the LDA algorithm is employed
as a method, although a multitude of data visualization
techniques are utilised.

3. METHODOLOGY (YONTEM)

The aim of this study is to perform topic modelling of
postgraduate theses prepared in the field of
management information systems in universities in
Turkey by text mining. Latent Dirichlet Allocation
(LDA) algorithm is used in topic modelling for this

purpose.

3.1. Dataset Creation Process (Veri Seti Olusturma

Siirect)

The data set consists of 1070 postgraduate theses
(Master' s-f: 951 and Doctorate-f: 119) prepared in the
field of Management Information Systems between
2002 and 2023 and accessible through the YOK
National Thesis Centre website [24].

The YOK National Thesis Centre website was
accessed and the detailed search section was selected
via the link https://tez.yok.gov.tr/UlusalTezMerkezi/ .
Subsequently, the term "Management Information
Systems" was entered into the primary discipline,
branch of science and subject sections. This process
was repeated for each of these occasions. The dataset
was created by this way as an Excel table. To make
the dataset suitable for use in Python, the relevant
dataset was organized so that Turkish and English
topics, Turkish and English thesis names, Turkish and

English keywords, and thesis abstracts were included
in separate columns of the Excel table.

3.2. Text Preprocessing (Metin Onisleme)

For the post graduate theses published in the field of
MIS, there are thesis abstracts in both Turkish and
English on the YOK National Thesis Centre website.
Within the scope of the study, text preprocessing was
performed based on the English abstracts of these
theses and the Subject (English) column of the data
structure related to the organized data set. The text
preprocessing process was applied with Python before
the subject models, which are intended to be created
by using only thesis abstracts as a data structure.
Through the Python Re library, all punctuation marks
and numbers in the English abstracts of the post
graduate theses were removed. The content of all
remaining texts was converted into lower case letters.

Stopwords of the English language are accessible
through NLTK library of Python. In addition to the
aforementioned stop words, the NLTK library also
includes a list of words that have been evaluated as
having lost their meaning in English thesis abstracts.
These include:

[‘In’, 'using', 'used', 'also', 'however', 'since', 'via',
'within', 'although', 'among', 'besides','whereas', 'dont',
', 'can', 'mon', 'thus', 'may', 'towards', 'according',
'study’, 'thesis', 'one', 'result', 'obtained', 'different’,
'many’, 'first', 'second’, 'third', 'important’, 'use', 'along’,
'therefore', 'around', ‘'moreover', 'furthermore',
'nevertheless', 'whether', 'with', 'without', 'could',
'would', ‘'should', ‘'often', 'fourth', 'fifth', 'sixth’,
'always', 'generally’, 'sometimes', 'never', 'whenever',
'hence', ‘across’, 'thereby', 'thesis', 'before', 'after’,
'meanwhile']

The Python Gensim library offers a simple preprocess
function that can be used to break down text into
words. In this case, the function was used to tokenize
the abstracts. The stop words were then extracted from
the English thesis abstracts using the simple
preprocess function. A nested list was created for all
remaining words. Each sub-list in the nested list
consists of the words in a thesis abstract that have been
removed from all stop words.

The English natural language processing model,
provided by the Spacy library, was initially loade
using the command nlp =
spacy.load(‘en_core_web_sm’). Subsequently, the
words within each sub-list, which constituted the
nested list, underwent lemmatization.


https://tez.yok.gov.tr/UlusalTezMerkezi/

Goktug ILISU, Nursal ARICI / Bilisim Sistemleri ve Yonetim Arastirmalart Dergisi 7 (1). (2025) 01-13 7

During the lemmatization process, only the
inflectional suffixes were removed from the end of
each word. As the removal of these suffixes does not
alter the meaning of the word, the resulting stems were
deemed to be appropriate for inclusion in the nested
list. However, no changes were made to words with
construction suffixes, as the addition of these suffixes
alters the meaning of the root word. Several words
were identified as being repeated in the sub-lists of the
nested list of lemmatized words. These were removed,
and each word was permitted to appear only once in
each sub-list.

3.3. Evaluation of TF, IDF and TF-IDF Values (7F,
IDF ve TF-IDF Degerlerinin Hesaplanmasi)

To achieve this process, the nested list containing the
unique words in the thesis groups (repeated words are
removed) is converted into merged texts using the
Python programming language. Subsequently, a term
frequency-inverse document frequency (TF-IDF)
matrix is generated for the concatenated texts through
the application of the TF-IDF vector generation
function within the scikit-learn library. Subsequently,
the matrix is transformed into a word sequence. The
term frequency of the words in the sequence is
calculated using Python code. Ultimately, graphs are
generated to illustrate the term frequency (TF),
inverse document frequency (IDF) and term
frequency-inverse document frequency (TF-IDF)
frequency of the most frequently used words.

3.4. Conversion of Text Data Into Numerical
Format (Metin Verilerinin Sayisal Formata Déniistiiriilmesi)

This is the final stage to be applied before topic
modelling with LDA. A word dictionary is created
with the corpora function in the Python Gensim
library, utilizing the words in the nested list and
removing any instances of repetition. This dictionary
assigns an identification number (ID) to each unique
word. The id2word.doc2bow function generates a list
comprising the ID2WORD ID number of each word
in the dictionary and the number of times this word
occurs in the text. Here, doc2bow denotes 'document
to bag-of-words'.

This process is repeated for each word in the lexicon,
with the resulting data stored in a list called "corpus."
This corpus contains numerical representations of the
frequencies of each word. An example of a visual
representation of the corpus is presented in Figure 2.
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Figure 2. Creation of the corpus
(Kiilliyatin olusturulmasi)

3.5. Determination of LDA Topic Modelling
Performance Metrics (LD4 Konu Modellemesi Performans

Olgiilerinin Belirlenmesi)

Performance measures for LDA topic modeling are
perplexity, coherence, exclusivity and corpus
distance.

Perplexity is a measure of the uncertainty of a
language model. It is often used to evaluate how well
a language model performs. A lower perplexity value
indicates that the model performs better and better
represents the text data. Perplexity, which is the
negative exponent of the logarithmic probability of the
model, is calculated as given in equation (2).

Z%:llog P (Wd)]

Perplexity= exp [- S Ng

2)

Here P(waq) represents the probabilities of the words in
the document. Nd represents the total number of words
in the document.

Coherence is a measure of the extent to which the
topics in a topic model are meaningful and coherent.
Topic models represent topics, which are usually
made up of words. Coherence measures how well
these words relate to each other. A higher cohesion
score indicates more meaningful and coherent topics.
Cohesion uses the frequency of co-occurrence of
words and similarities between word vectors.

The exclusivity of a topic model is a measure of the
degree to which the topics are distinct from one
another. A higher exclusivity value indicates that the
topics are more unique and separable from one
another. This measure is particularly crucial in models
with a substantial number of topics. The exclusivity of
a topic model is typically calculated by examining the
number of overlaps between the top-ranked words of
each topic. If there are minimal overlaps between the
high-frequency words in the topics generated by the
model, the exclusivity will be high.

The corpus distance is a metric used to assess the
similarities and differences between the topics of
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various LDA models. It provides insight into the
extent to which the topics produced by the models are
analogous or disparate. The corpus distance is
typically calculated using measures such as the
Kullback-Leibler (KL) divergence or the Jensen-
Shannon divergence. These measures quantify the
discrepancy between two probability distributions.
For instance, the KL divergence between the topics of
two LDA models indicates the extent of their
divergence.

The formula for KL divergence, where P and Q are the
probability distributions obtained from two different
LDA models, is as given in equation (3).

Dt P Q)=Y; 108; 8 3)

The combined use of perplexity, compatibility,
exclusivity and corpus distance measures helps to
select the best model in subject modelling processes
and to comprehensively evaluate the performance of
the model [17].

4. TOPIC MODELLING WITH LDA
ALGORITHM (D4  ALGORITMASIYLA  KONU
MODELLEME)

In this section, the perplexity, corpus distance,
coherence and exclusivity values were calculated
using the Python programming language, and graphs
were created for each measure. To calculate these
values, the CoherenceModel, LdaModel, similarities
and TfidfModel functions of the Python gensim
library were installed. Subsequently, the corpus was
transformed with TF-IDF values. The minimum
number of topics to be formed was determined to be
two, while the maximum number of topics was
determined to be twenty. The LDA model was trained
for different numbers of topics with the LDA model
function. Finally, graphs for perplexity, corpus
distance, compatibility and exclusivity values were
created. Related graph is presented in Figure 3.

LDA Perplexity

29—,
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8.69 906919 927 4 44
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LDA Coherence
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LDA Corpus Distance
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Figure 3. LDA topic modelling measures
(LDA konu modelleme élgiileri)

Once the measures of perplexity, corpus distance,
compatibility and exclusivity have been determined,
the coherence values of the LDA models for a given
set of topics are analyzed in order to ascertain the
number of topics with the lowest compatibility value.
This process is employed to ascertain the optimal
number of topics that most accurately represent the
text data. The coherence value is typically a measure
of the consistency and meaningfulness of the
identified topics. Consequently, determining the
optimal number of topics represents a crucial step in
the text analysis and model evaluation process. At this
stage, the optimal number of topics was automatically
determined by Python code based on the coherence
value. The number of topics is assigned as “2”
automatically by Python. Thus, there exist two topics
by using English abstracts of postgraduate thesis as a
dataset.

4.1. Creating LDA Topic Model (D4 Konu Modelinin
Olusturulmast)
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In the LDA topic model, which is suitable for the data
structure in which postgraduate English thesis
abstracts were used, the number of topics was
automatically determined as 2. Subsequently, the
corpus, number of topics and word identification
number were used through the Python pprint library
and the LdaMulticore function of the gensim library,
resulting in the creation of the LDA topic model. A
visual representation of the resulting topic model is
presented in Figure 4.

[(e,
'0.013*"datum" + 0.011*"information" + 0.011*"technology" + 0.010*"analysis" '
'+ 0.010*"method" + 0.010*"system" + 0.008*"model" + 0.008*"process" +
'0.008*"research” + 0.007%"application""),

(1,
'0.012*"datum” + 0.011*"research" + 0.009*"system" + 0.009%"technology" + '
'0.009*"information" + 0.008*"model"” + ©.008*"process" + 0.008*"method" + '
'0.008*"analysis" + 0.007%"development™")]

Figure 4. LDA Topic Model
(LDA Konu Modeli)

As illustrated in Figure 4, the LDA topic model
identifies two primary topics: Topic 0, which
encompasses ‘“Data and Information Technology
Analysis” and Topic 1, which pertains to “Research
and Development in Information Systems”.

4.2. Visualization of LDA Topic Model (D4 Konu

Modelinin Gorsellestirilmesi)

Following the generation of the topic model, a visual
representation of the LDA topic model was produced
using the gensimvis function of the Python pyLDAvis
library. This is presented in Figure 5.

SelecieaTopc|1 || P t Topi || Gear Topic Sioe o

Figure 5. LDA topic model visualization when A = 1
(2 = 1 iken LDA konu modeli gorsellestirilmesi)

When the scroll bar is completely to the right (A = 1),
the words in Topic 0 (Data and Information
Technology Analysis) are shown in Figure 5 as an
example.

The lambda (1) used in the PyLDAvis visualization is
a tool for effectively exploring the results of the LDA
topic model. In the PyLDAVis interface, the variable
A, which is used to determine how relevant a particular
topic is to a particular word, can be set between 0 and
1. The properties of the variable A are as follows [25]:

¢ A =1 means that the general frequency of words
is more prominent.

¢ If A = 0, the specific relevance of words to a
particular topic is more prominent.

A shift to the left of the scroll bar (A < 1) results in
alterations to the position and frequency of words

within the topics. This phenomenon is exemplified in
Fimra A

seeceaTopel1 || prevous Yo || Nt epe | Gar e | St sgmance encs @
e

Intertopic Distance Map (via multismensional scaling) Top-20 Most Relevant Terms for Topic 1 (54% of tokens)

Figure 6. LDA topic model visualization when A =0
(2 = 0 iken LDA konu modeli gorsellestirilmesi)

In the LDA topic model, which is represented as a
cluster, Topic 0 is the predominant topic within the
model, as it is the cluster with the largest area (54% of
tokens are represented).

4.3. Displaying Topics with a Bar Graph (Konularn

stitun grafigiyle goriintiilenmesi)

Matplotlib library of Python is used to create bar
graphs to express the most used ten words in topics of
the model. These bar graphs are illustrated in Figure 7
as a visualization of Figure 4.
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Topic 1
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Figure 7. LDA topic model bar graphs
(LDA konu modeli bar grafikleri)

4.4. TF, IDF, TF-IDF values for postgraduate
thesis abstracts (Lisansiistii Tezlere iliskin TF, IDF ve TF-IDF
Degerleri)

The TF, IDF and TF-IDF values are presented in
Figure 8, with the graph displaying the 20 words with
the highest term frequency, inverse document
frequency and term frequency-inverse document
frequency values, as observed in postgraduate thesis
abstracts.

40 439.30
3884 38.13 38.00

37.08
29 3560

33.00
3212 31.82 3161

2888
2814
52! 26.87 26.34 26.28 5 a5 25 81 25.26

TF-IDF Value

1DF Value

Figure 8. Words with the highest TF, IDF, TF-IDF
values in postgraduate thesis abstracts
(Lisansiistii tez ozetlerinde en yiiksek TF, IDF, TF-IDF
degerlerine sahip olan kelimeler)

Figure 8 illustrates that the word with the highest term
frequency is ‘information’, with a TF value of 39,29.
Conversely, the word with the highest inverse
document frequency is ‘service’ and ‘survey’, with an
IDF value of 2,56. The term 'access' had the highest
term frequency-inverse document frequency (TF-
IDF) score, recorded at 46,34.

4.5. Creating Word Clouds for the Topics in the
LDA Topic Model (DA Konu Modelindeki Konular icin
Kelime Bulutlarinin Olusturulmast)

Figure 4 presents the word clouds containing the 10
most frequently mentioned words in the topics
generated by the LDA topic model. These word clouds
were created using Python libraries, specifically the
wordcloud and matplotlib packages. The word clouds
for the topic model are presented in Figure 9. It is seen
that the words in the bar graphs in Figure 7 are the
same as the words in the word clouds in Figure 9.

Topic 0

analysis

process

chnol gy

1nformat10n

Topic 1

information

technology

research
=system

analysis

Figure 9. Word Clouds for LDA Topic Model
(LDA Konu Modeli Kelime Bulutlari)
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4.6. Creating a Heatmap of the LDA Topic Model
(LDA Konu Modeli i¢in Is1 Haritast Olusturulmasi)

The output of the Latent Dirichlet Allocation (LDA)
topic model can be used to create a visual
representation of the distribution of documents (thesis
abstracts) across topics, in the form of a heatmap. The
LDA topic model takes the topic probabilities in each
document and stores these probabilities in a matrix,
which is then visualised as a heatmap. The resulting
heatmap is presented in Figure 10.

The map provides a more accessible and analytically
tractable representation of the output of the LDA topic
model. The degree of colour intensity in each cell is
indicative of the relevance of the document in
question to the topic in question. In creating this heat
map, the colour palette was set to "YIGnBu'. The use
of dark colours to represent high probability and light
colours to represent low probability allows for a clear
visualisation of the distribution of topics among
documents and the degree of relatedness between
documents and topics. The heat map demonstrates that
both topics exhibit a high document probability, as
indicated by the high density of dark colors. In this
context, the term 'document' refers to the number of
words in the original word list from which repeated
words have been extracted for each thesis.

Document-Topic Distril on Heatmap

Probability

04

0.2

Topic

Figure 10. LDA Topic Model Document-Topic

Distribution Heatmap
(LDA Konu Modeli Belge- Konu Dagilimi Is1 Haritast)

5. CONCLUSION (TARTISMA)

In latent Dirichlet allocation (LDA) topic modelling,
fit values serve as a means of evaluating the model's
efficacy and the interpretability of the topics it
identifies. A higher fit value indicates that the model
performs better and generates more meaningful
topics. The application of the LDA algorithm to the
data set yielded topic models in which the words

‘data’, ‘model’, ‘research’, ‘technology’, and ‘system’
were identified as predominant.

In topic modelling, the size of the data set and its
compatibility within itself are important factors.
Despite the topic models being created from master's
and doctoral theses in the field of management
information systems, the different subjects and
contents affect the topic model performance.

A comparison of the results obtained in the studies
presented in Section 2 with the results obtained in this
thesis can be expressed as follows:

In the study [21], the Latent Dirichlet Allocation
algorithm, a text mining method, was employed to
analyze 574 graduate thesis abstracts completed
between 2002 and 2020 in the MIS department. In this
thesis, the same method was used to analyze 1170
graduate thesis abstracts completed between 2002 and
2023. This indicates that the number of theses
published during the three years between 2020 and
2023 is higher than the number of theses published
during the 18 years between 2002 and 2020.
Furthermore, subject differentiation was observed in
the results obtained by the subject models. The
analysis conducted with the LDA algorithm revealed
the prevalence of topics such as data analysis,
decision-making, system analysis, system
development, and information management in
postgraduate theses.

In the study [22], the application of topic modelling
with the LDA algorithm led to the conclusion that the
most frequently obtained topics in the first three MIS
journals in the SCOPUS database were business
performance, value management, data analysis,
training, knowledge management and model use.
Similarly, the topic modelling with the LDA
algorithm applied in this thesis study yielded results
that  highlighted data analysis, knowledge
management and modelling as prominent topics.

In the study [23], words such as "study", "research",
"analysis", "use", "method", "algorithm" were
identified as prominent in the density maps within the
scope of bibliometric analysis studies conducted on
leading journal articles in the field of management
information systems in WoS. In light of the
aforementioned findings, a comparison of the subject
model presented in Figure 5, which is among the
article's key findings, reveals a similar trend. This
suggests that graduate theses and international journal
articles share a significant overlap in terms of content.

In the future studies, topic models and model
performances can be evaluated by including
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postgraduate theses prepared in 2024. The processes
can be improved by using different algorithms such as
Top2Vec, LSA, Bertopic instead of the LDA
algorithm. Apart from this study, an examination of
the articles published in the field of MIS can be
determined as another study topic.
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1. INTRODUCTION (GIRrIS)

With the developing technologies in recent years,
people's consumption habits and consumers' perceptions
of quality are changing day by day. In the rapidly
evolving digital environment, organizations across
various industries are looking for innovative ways to
improve their processes and increase overall efficiency,
effectiveness and productivity. Traditional quality
management systems are required to be adapted with
new technologies. In recent years, the importance of
data, data analysis and real-time data tracking have been
increased.

Blockchain technology has the potential to streamline
and optimize complex processes, removing
intermediaries, reducing costs, and enhancing
efficiency. Blockchain technologies have grabbed
attention and continue to increase in the near future.
Simultaneous traceability, transparency, immutability
and reliability are important features of blockchain
technology.

The integration of these advanced technologies into
Quality Management System (QMS) with the promise
of streamlining and enhancement of outranking by
increasing  transparency, traceability, reliability,
immutability and real-time visibility, accountability.
With the enrichment of product diversity, new
consumption habits increase the supply-demand
balance, which reveals the necessity of adaptations in
supply chain management, which involves a wide range
of operations such as production, transportation, storage
and delivery. It has to be taken into account that supply
chain management has many benefits, but there are also
drawbacks and shortcomings to consider. With the use
of new technology, these problems were resolved and
the system was aimed to work more effectively.

This study aims to investigate the main advantages,
disadvantages and weaknesses along with limitations of
blockchain. Moreover, this study examines blockchain
related research from different sectors. This study
provides an overview to incorporating blockchain
technologies into quality management. This article
explores the key components of this technological
convergence and its implications for the future of quality
management. To the best of our knowledge, blockchain
technology based quality management has not been
handled, yet.

The rest of this study is organized as follows: Section 2
explains blockchain technology concepts. In section 3,
blockchain sectoral applications including food,
healthcare, automotive, supply chain, information
security, banking and quality management issues
associated with these sectors are reviewed. In section 4,

an overview to intelligent quality management system
based blockchain is given. In section 5, quality
challenges for blockchain applications are discussed.
The last section presents conclusions and
recommendations for future directions.

2. BLOCKCHAIN TECHNOLOGY (BLOK ZINCIR
TEKNOLOJISI)

Blockchain is the technology used to build the
cryptocurrency Bitcoin, which is called the next
generation digital currency. Bitcoin was first introduced
in an article by Satoshi Nakamoto in 2008 [1]. A
blockchain is fundamentally a distributed, decentralized
digital ledger that securely and openly records
transactions and uses cryptography to ensure the
security and transparency of transactions (Figure 1).
Figure 1 shows blockchain technology architecture.
Blockchain has various types depending on the intended
use. Distributed ledger technology ensures that all
transactions are securely tamper-proofed through a
decentralized peer-to-peer network of users on the same
network. Smart contracts allow transactions to be
confirmed  without  intermediaries. Moreover,
cryptocurrencies can be generated by mining according
to different algorithm structures.

Blockchain consist of a series of blocks, each of which
has a list of transactions on it. A block becomes a chain
when all the transactions from the prior block linked to
it. With its decentralized and transparent nature,
combined with cryptographic security, opens up new
possibilities for enhancing trust, efficiency, and security
in various domains.

In 2014, Buterin [2] published a white paper proposing
Ethereum, in which smart contracts are integrated into
the blockchain system. The code written into the block
can run on the network and these pieces of code are
called smart contracts. Ethereum has paved the way for
the development of decentralized applications (dapps)
with its innovation [3].

Blockchain technology builds a secure structure and
provides transparent, real-time monitoring and
unchangeable properties of data records. Blockchain
technology has various features, which are briefly
explained below:

Decentralization is the division of power and authority
among several actors in a network so that no one party
controls the entire system. Thus, by eliminating a single
point of control, security and trust between network
users is increased. This feature operates on a peer-to-
peer network where multiple computers or nodes are
involved in recording and verifying transactions.
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Figure 1. Blockchain technology architecture

(Blok zincir teknolojisi mimarisi)

oImmutability provides a tamper-proof ledger as it is
nearly impossible to remove or alter data added to the
blockchain. This feature is one of the most known and
trusted features of blockchain technology.
*Transparency All network users can view the open and
transparent ledger that the blockchain provides. When a
user makes a transaction in the ledger, other users also
have instant access to this information. This provides
real-time visibility into blockchain technology.
*Traceability In a distributed ledger, a decentralized
network of nodes keeps an wunchangeable and
transparent record of transactions. In a distributed
ledger, a decentralized network of nodes keeps an
immutable and transparent record of transactions. It is
not possible to change previously made operations.
*Anonymousness A certain degree of anonymity is
achieved in blockchain technology by providing users
with cryptographic identifiers rather than revealing
personal information.

*Dis-intermediation By eliminating the need for
intermediaries in transactions, blockchain reduces costs
and increases efficiency.

sSecurity Transactions on the blockchain are secured
using cryptographic techniques, making them highly
resistant to fraud and manipulation.

*Reliance The blockchain eliminates the need for users
to put their faith in a central authority in order to execute
and verify transactions.

*Smart contracts, which are digital agreements encoded
by computer programs based on predetermined
conditions, are automatically executed once the
specified criteria are fulfilled, stored and signed on a

blockchain network without requiring intermediaries,
improving efficiency and transparency of contract
execution.

*Credibility The transparency of blockchain improves
transaction credibility and lowers the possibility of
fraud.

*Scrutiny The blockchain makes all of its transactions
publicly available, facilitating thorough examination
and auditing.

*Performance Different blockchain networks have
different performance capabilities; some are made for
low latency and high throughput.

*Execution the quantity of transactions or operations
that, at a given asset level, can be completed every
second.

*Scalable is the capacity of blockchain technology to
manage the increasing transaction volume, data storage
and number of nodes working without compromising
efficiency, decentralization, consensus and security.
*Cryptography is a technique that secures data, ensuring
that transactions are tamper-resistant and identities are
protected.

Nowadays, there are problems with mutual trust in
collaborations due to fraud in records. When
intermediaries are used in transactions, time delays and
costs increase, which prevents the work from being
completed efficiently and at low cost in a short time.
With this technology, data is not stored in a single
center, but is kept safe against possible data loss and
malicious attacks by being kept on more than one server
on the same network [4, 5].
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Blockchain technology started to develop after the
Bitcoin cryptocurrency [1]. Blockchain structure
combined with distributed ledger technology is the
simultaneous distribution of multiple copies of data to
different servers. There are different structures in
blockchain: public, private, hybrid and consensus
mechanisms (Figure 1).

2.1. Distributed Ledger (Dagit:ik Defier)

Blockchain processes transactions using distributed
ledger technology (DLT). With this technology, unlike
traditional databases, information and transactions are
recorded in multiple sources instead of a single source.
With distributed ledger technology, data is recorded
securely, creating a transparent, traceable and
unchangeable structure.

2.2. Public Blockchain (Genel Blok Zincir)

Public blockchain can make any user to access
blockchain network. This is also known as
permissionless blockchain. In a public blockchain, users
verify transactions, which are then shared publicly
through a timestamped consensus mechanism. Face
challenges in scaling to handle a large number of
transactions quickly. Public blockchains are truly
decentralized, democratic and independent of authority.
The most important disadvantage of public blockchains
is that they require a lot of energy consumption.

2.3. Private Blockchain (Ozel Biok Zincir)

Private blockchains, which are not decentralized, are
structures in which access to the system is given only to
authorized users. Only those with permission can make
transactions or verify changes on the blockchain. Private
blockchains are specifically designed for enterprise
applications. In private blockchain, data privacy is
inevitable so that secure data sharing is ensured.

2.4. Hybrid Blockchain (Hibrit Blok Zincir)

Hybrid blockchain is an integrated structure that
includes private and public blockchain features to get
the best efficiency from the system This type of
blockchain is used by private institutions due to its
closed structure and providing a more secure
environment for network activities.

2.5. Consensus Mechanism (Konsensus Mekanizmast)

In a consensus mechanism, nodes in the network agree
on the accuracy of the transactions made and ensure that
these transactions are included in the blockchain. In this
way, errors that may occur in the system are prevented
and a safe environment is provided for transactions.
Several consensus methods are used to confirm
transactions and maintain the integrity of the

blockchain, such as Proof of Work (PoW) and Proof of
Stake (PoS).

*Proof of Work (PoW) Users (crypto miners) must
solve complex cryptographic puzzle to add a new block
to the system. The user who finds the solution, which
needs to be verified, receive crypto coin as a reward.
This system is the most decentralized and secure of all
authentication mechanisms [6]. However, low
transaction rates, excessive energy usage and expensive
operating fees are the disadvantages of PoW.
Cryptocurrency Bitcoin uses the POW mechanism.

*Proof of Stake (PoS) The authority for confirming
transactions and creating new blocks is determined
according to the amount of funds held by users (stakers).
PoS is an alternative consensus mechanism with high
speed, low cost and low energy consumption [6].
Cryptocurrency Ethereum has switched from PoW
mechanism to PoS mechanism. The reason is that
Ethereum switched to PoS due block confirmation speed
in PoW is low.

The foundation of cryptocurrencies like Bitcoin and
Ethereum, blockchain technology, has proven to be a
transformative force that has the potential to completely
transform a number of industries [3, 7]. Its special
properties enable a decentralized, transparent and secure
solution to long-standing problems in conventional
systems.

2.6. Web 3.0 (web 3.0)

Web 3.0, which represents the process that has been
ongoing since 2010, is also called the Semantic Web. In
this new era, computers imitate human analysis with the
help of artificial intelligence or machine learning, use
data in an autonomous structure and build user-specific
results. Unlike traditional web servers, Web 3.0
applications use blockchain servers that communicate
with each other in decentralized networks rather than a
single server. The foundations of Web 3.0 protocols
come from cryptocurrency systems. While transactions
are made with tokens in crypto currencies, there is no
such structure in Web 3.0.

2.7. Internet of Things (I0T) (Nesnelerin interneti (IoT))

The Internet of Things (IoT) refers to a set of devices
that are connected to the internet connected devices
through a network or other communication networks
and exchange data among themselves. With blockchain,
manufacturers can make agreements with secure
transactions in production and sales processes through
smart contracts whose content cannot be changed [8, 9].
In this way, transactions are confirmed quickly and it
can be easily monitored whether the content of the
contract is complied with. To record data, [oT devices
collect data at every stage of production and this data is
securely stored with DLT. Since the data is not stored in
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a single center, real-time traceability of the data is
ensured by all users in the network.

Figure 2. Sectoral application fields via blockchain
based systems

(Blok zincir tabanl sistemler tizerinden sektorel uygulama alanlart)

3. Sectoral Applications via Blockchain (Biok Zincir
Sektor Uygulamalart)

Blockchain technology is becoming increasingly
widespread in a wide variety of sectors due to its
accessibility, useful structure, and effective and efficient
solutions. In this study, various sectors, given in Figure
2 were examined. Figure 2 shows sectoral application
fields via blockchain based systems. Table 1 shows
blockchain technology related literature review
considering various sectors involving more specifically
food, healthcare, automotive, supply chain, information
security and banking.

3.1. Food Industry (Gida Endiistrisi)

3.1.1 Blockchain Technology in Food Industry (Gida
Endiistrisinde Blok Zincir Teknolojisi)

It’s known that there are inefficiencies, data
discrepancies, and a lack of transparency within
traditional food traceability systems. There are various
problems in the food industry supply chain, such as food
fraud and food spoilage due to improper storage. Thus,
economic costs increase, delivery of the product at the
desired time is delayed, and productivity decreases [10,
11]. Blockchain technology offers many features such as
simultaneous data tracking throughout the entire supply
chain from producer to consumer, ability to monitor data
by users on the same network, and immutability of data.
Blockchain technology produces innovative solutions
for the food industry and provides a safe, transparent and

immutable system structure. To prevent food from
spoiling, it must be stored in appropriate environmental
conditions. By controlling the ambient temperature and
humidity with the help of IoT devices, it can be checked
whether the food is stored properly or not, and problems
can be solved immediately. Blockchain technology,
with its many features, meets the needs of the food
sector and allows the establishment of a more efficient
system [11].

The process from the production of the products to their
delivery to the consumer can be followed in real time by
all participants involved in the process With its
transparency and traceability feature. In this way, it can
be easily checked whether the requirements such as
storing and transporting food in appropriate
environments are met and whether the necessary
precautions are taken [11]. The immutability feature
provides a safer environment by preventing the recorded
data from being changed, thus preventing possible fraud
in food products [12]. Product data records can be
viewed by all people on the network, and operations can
be carried out more efficiently and quickly with
simultaneous data recording and monitoring features
[12,13].

3.1.2. Blockchain Based Intelligent Food Quality
Management System (Blok Zincir Tabanh Zeki Gida Kalite

Yonetim Sistemi)

Nowadays, food and agricultural implementations
Information and Communications Technologies are
incorporated with blockchain technology.

Blockchain unique digital identifiers to food products
provide traceability within the food supply chain
including information such as agri-food growth
conditions, lot numbers, and expiry dates preventing
food waste and fraud, monitoring ecological footprint
along with registering transactions of immutable food
enabling source identification of foodborne illness.
Digital nature of blockchain technologies can track on-
farm data sharing [14].

According to Antonucci et al. [15], real time quality
management and control systems with IoTs in the food
supply chain increase security. Radio frequency
identification (RFID) and blockchain technology in the
agri-food supply chain traceability system ensures the
authenticity of the food safety and quality [10]. Burgess
et al. [16] presented blockchain based quality
management architecture developed for short food
supply chains providing unique ability to store specific
quality related data and supporting non repudiation.
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Table 1. Blockchain technology related literature review considering various sectors

(Farkly sektorleri goz dniinde bulundurarak blok zincir teknolojisi ile ilgili literatiir taramast)

Integrating blockchain and the internet of things in precision
agriculture: Analysis, opportunities, and challenges

Exploring the impact of blockchain on the performance of agri-food
supply chains

Blockchain Enabled Quality Management in Short Food Supply

IoT and Blockchain Based Framework for Logistics in Food Supply

Assessment of halal blockchain in the Indonesian Food Industry
Leveraging blockchain to tackle food fraud: Innovations and obstacles
A Novel Medical Blockchain Model for Drug Supply Chain Integrity
Management in a Smart Hospital

A systematic review of the literature on the application of blockchain
in the health supply chain

Blockchain-based solution for Pharma Supply Chain Industry

Blockchain for the Healthcare Supply Chain: A Systematic Literature

IOT-driven blockchain to manage the healthcare supply chain and
protect medical records

Analysing the impact of blockchain-technology for operations and
supply chain management: An explanatory model drawn from multiple

Blockchain Technology in Logistics and Supply Chain Management—
A Bibliometric Literature Review

Improving supply chain transparency with blockchain technology when
considering product returns

Blockchain applications in the supply chain management in German
automotive industry

Blockchain and Cloud-based Technology in Automotive Supply Chain
Blockchain technology’s impact on supply chain integration and
sustainable supply chain performance: evidence from the automotive

The impact of blockchain in banking processes: the Interbank Spunta
case study,” Technology Analysis & Strategic Management

The Impact of Blockchain Technology on Audit Process Quality: An
Empirical Study on the Banking Sector

Blockchain applications and commercial bank performance: The
mediating role of AIS quality

Cross-border Payments and Remittances on Blockchain: Exploring the
use of blockchain for facilitating cross-border payments and
remittances, reducing costs and improving transaction speed

TQM through the integration of blockchain with ISO 9001:2015

Sector Author (Year) Title
Food Torky & Hassanein (2020)
Food Stranieri et al. (2021)
Food Burgess et al. (2022)
Chains,
Food Pelé et al. (2023)
Chains
Food Vanany, et al. (2024)
Food Duan et al. (2024)
Healthcare Jamil et al. (2019)
Healthcare Araujo et al. (2022)
Healthcare Abdallah & Nizamuddin
(2023)
Healthcare Fiore et al. (2023)
Review
Healthcare Rizzardi et al. (2024)
Supply Chain  Toénnissen & Teuteberg,
2020
case studies
Supply Chain  Musigmann et al, 2020
Supply Chain  Liu et al. (2023)
Automotive Xu et al., (2022)
Automotive Yasmin & Devi (2023)
Automotive Kamble et al. (2023)
industry
Banking Cucari (2022)
Banking Hashem (2023)
Banking Al-Dmour et al. (2024)
Banking Leitao (2024)
Quality Muruganandham et al
management  (2023)

standard based quality management system

3.2. Healthcare System (Saglik Sistemi)

3.2.1. Blockchain Technology in Healthcare Sector
(Saglik Sektériinde Blok Zincir Teknolojisi)

Health services are of vital importance, and the
medicines and materials used in the treatment processes
and the duration of the treatment must be used in favor
of the patient. In parallel with this situation, the
healthcare supply chain also has a wide network, and

there are many providers, from manufacturers to
hospitals, who will ensure the supply of the requested
materials within the specified period. Due to various
negativities that may occur in this process, supply
processes may be disrupted and negative effects may
occur for patients.

Blockchain technology offers innovative solutions to
various problems in the healthcare industry. Patient
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data should be stored in a secure environment and
access by unauthorized persons should be prevented.
The supply of medicines and other equipment should
be carried out under appropriate environmental
conditions. The use of blockchain technology in supply
chain management is a structure that can be used to
solve problems in the health sector by storing health
data in a secure environment with immutability feature,
preventing access by unauthorized persons and at the
same time preventing it from being changed [17, 18].

Medicines and other medical supplies must be original
and imitation products must not be used. However, due
to fraud in some drugs, different products are put on the
market instead of real products, and this causes various
problems in terms of treatment. Since the process from
the production to the purchase of the products produced
with Blockchain technology is recorded simultaneously
and with tamper-proof, any counterfeiting of the
products is prevented [18, 19].

3.2.2. Healthcare Quality Management (Sagiik Kalite

Yonetim Sistemi)

The health sector is a comprehensive system and there
are many factors in the functioning of the health quality
management system; Corporate management, accurate
diagnosis and treatment of diseases, patient satisfaction
and supply management constitute the system as a
whole [20]. Implementation of a quality management
system in healthcare improves the efficient use of
resources by increasing the reliability and
trustworthiness of all personnel. Institutions adopt
quality management criteria in a competitive
environment and ensure continuity with systems with
new technologies in line with the principle of
continuous improvement. There are various studies [21,
22] in the literature to make a better structure in the
quality management system in health.

3.3. Automotive Industry (Otomotiv Endiistrisi)

3.3.1. Blockchain Technology in Automotive
Industry (Otomotiv Endiistrisinde Blok Zincir Teknolojisi)

The production processes of automobiles are detailed
and costly, and product quality must meet customer
expectations. Globalization will lead to an even greater
increase in the volume of the automotive supply chain.
Since materials in automotive production are supplied
by many suppliers, they may also be from different
countries, and therefore the scope of the sector's supply
chain is wide. In order for production to be carried out
efficiently and on time, the system is expected to
operate effectively, traceably, and securely. There may
be disruptions in production processes as a result of
problems with suppliers or raw materials, and this will
affect the entire production [23, 24].

With blockchain technology, all processes in the
automotive sector from supplier to manufacturer are
recorded in an immutable manner and authorized users
on the same network can access data accurately and
securely with a decentralized structure [25]. In this
way, possible delays and interruptions are detected and
a faster and more effective process is carried out.
Recording product stock, price and delivery
information completely and unchangeably, preventing
possible fraud, preventing cost and time loss and
providing users with a traceable, transparent, low-cost
and fast infrastructure [26, 27].

3.3.2. Automotive Quality Management System
(Otomotiv Kalite Yonetim Sistemi)

The automotive industry is competitive and complex,
and materials for production are sourced from many
different global suppliers. Any delay, damage, or
disruption of planned production in products supplied
due to reasons such as a global crisis or epidemic can
cause great losses for companies. In these processes,
with the existence of an effective quality management
system, timely solutions can be provided to problems
that may arise. IATF 16949:2016 [28] is a standard
specific to the automotive industry. This standard is
intended for organizations that manufacture
automobiles and related parts and contains certain
additional requirements, and is based on ISO
9001:2015 [29] quality management system.

3.4. Supply Chain Management (Tedarik Zinciri Yonetimi)

3.4.1. Blockchain Technology in Supply Chain
Management (Tedarik Zinciri Yénetiminde Blok Zincir
Teknolojisi)

The importance of supply chain management continues
to increase due to increasing production types and
consumption habits with new technologies. The
production supply shortage experienced worldwide due
to sudden events (such as the pandemic period of
Covid-19, chip crisis in Taiwan) has necessitated
improvements in supply chain management. Features
of blockchain technology eliminate the problems
experienced in the supply chain due to the transparent,
reliable, real-time traceable and unchangeable [30].
The processes of the products from the supplier to the
manufacturer are seamlessly tracked via blockchain. In
this way, it ensures that the products are delivered on
time and under favorable conditions. Using blockchain
smart contract technology, a secure trading
environment is provided with agreements made by all
participants in the process [31]. As a matter of fact,
there can be conflicts between supply chain individuals,
specifically in coordination of forecasting demand. If
forecasting demand is uncoordinated, distorted demand
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forecasts result in bullwhip having forecast error and
variance. Blockchain technology provides an
information system and consensus formation
mechanism that can intermediate supply chain network
behavior.

3.4.2. Supply Chain Quality Management (Tedarik

Zinciri Kalite Yonetimi)

Supply chain quality management (SCQM)
operationalize and understand the impact of supply
chain management on quality management [32].
Blockchain based Supply Chain Quality Management,
which involves management mechanisms along with
new Information Technologies (IT) systems used in
supply chain quality management, solves the issues of
distrust on the basis of unchanged information and
traceable records through standardized norms and
agreements. In blockchain based SCQM, blockchain
technologys, is integrated to new supply chain system in
which information sharing and quality control are
assured. Framework of blockchain based SCQM covers
enterprises on the supply chain, blockchain, smart
contracts and various IoT sensors [33,34]. Blockchain
technology adopts the governance model of human
society in IT systems, and further develops the
decentralized system that provides different interest
groups to share power in the same IT system, which
improves the qualities of products and services in
supply chains by contracts. Establishing automated
executions of quality management contracts, it is
possible to develop an auto-run intelligent system.
Blockchain and smart contract establish more reliable
quality track and control system, more agile ultimate
customer.

3.5. Information Security Systems (Bilgi Yonetim

Sistemleri)

3.5.1. Blockchain Technology in Information
Security Systems (Bilgi Yonetim Sisteminde Blok Zincir
Teknolojisi)

The use of developing technologies also increases the
amount of data obtained. Adequate technologies and
storage centers are needed to store huge amount of data,
protect integrity and confidentiality. Compared to
traditional databases, blockchain technology offers a
more secure and robust platform for storing and
accessing data than other platforms. While data is kept
in a single center in traditional databases, through
blockchain's distributed ledger technology, copies of
the data are stored in the relevant network. Whenever a
new file is saved or any update is made to the file, it is
instantly copied to the storage. With this and the
automatic data backup feature, data loss is prevented.
Data are stored securely through smart contracts
allowing users to carry out their transactions without
sharing important personal information.

Applications of blockchain technology to strengthen
cybersecurity include: Blockchain technology ensures
the security of the systems it operates on and the
devices connected to it. It prevents unauthorized
persons from accessing the data with end-to-end
encryption methods used on the data [35]. By storing
data in a decentralized structure, it minimizes malicious
attacks and data loss that may occur in possible attacks.

3.5.2. Information Security System Quality
Management (Bilgi Giivenligi Sistemi Kalite Yonetimi)

Protection of information and data breaches are
important. There are various regulations regarding this
issue. These regulations provide benefits for
organizations in ensuring the security and continuity of
their information assets. As an international standard,
ISO/TEC 27001 [36] is one of them. The features that
form the basis of information security systems are
included in the ISO/IEC 27001 standard as follows:
confidentiality, availability and integrity.
Confidentiality refers to protection of information
against unauthorized access. Integrity refers to
prevention of information from being modified by
unauthorized persons. Accessibility refers to
availability and usability of information by authorized
persons.

3.6. Banking (Bankacilik)

3.6.1. Blockchain Technology in Banking (Bankacilikta
Blok Zincir Teknolojisi)

The banking sector, like other sectors, has to adapt its
systems to new technologies in order to remain strong
in the face of rapidly developing technologies. Various
limitations of the current system cause various
disruptions in transactions. Blockchain technology has
emerged as a robust, reliable and versatile new
technology that brings a different perspective to
existing systems. Banking also started to integrate its
systems with this technology to benefit from this [37].
The contributions of blockchain technology to the
banking sector are as follows: Features that distinguish
blockchain technology from the currently used bank
payment system: While banks carry out their
transactions through a central system, blockchain
works in a decentralized network system. Unlike the
banking system, Ledgers and banking transactions in
blockchain are open to the public and data can be
accessed in real time and transparently [38].

International money transfer transactions are made by
using an intermediary and paying a transaction fee, and
these transactions are slower. In blockchain
technology, transactions can be made faster,
transparently and with lower transaction fees. Various
authentication methods are used to ensure security in
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banking transactions. In blockchain-based systems,
verification processes can be carried out more securely.

Smart contracts are increasingly executed in
applications  fulfilling trustworthy and strong
certifications in transactions between parties, whereas
can be carried with immutable, transparent, traceable,
and secure infrastructure. Recording transactions with
blockchain's distributed ledger technology with
blockchain decentralized consensus, allows
accounting, bookkeeping and auditing in banking
transactions to be carried out in a more functional,
transparent, fast and secure way.

3.6.2. Banking Quality Management System
(Bankacilikta Kalite Yonetim Sistemi)

Banking sector should improve the quality, efficiency,
effectiveness, productivity and resilience. Cucari et al.
[39] focused on the efficiency of processes, security
and information network as types of banking
applications. Customer portfolio is important in
banking transactions in the banking sector. Credit
operations are also based on customer reliability.
Blockchain-based know your customer (KYC) system
was developed to ensure that transactions that are
reliable for both the customer and the institution.
Blockchain strengthens identity verification and Know
Your Customer (KYC) processes, for enhancing
accurate customer data and supporting personal
investment along with financial operations and
customer relationship management (CRM) [40, 41].
Banks should innovate through the implementation of
blockchain. In this regard integration of new quality
management systems along with new standards for
blockchain technologies into banking sector.
Integration of new generation technologies such as
cloud data, artificial intelligence and IoT, blockchain
technology into the banking sector is considered
mandatory to increase efficiency, security and
transparency [42].

CPA&AICPA [43] examined the impact of digital
blockchain technology on auditing process of financial
reports and services of quality assurance. Due to
digitalization, utilization of digital tools is required for
auditing process. Hashem et al. [44] recommend
features (such as strategic, less time consuming,
continuity, review, scope expansion consultancy) for
more efficient audit processes of blockchain.

In the banking sector, integration of Accounting
Information  Systems (AIS) with Blockchain
technology, features such as security, transparency and
immutability come to the fore [45]. Al-Dmour et al.
[46] revealed that there is a robust positive effect of
Blockchain on AIS quality, significantly enhancing
business performance.

The decentralized nature of Blockchain is used in cross-
border payments and remittances by decreasing costs,
increasing transaction speed, and transparency. As
blockchain  technology continues to develop,
innovation and collaboration between industry
stakeholders and regulators continue to transform the
global financial system, making cross-border
transactions more efficient, affordable, and accessible
for individuals and businesses around the world [47].

4. QUALITY MANAGEMENT SYSTEM BASED

BLOCKCHAIN TECHNOLOGY (KALITE YONETIM
SISTEMI TABANLI BLOK ZINCIR TEKNOLOJISI)

There are eight quality management principles, which
are kaizen (continuous improvement), customer focus,
leadership, involvement of people, processes,
approach, system approach to management, factual
approach to decision-making, and mutual beneficial
supplier relationship. As a matter of fact, kaizen should
be taken into account within the quality management
system. For this reason, continuous quality
improvement should be concerned for all quality
management based blockchain applications to improve
performance along with effectiveness [48]. According
to Muruganandham et al. [48] there are limited
applications for continuous quality improvement
research. Apart from kaizen, other seven quality
management principles should be broadly incorporated
with blockchain systems.

Blockchain technology relies on cryptography which
provides data compilation in blocks. Inevitably,
validation should be performed considering kaizen
technique via plan-do-check-act (PDCA cycle). After
performing validation, block is formed and can be
accessed by stakeholders. Afterwards, each block is
incorporated with input and output hash values making
blocks immutable for modification and having no
variability. IoT technology is a system that has the
ability to collect data by connecting devices to loT
based systems, and when integrated with blockchain
technology, it enables the data to be stored in a database
and shared with other relevant systems. At the same
time, various options can be made within the quality
management systems incorporated information
obtained through IoT systems. Figure 3 shows the
principal working logic of the intelligent quality
management based blockchain system in terms of the
PDCA cycle. There is a need for a quality management
based blockchain system. In this regard, Blockchain
technologies can solve mutability problems and
enhance traceability considering kaizen.

There are studes in the literature on the integration of
blockchain tehnology with the ISO 9001:2015 [49]
standard. Muruganandham et al. [48] stated that the
isruptions experienced in the operation and control of
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ISO 9001:2015-based  Quality =~ management
system processes can be overcome by using
blockchain technology infrastructure  with  the
considered scenarios.

Intelligent Quality ‘ loT
Management ‘

PCDA Cycle for Continuous
Improvement and Validation

—x

‘ Blocks with Hash 14
Values ‘

Figure 3. Intelligent quality management system based
blockchain

(Zeki kalite yonetimi sistemi tabanli blok zincir)

ISO has released standards in the field of blockchain
and distributed ledger technologies. Table 2 shows
information on 12 ISO standards published since 2019
in this area. Since blockchain technology is still
evolving, more standards will be developed as
applications for the technology improve.

5. QUALITY CHALLENGES FOR
BLOCKCHAIN APPLICATIONS (BLOK ZINCIR
UYGULAMALARI ICIN KALITE ZORLUKLARI)

5.1. Quality Issues and Requirements (Kalite Isleri ve

Gereksinimleri)

According to McCall's Software Quality Model [50]
factors and related criteria are used to determine the
quality of software. Blockchain structures consist of
hardware and software systems and the quality criteria
that should be considered for software and hardware
systems are also valid for blockchain technologies. The
factors of this model can be evaluated with establishing
quality requirements for blockchain technology. These
factors can be considered as follows: Efficiency,
Reliability, Integrity, and Accuracy.

Efficiency factor is achieved by having appropriate and
sufficient hardware and software for the system to
operate as desired. Examples include having good
storage capacity, high network speed, and using
software with high processing capacity.

Accuracy factor can fulfill the required task completely
when traceability and consistency criteria are ensured.
In the blockchain system, traceability of transactions is
ensured with decentralized structures, while
consistency of transactions is ensured by using smart
contracts. In this way, the accuracy of the transactions
is ensured and the requirements of the reliability factor
are met.

Table 2. Published ISO standards for blockchain and distributed ledger technologies
(Blok zincir ve dagitik defter teknolojileri igin yayinlanmis ISO standartlary)

Standards Type Published  Stage
ISO/TR 3242:2022 Use cases 2022-10 International
ISO/TR 6039:2023 Identifiers of subjects and objects for the design of 2023-06 International
blockchain systems
ISO/TR 6277:2024 Data flow models for blockchain and DLT use cases ~ 2024-02 International
ISO 22739:2024 Vocabulary 2024-01 International
ISO/TR 23244:2020  Privacy and personally identifiable information 2020-05 International
protection considerations
ISO/TR 23249:2022  Overview of existing DLT systems for identity 2022-05 International
management
ISO 23257:2022 Reference architecture 2022-02 International
ISO/TS 23258:2021 Taxonomy and ontology 2021-11 International
ISO/TR 23455:2019  Overview of and interactions between smart contracts 2019-09 International
in blockchain and distributed ledger technology
systems
ISO/TR 23576:2020 Security management of digital asset custodians 2020-12 International
ISO/TS 23635:2022 Guidelines for governance 2022-02 International
ISO/TR 23644:2023  Overview of trust anchors for DLT-based identity 2023-05 International

management
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Integrity factor ensures that access to the system which
is permitted to limited users and system control is
performed by authorized users while unauthorized
access is prevented in the blockchain system, possible
fraud in transactions is not allowed. Blockchain is
known as a transparent system in which users with
authorized access can control.

In addition to McCall factors [50], the following factors
can also be considered as blockchain system quality
requirements.

Installation cost: Since blockchain is a costly system, a
less costly system can be established by reducing costs.
Network speed and capacity: In order to carry out
transactions quickly and accurately in the system, there
must be a strong software and hardware infrastructure
that can adapt to the network speed so that the users in
the network can make fast transactions.

Energy sustainability: Blockchain mining requires high
energy consumption. For this reason, systems that
consume less energy are needed to be developed.
Security: Although blockchain has smart contracts and
a decentralized structure, it is necessary to prevent
attacks and fraud on the systems by ensuring the
reliability of users and transaction information.

5.2. Blockchain Performance Measurement Metrics
(Blok Zincir Performans Olgiim Metrikleri)

They are quantitative indicators that measure how the
system works and how it achieves its goals. The system
is examined and evaluations are made in terms of
quality, performance and scalability. Blockchain
performance evaluation metrics are provided in Table 3.

Although the performance evaluation metrics are
presented in Table 3, the priorities for each system and
user may be different. Therefore, it is not always
possible to accurately and reliably measure the
performance of the blockchain system. Performance
tests of blockchain systems can be done using some
special software. It is difficult to make a fair evaluation
according to various criteria such as blockchain
structures (public, private), network capacity, network
speed, number of users, number of transactions made,
hardware structure.

Awareness and usage rate of blockchain systems is
increasing. Although the blockchain system is and
advanced and complex structure for cryptocurrencies
and integrated systems, the consumed energy is also
quite high. There are concerns to reduce energy
consumption to enhance ecological sustainability. Some
blockchain systems are trying to build less energy
consuming structures. In countries where usage of
energy is widespread, and there are initiatives in which
the energy is consumed for mining of cryptocurrencies
obtained from renewable energy sources [51].

5.3. Blockchain Performance Measurement Methods
(Blok Zincir Performans Olgiim Yontemleri)

Blockchain performance evaluation methods are
empirical and analytical methods. Empirical methods
include benchmarking, testing, and checking.
Benchmarking compares the performance of a
blockchain system with other systems. Testing performs
experiments or simulations to test the functionality and
reliability of a blockchain system. An audit examines
and verifies the code, design, and architecture of a
blockchain system for compliance with requirements.

Table 3. Blockchain performance evaluation metrics

(Blok zincir performans degerlendirme metrikleri)

Metrics Definition

Latency The time required for a transaction to be confirmed and recorded on the blockchain

Throughput The number of transactions performed per second

Scalability The capacity of the network, including the number of nodes it has and how many
transactions it can process

Block Size Refers to the maximum amount of data, such as transaction details, timestamps, and
cryptographic hashes that a single block can store. The block size determines how
many transactions can be included and processed within the block.

Resource Blockchain systems require high hardware capacity and consume a high amount of
energy.

Security Ensuring the blockchain is protected against malicious attacks and fraud

Storage It requires more capacity due to the size of the data stored in the blockchain system

Network Size

It refers to the total number of nodes actively participating in a blockchain network.
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Benchmarking compares the performance of a
blockchain system with other systems. Testing performs
experiments or simulations to test the functionality and
reliability of a blockchain system. An audit examines
and verifies the code, design, and architecture of a
blockchain system for compliance with requirements.
Analytical methods include Stochastic Models, Queuing
Models, Markov Chains, Emulation, Markov Decision
Processes, Random Walks, Stochastic Petri Nets, Data
Mining, Machine Learning.

6. DISCUSSION AND CONCLUSION (TARTISMA VE
SONUC)

Blockchain technology provides more transparent,
secure, traceable and decentralized structure compared
to traditional systems. Since records are not stored in a
single center, it builds a trustful environment preventing
possible data loss and security breaches and allowing
simultaneous tracking of information and elimination of
disruptions in processes. It designs a reliable
environment in agreements between parties with smart
contracts. Table 4 provides a sector-by-sector
comparison of blockchain technology features in food,
automotive, healthcare, supply chain, information
security, and banking.

Table 4 compares blockchain features by sector based
on their full availability to all users sharing the
blockchain network from supplier to end user: In terms
of the operation of the sectors, the anonymousness

feature is only available in information security, while
in other sectors, information visibility is desired on
transaction basis rather than anonymity of users. The
execution feature in terms of transaction or transaction
amount cannot provide full performance any sector in
sectoral applications, depending on the network
structure and user density. The scalability feature is
related to the users using the network. The large number
of users affect the transaction volume and the data
storage load. Since scalability depends on the block size,
cannot be completely fulfilled in any sector in industrial
applications.

In contrast to the benefits of blockchain technology,
there are complexities along with difficulties of
blockchain technology in terms of installation and use.
The use of blockchain technology also presents several
challenges: The lack of standardization makes it difficult
to implement a standardized platform for managing the
supply chain. Integrating platform for managing the
supply chain. Integrating blockchain technology with
existing systems can be challenging, as it requires
significant changes in the existing processes and
infrastructure. Complexity, due to the complex structure
of blockchain, users may resist the adoption of this
technology. Cost, implementing blockchain technology
can be costly, requiring significant investment in
technology and infrastructure. Security, blockchain
security has advantages and disadvantages.

Table 4. Comparing blockchain technology features in food, automotive, healthcare, supply chain, information security,
and banking.

(Gida, otomotiv, saghk, tedarik zinciri, bilgi giivenligi ve bankacilik alanlarindaki blockchain teknolojisinin ozelliklerinin karsilastiriimasi)

Food Automotive Healthcare Supply Information  Banking
Chain Security
Traceability v v v v v v
Transparency v v v v v v
Immutability v v v v v v
Anonymousness x x x x v x
Dis-intermediation v v v v v v
Security v v v v v v
Reliance v v v v v v
Smart contracts v v v v v v
Credibility v v v v v v
Scrutiny v v v v v v
Performance v v v v v v
Execution x x x x x x
Scalable x x x x x x
Cryptography v v v v v v
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Security breaches and malicious attacks are among the
problems encountered in blockchain networks. One of
the challenges facing blockchain is energy consumption.
The PoW mechanism requires high energy
consumption. The high energy consumed is also a
feature that has been criticised regarding sustainability.
Despite the challenges, the use of blockchain technology
holds significant promise for the future.

Personal data are required for identification of patterns
in delicate situations. Blockchain technologies are
needed to be used for security and immutability
considering storage of the highly sensitive data. The
further directions of blockchain technologies will
include a variety of implementations of decentralized
blockchains along with super secured networks to
enhance minimization of inherent vulnerability of
centralized databases.

Artificial intelligence based blockchain technologies
can contribute to tracing how algorithms work and how
their input affects the output of machine learning. For
further directions, new technological advancements are
required with the integration of artificial intelligence
and blockchain technologies considering cybersecurity
challenges and having double shield against
cyberattacks by training machine learning algorithms to
automate real time threat detection and to continuously
learn about the behavior of attackers arisen in dynamic
and uncertain environments.

For further directions, sustainability related researches
should be considered within blockchain technology-
based systems. Sectoral applications should consider
three sustainability dimensions in terms of social,
environmental, and economic aspects.

There are limitations in theory which need to be
improved via empirical studies. As blockchain
applications proliferate, data volume, volatilities,
complexities, scales, diversities will be getting increased
with the growth rate of blockchain technologies. Rapid
development of data applications have placed extremely
high demands on the user amount, concurrency, and
energy efficiency optimization of privacy protection
service requests. Rapid development of blockchain
applications will require analyzing data of blockchain
technologies emerging methodological advancements in
data science. As a matter of fact, there are still issues for
standardization of blockchain technologies within
quality management involving especially considering
new auditing developments and approaches via
intelligent monitoring technologies, and dynamically
exploring regulatory methods to improve quality
assurance.
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1. INTRODUCTION

Artificial intelligence has permeated all facets of life
and is steadily progressing towards becoming an
essential component of our lives. Artificial
intelligence models have achieved significant success
in various domains such as categorization, clustering,
prediction, etc. As a result, they have been effectively
utilized in diverse sectors such as education,
engineering, health, transportation, finance, media,
art, etc. Recently, different Artificial intelligence (Al)
applications have become widespread in both business
and individual daily life, such as Generative
Adversarial Networks (GAN) and Large Language
Models (LLM). The widespread use of artificial
intelligence has prompted concerns about its outputs,
including their explainability, interpretability,
dependability, trustworthiness, and ethical.

Today, in addition to the impressive performance of
artificial intelligence models, the significance of
notions such as responsibility, explainability, and
justice is increasing [1]. The field of Explainable
Artificial Intelligence (XAI) has emerged due to the
influence of input data set qualities on the output of
machine learning (ML) models, and the need for
transparency, traceability, and explainability of the
obtained results [2]. XAl is essential in all domains
that employ artificial intelligence, but it holds
particular significance in sectors such as healthcare,
defence, security, and law [2,3]. Explainable Artificial
Intelligence (XAI) is a crucial technology that
enhances the dependability and transparency of Al
systems, fostering user trust in these systems. For Al
to be adopted by people, it must be explainable and
reliable [4].

According to Saced and Omlin [3], XAl can be useful
in fields including digital forensics, 5G, and the
Internet of Things. However, there are certain general
issues with XAI design, development, application,
explainability, and interpretability. In order to
guarantee  the  fairness, transparency, and
accountability of machine learning systems, Barredo
Arrieta et al. [5] contend that XAI is crucial for the
creation and application of ML models. A study of the
literature on interpretable machine learning in the field
of artificial intelligence in healthcare was carried out
by Tjoa and Guan [6]. Dosilovi¢, Br¢i¢ and Hlupi¢ [7]
examine the most recent developments in the
application of XAl in supervised machine learning
and contend that XAI should take precedence given
the growing concern over Al and the issue of trust.
XAI methods can be applied to many machine
learning  algorithms. Thanks to XAI, the
interpretability of machine learning algorithms
increases. Deep learning algorithms are more difficult
to explain and comprehend than algorithms like
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Decision Trees [8], Support Vector Machines [9,10],
Logistic Regression [11], and Naive Bayes [12]
classifiers. On the other hand, an artificial neural
network have many parameters. The system is like a
black box, especially in multilayer and deep artificial
neural networks where the large number of layers and
parameters makes them difficult to interpret.

In this study, the effects of network architecture and
input data attributes on XAl results in MLP were
examined.

2. MATERIALS AND METHODS)

2.1. SHapley Additive exPlanations (SHAP)
Method

SHapley Additive exPlanations (SHAP) Method is
a method based on game theory [13] that reveals the
contribution of each input feature to the model's
output in machine learning [14]. Game theory
examines situations where there is more than one
player and each player's actions affect the decisions of
the other players. In game theory, methods exist to
measure how much each player contributes to the
outcome of a game. In the SHAP method, the input
attributes of the ML model can be viewed as players,
and their contribution to the model's prediction (the
game's outcome) can be measured. In this way, the
outputs of the model will be more explainable by
measuring which attributes affect the output of an ML
model and how. It can also be observed which
attributes of the input data set are more important and
which are less important for the ML Model with
SHAP. A simple SHAP model is shown in Figure 1
[15]. The ML Model has three input features (age,
education, and experiences) and one output (sales
rate) (Figure 1.a). The sales rate will be predicted for
age, education, and experience inputs with the trained
ML model. As seen in Figure 1.b, the “experience”
feature makes a positive contribution to the “sales
rate” output with 0.8, while the “age” feature makes a
negative contribution with 0.1. While education and
experience feature positive contributions to the sales
rate estimate, age features provide negative

contributions.
Education —»t
Sales
Age —» ML Model —> Rate
Experiance —
a)ML Model

L=
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Education —»
Sales
Age — > Rate
Experiance —p KX
(b) Explanation Model

Figure 1. Machine Learning model and explanation
model (Makine 6grenmesi modeli ve agiklanabilir
model).

3. DATASET

In the study two different datasets were used: Breast
Cancer Wisconsin and Heart Disease [16]. Since these
datasets are widely used in the literature, they were
preferred for other researchers.

3.1. Breast Cancer Wisconsin Dataset

The Wisconsin Breast Cancer dataset [16] consists of
699 samples, 9 features and one diagnostic feature
(label) (Table 1). In each feature, the tumour
diameters of X-ray images taken from the breast are
expressed numerically. According to these features,
whether the tumour is benign or malignant is given as
a label in the diagnostic feature. A diagnosis value of
2 means a benign tumour, and 4 means a malignant
tumour. Of the data in the dataset, 241 samples belong
to malignant tumours, while the remaining 458
samples are benign tumour samples. There are
missing data for 16 samples in the Features6 column
in the dataset. Missing data was filled with 0. Various
techniques can be employed to replace missing values
[17,18,19]. Filling the missing data with one of these
strategies, rather than using zero, will have a
favourable impact on the model's performance.
However, the aim of this study was not to improve the
performance of the model. For this reason, missing
data in the dataset were simply filled with 0.

Table 1. Breast cancer dataset, features and
diagnosis (label) sample data (Meme kanseri veri
seti, teshis (tiket) ve drnek veriler).

S — A Y o~ 0 g
ot o g e e & o @ g E
# 2 B 2 2 28 2 2 2 2 B
s 8 8 88 8 & § § =
SR/ < /R < v < YR < Y N - < A &
0O 5 4 4 5 7 10 3 2 1 2
1 3 1 1 1 2 2 3 1 1 2
2 6 8 8 1 3 4 3 7 1 2
3 4 1 1 3 2 1 3 1 1 2
4 8 10 10 8 7 10 9 7 1 4

3.2. Heart Disease Dataset

Table 2 displays the heart disease dataset [16], which
consists of 13 features and a label indicating whether
the person has heart disease or not. According to the
findings, the diagnostic value was taken as 1 if the
patient has heart disease and 0 if the patient does not
have heart disease. The dataset consists of 1025
samples, all features are expressed numerically, and
there are no missing data. In the dataset, 499 samples
belong to patients with heart disease and 526 samples
belong to patients without heart disease.

Table 2. Heart disease dataset, features and (label)
diagnosis (Kalp hastaligi veri seti, nitelikleri ve

teshis/etiket).
Features Explanation
Feature 0 Ace
(age) ge in years
Featurs_| Gender; 0:female; 1: male
(sex)
Feature 2 Chest pain typel,‘ (1: atypical aqgina;
(cp) - 2: gtyplcal angina; 3 non-anginal
pain; 4: asymptomatic)
Feature 3 Blood pressure at rest (mm Hg)-
(trestbps) Tansion
ffﬁggef‘ Serum kolestoral (mg/dI)
Feature 5 fasting blood sugar > 120 mg/dl (1:
(fps) true; 0: false)
Feature_6 Resting electrocardiographic results
(restech)
ft?;ngl; Maximum heart rate
Feature 8 Exercise induced angina (1:Yes; 0:
(exang) No)
Feature 9 ST depression caused by exercise
(oldpeak) relative to rest
Feature_10  Hill exercise Slope of segment
(slope) (ST)
Feature 11 ~ Number of large vessels colored by
(ca) fluoroscopy (0-3)
Feature 12 3:normal; 6: fixed defect; 7:
(thal) reversible defect
Diagnostic  0: Not disease; 1: Disease

4. RESULTS AND DISCUSSION

In the study, MLP model training and SHAP tests with
different architectures were performed for each data
set. After training and testing Multi-Layers Artificial
Neural Network (MLP) in different architectures with
different data sets, the effects of the input data
attributes in the model output and the importance
levels of the input data attributes were observed by
using the SHAP method. Thus, it was investigated
whether the importance of the input data set attribute
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values according to their effects on the output varies
with the MLP model architecture. In the study, the
hyperparameters were kept constant for all MLP
architectures and the effect of these parameters on the
output was stabilized.

XAI techniques such as SHAP, DeepSHAP,
DeepLIFT, DeepLIFT, CXplain, and LIME (Local
Interpretable Model-agnostic Explanations) [15, 20,
21] are used as XAI techniques. SHAP is a game
theory [22] approach to explaining the output of any
machine learning model. It combines optimal
credential location with local explanations using
classical SHapley values from game theory and its
related extensions. This technique graphically and
statistically illustrates the importance of the features
that affect the decisions of the AI system, the
statistical information that affects the decisions of the
Al system, and the factors that affect the decisions of
the system [23]. XAl techniques can show different
suitability according to the artificial intelligence
machine learning model. They state that LIME is more
suitable for Artificial Neural Networks and Random
Forest algorithms, while SHAP is more suitable for
boosting-based algorithms. Since the SHAP method
uses all attributes of the entire dataset [20], the SHAP
method is preferred as the XAl technique for MLP and
Deep Learning Machine Learning algorithm in this
study in order to see the importance of all factors
determining the result. The common parameters used
in all MLP architectures in the study are as follows:

: 70% of the data
: 30 % of the data
: 1% of training dataset

»  Training dataset
= Test dataset
= Validation dataset

= FEpoch : 500
= Early Stopping : true
= Batch size i1

= Optimizer : adam

= Hidden layerS activation function : ReLu

= Qutput layersS activation function : Sigmoid
= Loss function : BinaryCrossentropy
= Performance metric  : Accuracy

In order to the MLP algorithms to work better, the data
was scaled in the range [0,1]. The model output is a
binary classification (1: Patient, 0: Not Patient). Since
the model output value is a continuous number
between 0 and 1, it was converted to binary according
to a certain threshold value. In this study, 0.5 was
taken as the threshold. Accordingly, if the model
output value was > 0.5, it was considered as 1; in the
other case, it was considered as 0. 70% of the data was
reserved for training and 30% for testing. While
training, 1% of the training data was used as validation
data. The ReLu was used as the activation function for
all hidden layers of the model. Since the output of the
model will be binary classification, the output layer
activation function is Sigmoid, and Binary Cross

Entropy were used as the loss function. The model’s
optimization algorithm is adam, batch size 1, epoch
500, and no dropout wused. With these
hyperparameters, MLPs with different architectures
were tested with two different data sets. In order to
examine the effects of the input data set on the output
with the MLP architecture, different architectures
were selected. The architecture used 3, 4, 5, 6, and 7
layered architectures with high and close accuracy
values. The number of nodes in the hidden layers was
taken randomly between 5 and 50 as multiples of 5.

In the study, the accuracy score was used as the MLP
model performance metric. Since the test data sets
were balanced, the accuracy performance values
reflect the success of the model. Since the study
focused on XAlI, the performance metrics such as
precision, recall, f1 score, and r-square were not used.
When the performance values of the MLP models in
the study were compared with other studies conducted
with the same data set in the literature [24-30], it was
seen that the model was successful.

In Figure 2, for the Brest Cancer dataset, the model
was trained separately using different MLP
architectures, and the accuracy performance values
and SHAP plots are shown. In the SHAP graphs, the
effects of the dataset attributes of the model output
(the importance of the attributes) can be seen
graphically (Figure 2). For example, in Figure 2.a, the
positive and negative effects of features on the
outcome and the amount of these effects are shown in
different colors. The color red indicates a positive
effect, while blue indicates a negative effect. Also in
the graph, the features are ranked according to their
importance. For example, Feature5S is the most
important feature while Feature?7 is the least important
feature. The accuracy values obtained for the different
architectures and the importance ranks of the
attributes (from important to unimportant) according
to the SHAP graph results are given in Table 3. Upon
examining Table 3 and Figure 2 show that the impact
of the dataset attributes on the outcome also varies
across the MLP architecture. For example, in
Architecture 1, the importance ranking according to
the effect of the attributes is 5-0-2-1-3-8-7-6-4, while
in Architecture 4, the importance of the attributes
ranking is 5-2-8-7-1-0-3-4-6. Here, Feature0 is ranked
second from the beginning in Architecture 1, while in
Architecture 4, it is ranked sixth from the beginning.
Feature5 ranks first in all architectures, while the other
features vary in importance (order) according to
architecture. Since the importance rate of Feature5 is
slightly different from the other features, it ranks first
in all models. Since the importance ratios of other
features are close to each other, it is seen that the
ranking of importance ratios changes according to the
model architecture. Examina the Table 3, it is seen that
the ranking of the importance ratios of the features,
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changes even if they have the same accuracy value in
different architectures. For example; although both
Architecturel and Architecture8 have an accuracy of
98%, the importance ranking of the attributes is
different. Thus, it can be concluded that there is no
relationship between the model’s accuracy value and

the importance ratios of the attributes.

Table 3. Listing the effects of breast cancer input
dataset features of the output according to

architecture (Meme kanseri girdi veri kiimesi
ozelliklerinin model ¢iktisina etkilerinin mimariye

gore listesi).

The importance of the
MLP }? input dgta set attpbutes
Architecture 5 according to th§1r _
3 SHAP values, listed in
< descending order
9-5-10-5-1 098  5-0-2-1-3-8-7-6-4
9-5-10-10-1 098  5-1-2-3-6-7-0-8-4
9-5-5-1 095  5-0-6-2-8-3-1-4-7
9-10-5-1 097  5-2-8-7-1-0-3-4-6
9-10-15-1 096  5-1-0-6-3-2-4-8-7
9-15-1 098  5-2-0-6-1-3-8-7-4
9-45-1 098  5-0-2-6-3-1-8-7-4
9-15-10-10-15-1 098  5-1-0-2-6-3-8-4-7
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Figure 2. SHAP graphs of the breast cancer dataset
obtained after MLP training for different architectures
(Meme kanseri veri seti ile egitilmig, farkli
mimarideki MLP’lerin, egitim sonrasinda elde edilen
SHAP grafikleri).

The effects of the attributes of the input dataset on the
output for different MLP architectures of the heart
disease dataset are given in Figure 3. The model
architecture was not taken according to any rule.
Different architectures were created by using different
numbers of hidden layers and different numbers of
nodes (units) in each hidden layer. Table 4 shows the
structure of the architectures, model performance, and
the effects of the dataset attributes on the output
according to the model, ranked in descending order of
importance. Examine Figure 3 and, the Table 4 are
analyzed, it is seen that the ranking of the impact
values of the dataset attribute values on the model
output changes. For example, in Architecture 1,
FeaturelO is ranked fourth from the beginning, while
in Architecture 5 it is ranked seventh. The importance
of some features remained the same in all
architectures. For example, Featurel has maintained
its first rank in all architectures. Examining the Figure
3, it can be seen that these features are relatively more
important than other features. Feature4 ranks last in

almost all models. This feature is the least important

feature for all models.

Table 4. Listing the effects of the input dataset
attributes on the output of the heart disease dataset
according to different architectures (Kalp hastaligi
veri kiimesi 6zelliklerinin model ¢iktisina etkilerinin
mimariye gore listesi)
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MLP £ qualities' contribution to the
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S output

<
13-15-5-1 094 11-2-1-10-9-12-8-3-6-7-0-5-4
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13-15-1 091 11-2-1-10-9-12-8-3-6-7-0-5-4
13-45-1 097 11-2-1-10-12-9-7-6-8-5-0-3-4
13-15-10-5-1 098 11-2-1-9-12-8-10-6-7-5-0-4-3
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Figure 3. SHAP plots of the heart disease dataset
obtained after MLP training for different architectures
(Kalp hastalig1 veri seti ile egitilmis, farkli mimarideki
MLP’lerin, egitim sonrasinda elde edilen SHAP
grafikleri).

5. CONCLUSION

In MLP systems, which contain too many parameters
in artificial intelligence models and are seen as black-
boxes, the explainability and interpretability of model
outputs, the effects of the dataset on the output and the
differences in the importance of dataset attributes
according to MLP architecture were examined. Breast
Cancer Wisconsin and Heart Disease datasets, which
are frequently used in the literature, were used
datasets. The reason for choosing this dataset is that
issues such as explainability, interpretability, and
transparency are much more important in the use of
artificial intelligence in the health sector. Both
datasets were trained and tested on MLP models with
different architectures and the accuracy performance
values of the models were measured. The SHAP
method was used to track the impact and importance
of the input dataset on the model output on the trained
model. A test data set was used for the SHAP process.
The graphs in Figure 2 and Figure 3 show the
importance levels of the dataset attributes
sequentially. The accuracy and importance of the
dataset attributes obtained for both datasets are
transferred to Table 3 and Table 4, respectively. When
Figure 2 and Figure 3 and Table 2 and Table 3 are
analyzed;

Input dataset features importance varies depending on
the MLP architecture,

similar
feature

Different MLP architectures
accuracy can still produce
importance rankings,

achieving
different
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MLP models with the same architecture but different
performance can yield different feature importance
rankings,

The impact of attributes with relatively high
importance is not much affected by the MLP
architecture,

The relative ranking of features with similar
importance levels is more likely to change between
different architectures,

No direct relationship between the model accuracy
performance value and the ranking of attribute
influence (importance) values in artificial intelligence
MLP methods,

It was observed that the relative importance of input
features could be measured using SHAP for MLP
models. Accordingly, it can be concluded that the
architecture of the MLP models is also an issue that
needs to be considered in terms of explainability,
interpretability and transparency of the input-output
relationship of artificial intelligence models.

The study can be extended by using, in MLP, the
relationships of other hyper-parameters such as
learning algorithm, activation functions, loss function,
etc. to the effect rates of data attribute.
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Tekrarlanan ve rutinlesen gorevler i¢in insan davranigini taklit edebilen, yazilim araglarina dayal
bir otomasyon teknolojisi olan RSO teknolojisi son yillarda, 6zellikle tekrar eden gorevlerde hem
biitge tasarrufu saglamakta hem de ¢alisanlarin yeteneklerini daha iyi gosterecekleri alanlar igin
vakitlerini ayirabilmelerini saglamaktadir. Bu makalede de cogunlugu yurt i¢inde yasayan 221
RSO ile ilintili ¢alisanin (RSO kuran, RSO yazilimi programlayan, RSO ile is siiregleri diizenlenen
vb.) RSO teknolojisine bakislari, bir anket vasitasiyla incelenmistir. Caligmanin sonucunda bazi
konularda kadinlarin erkeklerden ve yurt disinda yasayanlarm yurt iginde yasayanlardan
ayristiklart goriilmiistiir. Diger yandan RSO kullanishg: ile ilgili dlgeklerin regresyon testi
yardimryla yapilan analizlerinde farkli sonuglar bulunmustur. Bunlara gore islevsellik kullanict
dostlugu getirmekte, RSO yaziliminin avantajlari projelerde basari getirip iiriiniin benimsenmesini
saglamaktadir. Diger yandan ankete katilanlarin cogunun benzer markadaki bir {iriini
kullandiklar ve bu iiriinii kullananlarin digerlerine gére daha mutlu olduklar: goriilmdistiir..
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In recent years, RPA technology, which is an automation technology based on software tools that
can imitate human behavior for repetitive and routine tasks, has been providing budget savings,
especially in repetitive tasks, and allowing employees to spare their time for areas where they can
better demonstrate their talents. In this article, the opinions of 221 RPA-related employees (who
install RPA, program RPA software, organize business processes with RPA, etc.), most of whom
live in Turkey, on RPA technology were anasyzed through a survey. As a result of the study, it
was seen that women differ from men and those living abroad differ from those living in Turkey
in some issues. On the other hand, different results were found in the analyzes of the scales related
to RPA usability using regression testing. Accordingly, functionality brings user friendliness, and
the advantages of RPA software bring success to projects and ensure product adoption. On the
other hand, it was observed that most of the participants in the survey used a product of a similar
brand and that those who used this product were happier than others.
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1. GIRIS antrRODUCTION)

Robotik Siireg Otomasyonu (RSO — RPA Robotic
Process Automation) teknolojisinin kisa stirede biiytik

Ozellikle is hayatindaki bazi siireglere insanlarin gelisim  gOstermesi  neticesinde  firmalar  is
yerine robotlarin dahil edilmesiyle ortaya c¢ikan stireglerinde bu teknolojiyi kullanma egilimine
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girmiglerdir. Bu aragtirmada énce RSO teknolojisinin
hangi siireglerden gegerek bugiinlere geldigi
incelenmektedir. Daha sonrasinda RSO
kullanicilarina yapilan anketler vasitasiyla hem
Tiirkiye’deki hem de yurt disindaki RSO kullanimi1 ve
uzmanlarm bu teknolojiye bakislar1 incelenmeye
calistlmistir.

Bunun igin daha once yapilmig olan g¢aligmalardan
faydalanilarak ii¢ boliimlii 19 sorudan olusan bir anket
hazirlanmistir.  Birinci  bolimde  katilimeinin
demografik bilgisi ve isiyle ilgili bilgiler, ikinci
boliimde RSO kullanimi ve deneyimi ile ilgili bilgiler,
son  bolimde ise  kullanicinin  RSO’lan
degerlendirmesi almmaktadir. Eksik yanitlar, analiz
siirecinde veri kaybina neden olabilirve bunlar
tamamlamak i¢in kullanilan istatistiksel yontemler
(6rnegin, ortalama ile doldurma, ¢oklu atama gibi)
verinin dogasini degistirebilir ve ¢alisma sonuglarini
etkileyebilir [1]. Diger yandan eksik veriler, dzellikle
kiigiik orneklemlerde, bulgularin giivenirligini ve
gecerliligini  azaltabilir  [2]. Bu  sebeplerle
katilimeilarin  tim  sorulart yanitlamasi zorunlu
tutulmustur.

Bu anket vasitasiyla RSO gelistiricileri, sorumlulari
ve 1Urlin sahiplerinden olusan 221 kiginin RSO
teknolojisini benimseme nedenlerine, bu teknolojinin
avantajlarina, kullanim kolayligina, kullanisliligina ve
basar1 kriterlerine bakiglart Slglilmiistiir. Bunun
yapilmas1 esnasinda anket iki dilde (Tiirkce ve
Ingilizce) hazirlanmis olup Google Forms vasitastyla
yurt i¢indeki ve yurt disindaki kullanicilara
sunulmustur.

Doldurulan anketlerin {izerinde, SPSS yazilimi
yardimiyla, Cronbach Alpha giivenilirlik testi,
korelasyon testi, t-testleri ve regresyon testi
uygulanmistir. Bunlarin sonucunda bazi konularda
kadinlarin erkeklerden ve yurt disinda yasayanlarin
yurt i¢inde yasayanlardan ayristiklart goriilmiistiir.
Diger yandan RSO kullanighg ile ilgili 6lgeklerin
regresyon testi yardimiyla yapilan analizlerinde ilging
sonuglar bulunmustur. Bunlara gore islevsellik
kullanic1 dostlugu getirmekte, RSO yaziliminin
avantajlart  projelerde  basar1  getirip  iriiniin
benimsenmesini saglamaktadir. Diger yandan ankete
katilanlarin gogunun UIPath iiriiniini kullandiklar1 ve
bu iiriinii kullananlarin digerlerine goére daha mutlu
olduklar1 goriilmiistiir.

1. LITERATUR TARAMASI (LITERATURE SURVEY)

Dijital teknolojilerin ve iletisim aginin zamanla
gelismesi, pazara ve hammaddeye erigim kolayligini,
artan iiretim hacmini ve {irlin ¢esitliligini  de
beraberinde getirmistir. Bunun sonucunda kiiresel

pazarda rekabet artmis, iilkeler pazarda rekabet
avantaji elde edebilmek i¢in maliyetlerini diigiirmenin
ve tiiketici ihtiyaglarini rakiplerine gore daha hizli ve
etkin bir sekilde karsilamanin yollarin1 aramaya
baslamislardir. Bunun sonucunda sanayisi gelismis
olan iilkeler, rekabet avantaji elde etmek igin
teknolojik olanaklarmi gelistirmis ve Almanya'nin
onciiligiinde dordiincii sanayi devrimini
baslatmiglardir [3].

Dordiincii  sanayi devrimi kapsaminda “Akill
Uretim”, “Robot Sistemler”, “Nesnelerin Interneti”,
“Bulut  Biligim”,  “Simiilasyon”,  “Artirilmig
Gergeklik” gibi bazi terimler popiilerlesmislerdir.
Endiistri  4.0'n  unsurlar1 olan bu teknolojiler
birleserek kendi kendini kontrol edebilen iiretim
sistemleri kurmayi1 amaglamaktadir. Bu sistemler
sayesinde firmalar esnekliklerini ve verimliliklerini
artirabilir, maliyetlerini azaltabilir ve siire¢ hatalarini
daha kolay gozlemleyip ortadan kaldirabilirler.
Bunlarm yani sira ¢alisanlarin bilgisayarlarinda 6zel
olarak tanimlanmig siiregleri yonetmek i¢in yazilim
robotlart1  kullamilmaktadir.  Yazilim  robotlari
endiistriyel robotlarin verimliligini artirmanin yani
sira c¢aliganlarin da verimliligini artirmaktadir.
Yazilim robotlarinin is diinyasinda kullaniimasi
fikrinin yayginlasmasiyla birlikte son bes yilda RSO
teknolojisi dne ¢ikmis ve bu teknolojinin kullanimi
sirketler arasinda yayginlasmistir. RSO teknolojisi,
uygulandiklart  siireglerin  otomatiklestirilmesine
dayanmaktadir. Bu otomatiklesme sayesinde ilgili
stiregleri  ¢alisanlarin  yerine yazilim robotlar
ylriitebilmektedir.

Is akis1 siireclerindeki bazi adim ve eylemlerden
olusan bir dizi iglemi temsil eden ve bu eylemleri
belirli bir uygulama i¢in otomatiklestiren yazilima
makro denir [4]. Fare ve klavyeyle yapilan tiim
hareketler makro sayesinde kaydedilir ve makro
calistirildiginda, kaydedilen eylemler taklit edilir.
Kiigiik de olsa bir problem ¢ikmasi (6rnegin, islemin
calisma zamanindaki gecikme), makronun islemi
calistiramamasina neden olabilir. Grafiksel kullanici
arayiiziiniin (GUI) ortaya ¢ikmasindan sonra,
bilgisayarlar1 kontrol etmek i¢in gorsel programlama
dilleri ortaya ¢ikmustir. Bu diller, pencere, menii,
diigme gibi araglarla insan gibi etkilesime girerek,
kullanicilarin eylemleri kontrol etmelerini saglar. Bu
diller kullanilarak yazilan komut dosyalar1 otomatik
zamanlayici  vasitasiyla  kullanicidan  bagimsiz
calistirllabilir.  GUI  kodlamaya 6rnek olarak
verilebilecek “SAP GUI Scripting” Windows'un
VBScript dilini kullanir [5]. Makrolar ve GUI komut
dosyalart en ilkel otomasyon araglari olarak kabul
edilebilirler.
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Ostdick'e gore RSO teknolojisinin ii¢ farkli onciilii
vardir [6], Bunlardan ilki olan ekran kazima yazilim1
1990’larda ortaya ¢ikmustir ve bir uygulama ekraninda
bulunan verilerin goriintiilenip sonra kullanilmak
iizere kaydedilmesini kapsar [7]. Ikinci 6nciil olan is
akis1 otomasyonu ise, is akisina iligkin gorev, belge ve
veri akiginin, tanimlanmis is kurallarina gore bagimsiz
olarak yiuritildigi, 1990’larda ortaya c¢ikan bir
yaklasimdir. Is akisi otomasyonu, artan miisteri ve
calisan memnuniyeti, artan Olg¢eklenebilirlik ve
iretim, tasarruf edilen maliyetler, daha az manuel
islem ihtiyact ve insan hatasi gibi bir¢ok avantaji
beraberinde getirir. Diger yandan RSO’nun {igiincii
onciili olan, biiyiik miktarda veriyi karmagik
algoritmalar yardimiyla isleyerek Oriintiileri taniyan
ve sonraki islemlerde kullanabilen Yapay Zeka [4],
makineler tarafindan yiiriitillen insan zekasinin bir
simiilasyonu olarak da adlandirilabilir [8]. 2000'li
yillarin basinda RSO, ekran kazima, is akist
otomasyonu ve yapay zeka gibi teknolojilerin
kullanildig1 ve bunlarin daha da gelistirildigi teknoloji
olarak ortaya ¢ikmistir [9].

Bahsedilen teknik yaklagimlarin yani sira isletmeleri
etkin bir sekilde yonetmek i¢in bir takim yontem ve
disiplinler olusturulmustur. Bu disiplinlerden bazilari,
Is Siireci Yeniden Yapilanmasi (BPR), Is Siiregleri
Yonetimi (BPM) ve Is Siiregleri Otomasyonu'dur
(BPA). Siire¢ bu disiplinlerin igindeki en kiigiik
unsurdur ve belirli bir sonucu (lirlin veya hizmet)
iretmek igin birbirleriyle etkilesime giren emek,
ekipman, malzeme, yontem ve ¢evresel unsurlarinin
toplamina denir [10]. Organizasyonel siire¢, isi
tamamlamak i¢in gereken alt islerden olusturulan bir
gruptur, bir baslangici ve sonu vardir. Diger taraftan,
bir veya daha fazla girdinin miisteri i¢in deger yaratan
bir ¢iktiya doniistiiriildiigii faaliyetler biitiinii olarak
da tanimlanabilir. Siire¢ yonetimi, siireglerin siirekli
ve diizenli olarak izlenmesini ve iyilestirilmesini
saglamak amaciyla yiriitiilen faaliyetler biitliniidiir.
Bir baska agiklamaya goreyse siire¢ yonetimi,
sire¢leri  tasarlamak, siirdirmek ve miisteri
ihtiyaglarimi  daha iyi karsilamak igin, stirekli
degerlendirme, analiz ve iyilestirmeyi igeren bir
dongtidiir [11].

Is Siireci Yeniden Yapilanmasi (BPR), ilk kez 1993
yilinda giindeme gelmistir. BPR disiplinine gore,
diizeltilmesi gereken siirecler dogrudan ortadan
kaldirilarak  gerekli siiregler yeniden planlanip
kurgulanir. Uygulamada BPR'nin o6nerdigi radikal
degisikliklerin sirketlerde hayata gegcirilmesi pek
miimkiin goriinmemektedir. Bu disiplinin yerine daha
biitiinsel bakis a¢isina sahip, kademeli iyilestirmelere
odaklanan bir disiplin aranmigtir [12]. Bu arayisin bir
pargasi olarak is siiregleri yonetimi (BPM) devreye
girebilir.

Siire¢ otomasyonuna geleneksel bir yaklasim olan
BPM, kuruluslardaki is akislarin1 yonetmek igin
kullanilan siire¢ metodolojisidir. BPM'nin temel
amact, daha iyi getiri igin is ¢evikligini ve operasyonel
milkemmelligi  tesvik  ederek  organizasyonel
performanst artirmaktir.  BPM, farklt modelleri,
metrikleri ve degerlendirmeleri inceleyerek tiim
gereksinimleri ve siireci tek bir ¢aligmada toplar ve
daha iyi performans igin gerekli iyilestirmeleri belirler
[13]. BPM; veriler, kisiler ve sistemler arasinda aktif
koordinasyonu igerir ve operasyonel is siiregleri i¢in
saglam bir altyap1 sunmay1 amaglar. BPM, bir yandan
sirketteki tiim ¢alisan ve sistem hareketlerini
belirlerken diger yandan siiregte olusan verilerin de
depolanmasini saglar.

Geleneksel siire¢ otomasyonu BPM  kapsaminda
incelendiginde Is Siiregleri Otomasyonu (BPA) olarak
adlandirilir. BPA, mevcut siiregleri diizene sokup
verimsizlikleri ortadan kaldirarak siire¢
iyilestirmelerini  amaglar. Daha iyi  sistem
entegrasyonu veya Ozel siire¢ yazilimi yoluyla
otomatiklestirilebilecek tiim siire¢ adimlarini 6ne
¢ikaran, stratejik bir bilgi sistemi doniisiim eylemidir
[14]. Firmalarin pazardaki verimliligini ve rekabet
giiclinii artirmaya yonelik yeni ¢dziim arayiglarinda
ortaya ¢ikan BPM kavraminin yardimiyla sirketler, is
stireclerini  kapsamli  bir sekilde iyilestirmeye
odaklanirlar.  Caligsanlarin  siiregleri  yiiriittiigi
sistemleri optimize etmek icin Is Siirecleri Yonetim
Yazilimi (BPMS) ¢oziimlerinin  kullaniimastyla
mevcut bilgi islem sistemlerinde degisiklikler
yapilmast  gerekmistir. BPM  kapsaminda is
stireglerinde ve Bilgi Teknolojisi (BT) sistemlerinde
yasanan koklii degisiklikler de sirketlere ek maliyetler
getirmistir. Bu nedenle sirketler, is siireglerini en az
maliyet ve ¢abayla optimize etmelerine olanak
tantyan, kullandiklart BT sistemlerine higbir
degisiklik yapmadan uyarlanabilecek yeni {iriin
arayisina girmisglerdir. RSO 2012 yilinda bu gibi
ihtiyaglar kapsaminda kullanilabilecek yeni bir
teknoloji olarak ortaya ¢ikmustir [4].

Aguirre ve Rodriguez, RSO’yu tekrarlanan ve
rutinlesmis gorevler igin insan davranisimi taklit
edebilen, yazilim araglarmma dayali bir otomasyon
teknolojisi olarak tanimlamistir [15]. Diger yandan
Siderska, RSO’nun yaptiklarini, verilerin otomatik
olarak yazilmasi, kopyalanmasi, yapistiriimasi,
cikarilmasi, birlestirilmesi ve taginmasi seklinde
orneklemigtir [16]. RSO, siire¢ icinde, “robotik
otomasyon”, “botlar”, “yazilim robotlar1”, “robot
kontrolii”, “slire¢ otomasyonu” gibi adlarla da
isimlendirilmistir [17]. Aguirre ve Rodriguez’e gore
belirleyici sonuglar igeren veri ve kural tabanli is
stireglerinin otomatiklestirilmesine RSO denir [15].
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Bu tanimlara gore sirketlerin RSO kullanarak
calisanlarin  is yilkiinii azaltmayr amagcladiklari
anlagilmaktadir. Czarnecki ve Fettke, RSO'nun
amacini, tretim silireclerinde fiziksel robotlarin
devreye girmesi gibi yazilim siire¢lerinde de yazilim
robotlarinin  insanlarin  gorevlerini  devralmasi
seklinde 6zetlemektedir [18].

RSO, belirli kurallar ve yapilandirilmis veriler igeren
stireglerin  otomatiklestirilmesi i¢in kullanilabilir.
Siireglerin RSO ile otomatiklestirilebilmesi i¢in basit
etkinliklerden  olusmalart  ve  tekrarlanmalari
gerekmektedir [19]. RSO, ¢alisanin eylemlerini
kaydeder ve sonrasinda bu eylemleri taklit eder. Syed
vd.’nin, RSO alaninda yazilmis olan 125 makaleyi
inceleyen  caligmalarina  bakildiginda, = RSO
teknolojisi, “kural tabanli”, “insan goérevlerini yerine
getirecek/yiiriitecek yazilimlar”, “insan
davraniglarinin  taklit edilmesi”, “is siire¢lerinin
teslimi” gibi konularda “yapilandirilmis veriler” ve
“tekrarlanan gorevler” ile iligkilendirilmektedir [20].

RSO'yu diger teknolojilerden ayiran en Onemli
ozelliklerden biri RSO teknolojisinin, uygulamanin
hem kullanic1 arayiliziinii hem de Uygulama
Programlama Arabirimini (API) kullanabilmesidir.
API'si olmayan ancak erisilmesi gereken bir sistem
varsa RSO, ilgili sisteme kullanici1 arayiizii {izerinden
erisebilir yani kullanic1 arayiizii iizerinden erisilen
sistemlerde herhangi bir degisiklik yapilmasina veya
bir arayiiz kurulmasina gerek yoktur [21][22].
Geleneksel otomasyon ¢oziimleri "igten diga"
yaklasimini takip eder, buna gore uygulama
ozellestirilir veya sifirdan yeniden gelistirilir.
Geleneksel otomasyon c¢oziimlerinin aksine RSO,
"disaridan igeriye" yaklagimini izler. Bu yaklagima
gore bilgi sistemi degistirilmez ve mevcut sistemin
programlarina miidahale edilmez [22][23].

RSO teknolojisi programlama bilgisi olmayan siradan
gelistiriciler tarafindan da kullanilabilecek bir yapiya
sahiptir. Siradan gelistirici, yazilimi az kod yazarak
veya hi¢ kod yazmadan gelistiren, kodlama
konusunda tecriibesiz gelistiriciye verilen isimdir
[24]. Bu goriise gore RSO teknolojisinin bir pargasi
olarak kullanilan robotlar programlanmamakta,
aksine egitilmekte ve/veya yapilandirilmaktadir.
Egitim, siiriikle-birak yontemiyle kaydedilen kullanici
etkilesimlerinin bir kombinasyonudur ve Onceden
olusturulmus modiillerin akig semasi benzeri bir siire¢
halinde yapilandirilmas1 yoluyla gerceklestirilir.
Ozellikle daha karmasik otomasyonlar igin
yapilandirma, komut dosyas:t dillerinde ustalik
gerektirir. Scheppler ve Weber'in agikga belirttikleri
gibi, betik dillerine hakimiyet gerektiren durumlarda
programlama bilgisinin gerekli olmadig1 ¢ok da dogru
degildir [25].

Temel olarak RSO’lar, gozetimli (assisted),
gbzetimsiz (unassisted) ve hibrit (gozetimli ve
gbzetimsizin beraber kullanildigi) olmak {iizere iige
ayrilirlar. Gozetimli RSO ayn1 zamanda “Robotik
Masaiistii Otomasyonu (RDA)” olarak da bilinir ve
genellikle tekrarlayan ©On biiro siiregleri igin
kullanilmaktadir [26]. RDA, dogrudan kullanicinin
masasiistiinde ¢alisan yapilandirilmis bir yazilimdir
ve operator tarafindan olusturulan is akislarini veya
gorevleri yerine getirmede operatdre gergek zamanli
olarak yardimer olur [27][28]. Gozetimli RSO
kullanimma &rnek olarak, RSO'nun yardimiyla bir
cagrt merkezi uzmaninin, gelen c¢agriya cevap
vermeden Once miisterinin bilgilerini Kurumsal
Kaynak Planlama (KKP), Miisteri iligkileri Yonetimi
(MIY) yazilmlar1 gibi farkli uygulamalardan
toplamasi gosterilebilir.

Langmann ve Turi gozetimsiz RSO'ya dogrudan
"Robotik Siire¢ Otomasyonu" olarak atifta bulunurlar.
Buna gore, gozetimsiz RSO islemleri, genellikle bir
sunucu lizerinden kullanici etkilesimi olmadan
calistirir [28]. Bu tip RSO ile robotlar bir¢ok farkli
sistemle baglanti kurarak gorevleri kendi aralarinda
paylastirabilmektedirler. Genellikle tekrarlayan arka
ofis islemleri i¢in kullanilirlar. Gozetimsiz RSO,
belirlenmis bir zaman planina gore g¢alisir ve 7/24
kullamlabilir. Ornegin, gozetimsiz RSO, giine ait
faturalar1 giiniin belirli bir saatinde toplayabilir ve
isleyebilir. Daha sonra bot, kullaniciya islenmemis
faturalar1 gosteren otomatik bir rapor verir ve kullanici
raporu inceleyerek miidahalesini gerektiren faturalar
iizerinde ¢aligir [29].

RSO yazilimi1 genel olarak islerin olusturuldugu
gelistirme ortaminda, planlanan isleri yiiriiten “robot”
veya “bot” olarak da adlandirilabilecek sanal
calisanlarin  olusturuldugu, kontrol edilebilir bir
kontrol panelinden olusur [26]. Bir gelistirme ortami,
kullanicilarin robotlar tarafindan gerceklestirilen is
sire¢lerini  olusturmasina,  tasarlamasma  ve
otomatiklestirmesine  olanak  tanir.  Robotlar,
gelistirme ortaminda otomatik ¢aligtirilmak {izere
olusturulan, c¢alisanlarin gorevlerini ve is siireclerini
yliriiten sanal ¢aliganlardir [30].

RSO uygulamalarinin basarili bir sekilde hayata
gecirilmesi i¢in hangi siireglerin RSO kullanimina
uygun oldugunu bilmek o6nemlidir. RSO'mun
uygulanmasma yonelik siireglerin  dogru sekilde
secilmesi igin bazi se¢im kriterleri dnerilmistir. Bu
kriterlere gore firmalar, siki sekilde kurallara dayanan,
yliksek hacimli, oldukga tekrarli ve daha az karmagik
yani daha standart silire¢lere sahip durumlarda
RSO’yu se¢melidir [20][31][32]. Ayrica Capgemini
Consulting tarafindan yapilan arastirmaya gore bes
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dakikadan uzun ve otuz dakikadan kisa olan siiregler,
RSO kullanimi i¢in uygun adaylar olabilir [33]. Van
der Aalst vd. yaptiklari caligmada, frekansi ok
yiksek fakat karmasikligi az olan siireglerin
otomasyonu i¢in RSO’nun uygun oldugunu ote
yandan, daha karmasik, diisiik frekansli ve spesifik
stireglerin ¢aligsanlar tarafindan yiiriitiilmesinin daha
uygun oldugunu belirtmistir [23]. RSO i¢in secilen
stiregler tekrarlayan, kurallara dayali, yiiksek hacimli
olmali ve insan miidahelesi gerektirmemelidir [34].
Siireglerin  standardize edilmeleri, fazla istisna
icermemeleri ve iyi belgelenmis olmalari, kullanilan
verilerin dijital, kaliteli ve yapilandirilmis olmalari
RSO kullanimini kolaylagtirir.

RSO ile gelen avantajlardan ilki, robotlarin 7 giin 24
saat calisabilmesidir. Buradan bir robotun caligsma
stiresinin normal bir mesaiden dort kat kadar daha
fazla oldugu hesaplanabilir. Baz1 kaynaklara gore bir
robot 1,7 calisanin isini devralmaktadir [31][35].
Sirketler bazi siireglerde insanlar yerine robotlari
kullanarak is yiikiinii yeniden dagitmay diisiinebilir.
Bu sayede sirketlerin bilylimesine bagli olarak ortaya
cikan gelecekteki ig yiikii, yeni calisanlarin yerine
islerinin bir kismini robotlara devretmis calisanlar
arasinda dagitilabilecektir [8][36]. Bir yazilim robotu,
offshore tam zamanl ¢alisanin (FTE — Tam Zamanl
Esdeger) fiyatinin tcte biri kadar bir fiyata ya da
karadaki bir FTE'nin fiyatinin yalnizca beste birine
mal olabilir [37].

Otomotiv  sektoriindeki oniki projede yapilan
miilakatlara gére, RSO sayesinde proje basina 0,02 ile
1,43 aras1 FTE tasarrufu saglandig1 gozlemlenmistir.
Buradaki diigiik FTE tasarruflarinin, islem sayisinin
azlig1 ve/veya kisa siire¢ siiresi nedeniyle oldugu
sOylenebilir [38]. FTE wve isglici maliyeti
tasarruflarina ek olarak RSO, ¢aliganlar1 zaman alici,
yorucu, tekrarlayan, monoton gorevlerden ve ¢ok az
zihinsel caba gerektiren veya hi¢ gerektirmeyen
islerden de kurtarmis olur. Bu, ¢alisanlarin duygusal
zeka ve akil yiiriitme gibi insani becerilerini
kullanarak daha fazla deger katan ve yaratict
diistinme, entelektiiel muhakeme veya sosyal beceriler
gerektiren gorevlere odaklanmasina olanak tanir. Bu
durum = sirketlere olumlu yansiyarak calisan
memnuniyetinin ve sadakatinin artmasina olanak
tanimaktadir. Genel olarak monoton gorevlerin
otomasyonu siire¢ verimliligine %40’dan fazla
katkida bulunur [31][32][35][39][40]. RSO kullanilsa
da entelektiiel bilgi ve duygusal zeka gerektiren karar
verme durumlarinda ¢alisanlarin siirecin devami igin
miidahale etmesi gerekebilir [41].

Forrester, 2019°da temel is alanlarinda ydnetici ve
iizeri pozisyonlarda ¢alisan 100 kisiyle, RSO
yatirnmlarinin ¢aliganlarin islerini nasil etkiledigine
dair bir anket gergeklestirmistir [42]. Bu anketin
sonuglarma gore katilimcilarin yiizde 66'st RSO'nun

calisanlarin mevcut islerini yeniden yapilandirdigini
ve calisanlarin insanlarla daha fazla etkilesim
kurmasina olanak sagladigini belirtmislerdir. Siirecler
otomatiklestirildikten sonra ¢alisanlar karar vermeye
ve miisterilerine daha fazla vakit ayirabilmektedirler.
Diger yandan katilimcilarin ylizde 601 RSO'nun
calisanlarin  daha anlamli stratejik  gorevlere
odaklanmasina yardimci oldugunu agikc¢a belirtmistir.
Ayn1 arastirmada, katilimeilarin  ylizde 57’si,
RSO’nun elle yapilan islemlere gore hatalari
azalttigim ifade etmislerdir. Siire¢ler ve robotlar
dogru yapilandirilip gelistirildikleri siirece robotlarin
hata yapmadiklar1 gozlemlenmistir. Bu nedenle
sireglerin robotlara aktarilmasi gibi unsurlar, olasi
hatalarin 6nlenmesi agisindan 6nemlidir. Robotlarin
stireglerde yaptig1 hatalar1 tespit etmek, insanlarin
yaptig1 hatalar1 tespit etmekten daha kolaydir. Cilinki
robotun otomasyon siirecinde attig1 her adim kayit
altina almmaktadir. Béylece bu adimlar daha sonra
gbzden gegirilebilir hale gelir ve hata durumunda ilgili
hata kolaylikla bulunabilir [8][22][37][39][42].

Hata oranlarinin azliginin yani sira robotlar, normal
calisanlardan ¢ok daha hizli ¢alismaktadirlar.
Siireglerin  hizlandirilmasi miisteri memnuniyetini
arttirir ve bu durum pazarda rekabet avantaji olarak
kullanilabilir. Robot kullanimiyla elde edilen zaman
tasarrufu, maliyet tasarrufuna da olumlu etki
yapmaktadir. Artan hiz, daha iyi tepki siirelerine sebep
olur ve daha biiyilk hacimde gorevlerin yerine
getirilmesini saglar. Robotlarin calistigi
uygulamalarin tepki siireleri, robotlarn hizina gore
olduk¢a yavag olabilmektedir. Bu gibi durumlarda
robotlarin yiirlitme hizi, robotun birlikte calistigi
uygulamanin hizina ve gecikmesine uyum saglayacak
sekilde azaltilmalidir [22][35][36][39]. Robot
kullanimryla is hacmi ve ig hiz1 arttik¢a verimlilik de
artmaktadir. Kullanilabilirlik ve verimlilik arttikca
sirketlerde operasyonel maliyetlerin ciddi oranda
azaldiklar1 gozlemlenmektedir [22][39]. Is yiikiine
bagli olarak kullanilan robot sayisinin kolaylikla
azaltilabilir veya artirilabilir olmasi sayesinde
kurumlarda esneklik de saglamis olur. Kapasite
darbogazlar1 olusturan yogunluklar, robot sayisi bir
stireligine artirilarak asilabilir [35][39]. RSO, mevcut
BT sistemine degisiklik yapilmadan entegre
edilebildigi i¢in robotlarin  analiz, planlama,
lisanslama, entegrasyon ve test maliyetleri diisiiktiir.
Ayrica RSO yazilimindaki 6nceden tanimlanmis
bilesenler ve kodlar bir¢ok baska islem igin de
kullanilabilir. Bu, gelecekte ihtiya¢ duyulan robotlarin
gelistirme stirelerini kisaltir ve maliyetlerini azaltir
[31][35].

Yukarda belirtildigi lizere, robotlarin sisteme girisleri
dahil her adimlar1 sistemde kayit altina almmaktadir.
Is akislar1 ve siirecler tam olarak belgelenir ve
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istenildigi zaman kontrol edilebilir. Robotlar
proseslere uygun hareket ederek tiim gorevleri yerine
getirmektedir [35][39]. Siireclerin ve is akislarinin
belgelenmesi, bir faaliyetin ne kadar siirede
tamamlandigint veya ne zaman durduruldugunu

bilmek  agisindan  son  derece  Onemlidir.
Gergeklestirilen — gorevlerden toplanan  verilere
dayanarak, gorevlerin zamaninda

tamamlanabilmesine iliskin tahminler yapilabilir. Bu
veriler analiz edildikten sonra siireclerin iyilestirmeye
acik alanlar1 belirlenerek optimize edilir. Bu da
stireglerin  yiiriitiilmesindeki ~ verimliligi  artirir
[36][37][39].

RSO kullanimiyla maliyetlerin azalmasi sayesinde
RSO yatirmmi hizli bir sekilde geri doner [35][43]. I¢
denetim, risk ve uyumluluk, teknoloji, is siiregleri,
veri analizi ve finans gibi farkli alanlarda danigmanlik
hizmetleri sunan Protiviti, 2019 yilinda degisik bolge
ve sektorlerde faaliyet gosteren, farkli biiytikliikteki
450 sirketle bir anket gerceklestirmistir [44]. Bu
anketin Tablo 1'deki sonuglarma bakildiginda RSO
acisindan tiim sektorler arasinda bir fikir birliginin
oldugu goriilmektedir. Tim sektorler igin ortalama
olarak RSO’nun getirdigi en 6nemli fayda verimliligin
artmasi, en az Onemli fayda ise maliyetlerin
azaltilmasi gibi goriinmektedir. Avantajlar agisindan
sektorler arasinda ¢ok biiyikk fark oldugu
degerlendirilmemektedir.

Tablo 1 - Farkli sektorlere gore RSO kullanmanin en
onemli avantajlari [44]
(The most important advantages of using RPA according to
different sectors)

Teknoloji 2 . e i
Finans Medya Sag Evnerjl Ur.e.m.n Perak
W hk Kamu  Lojistik ende
Telekom
Artirilimig o o 22 o o o
Uretkentit 19% 19% % 24% 23% 23%
g‘;ﬁ‘t’;y‘ 11% 21% ‘1,/6 13% 18% 15%
b
Daha Giiglii
g:i‘::’em 18% 15% ‘1,/3 16% 14% 15%
Konumu
Yiiksek 14
Miisteri 12% 12% % 10% 10% 12%
Tatmini °
Daha 89 109 9 119 149 109
Yiiksek Hiz % % % % % %
Artan
Calisan 11% 5% 6% 5% 8% 8%
Tatmini
Geligmis 6% % 5% 6% 4% %
Uyumluluk
pana Az 6% 5% 6% % 5% 4%
Yiiksek
Gelir 5% 4% 6% 5% 3% 4%
Yaratma
Azaltilmis 4% 3% 3% 4% 1% 3%
Maliyetler
Everything  Everywhere'den sonra  Birlesik

Krallik'taki en biiyiik ikinci mobil telekomiinikasyon
saglayicist olan Telefonica O2, RSO projesinin bir
pargast olarak 15 temel siirecini otomatize etmistir.
Kurulan 160 civari robot sayesinde ayda 400.000 ila
500.000 islem  gergeklestirilmektedir. ~ Bunun
sonucunda yiizlerce FTE kara gecilmis ve RSO

yatirim maliyetleri 12 ay iginde amorti edilmistir.
Sirketin ii¢ yillik yatirim getirisi %650 ile %800
arasinda hesaplanmaktadir [45][46]. Diger yandan
Xchange isimli, bircok sektordeki miisterisine
teknoloji ve satin alma hizmetleri saglayan
uluslararas1  bir girkette yapilan RSO projesi
sonucunda 14 temel siire¢ otomatiklestirilmistir.
Bunun sonucunda 27 robotla ayda 120.000 vaka
islenmekte ve siire¢ bagina yiizde 30 oraninda maliyet
tasarrufu saglanmaktadir [46][47].

Utility, ev ve isyerleri i¢in elektrik ve gaz ile ilgili
hizmetleri saglayan Avrupa'nmin en biiylik enerji
tedarikgilerinden biridir. Firma ayn1 zamanda komiir,
gaz ve petrol ile ¢aligsan enerji santrallerini isletmekte
ve yonetmektedir. Sirketin RSO projesi sayesinde
arka ofis siire¢lerinin yiizde 35'i otomatiklestirilmistir.
Ayda yapilan 1 milyon islem sayesinde RSO yatirim
maliyetleri 12 ayda amorti edilmis ve sirketin bir y1llik
yatirim getiri oran1 %200 olarak hesaplanmistir. Bu
stiregte iki kisi, 600 calisanin gorevlerini yerine
getiren 300 robotu  yonetmistir.  RSO'nun
uygulanmastyla birlikte siire¢ler paralel ¢aligmaya
baslamig, hizmet kalitesi artmis ve hata orant
azalmigtir. Ayrica siireglerin  dlgeklenebilirlikleri
artmis, islem siireleri de hizlanmistir. RSO kullanimi
sayesinde calisanlar stratejik gorevlere
yonlendirilebilmis ve FTE tasarrufu saglanmigtir
[46][48].

Siderska calismasinda, CAWI (Bilgisayar Destekli
Web Goriismesi) anketini 110 Polonyali hizmet
sirketinin temsilcilerine uygulamistir. Bu anket
araciligryla, Kovid-19 salgimi sirasinda RSO'nun
benimsenmesini saglayan faktorleri 6grenmeyi, RSO
teknolojisinin  algilanan  kullanmighlik, kullanim
kolaylig1, giivenlik ve islevsellik agisindan konumunu
belirlemeyi ve RSO'nun benimsenmesini engelleyen
faktorleri ortaya c¢ikarmayr amaglamigtir. Bu
aragtirmanin anketi yalnizca bankacilik, finans ve
sigorta, e-ticaret ve kamu hizmetleri sektorlerinde
faaliyet gosteren Polonyali sirketlere uygulanmistir ve
katilimcilardan RSO'nun islevselligini, kullanisliligini
ve kullanilabilirligini derecelendirmeleri istenmistir.
Cikan sonuca gore RSO'mun kullanighligi, kullanim
kolaylig1 ve islevselligine gore daha yiiksek ortalama
degerlere sahip olarak ¢ikmistir [49].

Sirketler, RSO'mun faydalarinin yani sira RSO ile ilgili
bazi zorluklarla da karsilagabilmektedir. RSO
teknolojisi kural tabanli standartlasmis islemleri
otomatiklestirmek i¢in kullanilabilir ancak karar
verme yetenegine sahip degildir. Bu nedenle
stireglerde bazi kararlarin alinmasi gerektiginde,
calisanlarin stireclere miidahale etmesi
gerekmektedir. RSOmun  uygulandigr  siiregler
standartlagtirthip gelistirilmezlerse, RSO beklendigi
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gibi c¢aligmayacak ve siiregler dogru sekilde
ylriitiilmeyecektir. Piyasada  bulunan = RSO
irtinlerinin gesitliligi nedeniyle birgok sirketin farkli
RSO yazilimlarinin yeteneklerini ve 6zelliklerini
degerlendirmesi zordur. Firmalarin yanlig {riini
segmesi  durumunda, RSO'nun en  Onemli
faydalarindan  biri  olan  maliyet tasarrufu
saglanamayabilir ve hatta tam tersine maliyetler
artabilir. Bu nedenle dogru RSO iirliniinii ve
tedarik¢isini se¢mek son derece Onemlidir. Diger
yandan RSO kullanildiginda insan kaynaklarindan
tasarruf  yapilabildiginden c¢aliganlar, robotlarin
islerini  devralmasindan  endise  etmektedirler.
RSO’larin  rutin  isleri yiiklenmeleriyle birlikte
calisanlarin elestirel sorgulama veya yaratict yaklagim
gelistirme gibi  yeni Dbecerilere sahip olmalari
gerekecektir. Bu noktada sirketler c¢alisanlarina
yonelmeleri gereken yeni alanlar konusunda yol
gostermelidirler [31][35][47].

RSO teknolojisinin, mevcut bagvuru sistemlerine
kayit yapilmasi, form doldurulmasi, KKP sistemlerine
giris yapip istenilen fonksiyonlarin yiiriitiilmesi,
sistem API'lerine baglanti yapilmasi, yapilandirilmig
verilerin ayiklanmasi, e-postalarin ve eklerinin agilip
islenmesi, rapor olusturulmasi, internetten veri
kazinmasi, farkli kaynaklardan yapilandirilmis
verilerin alinmast, birlestirilmesi ve
degerlendirilmesi, farkli BT sistemlerinden gelen
istatistiksel verilerin bir araya getirilmesi, dosya ve
klasorlerin depolanmasi, adlandirilmasi ve taginmast,
uygulanan siire¢ kurallar1 ¢ergevesinde eger-o halde
kararlarinin yiiriitiilmesi, sosyal medya
istatistiklerinin toplanmasi, veritabanlarinin okunmasi
ve yazilmasi gibi gorevleri gergeklestirmekte yaygin
olarak kullanildigi soylenebilir [34][36][50]. Diger
yandan RSO teknolojisi otomatik raporlama, fatura ve
makbuzlari kontrol edilmesi ve sisteme girislerinin
yapilmasi, miisteri hizmetleri kapsaminda kural bazli
sorgulama yapilmasi, 6grenilen bilgilerin miisteriye
iletilmesi, sahtekarligin tespiti (6rn.: Kkartla bes
dakikada ka¢ kez Odeme yapilirsa dolandiricilik
ihtimali g6z Onilinde bulundurulabilir), hesaplarin
acilip kapatilmasinda, kredi ve kredi kartlarmin
hazirlanmasinda da kullanilabilir [51][52]. Dijital
verinin olmadigi, elle giris yapilmasi gereken
durumlarda OCR (Optik Karakter Tanima) gibi
teknolojilerden de faydalanilabilinir. Bu sayede kagit
faturalardaki veriler okunmakta ve dijital verilere
doniistiiriilmektedir. Veriler doniistiiriildiikten sonra
ilgili faturalar, robotlar tarafindan sisteme girilebilir
[50]. Diger yandan yogun emek ve zaman gerektiren
geleneksel denetim  prosediirleri  icin  RSO'nun
kullanilmasi, maliyetlerin, insan hatalarinin ve islem
siirelerinin azaltilmasina, bunun sonucunda da
denetim performansinin artmasma yardimci olur.
RSO kullanimi yoluyla ¢alisanlarin is yiikiiniin

azaltilmasi,  c¢alisanlarn mesleki ~ muhakeme
gerektiren  prosediirlere  (dolandiricilik  riskleri
hakkinda beyin firtinas1 yapma, analitik prosediirlere
iliskin istisnalar1 analiz etme vb.) odaklanmasina
olanak tanir [54].

RSO yazilimi, birgok sektorde, farkli departmanlarda
kullanilmaktadir. 2018 yilinda Samsung Electronic
Vietnam'm yoneticileri, departmanlarindaki durumu
raporlar aracilifiyla takip edebilsinler diye bazi
iretim, satin alma ve insan kaynaklar1 siireglerinde
RSO hayata gecirilmistir. Bu raporlar, calisanlar
tarafindan olusturulurken, proje ile birlikte robotlar
tarafindan olusturulmaya baglanmistir. Bu sistemde,
satin alma departmani, MES (Uretim Y®netimi
Sistemi) sistemini kullanarak iiriinlerin tahmini tiretim
tarihlerini  ve iretimde kullanilacak malzeme
gereksinimlerini belirlerler. Alicilar gerekli malzeme
bilgilerini Kiiresel Tedarik Zinciri Yonetimi (KTZY)
sistemine girdikten sonra tedarikgiler gereksinimleri
kontrol etmek ve hazirlamak igin bu sisteme
erigebilmektedir. Gereksinimlerde bir degisiklik
olmasi  durumunda alict malzeme verilerini
giincellemeli ve daha 6nceki adimlar tekrar etmelidir.
Sirket bu satin alma siirecini RSO’ya uygularken
giinliik olarak biiyiik hacimli ve tekrarlayan gorevleri
olan insan kaynaklar1 departmani siireglerinin de
robotlara aktarilabilecegi tespit edilmistir [55]. Bir
Pazar arastirmasi firmast olan Dimensional
Research'iin 2020 yilinda yaptigt ankete gore
sitketlerdeki RSO uygulamalarmin ylizde 21'1 BT
departmanlarinin, yiizde 79'u ise diger departmanlarin
stiregleri i¢in kullanilmaktadir [56].

Sirketler COVID-19 salgimi sirasinda, uzaktan
calisma  sistemine  gectikge, is  akislarim
otomatiklestirme ihtiyact artmig ve bu da RSO
pazarinin biiylimesini hizlandirmistir. Kiiresel RSO
pazar bilyilikliigiiniin degeri 2022 yilinda 3,70 milyar
ABD dolari iken, satislarin 2032 yilinda 81,80 milyar
ABD dolar1 olacagi tahmin edilmektedir [57]. Pazarin
hizla biiylimesi ve sirketlerin giinliik RSO destegine
duyduklar1 ihtiyacin artmasi, pazardaki RSO {iriin
saglayicilarinin -~ sayisim1  artmis  ve  bu da
saglayicilarin  arasindaki rekabeti kizigtirmistir.
Piyasada bulunan RSO {irlinlerinden bazilari, Uipath,
Automation Anywhere, Blue Prism, Microsoft Power
Automate, SAP iRPA (SAP Intelligent RPA), Nice,
Kofax, WorkFusion, Kryon, Pegasystems, EdgeVerve
ve IBM RPA seklinde siralanabilir.

3. YONTEM (METHODOLOGY)

Arastirma kapsaminda bir anket uygulanarak
calisanlarin RSO teknolojisine yaklagimlart analiz
edilmistir. Anketi cevaplayacak kisiler, farklh
sektorlerdeki RSO projelerinde ¢esitli rollerde gorev
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yapmakta olan veya daha once bu tiir projelerde
calismis olan kisilerden segilmistir. Arastirmacinin en
kolay ulasabilecegi bireyleri ve arastirmaya katilmaya
istekli olan bireyleri se¢mesi olarak tanimlanan,
kolayda ornekleme metoduyla yapilan bu islemde,
LinkedIN platformu da kullanilarak, RSO ile iligkili
olarak caligan, ¢ogunlugu analist ve gelistirici olan
kisilerden anketi doldurmalar1 istenmistir [62].
Anketler yaygin olarak kullanilan ve katilimecinin 6zel
bir yazilim yiiklemesini gerektirmeyen Google Forms
uygulamasi kullanilarak Mayis — Haziran 2022
tarihlerinde yapilmis, toplanan veriler SPSS Versiyon
28 programinda analiz edilmistir.

Hazirlanan anket {i¢ boliimden olugmaktadir. Birinci
boliimde katilimcinin demografik bilgisi ve isiyle
ilgili bilgiler alt1 soruyla alinmaktadir. Anketin ikinci
boliimiinde RSO kullanim1 ve deneyimi ile ilgili 6
olgek yer almaktadir. Bu 6lgekler degisik yayinlardan
almmistir ve 5'1i Likert Olgegi ile cevaplanmalari
beklenmektedir. [34][44][49][50][58][59]. Anketin
son  bolimiinde ise kullanicmin  RSO’lan
degerlendirmesi i¢in degisik kaynaklardan alinan
coktan se¢meli veya c¢oklu seg¢meli sorular yer
almaktadir [56][58]. Anketler yurt digindaki
kullanicilara ingilizce, yurt igindekilere de Tiirkge
olarak sunulmustur. Katilimeilarin tiim  sorulari
yanitlamasi zorunlu tutulmustur. Arastirma, Marmara
Universitesi  Sosyal Bilimler ~Aragtirma  Etik
Kurulu'nun 2022-106 no.lu kararryla etik ydnden
uygun bulunmustur.

4. BULGULAR (FINDINGS)

191'i Tiirkiye'de, 47'si yurt disinda yasayan 238
katilimcryla anket gergeklestirilmigtir. Tiirkiye'de
yasayan bir ¢aliganin verisi, kisinin RSO teknolojisi
ile galigmamasi nedeniyle analize dahil edilmemistir.
Diger yandan box plot grafigine bakilarak, ¢eyrekler
aras1 agikligin 1,5 kat1 Uist ve alt ¢eyreklikten uzakta
kalan 16 aykir1 deger iceren satir silinmistir. Boylece
veri sayist 221’°e diigmiistiir.

Toplanan veriler incelendiginde katilimcilarin yiizde
81'inin Tiirkiye'de, yiizde 19'unun ise yurt disinda
ikamet ettikleri anlagilmistir.  Diger yandan
katilmcilarin %67 40 erkek, %32,6's1 kadindir.
Ankete katilanlarin  %44,3’0  teknoloji,  bilgi
teknolojileri ve yazilim damigmanligi dallarinda
calisirken, ikinci sirada finans ve bankacilik sektorii
%15,8 ile, liglincti sirada perakende ve satis alan1 %8,2
ile, dordiincii sirada ise sigorta sirketleri %5,9 ile
gelmektedir. Kisilerin RSO ile ilgili sorumluluklari,
RSO gelistiricisi (%68,3), siire¢ sahibi veya anahtar
kullanic1 (%14,5), RSO f{iriin sahibi veya iiriin
yoneticisi (%14,5) seklindedir. Katilimeilarin RSO

deneyimleri de ortalama olarak 6,45 yil olarak
Olciilmiistiir.

Katilimeilar tarafindan RSO f{irlinii olarak en fazla
UiPath {irtiniiniin kullanildig: dikkat cekmektedir. En
¢ok kullanilan iiriinden en az kullanilan {iriine dogru
dogru bir siralama yapildiginda, siralamanin UiPath
(%83,3), Automation Anywhere (%14,5), Blue Prism
(%13,1), Microsoft (%10,9) seklinde oldugu
goriilmiistiir. Kullanilan robot sayilarina bakildiginda
her katilimecmin ortalama 13,15 robot kullandigi
goriilmiistiir. Katilimeilar RSO kullanmanin getirdigi
avantajlar1, verimlilik ve kalite artis1 (%94,1), daha
yiiksek hiz (%90,5), daha az hata (%86), calisma
memnuniyetinin artmas1 (%78,3), pazarda rekabet
giicliniin artmasi (%54,8) seklinde siralamislardir.
Arastirmada kullanilan alt1 6l¢ek igin Cronbach Alpha
giivenirlik analizi yapilmistir. Cronbach Alpha
analizinden elde edilen giivenirlik katsayis1 0,70 ve
iizerinde ise 6l¢ek giivenilir kabul edilmektedir [60].
Olgekler ve bu &lgeklere iliskin Cronbach Alpha
giivenirlik analizi katsayilar1 Tablo 2°de verilmistir.

Tablo 2 - Cronbach Alpha Analiz Sonuglari
(Cronbach Alpha Analysis Results)

Olgek Madde Cronbach
Sayis1 Alpha

RSO teknolojisini benimsemenin 7 0,752

temel nedenleri

RSO teknolojisinin avantajlar 4 0,757

RSO teknolojisinin kullanim 5 0,768

kolaylhig1

RSO teknolojisinin kullaniglilig 6 0,724

RSO kullanimini popiiler kilan 5 0,566

faktorler

RSO projeleri i¢in proje basari 3 0,712

kriterlerinin degerlendirilmesi

Olgekler igin hesaplanan Cronbach Alpha giivenirlik
katsayilar1 dikkate alindiginda, besinci Slgek olan
“RSO kullanimini popiiler kilan faktorler” disindaki
tim olgekler igin hesaplanan degerlerin 0,70’in
iizerinde oldugu tespit edilmistir. Bu sebeple "RSO
kullanimini popiiler kilan faktorler" 6lgegi ¢ikartilarak
geriye kalan dlgeklerle analize devam edilmistir. Bu
asamada t-testi vasitasiyla, cinsiyet, yasanan yer ve
kullanilan RSO yazilimina gore, RSO benimsemek
icin sebepler, RSO'nun getirdigi faydalar, RSO'nun
islevselligi ve kullanim kolaylig1 incelenmistir. Bu
hipotezlerden ispatlananlar Tablo 3’de verilmistir.

Tablo 3 - t-test Sonuglart

t-test Results)

Konu p Ortalamalar
RSO’yu kullanisgh 0018 Kadin: 4,55
bulma ’ Erkek: 4,39
RSQ teknolo_Jlsml Yurtdist: 4,25
benimsemenin temel 0,015 L

. Yurtici: 4,43
nedenleri
RSO’nun destekledigi 0.000 Yurtdist: 2,42
siireglerin karmagiklig1 > Yurtigi: 3,05




Sel¢uk KIRAN, Sena SUZUK / Bilisim Sistemleri ve Yonetim Arastirmalari Dergisi 7 (1). (2025) 38-51 46

RSO projelerini 0.000 Yurtdist: 4,45

bagarili bulma ’ Yurtici: 4,27

RSO teknolojisini 0,039 | UlPath kullananlar: 4,42

benimsemenin temel UlIPath

nedenleri kullanmayanlar:4,26

RSO’yu kullanish 0,011 | UIPath kullananlar: 4,48

bulma UlIPath
kullanmayanlar:4,25

RSO’yu kullanici 0,000 | UIPath kullananlar: 3,82

dostu bulma UlIPath
kullanmayanlar:3,25

RSO’nun proje basar1 0,034 | UlIPath kullananlar: 4,24

kriterlerine iliskin UlIPath

derecelendirmeleri kullanmayanlar:4,02

Bir sonraki asamada oOlcekler arasinda Pearson
korelasyon analizi kullanilarak iliski var olup
olmadigi, varsa bu iliskilerin yonleri ve giiclii
yonlerinin neler oldugu belirlenmeye c¢alisiimistir.
Degiskenlerin birbirleriyle olan iliski derecelerini
Olgen korelasyon katsayilarinin deger araliklari, 0,00-
0,19 ise ¢ok zayif, 0,20 - 0,39 ise zayif, 0,40 - 0,59 ise
orta, 0,60 - 0,79 ise gii¢cli (yiiksek) ve 0,80 - 1,00 ise
¢ok giiclii (yiiksek) seklinde yorumlanmaktadir [61].
Degiskenler arasinda giiglii iligkinin korelasyon
katsayilarina bakildiginda sadece “RSO Teknolojisini
Benimsemenin  Temel Nedenleri” ile “RSO
Teknolojisinin Avantajlar’” degiskenleri arasinda
pozitif yonlii olarak oldugu goriilmektedir. Digerler
iliskilerin genelde orta dereceli olduklar1 dikkat
¢cekmektedir. Korelasyon degerleri Tablo 4’de
verilmistir.

Tablo 4 — Pearson Korelasyon Analizi Sonuglari
(Correlation Analysis Results)

RSO RSO RSO RSO RSO
benims | avantaj | kullan | kullanisl igin
eme lart m 1lig1 basari
nedenle kolayl kriterl
ri 181 eri
RSO 1 0,649 0,338 | 0,412 0,496
benimse
me
nedenler
i
RSO 0,649 1 0,327 | 0,365 0,467
avantajla
r1
RSO 0,338 0,327 1 0,515 0,460
kullanim
kolaylhig1
RSO 0,412 0,365 0,515 1 0,417
kullanisl
1lig1
RSO 0,496 0,467 0,460 | 0,417 1
igin
basari
kriterleri

Son olarak korelasyon katsayisi orta ve {izerinde (0,40
— 1,00) olan olcek ciftleri i¢in dogrusal regresyon
analizleri yapilmistir. Regresyon analizi, bir metrik
bagimli degisken ile bir veya daha fazla bagimsiz
degisken arasindaki iliskiyi incelemek icin kullanilan
bir analiz yontemidir [62]. Regresyon analizi i¢in

gerekli olan, normal dagilim varsayimi, aykir1 degerin
olmamasi, otokorelasyonun olmamasi ve varyansin
homojenligi varsayimlar1 [61] Olgekler tarafindan
saglandigindan regresyon analizine gegilmistir.

Sekil 1'de goriilen Dogrusal regresyon analizine gore
“RSO teknolojisini benimsemenin temel
nedenleri’nin % 42,1 oraninda “RSO teknolojisinin
avantajlart”  tarafindan, “RSO  teknolojisinin
islevselligi”nin ise % 26,6 oraninda “RSO
teknolojisinin kullanici dostu olmasi” tarafindan,
“RSO projeleri i¢in proje basart kriterlerinin
degerlendirilmesi”nin % 24,6 oraninda “RSO
teknolojisinin benimsenmesinin temel nedenleri”
tarafindan, “RSO teknolojisinin avantajlar’’nin %
21,8 oraninda “RSO projeleri igin proje basari
kriterlerinin degerlendirilmesi” tarafindan, “RSO
teknolojisinin kullanilabilirligi”nin % 21,1 oraninda
“RSO projeleri i¢in proje basart kriterlerinin
degerlendirilmesi” tarafindan, “RSO teknolojisinin
islevselligi”nin %17,4 “RSO projeleri igin proje
basar1 kriterlerinin degerlendirilmesi” tarafindan ve
“RSO Teknolojisinin Islevselligi”nin % 17,0 oraninda
“RSO Teknolojisini Kullanmanm Temel Nedenleri”
tarafindan agiklandig1 goriilmiistiir.

Model Summary"
Adjusted R Std. Error of Durbin-
Model R R Square Square the Estimate Watson
1 6497 421 418 ,33071 1,948
a. Predictors: (Constant), VorteilederRPATechnologie_Score
b. Di Variable: e_Score
ANOVA?
Sum of
Model Squares df Mean Square F Sig
1 Regression 17,408 1 17,408 | 159,170 ,000°
Residual 23952 219 108
Total 41,360 220
a.Di Variable: i :_Score
b. Predictors: (Constant), VorteilederRPATechnologie_Score
Coefficients™
Standardized
L [ C
Model B Std. Error Beta t Sig
1 (Constant) 1,951 195 9,986 ,000
Y;_':C‘::‘[?'RPATE“"°'°Q 551 044 649 | 12616 000
a.Di Variable: P hme_Score

Sekil 1 - Dogrusal Regresyon Analizi Sonuglari

5. SONUC (CONCLUSION)

Bu ¢alismanin amaci, ¢ogunlugu Tiirkiye'de yasayan
221 katilimcinin katildigi bir anket araciligryla RSO
teknolojisini  kullanan  veya kullanmis olan
calisanlarin  bakis agisindan RSO  teknolojisini
degerlendirmektir. Yapilan analizler sonucunda
RSO'mun yararliligini degerlendirmede kadin ve
erkeklerin farklilastigi, kadinlarin RSO'yu erkeklere
gore daha kullanisl bulduklari tespit edilmistir.

Tiirkiye'de yasayan katilimcilar yurt disinda yasayan
katilimcilara goére RSO'yu benimseme nedenleri
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konusunda daha olumlu goriis belirtmis ve RSO'yu
daha kolay benimsediklerini belirtmislerdir. Bu arada
Tiirkiye'de yasayan katilimcilar, RSO'yu daha kolay
benimseseler de yurt disinda yasayan katilimcilara
gore RSO projelerini daha az bagarili bulmuglardir.
Ote yandan yurt disinda yasayan katilimcilar
calistiklart firmalarda kullanilan yazilim robotlarinin
destekledigi siiregleri karmasik olarak
degerlendirirken, Tiirkiye'de yasayan katilimcilar
siire¢lerin karmasiklik derecesi konusunda kararsiz
kalmiglardir.

Anket katilimcilarinin  kullandiklart RSO iirtinleri
incelendiginde, katilimeilarin gogunlukla yillik RSO
tedarik¢i degerlendirme raporlarinda oldukga iyi puan
alan UiPath, Automation Anywhere, Blue Prism ve
Microsoft gibi popiiler RSO iirtinlerini kullandiklari
tespit edilmistir. Katilimeilarin en sik kullandigi iiriin
UiPath oldugundan RSO fiiriin bazli analizler i¢in
katilimcilar UiPath kullananlar ve kullanmayanlar
olarak iki gruba ayrilmistir. Analiz sonuglarina goére
UiPath kullanan katilimcilar, RSO'nun benimsenme
nedenlerini UiPath kullanmayan katilimcilara gore
daha olumlu degerlendirmisler ve RSO'yu daha kolay
kabul etmislerdir. Ayrica UiPath kullanan katilimcilar
ile UiPath kullanmayan katilimcilarin RSO'nun
kullanisgliligt ve RSO kullanim kolayligma iligkin
degerlendirmeleri  istatistiksel — olarak  farklilik
gostermektedir. UiPath kullanan katilimcilar, UiPath
kullanmayan katilimecilara goére RSO'yu daha
kullanisli ve kullanici dostu bulmaktadir. Ayrica
UiPath kullanan katilimeilar, RSO projelerine yonelik
proje basari kriterlerini UiPath  kullanmayan
katilimcilara goére daha iyi degerlendirmislerdir. Bu
sonuglardan yola ¢ikarak, UiPath kullananlarin
yasadiklart RSO deneyimini daha olumlu olarak
nitelendirdikleri soylenebilir.

Yapilan regresyon analizine gore “RSO teknolojisini
benimsemenin temel nedenleri” degiskeni %42,1
oraninda yerini “RSO teknolojisinin avantajlar1”
degiskeni  tarafindan  agiklanmaktadir. RSO
teknolojisinin avantajlarinin  farkinda olarak bu
avantajlart kullanmak amacli RSO kullananlarin bu
teknolojiyi benimsemeleri dogal goriinmektedir.
Bagka bir sekilde ifade etmek gerekirse RSO
teknolojisinin, olusturdugu beklentileri karsilamakta
oldugu  goriinmektedir. Ote yandan “RSO
teknolojisinin benimsenmesinin temel nedenleri”
degiskeninin “RSO projeleri igin proje basari
kriterlerinin degerlendirilmesi” degiskeni tarafindan
%24,6 oraninda agiklanmasi1 RSO teknolojisinin
benimsenmesinin bir diger 6nemli sebebinin basar1
kriterleri ~ degerlendirmesine  uymast  olarak
aciklanabilir. Diger bir deyisle kullanicilar basari
kriteri olarak gordiikleri hedeflerin RSO ¢iktilartyla
uyustugunu onaylamaktadir. Ote yandan “RSO

projeleri igin proje basari kriterlerinin
degerlendirilmesi” degiskeni %21,8 oraninda “RSO
teknolojisinin  avantajlar’” degiskeni tarafindan
aciklanmast  yukaridaki  sonuglarla  uyumlu
goriinmektedir. Bir baska regresyon analizine gore
“RSO0 teknolojisinin kullanici dostu olmas1” degiskeni
%26,6 oraninda “RSO teknolojisinin islevselligi”
degiskeni  tarafindan  agiklanmaktadir. RSO
teknolojisinin islevselliginin, teknoloji kullanict dostu
olmasina yol agmasi beklenen bir sonugtur.

Diger regresyon analizleri kiigiik oranda da olsa bazi
Olgeklerin digerleri araciligiyla agiklanabildigini
gostermigtir. Cikan sonuglara gore, Blagoev’in 2021
yilinda muhasebe ve finans alaninda yaptigi
calismanin sonuglaria uygun olarak “RSO projeleri
icin proje basari kriterlerinin degerlendirilmesi”
degiskeni %21,1 oraninda “RSO teknolojisinin
kullanim kolaylig1” degiskeni tarafindan
aciklanmaktadir [63]. Diger yandan “RSO projeleri
icin proje basart kriterlerinin degerlendirilmesi”
degiskeni %17,4 oraninda “RSO teknolojisinin
islevselligi” degiskeni tarafindan agiklanirken
Blagoev’in galismasina ters bir sonu¢ vermistir. Bu
calismadaki katilimeilari, RSO projesinin kullanim
kolayliginin  proje memnuniyetine katkida
bulundugunu ifade ederken Blogaev’in ¢aligmasinin
tersine islevselligin de memnuniyete olumlu etki
yaptiginin altim gizdiklerinin belirtmek gerekir. Ote
yandan “RSO teknolojisini benimsemenin temel
nedenleri” degiskeni “RSO teknolojisinin islevselligi”
degiskeni tarafindan %17 oraninda agiklanmaktadir.

Dey ve Das’in 2019°da yaptiklar1 ¢alismaya
katilanlarin RSO teknolojisinin kullanighiligini, RSO
teknolojisinin islevselligi ve kullanilabilirliginden
daha olumlu degerlendirdikleri goriilmistiir [59].
Yapilan c¢alismanin sonuglarina gore RSO'mun
kullanigliligi, Siderska'nin bahsedilen ve Dey ve
Das’in ¢aligmalartyla ortiigmekte olup islevsellik ve
kullanilabilirlige gore daha yiiksek bir ortalamaya
sahiptir 6te yandan Siderska'nin ¢alismasindan farkl
olarak RSO'mun islevselligi, RSOmun
kullanilabilirligine gore daha yiiksek bir ortalamaya
sahiptir [49].

Ankete katilanlarin RSO olarak ¢ogunlukla, UiPath,
Automation Anywhere, Blue Prism ve Microsoft gibi
¢ok kullanilan iiriinleri kullandiklar1 tespit edilmistir.
Kullanicilarin en sik kullandig: {irlin olan UiPath’i
kullananlarin RSO’yu daha kullamish ve kullanict
dostu bulmanin yani sira daha kolay benimsedikleri
goriilmiistiir. Bunda UiPath’in diinyada en ¢ok
kullanilan triinlerden biri olmasindan dolay1 pratik
olmasinin etkili oldugu diisiiniilmektedir. Konuyla
ilgili bir ¢alisma olmadigindan ileride UiPath’in diger
RSO yazilimlariyla karsilastirildigr bir arastirmanin
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iyi olacag: diisliniilmektedir. Diger yandan UiPath
kullanicisinin bu kadar fazla olmasinin ve anketin
katilimcilarinin genel olarak BT ve diger sektorlerde
RSO alaninda gelistirici ve/veya is analisti olarak
caligmalari, ¢alismanin smirliligi olarak goriilebilir.
Bunun oOniine gecebilmek igin ileride yapilacak
caligmalarda farkli RSO firtinleri kullanan ve farkli
rollerde ¢alisan katilimcilara (anahtar kullanicilar,
stire¢ sahipleri vb.) daha fazla odaklanilmaya
calisilabilir.

RSO alaninda gelecekte yapilacak caligmalarda RSO
teknolojisinin, yapay zeka triinleri (dogal dil isleme,
chatbotlar, makine Ogrenmesi vb.) ile birlikte
kullanimi arastirilabilir. RSO teknolojisinin NLP,
OCR, nesne tanmima ve duygu analizi gibi yapay
zekanin ¢esitli disiplinleriyle birlikte kullanilmasinin
RSO projelerine de biiyiik katkida bulunacagi
ongoriilmektedir.
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Yonetim Bilisim Sistemleri (YBS), dijitallesmenin getirdigi yenilikleri biinyesinde barindirmasi
ve disiplinler arasi ¢alisma alanlarinin ¢esitliligi nedeniyle son yillarda daha fazla aragtirmacinin
ilgisini ¢eken, geligmekte olan bir alandir. Bu ¢aligma hem literatiire hem de YBS disiplinine katki
saglamak amaciyla uluslararasi alan indeksleri {izerine kapsamli bir inceleme gergeklestirmektir.
Calismada, UAK tarafindan belirlenen ve dogentlik ile akademik tesvik kriterlerinde 6nemli bir
yer tutan uluslararasi alan indeksleri kapsaminda ESCI ve Scopus ele alinmistir. Bu indekslerin
YBS alanindaki uygunlugu degerlendirilmis ve benzer nitelikteki alternatif indekslerin
belirlenmesi hedeflenmistir. Bu dogrultuda, indeksler arasindaki benzerlikleri analiz etmek igin
uzman goriisleri ve bibliyometrik analiz yontemleri kullanilmistir. Scopus ve ESCI indekslerinde
yer alan kategorilerin YBS ile uyumlulugu uzman goriisleri dogrultusunda degerlendirilmis,
ardindan tespit edilen kategorilerde yer alan dergilerin tarandigi diger indeksler belirlenmistir.
Caligma kapsaminda toplamda 73 indeks tespit edilmistir. indeksler arasindaki iliskiler, Vos Viewer
yazilimi kullanilarak gérsel haritalama teknigi ile analiz edilmistir. Farkli ¢oziiniirliik degerleriyle
olusturulan senaryolardan elde edilen bulgular, ESCI ve Scopus indekslerinin Engineering Index
ve Inspec gibi diger uluslararas: indekslerle giiclii bir iliski i¢inde oldugunu ortaya koymustur.
Elde edilen sonuglar dogrultusunda, mevcut indekslerin genisletilmesi gerektigi vurgulanmis ve
YBS alaninda calisan akademisyenler igin alternatif indeks Onerileri sunulmustur. Bu durumun,
akademik iiretkenligi artirarak YBS disiplininin gelisimine katki saglayacagi 6ngoriilmektedir.
DOI: 10.59940/jismar.1604854
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1. INTRODUCTION (GIrIS)

Data is recognized as the fundamental raw material of
the information age, and its significance continues to
grow daily. The processes of data collection, analysis,
and interpretation play a crucial role in various fields,
ranging from scientific research to business, from social
sciences to natural sciences. Data is transformed into
information for numerous purposes, including
explaining phenomena, testing hypotheses, predicting
future trends, developing new theories, understanding
customer behavior, formulating marketing strategies,
and enhancing operational efficiency. Although
obtaining data is not particularly difficult, processing
large volumes of raw data and converting them into
meaningful information presents a significant challenge.
This process becomes even more critical when the
information derived from data is intended to support
decision-making. In addition to transforming data into
information, ensuring that this transformation occurs
both accurately and efficiently is equally important.
Properly processed and timely data can provide
organizations with a competitive advantage, whereas
decisions based on inaccurate or incomplete data may
lead to significant losses. Therefore, it is essential that
data processing procedures are both rapid and precise.
To ensure the effectiveness of these processes, a
systematic approach is required. Management
Information Systems (MIS) are decision-support
systems designed to assist decision-makers in efficiently
planning, controlling, and monitoring the processes for
which they are responsible. These systems facilitate
data-driven decision-making, enabling organizations to
optimize their strategic and operational processes
effectively.

The concept of Management Information Systems
(MIS) emerged in the 1950s and refers to the integrated
systems that collect, store, and utilize information in
organizations to support decision-making processes.
MIS effectively utilizes the data it gathers to assist
decision-makers when necessary. Rather than merely
being a system that supports strategic decision-making,
MIS can be defined as a discipline that integrates
technology and the human factor into organizational
processes. Given its interdisciplinary nature, various
definitions of MIS exist in the literature. Schoderbeck et
al. (1975) defined MIS as a human-machine system that
supports decision-making processes in businesses and
provides decision-makers with various types of
information [1]. Stoner (1982) described it as a system
that manages the processes of collecting and storing the
accurate data necessary for organizational management
and providing this data to decision-makers at the right
time to support their actions [2]. Additionally, MIS

facilitates more effective and efficient decision-making
by supplying data to various organizational functions,
including planning, control, auditing, and execution.
Culnan (1987) defined MIS as a discipline that interacts
with different fields and provides data to facilitate
decision-making at various managerial levels [3]. Long
(1989) described it as a system that delivers the
necessary information at the required time to enhance
organizational efficiency and effectiveness [4]. Adeoti
Adekeye (1997) defined MIS as a system that provides
essential information for different processes such as
decision-making and planning within organizations [5].
Lee (2001) described MIS as a system that enables the
optimization of organizational processes by supplying
the necessary data for more efficient operations [6].
Baskerville and Myers (2002) defined it as the
development and effective use of information systems
within organizations [7]. Bensghir (2002) characterized
MIS as a dynamic and continuously evolving field that
emerges from the convergence of multiple disciplines,
including management science, computer science,
information systems, and organizational behavior [8].
Laudon and Laudon (2004) defined MIS as a system that
assists business decision-making processes through
information technology systems [9]. Becta (2005)
described it as a system that provides data to all
necessary units within an organization while ensuring
communication between these units [10]. O'Brien and
George (2007) defined MIS as systems that support
decision-makers through reports, graphics, and other
documents during the decision-making process [11].
Gokeen (2011) described MIS as a system that enables
organizations to use data and information more
efficiently and effectively [12]. Pratap (2018) defined
MIS as a multi-disciplinary system that integrates
various fields and considers hardware, software, data,
processes, and the human factor as a unified whole. Each
of these components is critical for the functionality of
MIS and constantly interacts with one another [13].
Overall, MIS requires the integration of information
technology, management, business, and human factors
within a holistic framework to optimize organizational
decision-making and operational processes.

When examining the historical development of
Management Information Systems (MIS), it is evident
that, despite emphasizing different aspects over time, the
primary focus has always been on enhancing the
efficiency and effectiveness of organizational business
processes. The multidisciplinary nature of MIS has also
shaped its evolution throughout history. Table 1 presents
the historical development and transformations that MIS
has undergone over time. The evolution of MIS has
closely followed advancements in computer technology,
demonstrating a parallel progression.
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Table 1. The roles of management information systems in the historical process
(Yonetim bilisim sistemlerin tarihsel siiregte rolleri)

Year Start

Area of Use

Nowadays

1950 Data Processing Systems

1t was used to store large amounts of data and perform basic calculations.

1960 Support for Decision Making

Data was analyzed to provide meaningful information for managers to use in decision-
making processes.

1970 Database Management Systems

Data began to be used centrally in a shared repository.

1980 The proliferation of personal computers

With the widespread use of personal computers, employees became able to access the
information they needed instantly and make faster decisions..

1990 Global Connections Through the Internet

With the influence of the internet, the use of enterprise information systems has
facilitated information sharing by consolidating all company data into a single platform.

2000 and | The Age of Cloud Computing and Mobile
After Applications

With the development of mobile applications, Management Information Systems (MIS)
have become accessible through smartphones and tablets as well.

The Impact of Artificial Intelligence and
Big Data

With the integration of artificial intelligence and machine learning technologies,
previously unseen relationships have been discovered, and more accurate predictions
have been made.

As can be seen from Table 1, the concept of
Management Information Systems (MIS) has evolved
alongside the advancements in computer technology,
artificial intelligence, big data, and other technologies,
shaping it into its current form. Being a discipline
influenced by technological developments, it is expected
to continue its development in future processes.

The primary objective of this study is to evaluate
whether the international subject indices defined in the
field of Management Information Systems (MIS) can be
expanded. There is insufficient clarity regarding the
criteria used by the Council of Higher Education (UAK)
in determining the international subject indices and the
selection process. In this study, analyses will be
conducted based on the ESCI and Scopus indices, as
determined by UAK. Initially, the suitability of these
indices for the MIS field will be assessed through expert
opinions. Based on expert evaluations, other
international indices similar to these, found to be
compatible with the MIS field, will be identified. The
identified indices will be examined using various
analytical methods, and the possibility of establishing
new international subject indices will be investigated. In
this regard, the relationship between only the ESCI and
Scopus indices and the MIS field will not be evaluated,
but the goal will also be to introduce new international
indices to the field by expanding the scope of these
existing indices.

2. LITERATURE REVIEW (LITERATUR TARAMASI)

MIS (Management Information Systems) is a complex
structure that arises from the integration of various
disciplines within the rapidly changing dynamics of
technology and the business world. Consequently, it is
difficult to find a comprehensive definition of MIS.
Efforts to define MIS in the literature often emphasize
different aspects of the system. This is because MIS is a
system formed by the combination of fundamental
components such as hardware, software, databases,
networks, and human resources. The integration of these
components enables MIS to meet the information needs
of businesses, support decision-making processes, and
enhance their competitive strength. Due to these

characteristics, the concept of MIS is a discipline that
has been extensively studied in the literature.

Although the origins of Management Information
Systems (MIS) date back to the 1950s, the development
process in Turkey occurred later than the global average.
The first academic studies and educational programs in
this field were initiated in the 1990s. Most of the
pioneering studies in MIS in Turkey have been carried
out at Marmara University. The development of MIS
education in Turkey began in 1991 with the
establishment of the MIS department at Marmara
University. While this field started relatively late in
Turkey, it has developed rapidly. The process, which
began with the first department opened at Marmara
University, has led to the establishment of MIS
programs at many universities today, providing
opportunities to train qualified human resources in the
field. Since the establishment of the first MIS
departments in 1991, the number of departments
offering MIS education in Turkey has steadily
increased. Today, there are a total of 86 universities
offering MIS programs, including 41 state universities
and 45 private universities. This number continues to
grow each year. While this has significantly contributed
to the increase in the number of researchers and the
diversification of studies in MIS, the field is still not at
a sufficient level of development.

The fact that researchers in the MIS field come from
various scientific disciplines further accentuates its
interdisciplinary nature. Researchers from fields such as
computer science, business, mathematics, statistics, and
even sociology are conducting studies in MIS. On the
one hand, this brings a wide range of research topics to
the field, while on the other hand, it complicates the
formation of a unified structure for the field. The
relatively new status of MIS in Turkey also contributes
to the interdisciplinary makeup of its researchers. This
leads researchers to transfer their knowledge and skills
from their original disciplines to the MIS field, which
facilitates the integration of different disciplinary
approaches and the development of new methods, but
also contributes to the absence of a well-established
methodology in the field. Numerous national and
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international studies have been conducted to identify the
contributions of MIS to science and society and to
explore its general structure as an emerging academic
discipline.

Barki et al. (1988) examined 792 articles published in
the field of MIS between 1968 and 1988 to identify
various metrics related to the field. As a result of the
study, they identified key topics within the MIS
discipline [14]. Seo and Han (1997) used subject
analysis, citation analysis, and co-author analysis
methods to uncover the general structure of the MIS
field. They identified prominent journals and influential
authors in the field [15]. Bensghir (2002), through
content analysis, assessed the state of academic studies
in MIS in Turkey, comparing them with global
developments. The study found that academic research
in Turkey was in line with global trends in the MIS field
[8]. Cocosila et al. (2011) performed a bibliometric
analysis of 452 papers presented at three MIS
conferences between 1974 and 2008. The study revealed
various metrics such as the most influential authors,
frequently discussed topics, and the number of
presentations over the years [16]. Mohanty (2014)
conducted a bibliometric analysis of 596 articles
published in the MIS Quarterly journal from 1995 to
2009, uncovering various metrics such as the most
effective countries, authors, and article topics [17].
Yarlitag (2015) analyzed completed graduate theses in
the MIS field using content analysis, identifying related
disciplines, research methods, and topics of focus. The
study showed that, as expected, the field has strong
relationships with disciplines such as management,
information technology, and computer science,
confirming the interdisciplinary nature of MIS. The
study also found that both qualitative and quantitative
research methods were used in the theses [18]. Lin et al.
(2016) conducted a bibliometric analysis of 853 articles
published between 1991 and 2014, identifying
influential authors, topics, and the connections between
publications [19]. Ozkdse (2017) analyzed articles from
Scopus and WOS databases published in the MIS field
between 1980 and 2015 using bibliometric methods.

The study identified influential authors, institutions,
countries, the number of articles by year, the most cited
publications, and journals [20]. Ozkdse and Gencer
(2017) conducted a bibliometric analysis of 24 journals
indexed in SCI-E and SSCI within the WOS database,
revealing information about influential institutions,
authors, and countries in the MIS field [21]. Beydoun et
al. (2019) performed a bibliometric analysis of 855
articles published in Information Systems Frontiers
between 1999 and 2018, identifying subject
distributions in the journal's articles [22]. Coskun et al.
(2019) used data and text mining methods to uncover the
topics in MIS articles published in the WOS database
from 2008 to 2019. The study revealed changing subject
trends over the years [23]. Ayta¢ (2020) conducted a
content analysis of graduate theses published between
2015 and 2020, identifying frequently discussed topics
in the theses [24]. Jeyaraj and Zadeh (2020) used topic
modeling to analyze 2962 articles published between
2003 and 2017 in five significant journals related to the
MIS discipline, identifying 50 different subject headings
[25]. Damar and Aydim (2021) analyzed 104 journals at
the SCImago QI level from 2010 to 2021 using
bibliometric methods. The study revealed various
metrics, including frequently used topics and keywords,
the most influential authors, and the field of study for
Turkish researchers [26]. Cebeci (2021) analyzed 963
articles published between 2000 and 2020 in 107
journals in the Scopus database using multi-criteria
decision-making methods. The study applied
bibliometric analysis, trend analysis, text mining, and
clustering methods, revealing that customer-focused
topics and data mining were the most studied subjects
related to MCDM methods [27]. Damar and Ozdagoglu
(2022) conducted a bibliometric analysis of 1550
publications published in MIS Quarterly between 1980
and 2020. The study identified the disciplines and
countries related to MIS and examined their productivity
[28]. Ozkose et al. (2023) conducted a bibliometric
analysis of 25,304 articles published in the Scopus
database between 2016 and 2021, identifying the most
influential authors, institutions, countries, and journals
in the field [29].

Table 2. Review of the MIS Literature

(YBS Literatiiriiniin incelenmesi)

Year Author/Authors Method Used
2002 Bensghir[8] Content Analysis
2015 Yarlitas[18] Content Analysis
2017 Ozkose[20] Bibliometric Analysis
2017 Ozkése and Gencer[21] Bibliometric Analysis
2019 Coskun[23] Data and Text Mining
Té’ 2019 Ergiiner Ozkog[40] Bibliometric Analysis
2 2020 Aytag[24] Content Analysis
2 2021 Damar and Aydin[26] Bibliometric Analysis
2021 Cebeci Bibliometric Analysis, Trend Analysis, Text Mining, Clustering
2022 Damar and Ozdagoglu[27] Bibliometric Analysis
2023 Ozkose et al.[29] Bibliometric Analysis
2023 Sertgelik and Onder{39] Apriori Algorithm
2024 Giiler and Zeren[43] Bibliometric Analysis
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International

2024 Kirmizikaya and Oztiirk[44] Bibliometric Analysis
2024 Unal Kestana[45] Bibliometric Analysis
2025 Akgiin et al. Bibliometric Analysis
1988 Barki et al. [14] Data and Text Mining
1997 Seo and Han[15] Subject Analysis, Citation Analysis, Author Co-Citation Analysis
2011 Cocosila et al.[16] Bibliometric Analysis
2014 Mohanty[17] Bibliometric Analysis
2015 Shiau[41] Citation Analysis Method
2016 Lin et al.[19] Bibliometric Analysis
2019 Beydoun et al.[22] Bibliometric Analysis
2020 Abedin et al.[42] Bibliometric Analysis
2020 Jeyaraj and Zadeh[25] Topic Modeling Method
2024 Aryawati[47] Bibliometric Analysis
2024 Modina et al. [48) Bibliometric Analysis
2025 Hidayat et al. [46] Bibliometric Analysis

In the literature of Management Information Systems
(MIS), it is evident that this field is frequently studied
and efforts are being made to establish a framework for
it. However, due to both technological advancements
and the interdisciplinary nature of MIS, its boundaries
cannot be clearly defined. The topics studied and the
methods used vary depending on the year and the
expertise of the researchers. Research in MIS is carried
out at both national and international levels, with a focus
primarily on quantitative methods such as data and text
mining. Data mining techniques help to uncover hidden
information and relationships within large datasets,
while text mining methods identify key terms and
concepts in scientific publications, reports, and other
documents, enabling the tracking of the field’s
development. Due to their nature, data and text mining
methods facilitate the discovery of hidden information
within patterns. These methods are often used to salvage
a congested literature, providing a clearer image and an
overall picture of the field. Therefore, these techniques
are frequently employed to determine the boundaries of
a field. When the literature on the subject is reviewed, it
becomes clear that databases, journals, theses, articles,
conferences, and papers related to MIS have been
extensively studied. Various data and text mining
methods such as content analysis, topic modeling,
bibliometric analysis, citation analysis, clustering,
classification, and apriori algorithms have been used in
these studies.

As a result of the literature review, no studies
specifically focusing on international indexing in the
field of Management Information Systems (MIS) were
found. One of the key challenges for academicians
working in MIS is the uncertainty regarding which
indexes the journals in this field are included in and
whether these indexes are considered international.
Although the Interuniversity Board (UAK) has made
some regulations on this matter, existing studies do not
provide sufficient clarity, leading to the limitation of the
field to certain indexes. International indexes are
typically defined as those outside the SSCI, SCI, SCI-E,
and AHCI categories. However, this definition is not
sufficiently clear. The interpretation of this definition
varies across different universities according to their

academic promotion and incentive criteria, leading to
inconsistencies in practice. Even though efforts were
made to clarify certain indexes through regulations
issued on June 15, 2023, uncertainty still remains
regarding the criteria used to determine international
indexes and how they differentiate from existing ones.

The main aim of this study is to evaluate the suitability
of indexes outside the international area indexes
determined by the Interuniversity Board (UAK) for the
Management Information Systems (MIS) field, to
determine whether these indexes can be considered
international area indexes, and to analyze the
relationship between the existing indexes and the MIS
field. The study will seek answers to the following
questions:
1. What are the categories within the field of
Management Information Systems?
2. What are the other indexes that the journals in
the Management Information Systems field are
scanned in?

3. MATERIALS AND METHODS (MATERYAL
VE YONTEM)

Science is a cumulative structure that progresses
incrementally and continually develops. Each
completed study forms the foundation for future
research. Every new piece of knowledge can be tested
and further developed by subsequent studies. Every
academic work contributes to deepening and advancing
knowledge. The benefit gained is not limited to
academic growth alone but also facilitates the
development and advancement of societies and
improves their quality of life. Academic research, due to
its collaborative nature with various scientific
disciplines, fosters interdisciplinary approaches that
accelerate scientific progress and provide solutions to
more complex problems. This is because research is not
confined to specific disciplines but progresses through
interactions with different fields. As a result, science
advances and offers new perspectives. Academic studies
are communicated to the scientific community and
society through scientific papers, conferences, and
symposiums in various ways.
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The progress, development, and dissemination of
science are integral parts of scientific journals. Journals
are included in various indexes when they meet specific
criteria. Indexes are important tools that facilitate access
to scientific works and categorize them in different
ways. They provide researchers with the opportunity to
access the information they need more easily. Given the
variability in the quality and scope of different indexes,
it is quite challenging to group them under one umbrella.
The varying quality of journals and the diversity of the
content they publish necessitate the classification of
these indexes into specific categories. The classification
of an index depends on various factors, which can
change based on specific criteria. Therefore, researchers
should be careful when choosing indexes and should
determine which ones are most suitable for their field of
study. For a scientific journal, being indexed in a
reputable database increases its visibility, benefiting
both the journal and the published works. Indexed
journals reach a wider audience, resulting in more
frequent citations. The increase in citations enhances the
journal's prestige and makes it a more reliable source in
the eyes of other researchers. There are many
classifications for journal indexes, among which
international area indexes will be discussed in this study.
These indexes play a significant role in academic
promotions, title changes, and academic incentives.
Before June 15, 2023, there was ambiguity surrounding
the concept of international area indexes, but after this
date, the definition has been clarified for certain fields.
Although UAK (Higher Education Council) previously
published a list of 209 indexes, universities were making
their own decisions and defining which indexes they
would accept, leading to inconsistencies in practice. In
the context of this study, the concept of international
area indexes has been narrowed down to Scopus and
ESCI. However, the distinctions and importance of these
indexes have not been explained. This study aims to
explore the differences between the selected indexes and
determine if there are other indexes similar to these,
based on the analysis conducted.

In summary, the aim of this study is to uncover certain
dynamics of the field of Management Information
Systems (MIS), which has gained significant popularity
in recent years, particularly due to the innovations
brought about by digitalization. The increasing diversity
within the field and its wide appeal to numerous
researchers have contributed to its growing prominence.
However, due to the relatively new nature of the
discipline, clear boundaries have not yet been
established, and academic work is only just beginning to
accelerate. This study will conduct an extensive review
of the accepted indexes within the Management
Information Systems field, aiming to expand the current
list of indexes. By using bibliometric methods, the
current status of these indexes will be mapped, and
indexes with similar characteristics will be identified.

3.1. Index Selection (indeks Secimi)

In the study, the indexes to be addressed have been
selected based on the international domain indexes
recognized by the Yiiksekogretim Kurulu (UAK) for
academic promotion and appointment criteria. These
indexes are Scopus and ESCI, as outlined by UAK.

Scopus, launched by Elsevier in 2004, is an index that
provides content across various disciplines such as
natural sciences, social sciences, medicine, and arts.
Widely used in research and literature review, the
Scopus database includes journals, conference papers,
books, and patents. It offers comprehensive content,
citation tracking, currency, filtering options, research
performance measurement, and various integrated tools,
making it a frequently used database by researchers.
Scopus contains high-quality academic sources, which
is one of the primary reasons for researchers' preference
for the database. Currently, more than 25,000 journals
are indexed in Scopus.

The Web of Science (WOS) is a database developed in
2015 that covers a wide range of disciplines, including
natural sciences, social sciences, arts, and humanities.
ESCI (Emerging Sources Citation Index) is a subset of
the WOS database, designed to increase the visibility of
journals that may not yet meet the criteria for WOS
inclusion but still meet many standards. ESCI indexes
journals that are close to meeting the required standards
for inclusion in WOS but have not yet made the cut.
Over time, as these journals meet the necessary
standards, they can transition to the SCI, SSCI, or AHCI
indexes. To be included in ESCI, a journal must meet
specific criteria. Many academic journals in Turkey are
indexed in ESCI.

3.2. Bibliometric Analysis (Bibliyometrik Analiz)

With the rapid advancement of digitalization, the
importance of data and information has significantly
increased. As societies transition into the information
age, massive data accumulations have emerged,
introducing the concept of big data into our lives. The
exponential growth in data volume has made extracting
meaningful insights from these vast datasets
increasingly challenging. Data mining serves as a
powerful analytical tool for uncovering hidden and
meaningful patterns within large and complex datasets.
One of the widely used data mining methods,
bibliometric analysis, was first introduced by Pritchard
in 1969. Bibliometric analysis employs statistical and
mathematical techniques to examine scientific
publications. Beyond merely providing publication-
related metrics, bibliometric analysis offers insights into
a given field, making scientific processes more
comprehensible. This method allows for the assessment
of scientific impact, the identification of research trends,
and the examination of collaboration patterns. By
analyzing bibliometric data, researchers can gain deeper
insights into the dynamics of a discipline and uncover
underlying patterns. Additionally, bibliometric analysis
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helps outline the broader framework of a research field
while identifying existing gaps, guiding future studies.
Due to these attributes, bibliometric analysis plays a
crucial role in advancing scientific research. Various
methods are employed to derive relevant metrics in
bibliometric analyses, ensuring a comprehensive
understanding of the field.

Bibliometric Analysis Methods;

1. Citation Analysis: Examines how frequently a
published work is cited by other studies,
providing insights into its impact and
influence.

2. Co-Citation Analysis: Investigates how often
two or more studies are cited together, helping
to identify relationships between research
topics.

3. Co-Authorship Analysis: Analyzes
collaborations between researchers, mapping
networks and identifying patterns of academic
cooperation.

4. Keyword Analysis: Evaluates the keywords
used in publications to provide metrics related
to research topics and emerging trends.

5. Scientific Mapping: Visually represents
scientific fields and examines relationships
between different disciplines.

6. H-Index: Measures the impact of researchers
based on the number of their publications and
citation frequency.

Each of these techniques provides a unique perspective
on research outputs and academic interactions, playing
a crucial role in evaluating scientific knowledge.
Additionally, bibliometric methods are inherently
objective as they rely on quantitative data and offer
extensive coverage due to their ability to process large
datasets. In this study, scientific mapping and clustering
methods will be employed to analyze the relationships
between academic works and identify key research
trends.

3.3. Problem Identification (Problemin Belirlenmesi)

In academic literature, an important consideration is the
index of the journal in which an article will be published.
The quality of the target journal is crucial for authors,
especially when the publication will be used for
academic promotion and tenure evaluations. To meet
these criteria, both the journal itself and the indexes in
which it is listed hold significant importance for
researchers. The starting point of this research is the
international field indexes in the field of Management
Information Systems (MIS). The Turkish Council of
Higher Education (UAK) has designated two indexes for
this field: Scopus and ESCI. The core research problem
stems from the question: What criteria were used to
select these indexes, and are there other indexes that
meet these criteria? This question will guide the
structure and direction of the study.

3.4. Determination of Research Constraints (4rastirma
Kisitlarinin Belirlenmesi)

Within the scope of this study, certain limitations have
been established to define the research framework and
influence its direction. These limitations are as follows:

. In certain sections of the study, expert
evaluations will be sought. To ensure that
experts can contribute effectively to the field of
Management Information Systems (MIS),
specific criteria have been established. The
required qualifications for experts include:
holding a Ph.D. in the field of MIS and having
conducted research in this area; having
supervised students in a thesis/non-thesis
master's or doctoral program in MIS and
having engaged in research within the field;
and having taught courses in MIS for at least
two years while also conducting research in
this domain.

2. The selection of indices and journals to be
evaluated in this study has been determined
with consideration of the research domain.
Although the indices recognized by the
Interuniversity Board (UAK) were initially
reviewed, the extensive number of indices and
the presence of those unrelated to the field
necessitated a more focused approach.
Consequently, the study is based on the core
indices acknowledged in academic
appointment and  promotion  criteria.
Furthermore, only journals within these indices
that specifically publish in the field of
Management Information Systems (MIS) have
been included in the analysis.

3.5. Determination of Research Population (4rastirma
Evreninin Belirlenmesi)

The research will focus on the internationally
recognized indices for the MIS discipline, namely
Scopus and ESCI. The categories and journals within
these indices will be identified. By determining the
categories on Scopus (334) and ESCI (542), a total of
876 categories have been obtained. Upon reviewing the
journals within these categories, a total of 33,825
journals have been identified, with (25,837) from
Scopus and (7,988) from ESCI.
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Figure 1. ESCI and Scopus Category and Journal numbers
(ESCI ve Scopus kategori ve dergi sayilari)

Expert opinions will be used to include only the
categories relevant to the Management Information
Systems (MIS) discipline in the study, while other
categories will be excluded. The Scopus and ESCI
categories have been prepared using Microsoft Excel to
facilitate the experts' evaluations. During the evaluation,
the experts were asked to rate the suitability of the
identified categories for the MIS discipline on a scale
from 1 to 5. The data provided by the experts were then
compiled using Microsoft Excel, and the geometric
mean of the ratings was calculated. In the average, three
equal value ranges were defined: 5, 5-4.5, and 4.5-4. The
categories to be included in the research based on these
threshold values are presented in Table 3 and Table 4.

Table 3. ESCI category and journal issues
(ESCI kategori ve dergi sayilar)

Code Category Point Journal Numbers
S1 Computer Science, Information Systems 5 60
S2 Computer Science, Interdisciplinary Applications | Computer Science, Artificial Intelligence | Computer 4,92 1

Science, Cybernetics | Computer Science, Information Systems
S2 Computer Science, Artificial Intelligence | Computer Science, Information Systems 4,83
S2 Computer Science, Theory & Methods | Computer Science, Artificial Intelligence | Computer Science, 4,69

Information Systems
S2 Computer Science, Interdisciplinary Applications | Computer Science, Artificial Intelligence | Computer 4,69 1

Science, Information Systems
S2 Computer Science, Artificial Intelligence 4,67 28
S2 Computer Science, Theory & Methods | Computer Science, Artificial Intelligence 4,67 1
S2 Computer Science, Artificial Intelligence | Computer Science, Cybernetics | Computer Science, 4,54 1

Information Systems
§3 Computer Science, Theory & Methods | Multidisciplinary Sciences 4,46 1
83 Multidisciplinary Sciences | Computer Science, Information Systems 4,456 1
S3 Computer Science, Interdisciplinary Applications | Computer Science, Theory & Methods | Engineering,

Electrical & Electronic | Computer Science, Hardware & Architecture | Computer Science, Information

Systems 4,42 1
S3 Computer Science, Interdisciplinary Applications | Multidisciplinary Sciences | Computer Science,

Information Systems 4,32 1
83 Computer Science, Interdisciplinary Applications 4,18 32
S3 Computer Science, Interdisciplinary Applications | Computer Science, Software Engineering | Computer

Science, Information Systems 4,17 2
83 Business 4,06 131
S3 Computer Science, Interdisciplinary Applications | Engineering, Multidisciplinary | Materials Science,

Multidisciplinary 4,04 1
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S3 Computer Science, Interdisciplinary Applications | Computer Science, Theory & Methods | Computer
Science, Hardware & Architecture | Computer Science, Information Systems 4,04 1

Total 267

Table 4. Scopus category and journal issues
(Scopus kategori ve dergi sayilari)

Code Category Point Journal Numbers
1404 Management Information Systems 5 141
1709 Human-Computer Interaction 5 153
1710 Information Systems 5 413
1802 Information Systems and Management 5 152
1405 Management of Technology and Innovation 4,68 380
1702 Artificial Intelligence 4,58 298
2214 Media Technology 4,49 140
1705 Computer Networks and Communications 4,34 425
1704 Computer Graphics and Computer-Aided Design 4,27 112
2614 Theoretical Computer Science 4,25 139
1700 Computer Science Applications 4,17 324
1706 General Computer Science 4,05 875

Total 3552

CATEGORY NUMBERS

o~
o

SCOPUS ESCI

JOURNAL NUMBERS

[\
w
w
N
~
g
o
L
SCOPUS ESCI

Figure 2. Number of categories and journals included
in the study
(Calismaya dahil edilen kategori ve dergi sayilari)

Based on expert opinions, 12 categories from the 334
Scopus categories and 17 categories from the 542 ESCI
categories were included in the study, while the
remaining categories were excluded. As a result of the
expert evaluations, 3,552 journals from the 25,837
Scopus journals and 267 journals from the 7,998 ESCI
journals were included in the research.

3.6. Research Methodology (4rastirma Metodolojisi)

In this study, expert opinions and bibliometric analysis
methods will be utilized. Expert opinion involves a
person with in-depth knowledge and experience on a
particular subject analyzing and evaluating a specific
issue or topic, and offering a suggestion or solution
based on this evaluation. This opinion is generally based
on expertise acquired through education, experience,
and research. In short, expert opinion is a helpful method
for gaining knowledge or making decisions about a
topic. Bibliometric methods can be defined as
mathematical techniques applied to derive statistical
metrics of publications such as books, journals, and
articles (Pritchard, 1969) [30]. Through bibliometric
methods, the current structure and trends in the field will
be identified. The research will proceed according to the
following workflow diagram.
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Figure 3. Research flow chart

(Aragtirma akis semasti)

3.7. Data Collection and Pre-processing (Veri Toplama ve
On Isleme)

In this section of the study, certain processes will be
applied to the data to enhance the quality of the analyses
and increase the likelihood of obtaining meaningful

results from the analyses [37]. After defining the
research population, the next step is data collection. At
this stage, raw data is processed to prepare it for analysis
[38]. The operations performed on the data prior to
analysis are presented in Figure 4 below.

* Data Cleaning: In this stage, deficiencies and errors in the raw data are addressed. Outliers in the data are identified to ensure the
consistency of the analyses. Additionally, noisy data that will not affect the analysis is removed during this phase.

* Data Merging: The data to be used in the analyses may be found in different sources. At this stage, the relevant sources are merged

to create a single database.

* Data Transformation: The data within the database may express the same content but could be represented differently. At this stage,

the data is converted into a single label for consistency.

* Data Reduction: In this stage, data or data sets that will not impact the results of the analysis are removed from the dataset.

Figure 4. Data pre-cleaning stages

(Veri on temizleme agamalary)

In the study, the 3,819 identified journals were
consolidated using Microsoft Excel, and duplicate
journals were detected. Each index was considered a
separate database, and upon merging the two index
datasets, it was found that many journals appeared in
both indexes. The duplicate journals were removed from

the data file, leaving 1,471 unique journals. The index
information for the identified journals was then scanned.
From the scanned indexes, only those that were accepted
as international field indexes were compiled using
Microsoft Excel, resulting in a total of 73 international
field indexes.
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3.8. Importance of the Study and Contribution to the
Field (Calismanin Onemi ve Alana Katkist)

In this study, important indexes in the field of
Management Information Systems (MIS) will be
identified and the scope of the field will be expanded. A
review of the literature reveals no existing studies on this
topic, which highlights the significance of this research.
It is not clearly known which criteria the indexes
determined by YOK (Higher Education Council) meet
or how they are selected. Based on this, the presence of
different indexes that meet similar criteria and
characteristics as the selected ones will be investigated.
As aresult of the research, the identified indexes will be
proposed, with the aim of expanding the scope of
international indexes for MIS. This is expected to
increase academic productivity and sustainability, as the
limited number of indexes and the small number of
journals in those indexes lead to long waiting times for
researchers.  This situation reduces academic
productivity. If the number of indexes is increased, this
will also lead to a rise in the number of journals, bringing
diversity and more alternatives with it.

4. FINDINGS (BULGULAR)

In this study, scientific mapping was conducted using
VosViewer. Through the scientific mapping method, the
interactions and connections between the indexes will be
examined. Different scenarios have been created to
analyze and interpret the results more clearly. The
number of occurrences used in creating these scenarios
has been set as the threshold value. Table 5 presents the
scenarios and relevant information related to those
scenarios. For each scenario, an examination was carried
out with three resolution values.

Table 5. Scenarios applied in the study

(Calismada uygulanan senaryolar)

Threshold  Number of ) Number
Value Indexes Resolution of
Clusters
1 3
S1 23 73 1.15 5
1.30 3
1 2
S2 53 51 1.15 4
1.30 5
1 2
S3 70 45 1.15 3
1.30 3
1 2
S4 100 36 1.15 3
1.30 4
1 2
S5 151 26 1.15 2
1.30 2

Different scenarios were created to investigate how
changes in the number of clusters and the associations
between terms varied. Within the scenarios, clustering
differences were examined using three different
resolution values: 1, 1.15, and 1.30. The numbers in the
scenarios were determined through trial and error to
achieve the best possible results.

4.1. Scenario 1 (Senaryo 1)

In this stage, the threshold value was set to 23 in order
to display all index values in the dataset. All 73 indices
in the dataset were included in the analysis. When the
resolution value for the 73 indices was set to 1, the data
was divided into 3 different clusters; when the resolution
value was set to 1.15, the data was divided into 5
different clusters; and when the resolution value was set
to 1.30, the data was divided into 5 different clusters.
The cluster divisions are shown in Table 6.

Table 6. Clusters according to Scenario 1
(Senaryo 1’e gore kiimeler)

Resolution =1 Resolution =1.15 Resolution =1.30
Clusters Number of Elements Clusters Number of Elements Clusters Number of Elements
Red 27 Red 22 Red 21
Green 25 Green 19 Green 20
Blue 21 Blue 14 Blue 12
Yellow 11 Yellow 11
Purple 7 Purple 9
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Figure 4. Index Clustering, Association and Density Analysis (N.T=23)
(Indeks Kiimeleme, Birliktelik ve Yogunluk Analizi(T.S=23))

When Figure 4 is examined, an increase in the number
of clusters is observed with the change in resolution
values. The resolution value facilitates the convergence
of clusters towards each other. As the resolution
increases, the elements within the cluster become closer
to one another. As the values within the cluster converge,
values that are distant create another cluster, which leads
to an increase in the number of clusters. When the results
of the VosViewer analysis with a threshold value of 23
are examined;

When the resolution is set to 1, Scopus and ESCI are in
the same cluster with 23 indexes. Upon examining their
relationships, it is observed that they have strong
associations with ProQuest, EBSCO, INSPEC, and
Engineering Index. Although they share the same cluster
with indexes like Abinform, PsycINFO, ACM Guide,
EBSCOhost, CSA, Zentralblatt Math, MathSciNet,
EconLit, CAS, Academic Search, ERIC, IBZ, Emerald,
MasterFile, Premier, Academic OneFile, Research
Alert, CNPLinker, and CompuMath, the relationships
with these indexes are weaker. When the resolution is
setto 1.15, Scopus and ESCI share the same cluster with
20 indexes. A strong relationship is observed with
INSPEC and Engineering Index. Similar to the previous
scenario, they are also in the same cluster with

Abinform, PsycINFO, ACM Guide, EBSCOhost, CSA,
Zentralblatt Math, MathSciNet, CAS, Academic Search,
ERIC, IBZ, Emerald, MasterFile, Premier, Academic
OneFile, Research Alert, CNPLinker, and CompuMath,
but the relationships with these indexes are weaker.

When the resolution is set to 1.30, Scopus and ESCI are
in the same cluster with 19 indexes. As in the previous
cases, there are strong relationships with INSPEC and
Engineering Index. While they still share the same
cluster with Abinform, PsycINFO, EBSCOhost, CSA,
Zentralblatt Math, MathSciNet, CAS, Academic Search,
ERIC, IBZ, Emerald, MasterFile, Premier, Academic
OneFile, Research Alert, CNPLinker, and CompuMath,
the relationships with these indexes remain weaker.

4.2. Scenario 2 (Senaryo 2)

At this stage, the threshold value in the dataset is set to
53. A total of 51 indexes are included in the analysis.
When the resolution value is set to 1, the data is divided
into 2 different clusters. When the resolution value is set
to 1.15, the data is divided into 4 different clusters.
When the resolution value is set to 1.30, the data is
divided into 5 different clusters. The cluster divisions are
shown in Table 7.
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Table 7. Clusters according to Scenario 2
(Senaryo 2’ye gore kiimeler)

Resolution =1 Resolution =1.15 Resolution =1.30
Clusters Number of Elements Clusters Clusters Number of Elements Eleman Sayist

Red 29 Red 18 Red 17
Green 22 Green 17 Green 15
Blue 9 Blue 9

Yellow 7 Yellow 5

Purple 5
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Figure 5. Index Clustering, Association and Density Analysis (N.T=53)
(Indeks Kiimeleme, Birliktelik ve Yogunluk Analizi(T.S=53))

When the results of the VosViewer analysis with a
threshold value of 53 are examined:

With a resolution value of 1, Scopus and ESCI are in the
same cluster as 27 other indexes. When the relationship
between them is analyzed, strong relationships are found
with Google Scholar, ProQuest, EBSCO, INSPEC,
Engineering Index, DBLP, and DOAIJ. Although they
share a cluster with Cabell, Ulrich, Gale, Norwegian
Science, Gate, RePEc, CrossRef, PsycINFO, ACM
Guide, ERA, EBSCOhost, CSA, Copernicus, ERIH,
Journal TOC, SHERPA Romeo, CAS, JUFO, ReadCube,
and CNRS indexes, the relationships are weaker. With a
resolution value of 1.15, Scopus and ESCI are in the
same cluster as 7 other indexes. When the relationship
between them is examined, strong connections are found
with INSPEC, Engineering Index, and DBLP. While
they share a cluster with PsycINFO, EBSCOhost, CSA,
and CAS indexes, the relationships are weaker. With a

resolution value of 1.30, Scopus and ESCI are in the
same cluster as 7 other indexes. The relationships
between them and INSPEC, Engineering Index, and
DBLP are still strong. However, the relationships with
PsycINFO, EBSCOhost, CSA, and CAS indexes are
weaker.

4.3. Scenario 3 (Senaryo 3)

At this stage, the threshold value in the dataset has been
set to 70. A total of 45 indexes are included in the
analysis. When the resolution value is set to 1, the data
is divided into 2 different clusters. When the resolution
value is set to 1.15, the data is divided into 3 different
clusters. When the resolution value is set to 1.30, the
data is divided into 3 different clusters. The cluster
divisions are shown in Table 8.
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Tablo 8. Clusters according to Scenario 3
(Senaryo 3’e gore kiimeler)

Resolution =1 Resolution =1.15 Resolution =1.30
Clusters Number of Elements Clusters Number of Elements Clusters Number of Elements
Red 23 Red 21 Red 21
Green 22 Green 17 Green 15
Blue 7 Blue 9
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Figure 6. (Index Clustering, Association and Density Analysis (N.T=70)
(Indeks Kiimeleme, Birliktelik ve Yogunluk Analizi(T.S=70))

When analyzing the results based on the threshold value
of 70 in VosViewer:

With a resolution value of 1, Scopus and ESCI are
placed in the same cluster with 20 indexes. Strong
relationships are found with Google Scholar, Inspec,
Engineering Index, DBLP, and DOAJ. Although Cabell,
Ulrich, Gale, Norwegian Science, Gate, RePEc,
Crossref, PsycInfo, ACM Guide, ERA, EBSCOhost,
CSA, Copernicus, ERIH, and JournalTOC indexes are
in the same cluster, the relationships between them are
weaker. With a resolution value of 1.15, Scopus and
ESCI are placed in the same cluster with 19 indexes.
Strong relationships are found with Google Scholar,
Inspec, Engineering Index, DBLP, and DOAJ. However,
the relationships with Cabell, Ulrich, Gale, Gate,
RePEc, Crossref, PsycIlnfo, ACM Guide, ERA,
EBSCOhost, CSA, Copernicus, ERIH, and Journal TOC
indexes are weaker. With a resolution value of 1.30,

Scopus and ESCI are placed in the same cluster with 19
indexes. Strong relationships are again observed with
Google Scholar, Inspec, Engineering Index, DBLP, and
DOAIJ. While Cabell, Ulrich, Gale, Gate, RePEc,
Crossref, Psyclnfo, ACM Guide, ERA, EBSCOhost,
CSA, Copernicus, ERIH, and JournalTOC indexes are
in the same cluster, their relationships remain weaker.

4.4. Scenario 4 (Senaryo 4)

At this stage, the threshold value has been set to 100 in
the dataset. There are 36 indexes in the analysis. When
the resolution value is set to 1, the data is divided into 2
different clusters. With a resolution value of 1.15, the
data is divided into 3 different clusters, and with a
resolution value of 1.30, the data is divided into 4
different clusters. The cluster divisions are shown in
Table 9.
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(Senaryo 4’e gore kiimeler)

Table 9. Clusters according to Scenario 4

Resolution =1 Resolution =1.15 Resolution =1.30
Clusters Number of Elements Clusters Number of Elements Clusters Number of Elements
Red 19 Red 15 Red 15
Green 17 Green 13 Green 8
Blue 8 Blue 7
Yellow 6
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Figure 7. Index Clustering, Association and Density Analysis (N.T=100)
(Indeks Kiimeleme, Birliktelik ve Yogunluk Analizi(T.5=100))

When the analysis results with a threshold value of 100
in VosViewer are examined:

With a resolution of 1, Scopus and ESCI are in the same
cluster with 15 indexes. A strong relationship exists
between Scopus and Google Scholar, ProQuest,
EBSCO, Inspec, Engineering Index, DBLP, and DOAJ.
While they are in the same cluster with Cabell, Ulrich,
Gale, Norwegian Science, Gate, RePEc, Crossref, and
PsycINFO indexes, the relationship between them is
weaker. With a resolution of 1.15, Scopus and ESCI are
in the same cluster with 13 indexes. A strong
relationship exists between Scopus and Google Scholar,
ProQuest, EBSCO, Inspec, Engineering Index, DBLP,
and DOAJ. Although they are in the same cluster with
Cabell, Ulrich, Gale, Gate, Crossref, and PsycINFO
indexes, the relationship between them is weaker. With
a resolution of 1.30, Scopus and ESCI are in different

clusters. Scopus is strongly related to Google Scholar
and DOAJ. While it is in the same cluster with Cabell,
Ulrich, Gate, and Crossref, the relationship is weaker.
ESCI is strongly related to Inspec, Engineering Index,
and DBLP. It shares the same cluster with Gale and
PsycINFO indexes, although the relationship is weaker.

4.5. Scenario 5 (Senaryo 5)

At this stage, the threshold value in the dataset has
been set to 151. The dataset includes 26 indexes for
analysis. When the resolution is set to 1, the data is
divided into 2 different clusters. When the resolution is
set to 1.15, the data is divided into 2 different clusters.
When the resolution is set to 1.30, the data is divided
into 2 different clusters. The cluster splits are shown in
Table 10.
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Table 10. Clusters according to Scenario 5
(Senaryo 5’e gore kiimeler)

Resolution =1 Resolution =1.15 Resolution =1.30
Clusters Number of Elements Clusters Number of Elements Clusters Number of Elements
Red 14 Red 13 Red 13
Green 12 Green 13 Green 13
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Figure 8. Index Clustering, Association and Density Analysis (N.T=151)
(Indeks Kiimeleme, Birliktelik ve Yogunluk Analizi(T.S=151))

The results of the VosViewer analysis with a threshold
value of 151 are as follows:

When the resolution is set to 1, Scopus and ESCI are
placed in the same cluster with 12 indexes. Upon
examining their relationships, strong connections are
observed with Google Scholar, Proquest, EBSCO,
Inspec, Engineering Index, DBLP, and DOAJ. Although
they share a cluster with Cabell, Ulrichs, Abinform,
Gale, and Norwegian Science indexes, the relationship
with these indexes is weaker. When the resolution is set
to 1.15, Scopus and ESCI are placed in the same cluster

with 11 indexes. A strong relationship is again observed
with Google Scholar, Proquest, EBSCO, Inspec,
Engineering Index, DBLP, and DOAIJ, while a weaker
relationship exists with Cabell, Ulrichs, Abinform, and
Gale indexes. When the resolution is set to 1.30, Scopus
and ESCI are still placed in the same cluster with 11
indexes. Strong relationships are found with Google
Scholar, Proquest, EBSCO, Inspec, Engineering Index,
DBLP, and DOAJ, whereas weaker relationships are
observed with Cabell, Ulrichs, Abinform, and Gale
indexes.
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Table 11. Cluster and association analysis results
(Kiimeleme ve birliktelik analiz sonuglari)

68

0=23-S=73 0=53-S=51 0=70-S=45 0=100-S=36 0=151-S=26
No | Terim T.S R=1 R=1.15 | R=1.30 R=] |R=115 |R=130 R=1 R=1.15 | R=1.30 R=1 R=1.15 | R=1.30 R=] |R=115 |R=130
4 academic onefile 35 Green | Red Red
5 academic search 50 Green | Red Red
13 | cas database 57 Green | Red Red Red | Blue Blue
17 | cnplinker 28 Green | Red Red
19 | compumath 22 Green | Red Red
22 | csadatabase 90 Green | Red Red Red | Blue Blue Green | Red Red
27 | ebscohosts database 94 Green | Red Red Red | Blue Blue Green__ | Red Red
30 | emerald 42 Green | Red Red
31 | engineering index 378 Green | Red Red Red | Blue Blue Green | Red Red Green | Red Red | Red Green
33 | ericdb 45 Green | Red Red
35 | ESCI 681 Green__ | Red Red Red | Blue Blue Green | Red Red Green__ | Red Red | Red Green
42 | ibzdatabase 43 Green | Red Red
44 | inspec database 464 Green | Red Red Red | Blue Blue Green | Red Red Green | Red Red | Red Green
49 | masterfile 39 Green | Red Red
55 | premier database 38 Green | Red Red
57 | psycinfos database 105 Green | Red Red Red | Blue Blue Green | Red Red Green | Red
60 | research alert 29 Green | Red Red
62 | Scopus 1284 Green | Red Red Red | Blue Blue Green__ | Red Red Green | Red Blue Red | Red Green
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4.6. Interpretation of the Findings

Yorumlanmasi)

(Bulgularin

According to Scenario 1, the threshold value was set to
23, and three different resolution settings were
examined: 1, 1.15, and 1.30. When the resolution was
set to 1, 3 different clusters were identified. When the
resolution was set to 1.15, 5 different clusters were
identified. When the resolution was set to 1.30, 5
different clusters were identified. For both resolution
settings of 1.15 and 1.30, no significant differences were
observed in the relationships between the Scopus and
ESCI indexes and other indexes. The relationships
remained consistent across these two resolutions.

According to Scenario 2, the threshold value was set to
53, and three different resolution settings were
examined: 1, 1.15, and 1.30. When the resolution was
set to 1, 2 different clusters were identified. When the
resolution was set to 1.15, 4 different clusters were
identified. When the resolution was set to 1.30, 5
different clusters were identified. For both resolution
settings of 1.15 and 1.30, no significant differences were
observed in either the clustering of Scopus and ESCI
indexes or in the relationships between these indexes
and the other indexes. The relationships remained
consistent across these two resolutions.

According to Scenario 3, the threshold value was set to
70, and three different resolution settings were
examined: 1, 1.15, and 1.30. When the resolution was
set to 1, 2 different clusters were identified. When the
resolution was set to 1.15, 3 different clusters were
identified. When the resolution was set to 1.30, 3
different clusters were identified. Although changing the
resolution caused slight variations in the number of
elements within the clusters, there was no significant
difference in the relationships between the indexes. The
relationships between the indexes remained consistent
regardless of the resolution setting.

According to Scenario 4, the threshold value was set to
100, and three different resolution settings were
examined: 1, 1.15, and 1.30. When the resolution was
set to 1, 2 different clusters were identified. When the
resolution was set to 1.15, 3 different clusters were
identified. When the resolution was set to 1.30, 4
different clusters were identified. No changes occurred
when the resolution was set to 1 and 1.15. However,
when the resolution was set to 1.30, the ESCI and
Scopus indexes were separated and placed in different
clusters, indicating a significant shift in their
relationship compared to the lower resolution settings.

According to Scenario 5, the threshold value was set to
151, and three different resolution settings were
examined: 1, 1.15, and 1.30. When the resolution was
set to 1, 2 different clusters were identified. When the
resolution was set to 1.15, 2 different clusters were
identified. When the resolution was set to 1.30, 2
different clusters were identified. In Scenario 35,
changing the resolution value did not affect the number

of clusters. Additionally, there was no difference in the
clusters or the relationships between the indexes when
the resolution was set to 1.15 and 1.30. The analysis
results remained consistent across these resolution
settings.

Due to the proximity of elements within the clusters and
their distance from elements in other clusters, changes
in the resolution value do not result in changes in the
number of clusters. The similarities observed across
different scenarios are due to the closeness of the cluster
elements. The divergence observed in Scenario 4 is due
to the increased distance between Scopus and ESCI at a
resolution of 1.30, causing them to remain closer to
other indices.

When evaluating the overall situation, as shown in Table
11, the indices related to ESCI and Scopus in the five
different scenarios were the Engineering Index and
IETinspec. The primary reasons for the similarity
between these indices are as follows;

Table 12. Scopus Categories
(Scopus Kategorileri)

Management Information Systems
Human-Computer Interaction

3 | Information Systems; Information Systems and
Management

4 | Management of Technology and Innovation

5 | Attificial Intelligence; Artificial Intelligence

6 | Media Technology; Computer Networks and

DO | —

Communications
7 | Computer Graphics and Computer-Aided
Design

8 | Theoretical Computer Science;
Science Applications

9 | General Computer Science)ve ESCI(Computer
Science

10 | Information Systems

11 | Computer Science, Interdisciplinary
Applications | Computer Science, Artificial
Intelligence | Computer Science, Cybernetics |
Computer Science, Information Systems

12 | Computer Science, Artificial Intelligence |
Computer Science, Information Systems;
Computer Science, Theory & Methods |
Computer Science, Artificial Intelligence |
Computer Science, Information Systems

13 | Computer Science, Interdisciplinary
Applications | Computer Science, Artificial
Intelligence | Computer Science, Information
Systems

Computer

14 | Computer Science, Artificial Intelligence;
Computer Science, Theory & Methods |
Computer Science, Artificial Intelligence

15 | Computer Science, Artificial Intelligence |
Computer Science, Cybernetics | Computer

Science, Information Systems; Computer
Science, Theory & Methods | Multidisciplinary
Sciences
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I | Multidisciplinary Sciences | Computer Scienc
Information Systems

] Computer Science, Interdisciplina
Applications | Computer Science, Theory
Methods | Engineering, Electrical & Electronis
Computer Science, Hardware & Architecture
Computer Science, Information Systems

] Computer Science, Interdisciplina
Applications | Multidisciplinary Sciences
Computer Science, Information Systems

] Computer Science, Interdisciplina
Applications; Computer Scienc
Interdisciplinary ~ Applications | Comput
Science, Software Engineering | Comput
Science, Information Systems; Business

Z Computer Science, Interdisciplina
Applications | Engineering, Multidisciplinary
Materials Science, Multidisciplinary

Z Computer Science, Interdisciplina
Applications | Computer Science, Theory
Methods | Computer Science, Hardware
Architecture | Computer Science, Informatic
Systems

N

As a result of expert opinions, the similarity between
these two indices was due to the fact that the categories
obtained within Scopus, as shown in Table 12, are
primarily related to engineering and technology fields.

When examining the scope of the IETinspec index, it
covers topics in engineering and technology fields such
as physics, electrical and electronic engineering,
computer and information technology, mechanical and
manufacturing engineering, robotics and automation,
telecommunications and communication systems,
energy and environmental technologies,
nanotechnology, and interdisciplinary studies. Looking
at the scope of the Engineering index, it includes
research in the fields of engineering, technology, and
applied sciences, covering topics such as mechanical
engineering, civil and structural engineering, electrical
and electronic engineering, computer and software
engineering, materials engineering, chemical and
process engineering, environmental engineering,
industrial engineering, biomedical engineering, and
energy and power systems. In addition, the Engineering
index emphasizes interdisciplinary studies alongside
traditional engineering topics.

The strong relationship between the Scopus and ESCI
indices and the IETinspec and Engineering Index
databases stems from the fact that the scope of these two
indices is related to the fields of engineering and
technology, which are aligned with the information
systems (YBS) domain. Specifically, the strong
relationship between Scopus and ESCI and the
Engineering Index is due to the fact that the Engineering
Index places importance on interdisciplinary studies,
which further strengthens the connection.

5. CONCLUSION AND RECOMMENDATIONS
(SONUC VE ONERILER)

The importance of the Information and Business
Systems (YBS) discipline, which has significantly
increased with digitalization, is particularly notable. As
YBS is closely related to many fields and includes
technology, a key requirement of the modern age, its
significance has grown in recent years. Especially with
the COVID-19 pandemic, the importance of YBS in
remote work processes has been emphasized once again.
Recently, YBS has become a frequently studied field by
researchers, primarily due to its multidisciplinary
nature.

In this study, the current status of international field
indexes in the area of Information and Business Systems
(YBS) was analyzed, and the potential for expanding
these indexes was evaluated. First, the existing
international indexes used in the YBS field were
identified, and the categories listed in these indexes were
determined. The identified categories were scored on a
scale of 1-5 based on expert opinions, and geometric
averages were calculated. Based on the results obtained,
categories with a geometric average above 4 were
included in the study. In the next phase of the study,
journals within the identified categories and the indexes
that indexed these journals were analyzed. A total of
3,819 journals were identified. After cleaning the
repeated data, a total of 1,473 journals were reached, and
the indexes that scanned these journals were identified.
As a result of the examination, a total of 73 different
indexes were found. Bibliometric analysis methods were
used to understand the relationships between these
indexes and to group them. In the analyses performed
with the help of the VosViewer software, different
scenarios were applied to examine the clustering and
connections between the indexes.

The analysis results revealed that, in addition to Scopus
and ESCI indexes, especially the Engineering Index and
Inspec indexes were grouped together and showed a
strong relationship in the 15 different analysis results
within the 5 different scenarios. It was determined that
the scope information of these two indexes showed
similarities with Scopus and ESCI, and it was also
observed that the journal acceptance and publication
criteria largely overlapped. Based on the findings, it was
concluded that, in addition to ESCI and Scopus, which
are considered international field indexes for the YBS
discipline, the inclusion of the Engineering Index and
Inspec indexes would be appropriate. It is anticipated
that this expansion would contribute to the development
of the discipline by increasing the international visibility
of academic publications in the YBS field.

International field indexes are a challenging subject for
researchers to understand and make decisions about, yet
they hold significant importance in the academic
publishing process. In addition to the difficulties in
preparing a publication, selecting the journal and the
index where the work will be published is also an
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important decision-making process. This decision
becomes even more critical, especially for research that
will be evaluated under academic appointment and
promotion criteria.

The starting point of this study is the examination of
international field indexes defined by the Higher
Education Council (YOK). Before 2024, there was no
clear distinction between these indexes, but in the post-
2024 period, it became apparent that the ESCI and
Scopus indexes were separated from other indexes. The
study investigated the aspects in which these indexes
differ and whether there are alternative indexes with
similar characteristics. As a result of the analysis, it was
revealed that there are other international indexes with
similar qualities to ESCI and Scopus. When reviewing
the criteria published by YOK, it was found that similar
international index regulations also exist in fundamental
fields such as education sciences, natural sciences and
mathematics, philology, fine arts, law, theology,
architecture, planning and design, engineering, health
sciences, agriculture, forestry and aquatic products, and
sports sciences. In this context, the study has revealed
the existence of new international indexes that can be
considered in addition to ESCI and Scopus for the field
of social and human sciences.

Based on the findings, it is anticipated that this study
conducted in the field of social and human sciences
could be applied to other fundamental fields in the
future, thereby expanding the scope of international
indexes. This would allow researchers to not only rely
on ESCI and Scopus but also consider alternative
indexes, enabling them to manage their publication
processes more efficiently. Increasing the number of
indexes would not only promote academic productivity
but also contribute to the acceleration of the publication
process.
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COVID-19 diinyanin hemen her yerine ¢ok hizli bir sekilde yayilarak bir¢ok insanin ciddi
semptomlar yasamasina ve hayatini kaybetmesine neden olmustur. Bu ¢aligmada, saglik sistemleri
iizerindeki yiikii hafifletmek ve salginin dagilimimni tahmin etmek igin planlar yapilabilmesi
amactyla derin 6grenme yontemleriyle COVID-19'un yayilim 6riintiisiinii belirlemek amaglandi.
Bu amagla CNN ve LSTM modelleri kullanilarak gelistirilen hibrit derin 6grenme modelinin hiper
parametreleri genetik algoritma ile optimize edilerek daha basarili bir tahmin performans: elde
edilmistir. GA-ConvLSTM modeli, SCO iiyesi iilkelerde salginin yayilimini belirlemek icin
XGBoost, SVM, CNN, MLP, LSTM ve ConvLSTM ile test edilmistir. Calismada, WHO
tarafindan sunulan 2020/01/03 ile 2022/05/31 tarihleri arasindaki giinliilk COVID-19 vaka ve 6liim
verileri kullanilmistir. Deneyler, GA-ConvLSTM'nin tiim iilkeler i¢in vaka tahmininde 0,9’un
iizerinde R? degerine sahip oldufunu goéstermigtir. Deneyler, GA-ConvLSTM'nin &liim
tahmininde iilkelerin ¢ogunlugu igin 0,9’un iizerinde R?'ye sahip oldugunu gostermistir. Ayrica,
COVID-19'un SCO iilkeleri arasindaki yayilim oriintiisti, 5 ve 14 giinliik kulucka dénemleri
kullanilarak olusturulan akor diyagramlariyla belirlenmistir.
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COVID-19 has spread very quickly to almost every part of the world, causing many people to
experience severe symptoms and lose their lives. In this study, it is aimed to determine the
transmission pattern of COVID-19 with deep learning methods so that plans can be made to
alleviate the burden on healthcare systems and predict the distribution of the epidemic. For this
purpose, the hyper-parameters of the hybrid deep learning model developed using CNN and LSTM
models were optimized with genetic algorithm, and a more successful prediction performance was
achieved. The GA-ConvLSTM model was tested with XGBoost, SVM, CNN, MLP, LSTM, and
ConvLSTM to determine the spread of the epidemic in the member countries of SCO. The study
used daily COVID-19 case and death data between 2020/01/03 and 2022/05/31 presented by
WHO. Experiments showed that GA-ConvLSTM has over 0.9 R? in case prediction for all
countries. Experiments showed that GA-ConvLSTM has above 0.9 R? for the majority of countries
when it comes to death prediction. In addition, the transmission pattern of COVID-19 among the
SCO countries was determined with the chord diagrams created using 5 and 14 days’ incubation
periods.
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1. INTRODUCTION (GIRIS$)

Coronavirus Disease 2019 (COVID-19) has high
fever and respiratory symptoms that can feel like a
cold, flu, or pneumonia. [1]. Symptoms of COVID-19
are high fever, shortness of breath, muscle, joint, and
body aches, weakness, and severe cough [2]. The
incubation period of coronavirus disease varies
between 5-14 days [3]. These symptoms may be very
mild or severe. The disease can be severe in those who
pose a risk for COVID-19 and are most likely to be
affected, especially the elderly, those with cancer or
immune-suppressing diseases, and people with lung
diseases [4]. It can be said that almost all of those who
lost their lives due to COVID-19 had different
underlying diseases.

COVID-19 has caused many people to be admitted to
intensive care units or even die [5]. During this period,
the health systems of most countries remained
inadequate. Health personnel were insufficient in
number, intensive care units were at capacity, and
morgues were full [6]. For this reason, artificial
intelligence emerges to make future predictions in
epidemic management. Using artificial intelligence
methods, it is essential to analyze epidemics such as
COVID-19, predict epidemics' spread, and develop
strategies to combat the epidemic. The inferences
obtained can be used to ensure that countries' health
systems can control the epidemic and prevent its
spread.

Shanghai Cooperation Organization (SCO), whose
main area of cooperation is security, is a regional
cooperation organization [7]. SCO is a security-based
cooperation organization founded in 1996 with the
cooperation of China, Kazakhstan, Russia, Tajikistan
and Kyrgyzstan [8]. The SCO, which Uzbekistan
joined in 2001, India and Pakistan in 2017, and Iran in
2023, aims to ensure neighborly relations and trust
among its member countries and to establish security
and peace on a regional basis [7, 8].

In this study, we aimed to develop preventive
strategies by determining the spread of pandemics. In
this way, countries' health systems are optimized, the
workload of healthcare professionals is lightened, and
strategies are developed to prevent the spread of
pandemics. The hyper-parameters of the developed
ConvLSTM model were optimized with the GA to
create the GA-ConvLSTM hybrid model. GA-
ConvLSTM was tested with Convolutional Neural
Network (CNN), Multilayer Perceptron (MLP),
Extreme Gradient Boosting (XGBoost), ConvLSTM,
Long-Short Term Memory (LSTM) and Support
Vector Machine (SVM) using a dataset of daily
COVID-19 deaths and cases provided by World

Health  Organization = (WHO).  Additionally,
experimental studies were conducted to determine the
transmission pattern of COVID-19 among SCO
member countries and chord graphs were created
according to 5 and 14-day incubation times.

The innovations of this study are as follows:

* There is no study in the literature determining the
distribution of COVID-19 in SCO member countries.
* GA-ConvLSTM was developed by optimizing the
hyper-parameters of the ConvLSTM hybrid model
using the GA.

* GA-ConvLSTM was compared in detail with SVM,
CNN, XGBoost, SVM, MLP, and LSTM and the
ConvLSTM hybrid model.

* To identify the transmission pattern of COVID-19
among SCO member countries, detailed analyzes
were conducted for incubation periods.

2. RELATED WORKS (ILiSKILI CALISMALAR)

Artificial intelligence is effectively used to predict the
spread pattern of pandemics and diagnose diseases.
Artificial intelligence techniques analyze big data and
identify complex relationships and patterns between
data, enabling planning and developing strategies for
pandemics. This section examines studies in the
literature on COVID-19 and deep learning.

Shahid et al. presented an evaluation of
Autoregressive  Integrated ~ Moving  Average
(ARIMA), Bidirectional LSTM (Bi-LSTM), SVM,
and LSTM for COVID-19 case prediction [10].
COVID-19 data from 10 countries were used as the
dataset for approximately five months. Experiments
showed that the Bi-LSTM model is more effective
than the other models.

Abbasimehr and Paki presented a comparative
analysis in which the parameters of CNN, multi-head
attention, and LSTM were optimized with Bayes for
predicting COVID-19 cases [11]. The applied models
were compared with fuzzy fractals. Two different
datasets consisting of 10 countries were used: long-
term and short-term. Experiments showed that LSTM
is more effective than the compared models in most
countries.

Rauf et al. presented an evaluation of the Gated
Recurrent Unit (GRU), Recurrent Neural Network
(RNN), and LSTM to predict the spread of
coronavirus [12]. Experiments showed that LSTM
outperformed other models for the four compared
countries.
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Zhou et al. developed an application of Bi-LSTM,
GRU, LSTM, and Dense-LSTM to determine
COVID-19 deaths and cases [13]. Data from 12
countries until June 2022 were used as the dataset.
Experiments showed that Dense-LSTM outperformed
the other models.

Ukwuoma et al. presented an analysis of VGG-16,
DenseNet, and InceptionV3 for coronavirus disease
prediction from chest images [14]. A dataset
consisting of approximately 21000 images was used
in the study. Experiments showed that the
DenseNet201 model outperformed the benchmark
models with 96% and 98% accuracy in different test
scenarios.

Al-Rashedi and Al-Hagery presented an application of
LSTM, ARIMA, and CNN to determine the
transmission pattern of COVID-19 [15]. Three
different time intervals were used for predicting cases,
recoveries, and deaths: long, medium, and short.
Experiments showed that LSTM, in particular, and
then CNN were quite successful.

Solayman et al. developed an application of ensemble
models, k-Nearest Neighbor (kNN), CNN, Decision
Tree (DT), LSTM, Logistic Regression (LR), SVM,
and Random Forest (RF) for COVID-19 detection
[16]. The dataset was preprocessed using synthetic
oversampling. Experiments showed that the hybrid
CNN-LSTM outperformed the benchmark models
with over 96% accuracy.

China

76

3. MATERIAL AND METHOD (MATERYAL VE
METOT)

SCO is an important regional and political cooperation
organization. The model presented in this study may
be effective for SCO member countries to combat
epidemics that burden healthcare systems, such as
COVID-19. It can contribute to developing strategies
for epidemic management and developing
cooperation between member countries.

3.1. Dataset (Veriseti)

This study aimed to develop a perspective for SCO
member countries using the daily COVID-19
information presented by WHO. The dataset used
includes the period between 2020/01/03 and
2022/05/31 when COVID-19 peaked. The dataset
consists of the attributes date, region code determined
by WHO, country name, country code, number of
daily cases, total number of cases, total number of
deaths, and daily deaths. For SCO member countries,
the attributes of date and daily case and death numbers
were selected according to country codes. Fig. 1
shows the daily COVID-19 cases for SCO member
countries.

India Iran

400000

300000

200000

Daily COVID-19 cases
Daily COVID-19 cases

100000

LA :

50000

8 8
s 8
s 8
g8 8

20000

Daily COVID-19 cases

10000

0

O o0 oS o0 OF (0 (S (A0 ov ot o8t
Ll L R Ut e g g g e

Date

po p g Ao
1010-“:‘@1&“1&@ i\ﬂ“’\“ 1\9}@1\"‘ e ‘M\x‘) 2SS

O o0 oS! 030 (o (o (Sl A0 b ot o
i S
Date
Pakistan

P U
Date

rgyzstan

15000

12500

10000

7500

5000

1D.
8
8
3

Daily COVID-19 cases

2500

0 [

Daily COVID-19 cases

& '\ ) H '\ o » A\
%% S S w090 S

» K

Date
Russia

B b S A0 O o S
.&1“’0 ,&1“‘“.&1“9 ,&1“‘\’ @D‘“,&l\”@m\’g Vit

Tajikistan

S o 9 0% o o 030 (o> (o Sl (A0 v b Lot
g L Sl Ll Ll Ul g g L U i
Date
Uzbekistan

A
ot et
Date

200000 400
175000 350
) 8
4 150000 § 20
@ 125000 @ 250
2 100000 % 2200
3
O 75000 g 10
= E
& 50000 & 100
25000 50
0 0

O o0 oS 020 (OF (0 SV (A0 o oh o8t
L L

Date

O o0 oS o3® (ov (ot
B L O

\ O v & \
AS! 23S 8 oh o8

O o0 oS 030 (ov (oh (Sl a0 v oh oot
%Y LU R S A A A gt g gl 1
L ® ®

B g et g e L

Date Date

Figure 1. The daily COVID-19 cases for SCO member countries (SCO iiyesi iilkelerdeki giinliik COVID-19 vaka sayilari)
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Fig. 2 shows the daily COVID-19 deaths for SCO

member countries.
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Figure 2. The daily COVID-19 deaths for SCO member countries (SCO iiyesi iilkelerdeki giinliik COVID-19 liim sayilari)

Fig. 3 indicates the total cases in the SCO member countries.
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Figure 3. The total cases in the SCO member countries (SCO iiyesi iilkelerdeki toplam COVID-19 vaka sayilary)
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The total cases in the India is 43,158,087. After India,
Russia, China and Iran have higher total cases. Fig. 4
shows the total deaths in the SCO member countries.
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Figure 4. The cumulative number of deaths in the SCO member countries (SCO iiyesi iilkelerdeki toplam COVID-19 Gliim

The total deaths in India is 524,630. After India, Iran

and Russia have maximum death counts.

sayilari)

Table 1 indicates the information of the deaths and

cases in the SCO member countries.

Table 1. The information of the deaths and cases in the SCO member countries (SCO iiyesi iilkelerdeki 6liim ve vaka

bilgileri)
Country Maximum case count | Maximum death count Total cases Total deaths
China 94753 294 2938534 16769
India 414188 6148 43158087 524630
Iran 50228 709 7231802 141310
Kazakhstan 16442 155 1394898 19016
Kyrgyzstan 1965 80 200993 2991
Pakistan 8183 313 1530333 30379
Russia 203949 1254 18331363 379117
Tajikistan 407 9 17786 125
Uzbekistan 1478 10 239028 1637

As seen in Table 1, India and Russia have the highest

number of cases and deaths.

3.2. Data Pre-processing (Veri On-isleme)

window size is 3, #,, ¢, and, #; will be the input, and

t, will be the output, as shown in Fig. 5.
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The dataset used consists of daily COVID-19 time
series data. For this reason, it is necessary to transform
the dataset into a regression problem. The sliding
window method was used for this purpose. This
method ensures that the given input is set to the
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specified window size, and the data point in the next
time step is set as output [17]. For instance, if the
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Output timestamp

Figure 5. Transform the dataset into regression
problem (Verisetinin regresyon problemine doniistiiriilmesi)
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Experimental studies showed that the lowest error
rates were obtained when the sliding window size was
5. After transforming the data into the regression
problem structure, it was scaled using MinMaxScaler.
33% of the dataset was used for testing and 67% for
training. 10% of the train data was used for hyper-
parameter optimization. For each compared model to
achieve the most successful result, the hyper-
parameters of the models were adjusted using grid
search.

3.3. Prediction Models (Tahmin Modelleri)

XGBoost combines the prediction results of multiple
decision tree predictors [18]. It creates new models by
correcting errors in the models it creates until the
training data is trained correctly [19]. Thanks to its
ability to handle missing values, XGBoost can run
without requiring data pre-processing. Additionally, it
can work quickly on large data sets thanks to its
parallel processing ability.

SVM determines a hyperplane that separates different
classes in multidimensional space so that the margin
between them is maximum [20]. Using the resulting
hyperplane, data samples are classified according to
their locations. SVM wuses support vectors to
maximize the margin between classes. Kernel
functions are used to determine the decision boundary
for the hyperplane [21].

MLP is a model inspired by the human brain's
information-processing ability [22]. It has hidden
layers consisting of interconnected neurons, except
for input and output layers [23]. Hidden layers enable
complex relationships to be learned in the dataset.
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MLP updates the parameters used in the model by
calculating the errors between the outputs obtained
using backpropagation and the actual values [24].

CNN, generally used in image processing problems,
consists of input and output layers, a pooling layer, a
convolution layer, and a flatten layer [25]. The input
layer receives the data and passes it to the convolution
layer. The convolution layer extracts features from the
input data using filters [26]. CNN determines patterns
in the data by applying convolution along the temporal
dimension in time series problems [27]. The flattened
layer converts multidimensional feature maps into a
1D vector. Fully connected layers make predictions by
learning representations of features [28]. The output
layer also presents the prediction.

LSTM is a model that allows long-term dependencies
in sequential data to be remembered [29]. LSTM uses
gates and memory cells to control the flow of
information, enabling information to be selectively
forgotten or remembered. LSTM's forget gate decides
which information to discard from the memory cell
[30]. Thanks to memory cells, LSTM stores
information from previous time steps. The outputs of
LSTM cells are transferred to the next cell, allowing
consecutive data to be processed [31].

3.4. Proposed Model (Onerilen Model)

The developed GA-ConvLSTM model enables the
hyper-parameters of the ConvLSTM model to be
optimized using GA. Proposed GA-ConvLSTM
model architecture is seen in Fig. 6.

LSTM layer LSTM layer LSTM layer

Dense Layer

Predicted number
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|
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L o=
Update .~ Mutation*—Cross-over

Selection |

Figure 6. Proposed GA-ConvLSTM model architecture (Onerilen GA-ConvLSTM model mimarisi)

CNN is responsible for extracting features in time
series data and learning the relationships and patterns
between the data. LSTM enables increasing prediction
performance by learning long- and short-term

dependencies between data. GA uses different hyper-
parameters to find combinations with the lowest error
rate. GA evolves the model to achieve lower error
rates with each iteration using population-based
search. GA speeds up the optimization process by
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making fewer attempts than Grid Search. GA enables
the evaluation of parameter combinations
simultaneously by processing different hyper-
parameters in parallel. Additionally, GA can
determine parameter ranges in more detail than Grid
Search. Grid Search works with specified fixed value
ranges.

GA-ConvLSTM takes daily COVID-19 cases and the
death numbers of SCO member countries as input.
After the data is transformed into a regression problem
structure using a sliding window, it is scaled using the
MinMax scaler. The CNN component uses
convolution layers to discover patterns in the data and
perform feature extraction. The LSTM component
models complex relationships in the data by
processing feature maps sent from the CNN. In this
way, LSTM learns the data's long and short-term
dependencies. GA is used to optimize the hyper-
parameters of CNN-LSTM. The hyper-parameter
combinations are evaluated as an individual, and
selection, crossover, and mutation are performed
between individuals. The fitness function enables the
determination of hyper-parameters with the lowest
error value. When it comes to the GA-ConvLSTM
model, the hyper-parameters optimized with GA play
a crucial role. For the CNN component, the number of
convolutional layers is set at 2, with an activation

function of ReLU, a pooling size of 2, and a number
of filters at 64. The LSTM component, on the other
hand, has 128 neurons, uses the Adam optimizer, has
a dropout rate of 0.2, a batch size of 64, and runs for
50 epochs. As for GA itself, the crossover probability
is set at 0.8, the population size at 50, the mutation
probability at 0.1, and the number of generations at
100.

4. EXPERIMENTAL RESULTS
SONUCLAR)

(DENEYSEL

In this study, the transmission pattern of COVID-19
in SCO member countries was predicted, and chord
diagrams were created for 5- and 14-day periods to
determine the transmission of the epidemic among
SCO member countries.

4.1. Prediction of the Spread Pattern of COVID-19

in SCO Member Countries (SCO Uyve Ulkelerinde
COVID-19'un Yayima Oriintiisiiniin Tahmini)

GA-ConvLSTM was comprehensively checked with
CNN, XGBoost, SVM, LSTM, MLP, and CNN-
LSTM according to Root Mean Squared Error
(RMSE), R-Squared (R?), and Mean Absolute Error
(MAE). Table 2 indicates the case prediction
outcomes of RMSE in SCO member countries.

Table 2. The case prediction outcomes according to RMSE in SCO member countries (SCO iiye iilkelerinde RMSE'ye
gore vaka tahmin sonuglari)

Country XGBoost SVM MLP CNN LSTM | ConvLSTM | GA-ConvLSTM

China 6477.20 3948.72 3542.48 3751.11 3433.66 3284.30 3018.18
India 8470.77 8286.26 7673.31 8170.56 7515.76 7169.42 5086.96
Iran 2847.86 2821.38 2180.75 2301.22 2113.95 1937.19 1814.97
Kazakhstan 1084.52 751.46 573.25 576.60 568.15 506.54 290.32
Kyrgyzstan 43.44 43.34 41.86 44.09 40.99 39.41 27.13
Pakistan 387.46 383.17 379.19 382.98 365.04 342.89 240.18
Russia 10245.13 4238.41 3654.05 3691.76 3602.80 3290.55 3074.55
Tajikistan 7.14 7.09 5.03 5.98 4.94 4.12 3.93
Uzbekistan 65.44 65.07 49.62 65.10 49.25 48.07 44.66

As seen in Table 2, GA-ConvLSTM is more
successful than the other models according to the
RMSE. After GA-ConvLSTM, ConvLSTM, LSTM,
MLP, CNN, SVM, and XGBoost were successful,
respectively. As seen in Table 2, RMSEs are low for
Kyrgyzstan, Tajikistan, and Uzbekistan, where the

number of cases is low. However, RMSEs are also
high for China, India, and Russia, where the number
of cases is high. Table 3 indicates the case prediction
outcomes of MAE in SCO member countries.

Table 3. The case prediction outcomes in terms of MAE in SCO member countries (SCO iiye iilkelerinde MAE'ye gire

vaka tahmin sonuglari)

Country XGBoost SVM MLP CNN LSTM | ConvLSTM | GA-ConvLSTM

China 2538.34 1705.76 1598.44 1547.50 1234.45 1146.30 1113.96
India 4349.47 3771.15 3349.16 3607.85 3039.46 2984.93 2079.43
Iran 1535.99 1561.28 1197.70 1229.09 1251.79 1088.78 1021.40
Kazakhstan 447.46 338.98 25238 258.74 234.55 21433 145.16
Kyrgyzstan 20.53 19.47 18.17 2257 18.30 17.97 12.33
Pakistan 221.48 218.10 217.99 225.87 204.98 194.49 139.23




81 Aml UTKU / Bilisim Sistemleri ve Yonetim Arastirmalary Dergisi 7 (1). (2025) 74-89

Russia 5130.96 2136.44 1751.11 2269.28 1858.14 1627.02 1501.16

Tajikistan 4.59 3.07 1.58 2.05 1.65 1.43 1.07

Uzbekistan 41.55 41.52 32.98 45.83 32.04 3L12 28.35
As seen in Table 3, GA-ConvLSTM is more number of cases is low. However, MAE values are

successful than the other models, according to the
MAE. After GA-ConvLSTM, ConvLSTM, LSTM,
MLP, CNN, SVM, and XGBoost were successful,
respectively. As seen in Table 3, MAE values are low
for Kyrgyzstan, Tajikistan, and Uzbekistan, where the

also high for China, India, Iran, and Russia, where the
number of cases is high. Fig. 7 and Table 4 show the
case prediction results according to R? in SCO
member countries.

Table 4. The case prediction outcomes according to R? in SCO member countries (SCO iiye iilkelerinde R*'ye gére vaka

tahmin sonuglart)

Country | XGBoost | SVM_| MLP | CNN | LSTM | ConvLSTM | GA-ConvLSTM
China 0.902 0.964 0.971 0.967 0.972 0.974 0.976
India 0.986 0.986 0.988 0.986 0.988 0.989 0.994
Iran 0.926 0.927 0.956 0.951 0.959 0.965 0.967
Kazakhstan 0.889 0.946 0.969 0.968 0.969 0.975 0.995
Kyrgyzstan 0.926 0.926 0.931 0.924 0.934 0.939 0.956
Pakistan 0.957 0.958 0.959 0.958 0.962 0.966 0.976
Russia 0.948 0.991 0.993 0.993 0.993 0.994 0.995
Tajikistan 0.605 0.611 0.804 0.724 0.810 0.869 0.965
Uzbekistan 0.961 0.961 0.977 0.962 0.978 0.979 0.982
BXGBoost BSVM EMLP = CNN #LSTM = ConvLSTM B GA-ConvLSTM
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Figure 7. The case prediction results according to R? in SCO member countries (SCO iiye iilkelerinde R?'ye gire vaka
tahmin sonuglary)

Table 4 and Fig. 7 show that all compared models
have R? above 0.9, except Tajikistan. For Tajikistan,
GA-ConvLSTM has 0.965 R?, and ConvLSTM has

0.869 R2. Fig. 8 shows the prediction graphs of GA-
ConvLSTM for predicting daily COVID-19 cases.
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Figure 8. Prediction graphs of GA-ConvLSTM for predicting daily COVID-19 cases (Giinliik COVID-19 vakalarin

tahmin etmek i¢cin GA-ConvLSTM tahmin grafikleri)

5 indicates the death prediction outcomes of RMSE in

As seen in Fig. 8, GA-ConvLSTM successfully
modelled the changes in daily COVID-19 cases. Table

SCO member countries.

Table 5. The death prediction outcomes according to RMSE in SCO member countries (SCO iiye iilkelerinde RMSE've
gore oliim tahmini sonuglar)

Country XGBoost SVM MLP CNN LSTM | ConvLSTM | GA-ConvLSTM

China 21.30 19.39 12.79 16.68 12.57 12.40 10.67
India 350.54 313.29 312.02 314.36 311.91 311.14 24215
Iran 24.75 24.73 24.18 24.50 23.82 23.66 16.80
Kazakhstan 6.66 6.66 6.39 6.60 6.20 5.76 4.86
Kyrgyzstan 0.77 0.76 0.73 0.76 0.72 0.56 0.46
Pakistan 9.10 9.01 8.91 8.97 8.85 8.79 6.52
Russia 25.89 26.00 24.29 26.30 23.98 22.44 15.08
Tajikistan 0.06 0.03 0.02 0.04 0.03 0.02 0.01
Uzbekistan 0.82 0.81 0.78 0.78 0.77 0.75 0.70

As seen in Table 5, GA-ConvLSTM is more However, RMSEs are also high for China, India, Iran,

successful than the other models according to the
RMSE. After GA-ConvLSTM, ConvLSTM, LSTM,
MLP, CNN, SVM, and XGBoost were successful,
respectively. As seen in Table 5, RMSEs are low for
Kyrgyzstan, Kazakhstan, Pakistan, Tajikistan, and
Uzbekistan, where the number of cases is low.

and Russia, where the number of cases is high. Table
6 indicates The death prediction outcomes of MAE in
SCO member countries.
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Table 6. The deaths prediction outcomes according to MAE in SCO member countries (SCO iiye iilkelerinde MAE'ye

gore oliim tahmini sonuglary)
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Country XGBoost SVM MLP CNN LSTM | ConvLSTM | GA-ConvLSTM

China 9.17 9.00 5.46 7.04 5.15 5.09 4.46
India 136.40 110.46 109.56 111.08 108.22 108.84 85.30
Iran 15.94 15.89 14.62 14.70 14.96 14.68 10.28
Kazakhstan 3.85 3.84 3.65 3.78 3.69 3.11 2.41
Kyrgyzstan 0.62 0.56 0.54 0.56 0.56 0.56 0.53
Pakistan 5.83 5.35 5.12 5.23 5.12 5.05 3.70
Russia 19.52 19.76 17.80 19.48 17.64 15.50 12.81
Tajikistan 0.05 0.03 0.03 0.03 0.02 0.01 0.01
Uzbekistan 0.56 0.57 0.55 0.51 0.54 0.52 0.47

According to the MAE, GA-ConvLSTM is more
successful than the other models. After GA-
ConvLSTM, ConvLSTM, LSTM, MLP, CNN, SVM,
and XGBoost were successful, respectively. As seen
in Table 6, MAE values are low for Kyrgyzstan,

Tajikistan, and Uzbekistan, where the number of cases
is low. However, MAE values are also high for India.
Fig. 9 and Table 7 show the death prediction outcomes
according to R? in SCO member countries.

Table 7. The death prediction outcomes according to R? in SCO member countries (SCO iiye iilkelerinde R*'ve gére

oliim tahmini sonuglary)

Country XGBoost SVM MLP CNN LSTM | ConvLSTM | GA-ConvLSTM
China 0917 0.931 0.970 0.949 0.971 0.972 0.982
India 0.332 0.507 0.512 0.502 0.513 0.516 0.623
Iran 0.977 0.978 0.978 0.978 0.979 0.979 0.994
Kazakhstan 0.963 0.963 0.966 0.964 0.969 0.972 0.975
Kyrgyzstan 0.719 0.730 0.747 0.730 0.755 0.760 0.765
Pakistan 0.880 0.883 0.885 0.883 0.887 0.888 0.980
Russia 0.994 0.994 0.995 0.994 0.995 0.995 0.997
Tajikistan 0.421 0.423 0.425 0.422 0.428 0.429 0.432
Uzbekistan 0.838 0.841 0.854 0.854 0.858 0.865 0.882
BXGBoost ESVM OMLP CNN ®LSTM ®=ConvLSTM BGA-ConvLSTM
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Figure 9. The death prediction results according to R? in SCO member countries (SCO iiye iilkelerinde R*'ye gére oliim
tahmini sonuglar)

Table 7 and Fig. 9 show that the R? value is above 0.9
in all compared models for China, Iran, Kazakhstan,

and Russia. However, the R? value of all models
compared, especially for Tajikistan, is low. Because
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the daily death numbers reported for Tajikistan in the
dataset are close to 0. Fig. 10 shows the prediction
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Figure 10. Prediction graphs of GA-ConvLSTM for predicting daily COVID-19 deaths (Giinliik COVID-19 éliimlerini
tahmin etmek i¢in GA-ConvLSTM tahmin grafikleri)

As seen in Fig. 10, in predicting the daily COVID-19
deaths, GA-ConvLSTM has effectively modeled the
changes in the daily deaths in countries other than
Tajikistan and Uzbekistan. Daily death numbers for
Tajikistan and Uzbekistan are reported as very low
perhaps countries' failure to declare their death
numbers prevented successful modeling of GA-
ConvLSTM.

In this study, the GA-ConvLSTM model was created
by optimizing the hyper-parameters of the
ConvLSTM model with GA. GA-ConvLSTM model
was compared with base ConvLSTM, LSTM, CNN,
MLP, SVM, and XGBoost, where hyper-parameters
were optimized with Grid Search. Experiments
showed that the GA-ConvLSTM model was more
successful than the other models.

ConvLSTM combines CNN and LSTM to analyze
time series data, such as daily COVID-19 data. In the
ConvLSTM hybrid model, CNN identifies local
patterns in the data, while LSTM discovers time

dependencies and long-term relationships in time
series data. Grid Search determined the hyper-
parameters of base ConvLSTM. However, since Grid
Search only tested the wvalues in the specified
parameter ranges, successful prediction performance
needed to be improved. However, GA enabled the
model to have a more successful prediction
performance by testing a more extensive hyper-
parameter range.

The effectiveness of ConvLSTM over LSTM can be
interpreted by CNN's success in detecting local
patterns. In this way, ConvLSTM extracts important
features in time series data. The effectiveness of
ConvLSTM over MLP and CNN can be interpreted by
the time dependencies of MLP and CNN in the data
and their limitations in capturing complex
relationships in time series data. ConvLSTM is more
effective than XGBoost and SVM because classical
machine learning algorithms cannot model the
dynamic structures and dependencies in time-
dependent data.
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4.2. Determining the Intercountry Spread Pattern

of COVID-19 in SCO Member Countries (SCO Uye
Ulkelerinde COVID-19'un Ulkelerarast Yayima Oriintiisiiniin
Belirlenmesi)

It has been determined that COVID-19 symptoms
emerge in most patients on the fifth day of the illness.
It was observed that in some patients, the emergence
of symptoms could take up to the 14th day of the
disease. In this study, 5 and 14-day incubation times
were applied to determine the distribution of COVID-

19 in SCO member countries. Moreover, the dates
when the number of deaths and cases in each SCO
member country peaked were determined, and the
date ranges 5 and 14 days before and 5 and 14 days
after these dates were determined. Chord diagrams
were created according to these dates. The dates when
the case counts in each SCO member country were
highest, 5 and 14 days before and 5 and 14 days after
these dates, are seen in the following table.

Table 8. Dates when each SCO member country has the maximum case counts and incubation periods (Her SCO
tiye iilkesinin maksimum vaka sayisina ve kulugka siiresine sahip oldugu tarihler)

Country 14 days before 5 days before Peak date 5 days after 14 days after
China 2022/05/14-2022/05/27 2022/05/23-2022/05/27 2022/05/28 2022/05/29-2022/06/02 2022/05/29-2022/06/11
India 2021/04/24-2021/05/06 2021/05/02-2021/05/06 2021/05/07 2021/05/08-2021/05/12 2021/05/08-2021/05/21
Iran 2021/08/04-2021/08/17 2021/08/13-2021/08/17 2021/08/18 2021/08/19-2021/08/23 2021/08/19-2021/09/02
Kazakhstan | 2022/01/07-2022/01/20 | 2022/01/16-2022/01/20 | 2022/01/21 | 2022/01/22-2022/01/26 | 2022/01/22-2022/02/04
Kyrgyzstan 2021/06/16-2021/06/29 2021/06/25-2021/06/29 2021/06/30 2021/07/01-2021/07/05 2021/07/01-2021/07/14
Pakistan 2022/01/15-2022/01/28 | 2022/01/24-2022/01/28 | 2022/01/29 | 2022/01/30-2022/02/03 | 2022/01/30-2022/02/12
Russia 2022/01/28-2022/02/10 | 2022/02/06-2022/02/10 | 2022/02/11 | 2022/02/12-2022/02/16 | 2022/02/12-2022/02/25
Tajikistan 2020/05/05-2020/05/18 2020/05/14-2020/05/18 2020/05/19 2020/05/20-2020/05/24 2020/05/20-2020/06/02
Ugzbekistan | 2022/01/09-2022/01/22 | 2022/01/18-2022/01/22 | 2022/01/23 | 2022/01/24-2022/01/28 | 2022/01/24-2022/02/06

According to the dates presented in Table 8, the
distributions of the transmission pattern of cases
among SCO member countries were determined by
drawing chord diagrams for the 5-day incubation time
in Fig. 11 and the 14-day incubation time in Fig. 12.
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Figure 11. Spread pattern of COVID-19 cases among

SCO member countries for 5-day incubation time (SCO
tiye iilkeleri arasinda COVID-19 vakalarimn 5 giinliik kulucka
stiresi boyunca yayilma oriintiisii)

Fig. 11 shows that the transmission pattern of cases in
Pakistan, Kazakhstan and Uzbekistan showed a
similar pattern. As seen in Fig. 11, Pakistan and
Uzbekistan have 5 days in common, Pakistan and
Kazakhstan have 3 days, and Kazakhstan and
Uzbekistan have 9 days in common.
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Figure 12. Spread pattern of COVID-19 cases among

SCO member countries for 14-day incubation time
(SCO iiye iilkeleri arasinda COVID-19 vakalarinin 14 giinliik
kulucka siiresi boyunca yayima ériintiisii)

Fig. 12 shows that the transmission pattern of cases in
Pakistan, Kazakhstan, Russia, and Uzbekistan showed
a similar pattern. As seen in Fig. 11, Pakistan and
Uzbekistan have 23 days in common, Pakistan and
Kazakhstan have 21 days in common, Kazakhstan and
Uzbekistan have 27 days in common, Pakistan and
Russia have 16 days in common, Russia and
Uzbekistan have 10 days in common, and Kazakhstan
and Russia have 7 days in common.

Table 9 shows the dates when the number of deaths in
each SCO member country was highest, as well as the
5 and 14 days before and 5 and 14 days after these
dates.
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Table 9. Dates with the highest number of deaths and incubation periods of each SCO member country (Her SCO
tiyesi tilkenin en fazla oliim ve kulucka doneminin oldugu tarihler)

Country 14 days before 5 days before Peak date 5 days after 14 days after
China 2020/04/04-2020/04/17 | 2020/04/13-2020/04/17 | 2020/04/18 | 2020/04/19-2020/04/23 | 2020/04/19-2020/05/01
India 2021/05/27-2021/06/09 | 2021/05/05-2021/06/09 | 2021/06/10 | 2021/06/11-2021/06/15 | 2021/06/11-2021/06/24
Tran 2021/08/11-2021/08/24 | 2021/08/20-2021/08/24 | 2021/08/25 | 2021/08/26-2021/08/30 | 2021/08/26-2021/09/08
Kazakhstan | 2021/08/12-2021/08/25 | 2021/08/21-2021/08/25 | 2021/08/26 | 2021/08/27-2021/08/31 | 2021/08/27-2021/09/09
Kyrgyzstan | 2020/07/05-2020/07/18 | 2020/07/14-2020/07/18 | 2020/07/19 | 2020/07/20-2020/07/24 | 2020/07/20-2020/08/02
Pakistan 2020/11/07-2020/11/20 | 2020/11/16-2020/11/20 | 2020/11/21 | 2020/11/22-2020/11/26 | 2020/11/22-2020/12/05
Russia 2021/11/05-2021/11/18 | 2021/11/14-2021/11/18 | 2021/11/19 | 2021/11/20-2021/11/24 | 2021/11/20-2021/12/03
Tajikistan 2020/04/30-2020/05/13 | 2020/05/09-2020/05/13 | 2020/05/14 | 2020/05/15-2020/05/19 | 2020/05/15-2020/05/28
Uzbekistan | 2020/07/15-2020/07/28 | 2020/07/24-2020/07/28 | 2020/07/29 | 2020/07/30-2020/08/03 | 2020/07/30-2020/08/12

According to the dates presented in Table 9, the
distributions of the transmission pattern of deaths
among SCO member countries were determined by
drawing chord diagrams for the 14-day incubation
period in Fig. 13 and the 14-day incubation time in
Fig. 14.
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Figure 13. Spread pattern of COVID-19 deaths
among SCO member countries for 5-day incubation

time (SCO iiyesi iilkelerde COVID-19 Gliimlerinin 5 giinliik
kulugka stiresi boyunca yayilma oriintiisti)

Fig. 13 shows that for the 5-day incubation time, the
transmission pattern of deaths in Iran and Kazakhstan,
Kyrgyzstan and Uzbekistan showed a similar pattern.
As seen in Fig. 13, Iran and Kazakhstan have 10 days
in common and Kyrgyzstan and Uzbekistan have 1
days in common.
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Figure 14. Spread pattern of COVID-19 deaths
among SCO member countries for 14-day incubation

time (SCO iiyesi iilkelerde COVID-19 Gliimlerinin 14 giinliik
kulugka stiresi boyunca yayilma oriintiisti)

Fig. 14 shows that for the 14-day incubation time, the
transmission pattern of deaths in China, Iran,
Kazakhstan, Kyrgyzstan, Tajikistan and Uzbekistan
showed a similar pattern. As shown in Fig. 14,
Tajikistan and China have 2 days in common, Iran and
Kazakhstan have 28 days in common, Kyrgyzstan and
Uzbekistan have 19 days in common.

5. CONCLUSIONS (SONUCLAR)

COVID-19 has spread very quickly to almost every
part of the world, causing many people to experience
severe symptoms and lose their lives. Thanks to the
intense and powerful scientific studies conducted in
the past four years, many unknown issues regarding
the disease have been clarified. With the introduction
of vaccines that are effective in protecting against
COVID-19 and antivirals that are effective in
treatment and the increase in the immunity level of
people who have the disease, the morbidity and
mortality rates caused by the disease have decreased
significantly. However, as COVID-19 spread
worldwide, countries’ health systems remained
inadequate. Due to the complications caused by
COVID-19, people were admitted to intensive care
units and even lost their lives. Hospital intensive care
units were complete, and healthcare personnel and
medical equipment were insufficient.

In this study, the hybrid GA-ConvLSTM model was
created to predict the daily deaths and cases due to
COVID-19 in SCO member countries and to
determine the distribution of the spread pattern of
COVID-19 among SCO member countries. It aimed
to obtain a more successful prediction performance by
optimizing the hyper-parameters of the ConvLSTM
model using GA. GA-ConvLSTM, XGBoost, SVM,
MLP, CNN, LSTM, and ConvLSTM have been
extensively tested using RMSE, R?, and MAE. The
study used daily COVID-19 case and death data
provided by WHO from 2020/01/03 to 2022/05/31.
Comparing models were evaluated. Experiments have
shown that GA-ConvLSTM outperforms the
compared models based on RMSE, R?, and MAE.
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For daily COVID-19 cases, GA-ConvLSTM had 0.9
R? for all SCO member countries. For daily COVID-
19 deaths, GA-ConvLSTM had an R? value above 0.9
for China, Iran, Kazakhstan, Pakistan, and Russia.
However, it had a value of 0.623 R? for India, 0.765
R? for Kyrgyzstan, 0.432 R? for Tajikistan, and 0.882
R? for Uzbekistan. The relatively low R? values
obtained for India and Tajikistan can be expressed as
the countries not reporting their actual mortality
values. Specifically, the total number of deaths
presented for Tajikistan was reported as 9. Unrealistic
death numbers prevented the compared models from
modeling the dataset successfully. However, the
experimental results showed that GA-ConvLSTM can
successfully model undulations in the daily deaths and
cases of epidemic diseases such as COVID-19.

5 and 14-day incubation periods were used because
WHO reported that symptoms caused by COVID-19
appear within the first 5 days but can extend up to the
first 14 days in some patients. To determine the
distribution of the spread of COVID-19 among SCO
member countries, the dates with the highest number
of COVID-19 deaths and cases were identified for
SCO member countries. Moreover, chord graphs were
created by determining 5 and 14 days before and 5 and
14 days after these peak dates.

The spread of cases in Pakistan, Kazakhstan, and
Uzbekistan for the 5-day incubation time showed a
similar pattern. Pakistan and Uzbekistan have 5 days
in common, Pakistan and Kazakhstan have 3 days, and
Kazakhstan and Uzbekistan have 9 days in common.
For the 14-day incubation time, the transmission
pattern of cases in Pakistan, Kazakhstan, Russia, and
Uzbekistan showed a similar pattern. Pakistan and
Uzbekistan have 23 days in common, Pakistan and
Kazakhstan have 21 days, Kazakhstan and Uzbekistan
have 27 days, Russia and Pakistan have 16 days,
Russia and Uzbekistan have 10 days, and Kazakhstan
and Russia have 7 days in common.

For the 5-day incubation time, the spread pattern of
deaths in Iran and Kazakhstan, Kyrgyzstan, and
Uzbekistan showed a similar pattern. Iran and
Kazakhstan have 10 days in common, and Kyrgyzstan
and Uzbekistan have 1 day in common. During the 14-
day incubation period, the spread pattern of COVID-
19 deaths in China, Iran, Kazakhstan, Kyrgyzstan,
Tajikistan and Uzbekistan showed a similar pattern.
China and Tajikistan have 2 days in common, Iran and
Kazakhstan have 28 days in common, and Kyrgyzstan
and Uzbekistan have 19 days in common.
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GIRIS (nTrRODUCTION)

Yazilim testleri,

kusurlarii bulan, hem statik hem de dinamik siire¢
aktivitelerini kapsar.

yazilim  {rilinlerinin

belirlenen gereksinimleri karsilayip karsilamadigini Gelisen teknoloji ile gesitli donammlgrm yerini aftlk
belirleyen, {irliniin amaca uygunlugunu tespit eden, yazilmlar almaya baslamis, mobil teknolojiler
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giinliik hayatimizin vazgecilmez parcas1 haline
gelmistir. ~ Ornegin,  elektrikli  otomobillerde,
mekanik unsurlar yazilimla kontrol edilmeye
baslanmis, bu durum gelistirici ve testgileri
yazilimlarda olusacak hatalarin can kaybina yol
acacak kazalara karsi savunmasiz kalma riski ile
kars1 karstya getirmistir. Yazilimsal basarisizliklar
can, mal ve itibar kayiplarina yol agcarlar.
Yazilimlarin test edilmesi ve kalitelerinin artirilmasi
her zamankinden daha fazla 6nem kazanmistir [1].
Geleneksel hesaplamadan 6nemli farkliliklar igeren
kuantum yazilimlar, kendine has ydntemlerle test
edilmelidir.

Son yillarda yapay zeka ve makine
ogrenmesi alanindaki 6nemli gelismeler islem giicii
ihtiyacin1 da artirmig, daha hizli bilgisayarlara
ihtiyag her zamankinden fazla olmustur. 2025
yilmin heniiz baginda ortaya ¢ikan DeepSeek adli
biiyiik dil modeli, pekistirmeli 6grenme tabanl
o6grenme modeli ile rakiplerine islem giiciinii az
gerektirmesi  avantajiyla  dstiinlik  kurmaya
calismustir. Diger yandan OpenAl ve Meta gibi
rakipleri de Nvidia gibi ¢ip ireticilerinin satig
stratejisini  yonlendirerek pazar paymni koruma
stratejisi giitmektedir. Hesaplama glicli
gereksinimleri, daha hizli ve 6zgiin alternatiflere ve
ozellikle de kuantum bilgisayarlara olan ilgiyi
artirmistir. Klasik yazilim testlerinde hata ayiklama
deterministik bir siirectir; bir girdinin ¢iktis1 her
zaman aymdir. Ancak kuantum yazilimlari,
kuantum mekaniginin olasiliksal dogasina sahip
oldugu i¢in, ayni girdiye karsilik gelen ¢ikti her
zaman degigebilir. Bu durum, geleneksel test
metodolojilerinin kuantum sistemlerine
uygulanmasin1  zorlastirir.  Ornegin, bir klasik
program hata igermediginde her zaman ayni ¢iktry1
verirken, bir kuantum programi hata icermese bile
Olciim varyanslart nedeniyle farkli ¢iktilar tiretebilir.
Bu nedenle, kuantum yazilim testi de klasik yazilim
testinden ayrilir.

Kuantum Bilgisayarlar1 (Quantum
Computer - QC)[4], siiperpozisyon (iist liste binme)
ve dolaniklik (Entaglement)[2] gibi kendine has
ozellikleri olan ¢ok sayida karmagik sorunu
cozmeye calisir. Ornegin; siiperpozisyon; dinamik
ya da statik bir sistemde, farkli dogrultu ve
siddetlerde etkilemekte olan birden fazla kuvvetin
sistem iizerindeki etkilerinin ayr1 ayri belirlenip
sonuglarinin toplammin alinmasidir. Ornegin iki
teknenin olusturdugu dalgalarin birbirinin iginden
geemesi ve birbirini etkilemesi oldukc¢a karmasik
fizik hesaplariyla ¢oziilebilmektedir.
Kuantum bilgisayar1, kiiglik odlgeklerde, fiziksel
madde hem pargaciklarin hem de dalgalarin
ozelliklerini sergiler ve kuantum hesaplama, bu
davranisi ozel donanim kullanarak

giiclendirir. Klasik fizik, bu kuantum aygitlarinin
isleyisini agiklayamaz ve 6l¢eklenebilir bir kuantum
bilgisayar1 bazi hesaplamalar1 herhangi bir modern
"klasik" bilgisayardan ¢ok daha hizli ger¢eklestirme
becerisini kuantum mekaniksel olgulardan alir[3].
Kuantum biti veya kisaca kiibit, kuantum
hesaplamasinin temelidir. Klasik bir bit 0 ve
1’lerden olusurken, kiibitler ise |0i ve |1i bigiminde
durumlardan olusur. Bir kiibitin genel durumu |0i +
b|1i 'dir. Karmagik sayilar ile ifade edilen esitlik; |af?
+ |bP? = 1'i saglayan genlik ifadesidir. Genlikler her
baz durumunun olasilik oranini temsil eder.
Kuantum aygitlarinda, kiibitlerin bilgisi yalnizca
Olglimle elde edilebilir. Bir kuantum sistemini
6lemek, karsilik gelen genlige sahip olma olasilig1
olan klasik degerlerin elde edilmesi ile miimkiindiir.
Elde edilen durumlar, iki kiibit dolanik oldugunda,
tim durum iki alakasiz kiibit olarak ayrilamaz [2].
Basitge, iki nesnenin zaman ve uzaydan bagimsiz
olarak birbirinden haberdar olmasi, birbirini
etkilemesi (kelebek etkisi) olarak ifade edilebilir.
Birgok yazilim miihendisi kuantum devrelerini
programlamak icin gerekli bilgi ve tecriibeye sahip
olmadigr i¢in kuantum programlarinin kalite
giivencesine yonelik sistematik bir siire¢ heniiz
ortaya konmamistir[4]. Bu amagla, Kuantum
Yazilm  Miihendisligi  (Quantum  Software
Engineering - QSE)[4], yazilim miihendislerinin
kuantum yazilimlari iiretebilmeleri i¢in daha yiliksek
bir soyutlama diizeyinde uygun yontem ve araglar
saglamay1 amaglamaktadir [4]. Kuantum
algoritmalarindaki  gelismelere  ve  kaynak
gereksinimlerinin optimizasyonuna ragmen,
algoritmalarn birgogunun donanim gereksinimleri
yakin vadeli kuantum bilgisayarlarinin
yeteneklerinin ¢ok Otesindedir. hem kuantum hem
de klasik kaynaklar1 kullanarak geleneksel klasik
bilgisayarlarin erisemedigi 6zdeger ve optimizasyon
problemlerine varyasyonel ¢oziimler bulmak igin
tasarlanmis hibrit kuantum-klasik algoritma olan
varyasyonel kuantum  06zg¢o6ziici  (Variational
Quantum Eigensolver - VQE)[5]’1er gelistirilmistir.
VQE, erken kuantum bilgisayarlarinin
performansini kesfetmek ve algoritmalarin belirli
bir mimarinin gii¢lii yonlerinden yararlanmak iizere
tasarlanmigtir[5].

Kuantum bilgisayarlarin, yazilimlarinin ve
testlerinin endiistrideki uygulamalar1 son kullanic
diizeyinde karsilik bulmaya baslamigtir. IBM,
kuantum yazilimlarini test etmek i¢cin IBM Quantum
Experience platformunda kendi hata diizeltme ve
test araglarmi gelistirmistir. Ornegin, IBM Qiskit
framework i, kuantum programlarinin dogrulugunu
test etmek icin giiriiltiiye duyarli (noise-aware) test
teknikleri kullanmaktadir[3]. Bu teknik, kuantum
giiriiltistinic.  minimize etmeye yonelik hata
modellemeleri icermektedir. Buna karsilik, Google
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Quantum Al ekibi, Sycamore kuantum bilgisayari
iizerinde kuantum hata oranlarini tespit etmek igin
metamorfik test yontemlerini kullanmaktadir.

Kuantum yazilim test teknikleri ve araglari;
yazilim gelistirmenin tim asamalarinda
(modelleme, analiz, test etme, hata ayiklama)
kuantum yazilimmin giivenilir mithendisligi i¢in
yontemler ve yaklasimlar gelistirmeye,
programlardaki ~ kuantum  hatalarmi  diisiik
maliyetlerle kesfetmeye odaklanir. Klasik test
yaklasimlart kuantum bilgisayarlarinda ¢alisan
karmagik kuantum programlari i¢in 6l¢eklenebilen
sistematik ~ ve  otomatik test  yaklasimlarn
sunmamaktadir [4]. QC'nin uzmanlagmis 6zellikleri
(ist Uste binme ve dolaniklik) nedeniyle test
asamasindaki zorluklar1 elimine edebilmek igin
onemli ¢alismalar yapilmig ve cesitli test araclari
gelistirilmistir. [6]. Bunlarin arasinda bulaniklik test,

Test Kuantum
Senaryosunun |:> Devresinin |:>

Olusturulmast Yiiriitilmesi

mutasyon analizi, arama tabanli test, kombinasyonel
test ile birlikte kuantum giris ¢ikis testi (Quantum
Input Output testing — Quito)[8] aract yer
almaktadir. Bir kuantum programimi bir kara kutu
olarak ele almak ve bir kuantum programi
ylrlitmesinin sonunda durumlart okumak bile
olasiliksal ¢iktilarla sonuglanir. Ciktilart
degerlendirmek i¢in, bir kuantum programini birden
¢ok kez yiiriitmeye ve ilgili istatistiksel testleri
uygulamaya bagvurmak gerekir. Bu amacla kuantum
programlarinin istatistiksel yaklasimlarla yapilmig
caligmalar mevcuttur [7]. Ayrica, bircok kuantum
programinin Onceden tanimlanmig test araglari
yoktur, bu da kuantum programlarinin dogrulugunu
belirlemede baska bir zorluktur. Bu amagla,
kuantum programlarini test etmek i¢in metamorfik
test [8] yaklagimlari, bu yonde degerli ¢caligmalardir.

Kuantum Geribildirim
Sonuglarin .
Durumlariin |:> Analizi |:> Déngiisii
nalizi
Dogrulanmasi (Opsiyonel)

Sekil 1. Kuantum Test Araglarmn Tipik Isleyisi (Typical Operation of Quantum Test Tools)

YONTEMLER VE KAPSAMLAR (METHODS
AND SCOPE)

1. Kapsayici Kriterler (inclusive Criteria)

Test edilecek programin, test araglari veya
yontemleri ile tam kapsamli ve uyumlu bir sekilde
degerlendirilebilmesi  i¢in  kriterler  belirlenir.
Kuantum programlarinda fonksiyon ve dogruluk
analizleri yapilirken, farkli hatalar1 veya potansiyel
problemleri tespit etmek icin ¢esitli yontemler bir
araya getirilir. Kapsayict kriterler, genellikle bir
kuantum yaziliminin farkli durumlarini (6rnegin,
siiperpozisyon, dolaniklik, o&l¢lim  siiregleri)
kapsayacak sekilde bir test senaryosu sunmayi
amaglar.

Sekil 2[9]’de kuantum programlarinin test
edilmesine iligkin akis diyagrami yer almaktadir. Bu
diyagrama gore kuantum programi girdi olarak
verildiginde oncellikle yapisal analizi
gergeklestirilir. Yapisal analiz, kuantum
programlarinin alt rutin ve organizasyonlarini tespit
etmek igin gereklidir. Bu asamada programin
kuantum o&zelliklerini modellemek i¢in Kuantum
Yazillm Modelleme Dili (Quantum Software
Modeling Language — Q-UML)[10] kullanilir. Q-
UML kuantum yazilimim diizgiin bir sekilde
modellemesine olanak taniyan Birlesik Modelleme
Dili'nin (Unified Modeling Language - UML)[10]

bir uzantisidir. Her bir alt rutin tizerinde birim testi
ve ardindan tiim program iizerinde entegrasyon testi
yapilir.

Alt rutin testleri i¢in 6ncelikle girdi ve ¢ikt
analizi yapilir. Kullanicinin atadigi degiskenler girdi
olarak kabul edilirken program ¢alistirildiktan sonra
elde edilen kullanicinin ilgilendigi degiskenler ¢ikti
olarak kabul edilir. Bu agamanin ardindan kuantum
girdilerini boliimlendirmek i¢in esdegerlilik sinifi
(Equivalence Classes) boliimleme testi uygulanir.
Kiibitlerin ~ alt kiimesi olarak  tanimlanan
degiskenlerinin tagidig1 degerler kuantum durumlari
olarak tanimlanir. Temel de li¢ kuantum durumu
vardir bunlar siiperpozisyon, karma ve klasik
durumdur. Boliimleme kriteri kuantum degiskeninin
durum tiirlerine baghdir. Bu bdlimlemeye Klasik-
Ust  iiste  binme-Karma  Bolme(Classical-
Superposition-Mixed Partition- CSMP)[9] denir.
Bununla birlikte karmasik durumda g¢aligmayan
kuantum durumlann i¢in klasik-siiperpozisyon
boliimii (Classical-Superposition Partition - CSP)[9]
kriteri uygulanir. Siiperpozisyon durumundan dogan
dolanikliginda kapsanmasi gerekmektedir. Bunun
icin dolaniklik kapsami (Entanglement Coverage -
EntC)[9] ve siiperpozisyon her bir kiibit igin {iretilir.
Ote yandan birden ¢ok girdi degiskenine sahip olan
kuantum  programlart  i¢in  klasik  kapsam
kritelerinden, Tiim Kombinasyon Kapsami (All
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Combination Coverage - ACoC)[9], Her Se¢im
Kapsami (Each Choice Coverage - ECC)[9], Ciftler
Halinde Kapsam (Pair-Wise Coverage - PWC)[9] ve
Temel Se¢im Kapsami (Base Choice Coverage-
BCC)[9] kuantum programlarina uyarlanabilir.
Kapsam  kriterleri uygulandiktan sonra test
senaryolart olusturulur. Test senaryosu temelde
kuantum girdilerinin olusturulmas1 ve sonuglarin
tespit edilmesi olarak iki agamadan olusur. Klasik
testlerden farki beklenen ¢ikti kombinasyonlari
yerine Istatistik Tabanli Algilama (Statistics Based
Detection - SBD)[9], Kuantum Calisma Zamani
Iddialar1 (Quantum Runtime Assertions - QRA)[9]
gibi teknikler kullanilir. Klasik testlerdeki gibi girdi

durumlart altinda ¢iktilarin elde edilmesi kuantum
programlar1 i¢in yeterli dogruluk sunmaz. Hedef
program initer bir yapidaysa ek birimsellik
(Unitarity) kontrolii yapilir.

Alt programlar arasinda olusabilecek hatalari
elimine etmek i¢in son olarak entegrasyon testine
tabi tutulur. Bu asamada Q-UML rehber olarak
kullanilir. Klasik entegrasyon testlerinde oldugu gibi
entegrasyon sirasini belirlemek igin bagimlilik
grafigi iizerinden topolojik olarak siralama yapilir.
Entegrasyon esnasinda tanimlanmamis rutinler
kullanilmast gerekiyorsa test ikilisi kullanilir. Bu
teknik kuantum programlarin1 Kahinlerle (Oracle)
test etmek i¢in uygundur [9].

Kuantum Programi

Yapisal Analiz

Alt Programlari

Q-UML Diyagramlari

Her bir alt rutin i¢in 10O analizi

| Esdegerlik smifi bolimi

| Test senaryolar1 olusturma |

| Birim testinin ¢aligtirilmast

Birim test sonuglari

Entegrasyon stratejilerinin segilmesi

Entegrasyon testinin ¢alistirilmasi

| Entegrasyon test sonuglari

Sekil 2. Cok Alt Rutinli Kuantum Programinin Test Edilmesine iliskin Genel Siire¢ Diyagrami (General Process

Diagram for Testing a Quantum Program with Multiple Subroutines)

Programin test kalitesinin objektif bir 6l¢iisiinii
saglamak icin Quito tercih edilebilir. Bu arag
Ozellestirilebilir test senaryolar1 sunarak, programin
hem kuantum (kap1 yapilandirmalar1) hem de klasik
bilesenleri (algoritmalar) arasinda tutarlilig1 kontrol
eder. Genis bir test kapsama alani saglamak igin
metamorfik test stratejileriyle de uyumludur. Quito,
genellikle kuantum devrelerinin beklenen 6zellikleri
karsilayrp  karsilamadigini  dogrulamak  igin
kullanilir. Dekoherans (Bagli durumun kopmasi)
etkiler, devre derinligi kisitlamalar1 ve kuantum
kapis1 hatalart gibi kuantum bilisimine 6zgii
sorunlari tespitinde de faydalanilmaktadir [2]. Sekil
3[2,11,12]‘de Quito Test aracinin isleyis semast
verilmistir. Ilk olarak kapsayici kriteler ile test
takimlar1 olusturulur. Bir test takiminda her gegerli
girdi ve c¢iktr i¢in bir test vardir. Statik olarak
olusturulan test takimi girdi kapsamini (Input
Coverage — IC) olustururken ¢ikt1 kapsami (Output
Coverage — OC) ve girdi-¢ikti kapsami (Input -

Output Coverage — I0OC) statik olarak elde
edilemez[11]. Kapsayici kritelerin kullanilmas1 ¢ok
alt rutinli programlarda tstel karmagikliga sebep
olmasi nedeniyle tercih edilmez. Girdi olarak verilen
programin spesifikasyonlart mevcutsa olusturulan
test paketleri iki test kahini kullanilarak
degerlendirilir. Yanls Cikti Kahini (Wrong Output
Oracle - WOO)[11] ve Cikt1 Olasilik Kahini (Output
Probability Oracle - OPO)[11]’dir. WOO, Test
girdisi i¢in dondiriilen her ¢iktt degerinin gecerli
olup olmadigt kontrol ederken, OPO ise her 10O cifti
icin olusturulan test takimlart (Test Set - TS)
arasinda tek ornek Wilcoxon isaretli siralama testi
gergeklestirir. Hipotez reddedilirse belirsiz, kabul
edilirse basarisizlik bildirir.
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Giris-¢1kis Kuantum

yiiriitme

ks i

kapsamu kriterleriyle |:> programlarin1 |:> :
test takimlari olugturma: I
|

IC/0C/10C

Belirsiz

Sekil 3. Quito Test Aracinn Isleyisi (How the Quito Test Tool Works)

Cok alt rutinli kuantum programlari igin
kuantum alt programlarinin birlesimini
destekleyerek alt rutinlerinin test gereksinimlerini
belirlemeye ve yoOnetmeye yardimer olmasi
amaciyla ¢oklu alt rutin Q# programlari i¢in bir test
aract (QsharpTester)[9] gelistirilmistir. Birincil
programlama dili olarak Q# dili ile yazilan kuantum
programlarinin test edilmesini kolaylastirir. Baslica
odak noktasi, hibrit algoritmalarin hem kuantum
hem de klasik bilesenlerinin diizgiin bir sekilde test
edilmesini saglamaktir. [9] yapilan ¢alismada yedi
orjinal dogru program ve bunlarin dért mutasyon
tiiriine sahip 244 adet hatali mutasyon igeren bir dizi
Q# karsilagtirma programi kullanilmig ve deney
sonucunda neredeyse tiim hatali sonuglar tespit
edilmistir. QSharpTester test ¢ercevesinin scaffold,
silQ ve Qiskit gibi kuantum programlama dillerinde
de uygulanabilecegi onerilmistir [9].

2. Test Teknikleri (Testing Techniques )

Kuantum yazilim test teknikleri yap1 ve isleyis
bakimindan ¢esitlilik gosterir. Karmasik kuantum
davranislarinin - dogrulugunu analiz etmek igin
metamorfik test tekniklerinden MorphQ kullanimi
tercih edilirken, kuantum devrelerinin dogru ¢alisip
calismadigini denetlemek i¢in mutasyon analizinden
QMutPy ve Muskit test araglar1 veya kombinasyonel
testlerden QuCAT test aracinin kullanimi Onerilir.
QDiff gibi araglarsa, farkli kuantum platformlari
arasinda uyum kontrolii saglayarak platformdan
bagimsiz testlerin gergeklestirilmesine olanak

saglar. Gergeklestirilmek istenen test ¢aligmasinin
ihtiyaglart dogrultusunda birden fazla ara¢ tercih
edilebilir. Makalemizin bu boliimiinde bahsi gecen
teknik ve araglara yer verilmistir.

2.1. Metamorfik Testler (Metamorphic Tests)

Metamorfik testler, test vakalar1 arasindaki
beklenen doniisiimlerin tutarli ve mantiksal sonuglar
iretmesini saglayarak kuantum algoritmalarmin
dogrulugunu test eder. Her bir ¢iktinin dogrulugunu
kontrol etmek yerine, girdilere karsilik gelen ¢iktilar
arasindaki iligkilerin  beklendigi  gibi  olup
olmadigina odaklanir. Bu iligkiler "metamorfik
iligkiler" olarak bilinir. Metamorfik test kavramini,
kuantum programlarina uygulamak i¢in MorphQ
aract kullanilmaktadir. On metamorfik iligkiden
olusan MorphQ; devreyi degistiren devre
doniisiimleri, temsil doniistimleri ve yiiriitme
doniisiimlerinden olugur[13].

Sekil 4[13]’de MorphQ ve {i¢ ana adimina
iliskin bir genel bakis sunulmaktadir. ilk olarak, bir
program  {reticisi kaynak program olarak
adlandirilan bir baglangic kuantum programi (Ins)
olusturur. Ardindan, bir dizi metamorfik program
doniisiimii uygulayarak, yaklagim kaynak programla
belirli bir iliski i¢inde olan bir takip programi (Ing)
iiretir. Son olarak, yaklasim iki programi ¢aligtirir ve
davranislarinin  beklenen ¢ikti (Outs ve Outr)
iliskisine uyup uymadigini kontrol eder. Ana dongii,
stirekli olarak yeni kaynak (Rinput) ¢iftleri olusturur
ve kontroliinii saglar [13] .

1.Program tiretimi 2.Metamorfik doniisiim

—

-
Rmpul 7 S

Ins : Inf
Kaynak ™ Takip

3.Yiiriitme ve 4 v

kontrol Outs Oute

ogru %ta

N - P

-— -
Kiyaslanir, her ikiside Dogru ise dogru, Hata ise hata

Dogru Hata

verir.

Sekil 4. MorphQ yaklasimina genel bakis (Overview of the MorphQ approach)
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2.2. Fuzz Testi (Fuzz Test)

Bulanik test (fuzz testing), klasik
sistemlerde bir programa rastgele, beklenmeyen
veya gegersiz veriler girerek giivenlik agiklarini ve
hatalar1 belirlemek i¢in kullanilan bir yazilim test
teknigidir. Bu yontem, yazilimin beklenmedik
girdilere dayanabilmesini saglamaya yardimci
oldugu icin karmasik girdi isleme 6zelligine sahip
programlar igin kullanighdir. Kuantum
sistemlerindeki  belirsizlik, Kuantum yazilim
testlerinde de olasiliksal sonuglarin alimmasi gibi
kisitlamalara yol agar. Bu durum, fuzz testlerinde
sagliklt sonuglarin {iretilmesi i¢in geleneksel
'beklenen ¢ikt1' yontemi yerine olasiliksal hata tespit
algoritmalarinin tercih edilmesini saglar. QuanFuzz,
kuantuma duyarli bilgilerin tanimlanip kuantum
kayitlarinin durumunu degistirerek kapsami en iist
diizeye ¢ikarmay1 amaclayan GreyBox bulanik test

Matris Ureteci

aracin1  kullanir[14].  Baslangic  matrislerini
mutasyona ugratarak kuantum duyarli dallari
secmek icin yiiksek agirlik degerli matrisleri iiretir.
Geleneksel test yontemleriyle karsilastirildiginda
QuanFuzz, ozellikle kuantum duyarli dallarda
kapsam %20 — 60 oraninda artirmaktadir[14].

Sekil 5[14]’de QuanFuzz’un is akisi
gosterilmistir. Baslangigta girdi olarak verilen
kuantum programinin hassas analizi yapilir. Analiz
sonucuna gore baglangi¢c matrisi olusturulur. Matris
sayisini artirmak i¢in kuantum kapilar1 kullanilarak
matrisler iiretilir.  Uretilen matrisler olasilik
agirliklarma gore degerlendirilir. Segilen matrisler,
matris analizlerinin yapilmasi igin siraya almur.
Kuantum yazmaci olasilik agirlig1 esik degeri p’den
biiyiik olanlar test girdisi olarak secilir degilse
¢aprazlama agamasina geri dondiiriiliir [ 14].

Kuantum Kuantum Basl
==  Hassas [=| as a‘n‘glq
Programi . Matrisi S
Analiz >

Caprazlama

. Kuantum Yazmacr>p
Matris

!

Matris
Se¢imi

— Matris

Kuyrugu

Sekil 5. QuanFuzz genel is akis1 (QuanFuzz general workflow)

2.3. Arama Tabanli Test (Search Based Testing)

Yazilim test serilerinde genellikle, genetik
uygulamalar ve arama tekniklerinden olusan c¢esitli
senaryolar kullanilir. Arama tabanli testler,
yazilimin performans gostergeleri ve hatalarin
bulunmasi i¢in en iyi test durumlarini bulma
islemlerini igerir. Arama tabanli test, klasik
yazilimlarda oldugu gibi kuantum programlarinda
da  mevcuttur. Testler, genellikle kuantum
simiilatorleri veya kuantum bilgisayarlarinda
calistirtlir. Bu, test siirecini daha karmasik ve
maliyetli hale getirmesiyle beraber kuantum
yazilimmin dogast geregi olasiliksal ¢iktilarla
sonuglanmasina neden olur. Bu alanda Kuantum
Arama Tabanli Test (Quantum Search-Based
Testing - QuSBT)[11] ve Cok Amagli Arama
Tabanli Yaklagim (Multi-Objective Search-Based
Approach - MutTG)[11] gibi araglar
kullanilmaktadir.

QuSBT bir genetik algoritma (Genetic
Algorithm - GA)[11] kullanarak, belirli kuantum
programlari i¢in olas1 hata durumlarini belirlemeye
calisir. Bu arag, programin ongoriilen ¢aligmasina
gore hata senaryolart olusturup basarisiz test

durumlarmin bulunmasi igin kullanilir. QuSBT'nin
temel amaci, kuantum programlarinin hata tespitini
optimize etmektir. [15] yapilan c¢alismada,
QuSBT'yi bes kuantum programinin on hatal
stirimil ile test edip, ortalama olarak test vakalarinin
en az %>50'sinin basarisiz oldugu test takimlar
iretmeyi basarmistir. [11] yapilan calismada ise
QuSBT 30 hatali kuantum programi ile
degerlendirilmis, programlarin %87'sinde Rastgele
Arama (Random Search - RS)'dan daha iyi
performans gostermistir. Sekil 6[11,15]da rastgele
aramanin baz alindigi QuSBT aracinin isleyis
semas1 sunulmustur. Ilk olarak, test edilen kuantum
programinin giris bilgileri (giris ve ¢ikig kiibitlerinin
listesi, toplam kiibit sayist ve Program
Spesifikasyonu (Program Specification - PS)[11]
saglanir.  Ardindan  saglanan giris  bilgileri
dogrultusunda GA yapilandirmalari
gergeklestirilerek  test  takimlar1  olusturulur.
Programin yiiriitme asamasinda ise programin giris
alani lizerinde yapilan arama, tam say1 degiskenleri
ile temsil edilir. Aramanin amaci, bagarisiz testlerin
sayisint en st diizeye ¢ikaran bir atama bulmaktir
[15].
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Test yiiriitme sonucunun dogrulugu PS
karsilastirmalart ile yapilir. Tki hata tiirii acisindan
Beklenmeyen Cikis Hatasi (Unexpected Output
Failure - UOF)[15] tiirlinde bir hatanin meydana
gelip gelmedigini, yani PS'ye gore meydana
gelmemesi  gereken  bir  ¢iktiin  {iretilip
iretilmedigini kontrol eder; durum buysa, sonug
basarisiz olur ve Yanlis Cikis Dagitim Hatasi
(Wrong Output Distribution Failure - WODF)[15]

Kuantum

!

GA ile test takimlari |
primri—y |:> programlarini |:> |

i

yiiriitme

icin degerlendirme yapilmaz. Aksi durumda ise PS
durumunda beklenen dagilimin izlenip

izlenilmedigini WODF'ye gore degerlendirir. Bu
islem verilen veya varsayillan Onem diizeyini
kullanarak Pearson'in ki-kare testi ile bir uyum
iyiligi testi gerceklestirerek yapilir. Istatistiksel test
onemli bir fark gosteriyorsa basarisiz, aksi takdirde
gecti olarak sonug tiretir [15].

Gegti

Sekil 6. QuSBT Test Aracinin Isleyisi (How the QuSBT Test Tool Works)

Bir digeri ise ¢ok amacgli arama tabanli
yaklasim (Multi-Objective Search-Based Approach
— MutTG)[11]’dir. Kuantum programlart igin
standart tabanli bir test olusturur. Sekil 7[11,16]’de
MutTG aracmin igleyis semast sunulmustur.
Kuantum programlar1 i¢in mutasyon analizi, bir
kuantum programi (Quantum Program - QP)
verildiginde mutant (M), devreye 6rnegin, yanlis bir
kap1 kullanimi gibi s6z dizimsel bir hata sokularak
elde edilen QP'nin biraz farkli bir versiyonu olarak
giretilir. Bir testte (t)M'nin yiiriitiilmesi, orijinal
program QP {izerinde t'nin yiiriitiilmesinden 6énemli
Olglide farkli sonuglar dretirse, bir mutantin
oldiiriildiigi s6ylenir. Dolayisiyla, bir mutantin
oldiiriiliip 6ldiirilmedigini kontrol etmek i¢in onu
PS ile karsilastirabiliriz. Ozetle mutant yiiriitiilmesi
iki olasi1 basarisizliktan birine yol agarsa oldiiriiliir.

Programin  yiiriitiilmesi asamasinda
degiskenler tanimlanir. Arama sirasinda, Muts'taki
hangi mutantlarin 6ldiiriildiigiini kontrol etmek i¢in
karsilik gelen testler yiiriitiiliir. Arama testlerinde
oldiirilen mutantlar (Killed Mutant — KM)[16]
sozliigiine, bunlarin disindaki mutantlar (Not Killed
Mutant — NKM)[16] sozliigiine girdi olarak alinir.
Bu islemden sonra  hedef fonksiyonlar
degerlendirilir. i1k hedef, test takimi boyutunu en
aza indirmektir. Bunun i¢in 6ldiiriilmedi puani1 (Not
Killed Score - NKS)[16] isimli uygunluk fonksiyonu
Denklem. [1,15] kullanilir.

frotkitiea()
= Z notKilledScore(M,v, KM,NKM) [1)

M eMuts
Bu fonksiyon mutant M'nin Oldiirilemez olma
olasiligini belirten [0, 1]'de tanimlanan bir endekstir.
En iyi durum “0” en kotii durum “1” olarak
derecelendirilir. Mutant M, mevcut bireyin bir testi
(ilk durum) tarafindan oldiriliirse, "6ldiiriilmemis
puant”" 0'dir. Mutant M mevcut bireyin bir testi
tarafindan  Oldiirilmezse, ancak daha Once
olusturulan testlerden biri tarafindan Sldiiriilmiigse
(ikinci durum), "6ldirilmemis puani" 1'dir. Mutant
M mevcut birey tarafindan

oldiiriilmemis, ancak daha once olusturulan testler
tarafindan Oldiiriilebilir oldugu da bilinmiyorsa
(Gglincii durum), "6ldiriilmemis puani" belirli bir
indirim faktoriiniin en kotli degeri 1'den diisiiriiliir.
Bu faktor, M'yi 6ldiirmeyen testlerin olas1 girdilerin
toplam sayisina oranidir. Fonksiyon, M mutantini
oldiirmeyen ne kadar c¢ok test denersek, M'nin
oldiiriilebilir olmayan esdeger bir mutant olma
olasiligi o kadar artar. Bu indirim faktoriinii
kullanarak, aslinda esdeger olan mutantlari
oldiirmeye devam etmekten kaginma amaglanmistir
[16]. Test yiriitme sonucunun dogrulugu PS
karsilastirmalari ile yapilir.
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Kuantum programi spesifikasyonuyla |

i karsilastirma v

Kuantum | I
MutTG ile test takimlar é programlarmi 0 .
olusturma yilriitme | Gegti

Test Sayist Mutantlar

Olii Esdeger bir mutant olma olasiligimim tahmini
i¢in indirim faktorleri
Yaklasim1: test boyutunu en aza indir
Yaklasim2: 6ldiiriilmeyen mutant sayisini en
Canli aza indir

Esdeger Mutant

Sekil 7. MutTG Test Aracimn Isleyisi (How the MutTG Test Tool Works)

2.4. Kombinasyonel  Test  (Combinational
Testing)

Kombinasyonel test, girdi
kombinasyonlarin1 sistematik bir sekilde kullanarak
kuantum programlarindaki hatalar1 tespit eder.
Kuantum programlarinin dogrulugunu artirmayi
hedefler[12]. Bu amagla gelistirilmig olan Quantum
Kombinasyonel  Test(Quantum  Combinatorial
Testing- QuCAT)[11], kuantum programlarinin
giris ve cikis yontemlerini analiz eder. iki sekilde
kullanilir; bunlardan ilki, kullanici sabit bir k degeri
belirler ve kombinasyonel test takimi olusturulur.
Bir digeri ise bir hata bulunana veya maksimum k
degerine ulasilan

kadar k’nin ilk degeri 2 den baslatilarak
artirimli  olarak test takimlar1 olusturulmasidir.
Maksimum k degerine ulasana kadar PS gecti olarak
sonuglanir. Sekil 8 [11,17]’de rastgele aramanin baz
alindigt QuCAT test aracinin igleyis semasi
gosterilmigtir. Testlerin basart durumu, diger test
araglarinda oldugu gibi PS karsilagtirmalart ile
yapilir [11].

Kuantum programi spesifikasyonuyla |

karsilastirma ;

|

Test takimlart olusturma Kuantum .
kombinasyonel programlarint Gecti
- aeiil

giicle test etme [k] yurytme g
i
L._._._._NC 1w _ _
k=k+1

Sekil 8. QuCAT Test Aracimn Isleyisi (How QuCAT Test Tool Works)



98  Fatma Betiil OZDEMIR, Savas OZTURK / Bilisim Sistemleri ve Yonetim Arastirmalart Dergisi 7 (1). (2025) 90-104

2.5. Kuantum Mutasyon Analizi (Quantum
Mutation Analysis)

Kuantum programlama baglaminda, test
teknikleriyle iiretilen test vakalarmin kalitesini
degerlendirmek i¢in hata depolart ve kiyaslama
programlar yeterli degildir. Bu duruma alternatif bir
¢ozim  sunmak  i¢in  mutasyon  analizi
kullanilmaktadir. Yazilim test siireglerinde, 6zellikle
de kuantum programlart igin test kalitesini
degerlendirmek amaciyla kullanilan bir yontemdir.
Bir mutant1 test vakasinda yiiriittiigtimiizde, QP'nin
program spesifikasyonuna (beklenen c¢ikti dahil)
bagli olarak onceden tanimlanmig kriterlere gore
(6rnegin, belirli bir girdi igin yanlig bir ¢iktt
gozlemlenmesi) basarisiz olursa, bu mutantin
oldiiriildiigi  anlamina gelir. Mutasyon skoru
genellikle  bir  test  takimmin  kalitesini
degerlendirmek i¢in kullanilir. Burada, test takimi
tarafindan oldiiriilen mutantlarin sayisii toplam
mutant sayisindan hesaplanir; esdeger mutantlarin
sayist biliniyorsa, hesaplama sirasinda toplam
mutant sayisindan ¢ikarilir. Bu baglamda iki 6nemli
ara¢ bulunmaktadir. Ilki kuantum yazilim testi icin
bir mutasyon analizi arac1 Muskit’tir[11]. Kuantum
devrelerinde bulunan kapilar1 (Gates) hedef alarak
¢esitli mutasyon operatorleri tanimlar. Muskit, iki
ana bilesene sahipti: Mutant Uretici(Mutant
Producer) ve Mutant Yiiriitiicii(Mutant Executor).
Mutant {iretici, belirli bir kuantum programi igin
mutantlar dretirken, mutant yiiriitiicii, bu mutantlar
iizerinde testleri ¢alistirarak sonuglart degerlendirir.

Sekil 9[11,18]’da isleyis diyagranm
sunulmustur.  Muskit, kuantum  devrelerinin
mutasyona ugramis Ozelliklerine odaklanir. Bu
amagcla, iki kavram tanimlar: kapt numarasi ve
konum. Kapt numarasi, silme veya degistirme
operatorleri araciligryla mutasyona ugratmak
istedigimiz bir kuantum devresindeki belirli bir
kapiy1 (6rnegin, h, Gl'dir) ifade eder. Konum ise
kuantum  devresinde = mutasyona  ugratmak
istedigimiz yere, yeni bir kap1 ekleyerek belirlenen
yeri ifade eder. Ug operatdr tiiriine gére mutasyon
operatdrii tanimlamir. Bunlar; Kapt Ekleme(Add
Gate - AG)[18], Kap1 Kaldirma(Remove Gate -
RemG)[18] ve Kapi Degistirmedir(Replace Gate -
RepG)[18]. Giris kiibit sayisina gore kullanici bu
operatorlerden bir veya daha fazlasim secerek
mutant iiretimini kontrol eder. Mutant ydneticisi
girdi olarak mutantlar ve test vakalarmi alir,
mutantlar tizerinde test vakalarini yiiriitiir ve sonug
gretir. QP'lerin olasiliksal dogast g6z Oniine
alindiginda, her mutant belirtilen sayida test
vakasiyla yiiriitiiliir. Test Analizcisi(Test Analyzer),
kullanicinin test degerlendirme kriterlerini uygular.
Burada kullanici ii¢ seyi belirtir: ilki segilen p degeri
diizeyi (6rnegin 0,05), digeri girdi olarak kullanilan
kiibit kimlikleri ve son olarak oOlgiilecek kiibit
kimlikleridir. Bir program spesifikasyonu (drnegin,
beklenen c¢iktilar ve her girdiye karsilik gelen
olasiliklar) ve mutant yiiriitiicii’den test sonuglari
verildiginde, test analizcisi bir mutantin bir test
vakas1 tarafindan Oldirilip  6ldiiriilmedigini
sOyleyebilir [18].
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Kuantum Programi
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Sekil 9. Muskit Test Aracinin Isleyisi (How Muskit Test Vehicle Works)
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Bir diger araci1 ise QMutPy’dir. MutPy adli
acitk  kaynaklt mutasyon aracimin  kuantum
programlari i¢in genisletilmis bir versiyonudur[19].
QMutPy, kuantum olgliimleri ve kapilari temel
alarak yeni mutasyon operatorleri olusturur. IBM'in
Kuantum Bilgi Yazilim Kit (Quantum Information
Software Kit —Qiskit)[19] kiitliphanesi kullanilarak
yazilmis gergek kuantum programlart {izerinde
testler gergeklestirilmistir. QMutPy'nin is akist
MutPy benzer sekilde dort ana adimdan olugur. Bir
Python programi (P), onun test takimi (T) ve bir
mutasyon operatorii  kiimesi (M) verildiginde,
QMutPy oncelikle P'nin kaynak kodunu ve test
takimini  yiikler  ardindan  T'yi  orijinal
(degistirilmemis) kaynak kodunda yiiriitiir ve M'yi
uygular. Son olarakta P'nin tiim mutant siirlimlerini
iireterek T'yi her mutant stirimiinde ytirtitiir [19].

[20]°de, IBM'in Qiskit kiitiiphanesinde
yazilmis, kuantum mutasyon operatdrleri setinin 11
QP igin toplam 696 mutant iiretilmis ve bunlarin
325" (%A46,7) programlarin test paketleri tarafindan
oldiiriilmiistiir. Oldiirilmeyen mutantlar ya test
paketlerine kadar hayatta kalmis (307, %44,1) ya da
test paketleri tarafindan kullanilmamis (%0,3) veya
zaman asimina ugramistir (62, %8,9). Elde edilen
sonuglar bu alanda QMutPy gibi araglarin 6nemli bir
rol oynadigint gostermektedir. Bunun yani sira
Muskit test aracinin su anda esdeger mutantlar
tespit edemedigi. Bunun baslica nedeninin, mevcut
bir gévdenin olmadig1 belirtilmistir[18].

2.6. Kuantum Platform Testi (Quantum Platform
Test)

Kuantum mekaniginin fiziksel ozellikleri
nedeniyle, kiibitler ve kuantum kapilart klasik
bitlerden ve kapt mantigindan temelde farklidir.
Birgok kuantum yazilim yigini, altta yatan fiziksel
ve matematiksel karmagikliklar1 soyutlayarak
kuantum programlama i¢in kullanici dostu iist diizey
diller gelistirmistir. Bunlar arasinda CirQ, PyQuil ve
Qiskit dilleri sayilabilir. Kuantum yazilim yigini
(Quantum Software Stack — QSS)[18]; API'ler
araciligryla verilen kuantum algoritmasini devre
diizeyinde doniistiiren ve optimize eden bir derleyici
ile ortaya ¢ikan kapilar1 klasik aygitlarda simiile
eden veya dogrudan kuantum donaniminda yiiriiten
bir arka u¢ yiiriitiicii igerir. Programlar1 derleyen ve
optimize eden Qiskit Terra, yiliksek performansh
gliriiltiili simiilasyonlar1 destekleyen Qiskit Aer,
hata diizeltme, giiriiltii karakterizasyonu ve donanim
dogrulamasi igin Qiskit Ignis, bir gelistiricinin bir
kuantum algoritmasin1 veya uygulamay1 ifade
etmesine yardimci olan Qiskit Aqua olmak tizere
dort bilesenden olusan Qiskit 6rnek verilebilir.

QS’i test etmeyi zorlagtiran baslica etkenler
mevcuttur.  Ilki  gok  platformlu  program
¢evirmenidir(Multi-Platform Program Translator).
Kuantum programlari genellikle yeni programlama
dillerinde yazilir veya mevcut dillerin tstiindeki
APT'ler kullanilarak ifade edilir. Standartlastirilmig
ara gosterimlerin yoklugu, platformlar arasi test igin
bir zorluk olusturur. Bir diger zorluk, kuantum
program Tretimidir. Platform testi ¢ok sayida
program gerektirir. Ancak giiniimiizde yalnizca
birka¢ gercek kuantum program &rnegi mevcuttur.
Son olarak Cok Degiskenli Ikili Dagilim
Karsilagtirmasi(Multivariate Binary Distribution
Comparison), kuantum o6lgiimlerinin olasiliksal
dogasi, ciktilarin dagilimlarla temsil edilmesiyle
karmagiklik olusturur. Bu zorlukla ilgili olarak
kuantum hata ayiklamada Kolmogorov-Smirnov
(KS) veya Capraz Entropi (Cross Entropy) testleri
kullanilarak yapilan ©n caligmalarla birlikte
arastirmalar yiritilmistir [21]. QSS testlerinde
meydana gelen zorluklari agmak admna g¢esitli
platform testleri gelistirilmistir. Quantum Yazilim
Yiginlarinin Farkli Testleri (Differential Testing of
Quantum Software Stacks - QDiff)[21] bunlardan
biridir. QDiff, girdi olarak kuantum programi alir ve
bir ¢ift tanik programla (yani, ayni davranisi
iretmesi beklenen mantiksal olarak esdeger
program) olas1 hatalari bildirir.

Bir baska zorluk, kuantum simiilatérlerinden
veya donanimdan gelen Olgtimlerin
yorumlanmasidir. Kuantum  Slglim  sonuglari
olasiliksal degerler iiretir. Bunun igin igsel giirtiltiiyti
(6rnegin, donanim kapisi hatalari, okuma hatalari ve
dekoherans hatalart) hesaba katmali ve gézlemlenen
sapmanin anlamli bir kararsizlik olarak kabul
edilebilecek kadar o6nemli olup olmadig:
belirlenmelidir. Bu, her kuantum kapisiin
matematiksel olarak bir liniter matrislerle temsil
edilebilecegi anlayisina dayanir; bir kapr dizisi
esasen liniter matrislerinin ¢arpimina karsilik gelir
ve bu da bir liniter matris liretir. Bu nedenle, iki dizi
ayni Uniter matrisi Uretirse, bir kapi dizisi digerine
anlamsal olarak esdegerdir. Ayni Uniter matrisi
iretmesi garantili farkli kap1 dizileri iiretmek igin
yedi kapi doniisiim kuralindan yararlanilir. Bu
diziler esasen aymi davranisi iiretmesi beklenen
mantiksal olarak esdeger program varyantlarini
tamimlar. Uretilen birden fazla mantiksal esdeger
varyantlardan caligtirilmaya deger olan devrelerin
bir alt kiimesi se¢ilir. Son olarak mantiksal esdeger
devrelerin yiirlitmelerini karsilastirmak i¢in QDiff,
giivenilir karsilagtirma i¢in ne kadar Ol¢iimiin
gerektigini belirler. Ol¢iim sayisin1 tahmin etmek
icin yakinlik testini uygular. Ardindan gereken
sayida ol¢iimii gerceklestirir. 1ki dlciim kiimesini
karsilastirmak i¢in QDiff, dagitim karsilastirma
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yontemlerini  kullanir. KS testine ve c¢apraz
entropiye dayal iki yontem desteklenmektedir [21].

3. Kuantum Programlari Igin Hata Tespiti

(Error Detection for Quantum Programs)

Kuantum programlamadaki giincel arastirmalar
esas olarak sorun analizi, dil tasarim1 ve uygulamaya
odaklanmaktadir. Kuantum yazilim gelistirme
siireglerini  iyilestirmek, arastirmacilara gergek
hatalar1 inceleme imkani saglar. Fakat, kuantum
programlarindaki hatalarin ayiklanmasi konusu
kuantum programlama paradigmasinda ¢ok az ilgi
gormistiir. Kuantum programlamada tanitilan {ist
iste binme, dolamiklik gibi belirli o6zellikler,
kuantum  programlarindaki  hatalar1  bulmay1
zorlastirmaktadir. Kuantum yazilimlarin1  hata
ayiklamak ve test etmek igin ¢esitli yaklagimlar
onerilmistir [22].

[1ki Qbugs’tir. Qbugs, kuantum yazilim testinde
ve hata ayiklamada kullanilmak {izere tasarlanmis
bir altyapr saglar. Farkli kuantum programlama
dilleri (Q#, OpenQASM, CirQ, Quipper ve
Scaffold) i¢in desteklenir. QBugs'in bir prototipini
olusturmak i¢in kuantum ¢er¢eve depolarinda
bulunan kuantum algoritmalarinin agik kaynakli
uygulamalari kullanilmustir.

Bunlar; ProjectQnun gergeve deposu,
QiskitAqua'nin deposu ve O'Reilly'nin Kuantum
Bilgisayarlart Programlama" kitabinin deposudur.
Hangi hatalarin bildirildigini otomatik olarak tespit
edip gerekli diizeltmenin yapilmasi i¢in Defects4J
veritabani ve BugsJS veritabani kullanilmigtir [23].

Bir digeri ise Bugs4Q’dur. Bu ara¢ Qiskit
programlarindaki yeniden {iretilebilir hatalar1 toplar
ve kuantum yazilim testleri i¢in test durumlarini
indirmeyi ve ¢alistirmay1 destekler. Her gercek hata
ve karsilik gelen diizeltmeler erigime agiktir.
Qiskit'in GitHub'daki mevcut hatalarinin neredeyse
tamamin1 toplar ve dort popiiler Qiskit 6gesinin
(Terra, Aer, Ignis ve Aqua) gercek zamanli olarak
giinceller. Ayrica, bu programlar orijinal olarak
mevcut test durumlar1 ve yeniden iiretim destegi
olan hatalar haricinde ayr1 ayr1 siralanir ve
filtrelenir. Bugs4Q, izole edilmis hatalarin deneysel
degerlendirmesi i¢in mevcut hatalart siniflandirmak
iizere hata tiirlerinin analizini igeren bir veritabani

saglamasi

yoniiyle

kuantum programlarimdaki
gercgek hatalarin bir katalogudur [22].

Tablo 1.’de Test ara¢ ve tekniklerinin avantaj, dezavantaj ve performans degerlendirmeleri 6zetlenmistir.
(Advantages, disadvantages and performance evaluations of testing tools and techniques are summarized.)

; : . Performans
Kategori Arag Avantajlar Dezavantajlar ~ 5 . | Referanslar
Degerlendirmesi
Yalnizca Qiskit’te
Kuantum algoritmalari kodlanmig kuantum -
Kapsayici . R . Sinirh sayida dl¢tim
. Quito i¢in ozellestirilmis test programlarinin test [2]
Kriter . . .. yapilmistir.
gergevesi sunar. edilmesini
desteklemektedir.
Simiilator destegi ile Yiiriitme
fiziksel kuantum verimliliklerinin Sumrlt savida leiim
Kapsayici QsharpTester | sistemine ihtiyag kargilastirilabilecegi aptlmi t}; . ¢ [9]
Kriter duymadan ¢aligtirma yeterli sayida ¢alisma yaprimistr.
testi yapilabilir. heniiz yapilmamustir.
-Kuantum kapilarina
dayali mutasyon testi L -
Kuantum . saglar. Simdilik esdegfzr Sinirh sayida dl¢tim
Muskit = g mutantlari tespit [18]
Mutasyon - Ozellestirilebilir . yapilmustir.
- I edemiyor.
Analizi mutasyon operatorleri
sunar.
Arama siiresi asgari Sinirh sayida dl¢tim
diizeyde olsa da, yapilmistir. [15]
Genetik algoritmalar QuSBT'nin zamaninin ¢alismada, olusturulan
Arama Tabanl QUSBT kullanarak test senaryosu | ¢ogunu simiilatorii test takiminda basarisiz [15]
Test iretir. Bu da test kullanarak QP'ler test vakalarinin en az
cesitliligini artirir. tizerinde test vakalarini %S50'sini bulmay1
yiiriitmeye harcadigini bagardig1 rapor
gorilmiistiir[ 15]. edilmistir.
.. Yiiksek simiilasyon
Kuantum devrelerinin T
Kombinasyonel hata toleransini dlgen maliyeti, biiyiik Sinirh sayida dl¢tim
QuCAT o devrelerde performans [17]
Test simiilasyon tabanli yapilmistir.
kisitlamalarimi
testler sunar. . ..
beraberinde getirir.
Kuantum . - Kuantum platformlar{ Yeterli sayida caligma Vaqaptlarl olu§turmada
. QDiff arasinda uyum kontrolii . etkilidir, gereksiz [21]
Platform Testi - heniiz yapilmamustir.
saglar. kuantum donanim veya
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- Farkli diller igin giriiltiilii simiilator
kiyaslama yapar. cagrilarini %66 oraninda
azaltir [21].
- Mutasyon testleri igin Yidksek mutasyon skoru
Kuantum K yon e letil bg'l‘ -Sadece belirli bir ile etkili sonuglar saglar,
Mutasyon QMutPy CSNEK VE genIy CLICOIL. platform igin optimize ancak platform bagimsiz [19]
- - Qiskit ile entegrasyon L .
Analizi < edilmistir. caligmamasi nedeniyle
saglanmustir.
sinirhidir.
Rastgele testler bazen Klasik test modellerine
e . PR’} _
Fuzz Testi QuanFuzz HaFa tespiti i¢in rastgele zayiF hata kapsarm gore %20-60 daha fazla [14]
girig yapar. olusturabilir dal kapsami elde
) etmektedir[14].
Metamorfik MorphQ Hata tespitinde D"eglskt.zn ozelliklerin Sinirh sayida dl¢tim [13]
Testler kullanilir. gozlemi zordur. yapilmustir.
Kuantum
Karmagik kuantum hesaplamalarinda
- algoritmalar igin tekrarlanabilirligi
Hata Tespiti Qbugs Hata tespitinde sagladig: destek kolaylastirmak i¢in [23]
kullanilir. 2
siirlidir. heniiz iyi tanimlanmig
bir 6lgiit
bulunmamaktadir.

Tablo 1., kuantum yazilim test araglarmin test
senaryolarindaki performanslarini  anlamak ve
araglar1 secerken avantajlarii ve sinirhiliklarin
degerlendirmek igin kullanilabilir. Her aracin
kullanim alanlar1 farkli oldugundan, ihtiyaglara ve
uygulama alanina goére se¢im yapmak en 1iyi
sonuglarin  elde  edilmesi  agisindan  katki

saglayacaktir. [24] Bu ¢alismada, kuantum yazilim
testindeki ~ durumu  kapsamli  bir  sekilde
goriintiilemek igin, segilen yayinlar iizerinde bir
SWOT analizi hazirlanmigtir. Tablo 2.[24], kuantum
yazilim testinin mevcut durumunu ve gelisim
potansiyelini anlamak ag¢isindan yararlidir

Tablo 2. Kuantum Yazilim Test ve tekniklerinin SWOT Analizi (SWOT Analysis of Quantum Software Testing and

techniques.)

Kategori Aciklama

Giiglii Yonler
edebilir.

- Yiiksek Hata Kapsami: Kuantum test yontemleri, hatalar1 tespit etme yetenegine sahiptir.
- Giivenilirlik: Test yontemleri, yazilimin dogru ¢alismasini saglamak i¢in giivenilir bir ¢ergeve sunar.
- Platformlar Arasi Uyum: Araglar, farkli kuantum donanim platformlar arasindaki uyumlulugu test

kaynaklar1 gerektirir.
Zayif Yonler
olgunlasmamustir.

- Yiiksek Hesaplama Maliyeti: Testler, biiyiik kuantum devrelerinde ¢alistirildiginda yogun hesaplama
- Olgunlagsmamus Teknoloji: Cogu test arac1 gelisim asamasindadir ve heniiz tam anlamryla

- Yetersiz Standartlar: Kuantum testleri i¢in endiistri standartlarinin olmamasi uygulamayi zorlastirir.

¢ekmektedir.

Firsatlar
firsatlar1 sunar.

potansiyeli bulunmaktadir.

- Arastirma ve Gelistirme: Kuantum test yontemleri, akademik ve endiistriyel arastirmalara yatirim
- Gelisen Platformlar: Kuantum donanim ve simiilatorlerindeki ilerlemeler, test siireglerini iyilestirme

- Yeni Uygulama Alanlar:: Kuantum yazilimlarinin finans, kimya, lojistik gibi alanlarda artan uygulama

zorlagtirmaktadir.
Tehditler

eskimesine yol agabilir.

- Klasik Bilgi Islem ile Rekabet: Kuantum yazilimi yavas gelisimi, klasik sistemlerle rekabeti

- Giivenlik Riskleri: Heniiz tespit edilemeyen hatalar, yazilim giivenligi i¢in tehdit olusturabilir.
- Hizla Degisen Teknoloji: Kuantum teknolojilerindeki hizli degisim, mevcut test araglarinin hizla

Kuantum Test Miihendisliginde Standartlasma

Problemi (The Problem Of Standardization In Quantum Test
Engineering)

Kuantum test miihendisligi, klasik yazilim
test miihendisligine benzer prensipler igerse de,
kuantum hesaplama ortammin getirdigi ozel
durumlar (belirsizlik, siiperpozisyon ve dogrulama
karmasgikliklar1 vs.) nedeniyle klasik standartlarin
dogrudan uygulanabilirligi sinirhidir. Kuantum test
miihendisligi heniiz klasik yazilim test miihendisligi

kadar yerlesik bir standart setine sahip degildir.
Ancak, kuantum yazilim ve sistemlerinin test
edilmesi i¢in Onerilen yaklagimlar ve geligmekte
olan yontemler bulunmaktadir. Bu baglamda,
kuantum test mihendisligi standartlar; biiylik
olgiide akademik arastirmalara, uygulama odakli
onerilere ve mevcut klasik test standartlarmin
uyarlanmasina dayanmaktadir. Tablo 3.’de Klasik
test milhendisliginde yer alan bazi standartlarin
kuantum  test miihendisligine ne  Olglide
uyarlanabilecegi degerlendirilmistir.
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Tablo 3. Klasik test miithendisligi standartlarinin kuantum test miihendisligine uygulanabilirligi (4pplicability of

classical test engineering standards to quantum test engineering)

Standart Kuantum Testine Uygulanabilirlik Kaynaklar
ISO/IEC 29119 Klsrpen uygulanabilir, dmarr-nk test sureql?rlnden test . Qumm [25]
spesifikasyonlari kuantum spesifikasyonlarina gore uyarlanabilir.
Kismen uygulanabilir, test tasarim ve vaka spesifikasyonlarinin
IEEE 829 kuantum  durumlart  (dolamiklik,  siiperpozisyon  vs.)  ve [26]
spesifikasyonlari g6z Oniine alinarak revize edilebilir.
. Kismen uygulanabilir, TMMI olgunluk seviyeleri, Kuantum test
TMMi . L . [27]
ortaminin olgunluk seviyelerine gore tanimlanabilir.

Kuantum test miihendisliginde, klasik test
standartlar1  ¢ergevesinde yeni model ve
metodolojilerin gelistirme ¢alismalarinin
yaygilastirilmasi, bu alanda uygulanabilirligin
artiritlmast i¢in 6nem arz etmektedir. Quito, QuCAT,
QSharpTester gibi test araglari; klasik yazilim test
standartlarina uyumlu ve pratikte kullanilabilir
olmasi  sebebiyle standartlasma  potansiyeli
tasimaktadir. Her bir test aracinin odak noktasi
farklidir. Tek bir standart setinin olusturulabilmesi
icin  kuantum yaziliminin  kullanilabilirliginin
artirilmasi, kuantum test miihendisligi alaninda
kullanilan ara¢ ve metodolojilerin standartlasmasina
katki saglayacaktir.

ONERILER VE TARTISMA (SUGGESTIONS AND
DISCUSSION)

Kuantum programlarmma yonelik test
yontem ve araglari, gelismekte olan kuantum
yazillm mithendisligi alan1 igin biiylk ©6nem
tasimaktadir. Kuantum programlarinin  temel
prensipleri (siiperpozisyon, dolaniklik gibi) bu
alanda klasik yazilim test yaklagimlarini yetersiz
kilmaktadir. Bu nedenle, yeni ve inovatif test
yontemleri gereklidir. Kuantum algoritmalarmin
hataya ¢ok hassas olmasi nedeniyle, bu test araglari
yazilimlarin ~ dogrulugunu ve  giivenilirligini
artirmada etkilidir. Ozellikle metamorfik testler,
karmagsik kuantum davraniglarimin - dogrulugunu
analiz  etmeye yardimct olur.  Kuantum
programlarinin dogrulugu hatalarin erken tespiti ile
saglanabilir. Kuantum test araglari, mutasyon analizi
veya kombinasyonel testler ile kuantum devrelerinin
dogru calisip calismadigi denetlenebilir. QDiff gibi
araglarsa, farkli kuantum platformlari arasinda uyum
kontrolii saglayarak, farkli kuantum iglemcilerindeki
devre performansini kiyaslamaya yardimci olur. Bu
sayede platformdan bagimsiz yazilim gelistirmeye
olanak tanir. Quito araci belirli kuantum test
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Bu calismada, tarimsal bitki sagligi yonetiminde yapay zeka uygulamalarindan
faydalanilmaktadir. Ozel olarak, domates bitkilerinde goriilen dokuz farkli hastalik tiirii ve
saglikli yapraklari tespit edebilmek i¢in derin 6grenme tabanli bir ¢dziim gelistirilmistir. Toplam
16.011 goriintli igeren bir veri seti kullanilarak, MobileNetV1, MobileNetV2 , MobileNetV3
Small ve MobileNetV3 Large mimarileri ile 20 egitim devresi boyunca egitimler
gerceklestirilmistir. Egitimler sonrasinda en yiiksek dogruluk oranina ulasan model, Android
platformunda ¢alisabilen bir mobil uygulamaya entegre edilmistir. Uygulama, kullanicilarin
domates yapraklarindaki hastaliklar1 gergek zamanli olarak tespit etmelerine olanak
tanimaktadir. 1lk denemeler, gelistirilen modelin yiiksek dogrulukla hastaliklar1 tespit
edebildigini gostermistir. Bu ¢alisma, mobil teknolojilerin tarimsal bitki hastaliklarini erken
teshis etmedeki potansiyelini vurgulamakta ve tarimsal verimliligi artirmaya yonelik yeni yollar
sunmaktadir.
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In this study, artificial intelligence applications are utilized for agricultural plant health
management. Specifically, a deep learning-based solution has been developed to detect nine
different types of diseases observed in tomato plants, as well as healthy leaves. Using a dataset
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MobileNetV2, MobileNetV3 Small, and MobileNetV3 Large architectures. Following the
training, the model that achieved the highest accuracy was integrated into a mobile application
compatible with the Android platform. The application enables users to detect diseases in tomato
leaves in real time. Initial experiments demonstrated that the model could identify diseases with
high accuracy. This study highlights the potential of mobile technologies in the early diagnosis
of plant diseases and presents new avenues for improving agricultural productivity.
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1. GIRIS aINTRODUCTION)

Tarim, kiiresel niifusun artmasiyla birlikte gida
giivenligi saglamada kritik bir rol oynamaktadir.
Ozellikle domates, diinya ¢apinda genis bir tiiketim
agina sahip olup, dnemli bir besin kaynagidir. Ancak,
hastaliklarin erken teshisi, verimliligi artirma ve iiriin
kayiplarini minimuma indirme agisindan biiyiik
zorluklar sunmaktadir. Tiirkiye, yilda ortalama 12,8
milyon tonluk domates iiretmektedir. Tiirkiye, diinya
domates iiretiminde {igiincii sirada yer alirken, ihracat
siralamasinda ise besinci konumdadir [1]. Domates,
toplam sebze tiiketiminin  yaklasik  %20'sini
olusturmakta ve yillik kisi bast ortalama tiikketim 20
kg civarindadir [2]. Diinya genelinde domates
iretiminde one ¢ikan iilkeler arasinda Tiirkiye, Misir
ve Cin gibi tlkeler bulunmaktadir [3]. Yapilan
arastirmalarda,  Ozellikle Punjab ve  Sindh
bolgelerinde  domates  yapraklarinda  goriilen
hastaliklarin, {irtin kaybmi %30 ile %40 arasinda
artirdigr  belirtilmistir  [2].  Geleneksel tarim
yontemleri, hem zaman agisindan verimsiz hem de
hata yapmaya elverisli olabilmektedir. Bu nedenle,
tarim sektoriinde teknolojinin kullanimi giderek daha
onemli hale gelmektedir.

Domates bitkileri, verimi ve kaliteyi onemli
olciide etkileyebilecek ¢esitli hastaliklara karsi
hassastir. Bu hastaliklarin erken ve dogru bir sekilde
tanimlanmasi, etkili irin yonetimi i¢in ¢ok
onemlidir. Geleneksel hastalik tanimlama
yontemleri, zaman alict ve insan hatasina agik
olabilen uzmanlar tarafindan yapilan gorsel
incelemeye dayanir. Derin 6grenme alanindaki son
gelismeler, hastalik tanimlama siirecinin
otomatiklestirilmesine olanak saglayarak daha hizl
ve daha dogru bir alternatif sunmaktadir.

Yapay zekad teknolojileri, tarimda verimliligi
artirmanin yant sira hastalik teshis ve kontroliinde
onemli bir doniisiim potansiyeline sahiptir. Ozellikle
derin 6grenme, goriintii isleme ve analizinde biiyiik
basarilar gostererek, bitkisel hastaliklarin erken
teshisinde 6nemli bir ara¢ haline gelmistir. Mobilite
ve erisilebilirlik, bu teknolojilerin tarim sektoriine
adaptasyonunu daha da degerli kilmaktadir.

Domates  yaprak  hastaliklarina ~ mantarlar,
bakteriler, viriisler ve g¢evresel faktorler neden
olabilir. Bu c¢alismada, domates bitkileri iizerinde
yaygin olarak goriilen dokuz farkli hastalik tiirii ve
saglikli bitkileri ayirt edebilmek amaciyla MobileNet
mimarileri kullanilarak egitimler gergeklestirilmistir.
Toplam 16,011 adet goriinti iizerinden egitilen
modeller, Android platformunda calisgan bir mobil
uygulama aracilifiyla saha kosullarinda test
edilmistir. Uygulamanin, kullanicilarin  domates

yapraklarin1 tarayarak hastaliklar1 gergek zamanli
olarak tespit etme yetenegi, tarimsal faaliyetlerde
verimliligi artirma ve erken miidahale olanag:
saglama potansiyeli tasimaktadir. Giliniimiizdeki
tarim uygulamalari, bitki hastaliklarinin teshisinde
genellikle mikroskop gibi ek ekipmanlar ve
uzmanlarim yardimiyla giftlik calisanlarinin gorsel
incelemelerine dayanmaktadir [2]. Ancak, tarim
uzmanlart sahada siirekli olarak bulunamadigindan
kapsamli izleme yapmak miimkiin olmayabilir.
Ayrica, ciftcilerin ¢ogu bu tiir teshis siireglerini
yiiriitebilecek uzmanliga sahip degildir [2]. Bu
nedenle, domates yapraklarinda goriilen hastaliklarin
tespiti i¢in derin Ogrenme yontemleri literatiirde
siklikla kullanilmaktadir [4], [5]. Derin 6grenmenin
en Onemli avantajlarindan biri, 6zellik ¢ikarimin
otomatik olarak gergeklestirerek karmagik ve {ist
diizey ozelliklerin kesfedilmesine olanak tanimasidir

[6].

Bu ¢alisma, bu teknolojilerin pratik uygulamalarini
gozler Oniine sermekte ve yapay zekdnmn tarim
sektoriinde nasil bir doniisiim yaratabilecegine dair
onemli bilgiler sunmaktadir. Ayrica, bu girisim,
yapay zekd tabanli ¢Oziimlerin tarim pratigine
entegrasyonunun 6niindeki teknik ve pratik engelleri
asmada onemli bir ornek olarak
degerlendirilmektedir.

2. ILGILI CALISMALAR (RELATED WORK)

Makine O6greniminin bir alt kiimesi olan derin
ogrenme, verilerden Ozellikleri otomatik olarak
Ogrenme yetenegi nedeniyle gOriintii tanima
gorevlerinde yaygin olarak benimsenmistir. Evrigimli
Sinir Aglar1 (CNN'ler) goriintli  siniflandirma
gorevlerinde  yiiksek  performans  gostermeleri
nedeniyle yaprak goriintiilerinden bitki hastaliklarini
tespit etmek i¢in uygun hale getirir. Tarim alaninda
hastalik tespiti, verimlilik tespiti vb. farkli birgok
uygulamada yapay zekd yoOntemleri tarim
uzmanlarma destek saglamaktadir.

Kiligarslan ve Pagal, domates yapraklarinda
goriilen hastaliklarin tespiti i¢cin DenseNet, ResNet50
ve MobileNet mimarilerini kullanarak c¢esitli
deneyler gerceklestirmiglerdir. Yapilan c¢aligmalar
sonucunda, DenseNet modelinin en yiiksek dogruluk
oranina ulagtig1 belirtilmistir. Bu model ile 0.0269
hata orani, 0.9900 dogruluk, 0.9880 kesinlik, 0.9892
F1-skor ve 0.9906 duyarlilik degerleri elde edilmistir
[2].

Literatiirdeki benzer bir ¢aligmada, PlantVillage
domates veri kiimesi  kullanilarak  domates
hastaliklarinin simiflandirilmasi i¢in en uygun makine
ogrenmesi (ML) ve derin 6grenme (DL) modelleri
arastirllmistir [7]. Bu caligmada, yerel ikili desen
(LBP) ve gri seviye es olusum matrisi (GLCM)
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yontemleriyle 105 renk o&zelligi ¢ikartlmistir. Test
edilen modeller arasinda ResNet34 agi, %99,7
dogruluk, %99,6 kesinlik, %99,7 duyarlilik ve %99,7
F1-skoru ile en iyi sonuglar1 vermistir.

Cengil ve Cikar tarafindan yapilan bir baska
calismada, Taiwan veri kiimesi kullanilarak domates
yapragi hastaliklarinin  tespiti igin  AlexNet,
ResNet50 ve VGG16 gibi transfer 0Ogrenme
modelleri degerlendirilmistir. Deneyler sonucunda,
ResNet50 modelinin %96,10 dogruluk orani ile en
yliksek bagarty1 sagladigi raporlanmigtir [8].

Bir diger arastirmada, bitki hastaliklarinin
belirtilerini saglikli dokulardan ayirt etmek amactyla
bir algoritma onerilmistir [9]. Bu algoritma, HSV
renk uzayindaki H kanali ve CIELAB renk
uzayindaki a kanalinin histogramlarini
kullanmaktadir. Algoritma, 19 bitki tiri ve 82
hastalik goriintiisii igeren genis bir veri seti iizerinde
test edilmistir. Sonuglara gore, a kanali gegis
bolgesini  hastalikli  doku olarak siiflandirma
egilimindeyken, H kanali ayn1 bdlgeyi saglikli doku
olarak degerlendirmistir. Ayrica, a kanalinin gegis
bolgesinin  %50’sinden fazlasin1 hastalikli olarak
tanimladig1 rapor edilmistir.

Derin 6grenme tekniklerinin kullanildig: bir diger
calismada, Zaki ve arkadaslar1 [10] MobileNetV2
modelini kullanarak yaprak hastaliklarini tespit
etmeyi amacglamislardir. Model, ii¢ farkli domates
hastaligin1 tanimak {izere ince ayarlanmis ve
PlantVillage veri kiimesinden alinan 4.671 goriintii
iizerinde test edilmistir. Sonuglar, MobileNetV2'nin
hastaliklar1 %90’1n iizerinde bir dogruluk oraniyla
tespit edebildigini ortaya koymustur.

Diger bir c¢aligmada ise, domatesler de dahil
olmak iizere 14 mahsul tirlinde 26 hastalig1
siniflandirmak  igin  derin  6grenme  modeli
kullanilmigtir [11]. Bu model, bitki hastaliklarinin
tanimlanmasinda derin 6grenmenin etkili bir yontem
oldugunu ortaya koymus ve yiiksek dogruluk oranlari
elde etmistir.

Sladojevic ve arkadagslari, domates yapraklarimi
etkileyenler etmenleri de igeren bitki hastaliklarini
tespit etmek ve smiflandirmak amaciyla CNN tabanli
bir yaklasim 6nermislerdir [12]. Onerilen yaklasim,
3.000 goriintiiden olusan bir veri setinde %96’nin
iizerinde dogruluk orani elde etmistir.

Ferentinos, domatesler de dahil olmak iizere
cesitli bitkilerdeki hastaliklar: tanimlamak i¢in derin
ogrenme modellerini  kullanmugtir  [13].  Bu
calismada, farkli CNN mimarilerinin smiflandirma
basarilart karsilastirilmig ve daha derin yapiya sahip
aglarin genellikle daha yiiksek dogruluk oranlarina
ulastig1 ifade edilmistir.

Zhang ve arkadaslari, 6zellikle domates yapragi
hastaliginin tanimlanmasi i¢in tasarlanmis yeni bir
CNN mimarisi 6nermislerdir [14]. Onerilen model,

acik erisimli bir veri seti iizerinde yiiksek dogruluk
orani ile basarili sonuglar elde etmistir.

Karthik ve arkadaslari, domates bitkilerinde
gercek zamanli hastalik tespiti i¢in hafif bir CNN
modeli onermiglerdir [15]. Model, mobil cihazlarda
kullanim i¢in optimize edilmistir. Tarlada calisan
ciftciler tarafindan basariyla kullanilmistir.

Abbas ve arkadaslar;, Kosullu Uretken Celiskili
Ag (Conditional GAN - C-GAN) ile domates
yapraklarinin sentetik goriintiilerini olusturmuslar ve
derin 6grenmeye dayali bir yaklasim ile hastalik
tahmini yapmuslardir [16]. Onerilen yaklasim, agik
erisimli PlantVillage veri kiimesi iizerinde yapilan
deneylerde sirastyla 5 sinifa, 7 sinifa ve 10 sinifa
%99,51, %98,65 ve %97,11 dogruluk elde etmistir.

Sanida ve arkadaglari, VGGNet ile ¢ok nitelikli
tanimlama gorevi i¢in iyilestirilmis kategorik ¢apraz
entropi kaybi fonksiyonu kullanan bir yaklagim
onermislerdir [17]. Onerilen yaklasim domates
hastalik tespiti i¢in %99,23 dogruluk degeri elde
etmistir.

Nag ve arkadaslar, AlexNet, ResNet-50,
SqueezeNet-1.1, VGG19 ve DenseNet-121 gibi CNN
mimarileri ile PlantVillage veri setinden domates
yapraklarinda akilli hastalik tespiti i¢in mobil
uygulama tabanli bir sistem Onermiglerdir[18].
DenseNet-121 modeli %99,85 dogruluk orani ile en
iyi performansi1 gostermistir.

3. MATERYAL VE METOD (MATERIALS AND
METHODS)

3.1. Veri Seti ve Goriintii Toplama (Dataset and
Image Collection)

Bu c¢alismada kullanilan veri seti, domates
yapraklarina ait 16.011 adet goriintii igermektedir.
Veri seti, saglikli yapraklar ve dokuz farkli hastalik
tiirli olmak tizere toplam on smnifa (Bacterial spot,
Early blight, Late blight, Leaf Mold,
Septoria leaf spot, Spider mites Two-
spotted spider mite, Target Spot,
Yellow Leaf Curl Virus, Mosaic virus ve Healthy)
ayrilmistir. Goriintiiler, tarla kosullarinda farkl
zamanlarda ve farkli agilardan g¢ekilmistir, boylece
modelin gercek diinya kosullarina adaptasyonu
artirilmasgtir.

Veri setindeki smif dagilimi homojen degildir.
Smif dagilimi su sekildedir:
Tomato Yellow Leaf Curl Virus  smift  3.209,
Tomato Bacterial spot 2.127, Tomato Late blight
1.909, Tomato Septoria leaf spot 1.771,
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Tomato Spider mites 1.676, Tomato healthy 1.591,
Tomato Target Spot 1.404, Tomato Early blight

1.000, Tomato Leaf Mold 952 ve
Tomato Tomato mosaic_virus 373 goriinti
icermektedir.

Ayrica, egitim sirasinda veri artirma (data
augmentation) teknikleri uygulanmistir. Goriintiiler
dondiirme, yatay cevirme ve parlaklik ayari gibi
islemlerle cesitlendirilmis; bu sayede modelin
genelleme yetenegi artirilmig ve asirt dgrenme
(overfitting) riski azaltilmistir.

Sekil 1°de veriseti siniflarina ait 6rnek gorseller
verilmisgtir.

Bacterial_spot

Target_Spot losaic_virus YellowLeaf_Curl_Virus

Sekil 1. Saglikli ve hastalikli domates yaprag: goriintiileri
(Images of healthy and diseased tomato leaves.).

3.2. MobileNet Mimarileri (MobileNet Architectures)

MobileNet modelleri, 6zellikle mobil ve gomiilii
sistemlerde yiiksek performansli derin Ogrenme
modellerinin  kullanilmasin1  saglamak amaciyla
gelistirilmis  hafif evrisimli sinir ag1 (CNN)
mimarileridir. Sinirli hesaplama kaynaklarma sahip
cihazlarda ger¢ek zamanli uygulamalar i¢in optimize
edilmislerdir.

Bu calismada kullanilan MobileNet mimarisinin
ii¢ farkli versiyonu bulunmaktadir: MobileNetV1,
MobileNetV2 ve MobileNetV3Small. Her bir
versiyon, daha az parametre kullanarak daha hizli
¢ikarim yapabilme amaciyla farkli derinlik diizeyleri
ve blok yapilari sunar. MobilNet mimarileri, mobil
cihazlarda verimli ¢aligma agisindan yaygin olarak
tercih edilmektedir.

3.2.1. MobileNetV1

MobileNetV1, Howard ve arkadaslari tarafindan
2017 yilinda tanitilmistir [19]. Bu modelde, standart
evrisimli ~ katmanlar  yerine derinlik  ayrilabilir
evrisimler (depthwise separable convolutions)
kullanilarak parametre sayis1 ve hesaplama maliyeti
onemli Ol¢lide azaltilmigtir. Derinlik ayrilabilir
evrisimler, uzamsal filtreleme ve kanal birlestirme

islemlerini ayr1 ayr1 gergeklestirerek, standart
evrisimlere  kiyasla daha diisik hesaplama
gereksinimi saglar. Bu yap1 sayesinde, MobileNetV 1
diisiik giic tiiketimi ve yiiksek islem hizi sunarken,
makul diizeyde dogruluk orani da koruyabilmektedir.
Ancak, derinlik ayrilabilir evrisimlerin dogruluk
acisindan bazi sinirlamalara sahip oldugu da
literatiirde rapor edilmistir.

3.2.2. MobileNetV2

MobileNetV2, Sandler ve arkadaslari tarafindan
2018 yilinda gelistirilmigtir [20]. Bu modelde,

MobileNetV1'in eksikliklerini gidermek
amaciyla dogrusal darbogaz (linear
bottleneck) ve ters  ¢evrilmis artik  baglantilar

(inverted residual connections) gibi yeni mimari
ogeler eklenmistir. Dogrusal darbogaz, diisiik
boyutlu uzayda gerceklestirilen dogrusal doniisiimler
araciligryla bilgi kaybimi azaltmayi hedeflerken, ters
¢evrilmis artik yapilar daha genis ara katmanlar
sayesinde modelin temsil kapasitesini artirmaktadir.
Bu yenilikler, MobileNetV2'nin hem hesaplama
verimliligi hem de dogruluk performansi agisindan
MobileNetV1'den daha iyi performans gdstermesini
saglanustir. Ozellikle, diisiik ¢oziiniirliiklii girdilerde
daha iyi sonuglar elde edilmistir.

3.2.3. MobileNetV3
MobileNetV3, Howard ve arkadaglari tarafindan

2019 yilinda tamtilmigtir  [21]. Bu model,
MobileNetV2'nin temelini alarak, otomatik sinir ag1

mimarisi arama ve donanim bilgili
optimizasyonlar kullanilarak gelistirilmistir.
MobileNetV3, iki farkli versiyonla

sunulmustur: MobileNetV3-Small

(MobileNetV3s) ve MobileNetV3-Large
(MobileNetV3l1). MobileNetV3s, daha kii¢iik ve daha
hizli bir model olarak tasarlanirken, MobileNetV3l
daha yiiksek dogruluk oranlar1 hedeflemistir.

MobileNet serisi, mobil ve gomiili sistemler igin
hafif ve wverimli derin Ogrenme modelleri
sunmaktadir. Her bir versiyon, Onceki modelin
eksikliklerini gidererek hem dogruluk hem de
hesaplama verimliligi agisindan Onemli adimlar
atmistir. MobileNetV3, ozellikle otomatik mimari
arama ve donanim bilgili optimizasyonlar sayesinde,
bu serinin en geligmis modeli olarak One
¢tkmaktadir.

3.2.4. Model Egitimi Siireci (Training Process)
Model egitimi siirecinde, siniflandirma basarimini

artirmak ve asir1 0grenmeyi (overfitting) 6nlemek
amaciyla cesitli stratejiler uygulanmugtir.
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Optimizasyon algoritmast olarak Adam tercih
edilmis; 6grenme oranmi (learning rate) 0.0001 olarak
belirlenmigtir. Egitim iglemi, 16 goriintiiden olusan
mini-batch’lerle (batch size = 16) toplam 19 epoch
boyunca gergeklestirilmis, ardindan modelin son
katmanlart serbest birakilarak 1 epoch siireyle ince
ayar (fine-tuning) yapilmistir.

Asirt dgrenmenin Onlenmesi igin, egitim veri
kiimesine yatay cevirme (horizontal flip), rastgele
dondiirme (random rotation),
yakinlagtirma/uzaklagtirma (random zoom) ve
kontrast degisikligi (random contrast) gibi veri
artirma (data augmentation) teknikleri uygulanmistir.
Bu iglemler, modelin veri ¢esitliligine karsi daha
dayanikli hale gelmesini saglamistir. Ayrica
dogrulama kaybinda belirli bir siire boyunca iyilesme
gozlenmediginde  egitimi  sonlandiran  erken
durdurma (early stopping) yontemi devreye alimarak
asirt 6grenme riski azaltilmigtir.

4. DENEYSEL SONUCLAR (EXPERIMENTAL
RESULTS)

Bu c¢alisma kapsaminda domates yaprak
goriintiilerini siniflandirmak icin keras
kiitiiphanesinde yer alan MobileNetV1,

MobileNetV2, MobileNetV3s ve MobileNetV3l
modelleri  kullanilmigtir. MobileNet mimarileri,
hafifligi ve yiiksek performans: nedeniyle mobil
cihazlarda kullanim agisindan uygundur. Modeller,
Python programlama dili ile TensorFlow ve Keras
kiitiiphaneleri  kullanilarak gelistirilmistir. Egitim
siireci 20 epoch boyunca gergeklestirilmistir. Veri
seti %80 egitim ve %20 dogrulama olacak sekilde
ikiye ayrilmistir. Ayrica, modelin genelleme
kabiliyetini artirmak amaciyla veri artirma teknikleri
uygulanmistir. Veri artirma silirecinde, egitim veri
kiimelerinde yer alan goriintiiler {izerinde cesitli
uzamsal doniistimler uygulanarak orijinal goriintiiye
benzer ancak kiiglik farkliliklar igeren yeni
gorilintiiler iretilir. Bu iglem, egitim verilerinin
¢esitliligini ve miktarin1 artirarak derin  6grenme
modellerinin daha genis bir veri yelpazesinde
egitilmesini saglar. Boylece, veri ¢esitliligi artirilarak
modelin daha genis bir Orneklem {izerinden
egitilmesi saglanmistir. [22].

MobileNet modelleriyle 20 epoch siiresince
gergeklestirilen egitimlerin  sonuglar1t Tablo 1°de,
egitim dogruluklarma ait grafikler ise Sekil 2’de
sunulmaktadir.

Tablo 1. Deneysel sonuglar (Experimental Results)

Train Val. | Train Epoch
Model Val. Loss
Acc. Acc. | Loss Time

144s
112ms

MobileNetV1 0.9973 | 0.9978 | 0.8741 0.8732

382s
MobileNetV2 0.9973 | 0.9975 | 0.8751 0.8756

298ms

141s
MobileNetV3s | 0.9942 | 0.9928 | 0.8841 0.8862

110ms

146s
MobileNetV3l | 0.9991 | 0.9972 | 0.8711 0.8742

114ms

Tablo 1, incelendigi zaman, MobileNetV31 modeli
en yiksek egitim dogrulugu (%99.91) ve en diigiik
kayip degerleriyle (0.8711) o6ne ¢ikarak en iyi
performanst sergilerken, MobileNetV3s modeli daha
diistik dogruluk (%99.28) ve daha yiiksek kayip
degerleri  (0.8862) gostererek daha sinirh  bir
kapasiteye sahip oldugunu ortaya koymaktadir.
MobileNetV1 ve MobileNetV2 ise benzer dogruluk
ve kayip degerleriyle dengeli bir performans
sergilemektedir. Epoch stireleri acisindan
MobileNetV3s ve MobileNetV1 en hizli modeller
olurken, MobileNetV2 daha uzun egitim siireleri
gerektirmektedir.

Model Accuracy Mode! Accuracy
127 - - 2+ -

Nurm of Egoths

Sekil 2. Dogruluk grafikleri (a) MobileNetV1, (b
MobileNetV2, (c) MobileNetV3s, (d) MobileNetV3l
(Accuracy graphs: (a) MobileNetV1, (b) MobileNetV2, (c)

MobileNetV3 Small, (d) MobileNetV3 Large).

Egitimler sonucunda modellerin basarisin1 6lgmek
icin yapilan test sonuglari ve Olgililen performans
metriklerine ait sonuglar Tablo 2’de gdsterilmistir.
Modellerin ~ tahminlerini  gdsteren  karmagsiklik
matrisleri Sekil 3’de gosterilmistir. Sekil 4’de ise
egitimden sonra yapilan test sonuglarina ait gorseller
verilmisgtir.

Tablo 2. Performans metrikleri sonuglari (Performance
Metric Results)

Model AcI::;cy Classes Precision | Recall siir
Bacterial
Spot 0.93 0.93 0.93
MobileNet 091 Early
4! : Blight 0.86 0.76 0.80
Late Blight | 0.86 0.91 0.88
Leaf Mold | 0.89 0.87 0.88
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Model AcI::;cy Classes Precision | Recall siir
Septoria
Leaf Spot | 0.85 0.89 0.87
Spider
Mite 0.84 0.91 0.87
Target
Spot 0.86 0.87 0.87
Curl Virus | 0.99 0.96 0.97
Mosaic
Virus 0.97 0.87 0.92
Healthy 0.99 0.94 0.96
Bacterial
Spot 1.0 0.79 0.88
Early
Blight 0.92 0.64 0.76
Late Blight | 0.99 0.91 0.95
Leaf Mold | 0.85 1.0 0.92
Septoria
MobileNet 091 Leaf Spot | 0.63 1.0 0.77
V2 : Spider
Mite 1.0 0.59 0.74
Target
Spot 0.75 0.93 0.83
Curl Virus | 1.0 0.96 0.98
Mosaic
Virus 0.73 1.0 0.84
Healthy 0.96 0.99 0.98
Bacterial
Spot 0.97 0.88 0.92
Early
Blight 0.98 0.70 0.82
Late Blight | 0.96 0.94 0.95
Leaf Mold | 0.89 0.93 0.91
Septoria
MobileNet 093 Leaf Spot | 0.85 0.94 0.89
V3s ’ Spider
Mite 0.90 0.92 0.91
Target
Spot 0.85 0.90 0.87
Curl Virus | 1.0 0.94 0.97
Mosaic
Virus 0.55 1.0 0.71
Healthy 0.94 1.0 0.97
Bacterial
Spot 0.99 0.99 0.99
Early
Blight 0.96 0.93 0.94
Late Blight | 0.97 0.99 0.98
Leaf Mold | 1.0 0.99 1.0
Septoria
MobileNet 0.99 Leaf Spot | 0.99 0.99 0.99
V3l : Spider
Mite 0.99 0.99 0.99
Target
Spot 0.97 1.0 0.99
Curl Virus | 1.0 0.99 1.0
Mosaic
Virus 1.0 0.98 0.99
Healthy 1.0 0.99 1.0
Tablo 2’de sunulan performans metrikleri

incelendiginde, dort farkli MobileNet mimarisinin
test verisi iizerindeki simniflandirma basaris1 detayli
olarak degerlendirilmektedir. MobileNetV1 modeli,
genel test dogrulugu %91 olup ozellikle Curl Virus
ve Healthy simflarinda yiiksek precision (%99) ve
recall (%94-96) degerleriyle basarili sonuglar
vermistir. Ancak Early Blight smifinda precision
(%86) ve recall (%76) degerlerinin diger smiflara

gore daha diisiik olmasi, bu sinifin ayirt edilmesinde
giicliik yasandigini gostermektedir.

MobileNetV2 modeli de %91 dogruluk degeri ile
benzer bir genel performans sergilemistir. Ancak
bazi siniflarda precision ve recall degerleri arasinda
belirgin farkliliklar gdzlenmistir. Ornegin Spider
Mite smifinda %100 precision ve %59 recall degeri,
modelin bu smifi dogru tanima konusunda diisiik
duyarliliga sahip oldugunu gdstermektedir. Benzer
sekilde Septoria Leaf Spot ve Mosaic Virus
smiflarinda da diisiik precision veya recall degerleri
dikkat ¢cekmektedir.

MobileNetV3Small modeli %93 test dogrulugu ile
daha iyi bir genel basar1 saglamistir. Bu model, Late
Blight, Curl Virus ve Healthy smiflarinda yiiksek
precision ve recall degerleri ile one ¢ikmaktadir.
Ancak Mosaic Virus sinifinda precision (%55)
diistiktiir; bu durum modelin diger siniflardan bazi
ornekleri bu sinifa atadigini gostermektedir.

MobileNetV3Large modeli %99 test dogrulugu ile en
yliksek genel basarty1 gostermistir. Tiim siniflarda
precision, recall ve F1 skor degerleri %97’nin
iizerindedir. Ozellikle Leaf Mold, Curl Virus ve
Healthy smiflarinda Olgiilen metrikler %99 ve
iizerindedir. Bu sonuglar, modelin smiflar arasinda
yiiksek ayrim giicline sahip oldugunu gostermektedir.
Sonug olarak, MobileNetV3Large modeli, sinif bazli
metriklerde gosterdigi yiliksek ve dengeli performans
ile en basarili mimari olmustur.

a) MobileNetv1 b) MobileNetv2

<) MobileNetv3small d) MobileNetv3Large

Sekil 3. Karmasiklik matrisleri (a) MobileNetV1, (b)
MobileNetV2, (c) MobileNetV3s, (d) MobileNetV3l
(Confusion matrices: (a) MobileNetVI1, (b) MobileNetV2, (c)
MobileNetV3 Small, (d) MobileNetV3 Large).

Sekil 3'te sunulan karmasiklik matrisleri, her bir
MobileNet mimarisinin test verisindeki siniflandirma
performansint gorsel olarak ortaya koymaktadir.
MobileNetV1 matrisinde, ozellikle Healthy, Curl
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Virus ve Mosaic Virus smiflarinda  dogru
siiflandirma oranlariin yiiksek oldugu
goriilmektedir. Bununla birlikte Early Blight ve
Spider Mite siniflarinda yanlis siniflandirmalarin
diger modellere kiyasla daha fazla oldugu
gdzlemlenmistir.

MobileNetV2 matrisinde siniflar arasi karigiklik
daha belirgindir. Ozellikle Spider Mite, Early Blight
ve Septoria Leaf Spot siniflarina ait drneklerin, bazi
durumlarda benzer semptomlara sahip diger siniflarla
karistirildigr  gortilmektedir. Bu da modelin bazi
siniflar arasinda ayrim yapmakta zorlandigim
gostermektedir.

MobileNetV3Small modeline ait matris, genel
olarak daha dengeli bir dagilim sergilemektedir.
Mosaic Virus smifinda bazi hatali siniflandirmalar
bulunsa da diger smiflarda basari oranlar1 daha
yiiksektir. Healthy, Late Blight ve Curl Virus
siiflarmin ~ yiiksek  dogrulukla  smiflandirildig:
gozlemlenmektedir.

MobileNetV3Large matrisinde ise siniflar arasi
karigikligin en az oldugu goriilmektedir. Tiim siniflar
yiiksek dogrulukla siniflandirilmas, yanlig
siniflandirma oranmi olduk¢a diismiistiir. Bu durum,
modelin yiiksek duyarlilik ve segicilikle ¢aligtigini ve
siniflar  arasindaki smirlar1  net olarak ayirt
edebildigini gostermektedir.

Genel olarak, karmagiklik matrisleri, metrik
tablosu ile paralel olarak MobileNetV3Large
modelinin en yiiksek siniflandirma dogrulugunu
sagladigii ve siniflar arasi ayrimi daha basarili
gerceklestirdigini gostermektedir.

Sekil 4. Egitimden sonra yapilan test sonuglari (7est
results after training)

Sonug olarak, egitim siiresi, dogruluk degerleri,
test sonuglari, performans metrikleri, egitim ve
karmasiklik grafikleri incelendigi zaman
MobileNetV3]l modeli en etkili model olarak o6ne
cikmaktadir. Mobil uygulamada MobileNetV3l
mimarisi kullanilmastir.

4.1. Mobil
Application Integration)
Egitimden sonra, elde edilen model agirliklari,
Android Studio ortaminda gelistirilen bir mobil

Uygulama Entegrasyonu (Mobile

uygulamaya  entegre  edilmistir.  Uygulama,
kullanicilarin akilli telefonlart
araciligryla domates yapraklarimi fotograflayip,

aninda hastalik tespiti yapabilmelerini saglar.
Uygulama arayiizii, kullanici dostu ve etkilesimli
ozelliklerle donatilmigtir. Uygulama, ¢evrimdisi
calisabilme yetenegi sayesinde tarla gibi internet
erisiminin siirh oldugu yerlerde de kullanilabilir.

a) b)

r- - 1‘ . — 1 (r)-- _'ﬂ r- - \
= e R
— LY =3 -—
o B8 o o
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Sekil 5. Uygulama tasarmmi (a) Ana menii ekrani, (b)
Fotograf se¢im ekrani (c) Fotograf se¢gme-tahmin ekrani,
(d) Tahmin sonug ekrani (4pplication design: (a) Main menu
screen, (b) Image selection screen, (c) Image selection and
prediction screen, (d) Prediction result screen)

Sekil5’de gosterilen uygulama goriintiilerinden
uygulama ana meni ekranindan select tusu ile
fotograf galerisine girilir. Galeri igerisinden daha
once fotografini ¢ekmis oldugumuz domates
yapragimi goriintiisiinii segeriz. Daha sonra secilen
goriintiiden hastalik tahmini i¢in predict butonuna
basilarak tahmin sonucu goriintiilenir, yeniden
gorlintii segmek icin select butonuna basilarak
galeriye geri doniiliir. Galeriden segilen fotografin
hastalik tahmini yapilarak, sonug¢ ekranda gosterilir.
Uygulama kullanict dostu olup islemler ¢ok basit
sekilde yapilmasi i¢in tasarlanmistir.

5. SONUC (CONCLUSION)

Derin 6grenme, domates yaprak hastaliklarinin
tanimlanmasini  otomatiklestirmede  biiylik  bir
potansiyel gostermistir ve geleneksel yontemlere
gore daha hizli ve daha dogru bir alternatif
sunmaktadir. Zorluklar devam ederken, derin
ogrenme tekniklerindeki devam eden aragtirmalar ve
gelismelerin~ bu  sistemlerin  etkinligini  ve
erisilebilirligini daha da iyilestirmesi ve nihayetinde
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ciftcilere ve tarim endiistrisine bir biitiin olarak fayda
saglamas1 muhtemeldir.

Bu ¢alismada, MobileNet mimarileri kullanilarak
domates yapraklarindaki hastaliklari tespit etmek i¢in
bir mobil uygulama gelistirilmistir. Elde edilen
sonuglar, modelin yiliksek dogruluk oranlar1 ile
hastaliklar1 etkili bir sekilde tespit edebildigini
gostermektedir. Mobil uygulama, tarim
profesyonelleri ve giftciler i¢in degerli bir arag olarak
one c¢ikmakta, erken teshis ve miidahalede biiyiik bir
potansiyel sunmaktadir. Bu c¢alisma, domates
yapraklarindaki  hastaliklar1  tespit etmek igin
gelistirilen bir yapay zeka tabanli mobil uygulamanin
potansiyelini ortaya koymaktadir. Model, yiiksek
dogruluk, duyarlilik ve ozgiilliik oranlar ile dikkat
¢ekici sonuglar elde etmistir. Bununla birlikte,
modelin performanst ¢esitli faktorlere bagli olarak
degiskenlik gosterebilir. Ornegin, goriintii kalitesi,
¢ekim kosullar1 ve yapraklarin hasar durumu gibi
faktorler, modelin dogrulugunu etkileyebilir. Bu
faktorlerin, modelin genel performansina olan
etkilerinin daha detayl1 incelenmesi gerekmektedir.

Model, ozellikle Leaf Mold, Curl Virus ve
Healthy smiflarinda  %99’un  iizerinde Dbasari
sergileyerek giiclii bir ayirt edicilik yetenegi ortaya
koymustur. Elde edilen bu sonuglar, literatiirdeki
benzer caligmalardaki performanslarla
karsilastirildiginda oldukga rekabetgidir. Ornegin,
Zhang et al. (2020) tarafindan kullanilan InceptionV3
modeli %96 dogruluk bildirirken; Fuentes et al.
(2018) calismasinda Faster R-CNN tabanli sistemin
dogruluk oram1 %93 olarak rapor edilmistir.
MobileNet mimarilerinin daha diisiik hesaplama
gereksinimiyle bu denli yiiksek basar1 elde etmesi, bu
calismay1 6nemli kilmaktadir.

Gelistirilen ~ mobil  uygulama,  ¢evrimdist
calisabilme 0Ozelligi sayesinde internet erisiminin
kisith oldugu kirsal bolgelerde de etkin bir sekilde
kullanilabilir. Bu ydniiyle, kiiciik 6l¢ekli ciftgiler ve
tarim danigmanlari i¢in pratik ve ulagalabilir bir arag
niteligi tasimaktadir.Bu teknolojinin ilerletilmesi,
tarimsal iretkenligi artirmak ve gida giivenligini
desteklemek icin kritik dneme sahiptir.

6. Gelecek Calismalar (Future Work)

Gelecek c¢alismalarda, modelin farkli domates
gesitleri  tlizerindeki  basaris1  test  edilerek
genellestirilebilirligi artirtlmalidir. Bu, modelin farkli
ekolojik ve genetik ¢esitlilik gosteren bitkilerde de
dogru sonuglar verip veremeyecegini degerlendirmek
acisindan Onemlidir. Ayrica, modelin daha fazla
hastalik tiirti iizerinde egitilmesi ve farkli iklim
kosullarinda uygulanabilirliginin test edilmesi de
onerilmektedir. Bu tiir gelismeler, yapay zeka tabanl

taritm  uygulamalarmin  daha  genis
entegrasyonuna katki saglayacaktir.
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The widespread use of cyberspace has significantly transformed the concept of security,
introducing complex and novel threats to both individuals and states. This article explores the idea
of deterrence in cyberspace, particularly focusing on its legal dimensions within Tiirkiye's
regulatory framework. It starts by tracing the historical shift in security from physical protection
to cyber defence and discusses how the digital domain, now regarded as the fifth domain of
warfare, presents unique challenges to traditional deterrence models. Drawing on theoretical
frameworks, particularly those proposed by Libicki and Nye, the article examines the feasibility
of cyber deterrence along with the challenges posed by attribution, asymmetry, and cost dynamics.
It further investigates the role of legal deterrence, emphasizing that effective deterrence in
cyberspace requires more than just severe penalties; it also depends on the certainty, promptness,
and enforceability of legal consequences. The article reviews Tiirkiye's legal and institutional
responses, from early reforms to the Penal Code to contemporary laws aligned with international
conventions like the Budapest Convention. Despite Tiirkiye's significant progress in regulating
cybercrime, practices such as the Postponement of the Announcement of the Verdict (HAGB) and
effective remorse reductions pose key weaknesses that undermine the deterrent capacity of the
legal system. The study concludes by asserting the importance of coherent national legislation,
international cooperation, and the consistent application of legal norms to establish a strong
deterrent framework in cyberspace. This article is derived from the doctoral dissertation titled
“Digitalization and Cybersecurity Based on National and International Security Policies: A Legal
and Administrative Assessment” defended in 2023 at Hatay Mustafa Kemal University, Institute
of Social Sciences, Department of Political Science and Public Administration.
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Siber uzayin yaygin kullanimi, giivenlik kavramini 6nemli 6l¢iide doniistiirerek hem bireyler hem
de devletler i¢in karmasik ve yeni tehditleri beraberinde getirmistir. Bu makale, ozellikle
Tiirkiye’de siber uzaymn yasal olarak diizenlenmesi baglaminda caydiricilik konusunu
incelemektedir. Fiziksel korumadan siber savunmaya dogru giivenligin tarihsel doniisiimiinii ele
alarak baslayan calisma, dijital alanin artik savasin besinci boyutu olarak kabul edilmesiyle
geleneksel caydiricilik modelleri agisindan olusturdugu zorluklar tartismaktadir. Libicki ve Nye
tarafindan Onerilen teorik gercevelerden hareketle, makalede siber caydiriciligin uygulanabilirligi;
atfedilebilirlik, asimetri ve maliyet dinamikleri gibi sorunlar ¢ergevesinde ele alinmaktadir. Ayrica
hukuki caydiricilifin rolii incelenmekte ve siber uzayda etkili bir caydiricilifin yalnmizca agir
yaptirimlarla degil; ayn1 zamanda hukuki sonuglarin kesinligi, zamaninda uygulanabilirligi ve icra
edilebilirligi ile miimkiin olabilecegi vurgulanmaktadir. Makale, Tiirkiye’nin erken dénem
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reformlardan baglayarak Ceza Kanunu ile Budapeste Sozlesmesi gibi uluslararasi diizenlemelere
uyumlu ¢agdas kanunlara uzanan hukuki ve kurumsal tepkilerini degerlendirmektedir. Tiirkiye,
siber suglarin diizenlenmesi konusunda oOnemli ilerlemeler kaydetmis olsa da hiikmiin

aciklanmasimin geri birakilmasi (HAGB) ve etkin pismanlik gibi uygulamalar, hukuki sistemin

caydiricilik kapasitesini zayiflatan temel sorunlar arasinda yer almaktadir. Caligsma, siber uzayda
giiclii bir caydiricilik gergevesi olusturmak i¢in tutarli ulusal mevzuat, uluslararasi is birligi ve
hukuki normlarin istikrarli sekilde uygulanmasinin énemine dikkat ¢ekerek son bulmaktadir. Bu
makale 2023 yilinda Hatay Mustafa Kemal Universitesi, Sosyal Bilimler Enstitiisii, Siyaset Bilimi
ve Kamu Yonetimi Ana Bilim Dalinda savunulan “Ulusal ve Uluslararas1 Giivenlik Politikalar1
Temelinde Dijitallesme ve Siber Giivenlik: Hukuksal ve Yonetsel Bir Degerlendirme” baglikli

doktora tezinden tiiretilmistir.
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1. INTRODUCTION (GIRIS)

The concept and perception of security have evolved
throughout history according to the social, economic,
and political conditions of the era in which humanity
has lived. Before the emergence of the first cities, the
perception of security was based primarily on
protection from natural disasters and wild animals in
the natural environment. However, with the rise of
human communities and the formation of the first
cities, driven by the tendency of people to live
together, this perception evolved from a struggle
against nature to one based on human interactions.
The concept of security, like many other concepts in
the social sciences, is one of the contested notions
over which no consensus has been reached. The
common point among studies on security is that it
refers to freedom from threats to fundamental values,
both at the individual and societal levels. However,
where these studies diverge is the issue of what basis
the analysis should rest on [1]. In different regions of
the world, struggles among communities for various
reasons evolved into inter-state conflicts with the
emergence of the first states, and the notion of security
began to be addressed on a much broader scale. The
rise of nation-states brought the concept of security
into sharp focus at national and international levels.
Each era's political and economic conditions and
consequences have led to semantic shifts in
understanding security.

In this context, security has been perceived differently
in various historical periods: as national security in the
context of military threats between states following
the First and Second World Wars, as strategic
balances and nuclear deterrence during the Cold War,
and as a fight against terrorism after the September 11,
2001 attacks [2]. The significance of technology in
ensuring national and international security became
even clearer during the two world wars of the
twentieth century and the long-standing Cold War
between the United States and the Soviet Union.
These historical periods demonstrated that
technological superiority is far more critical than
traditional manpower [3].

With the widespread use of internet technologies in
the 2lIst century, technology has become an
indispensable part of daily life. Today, people can
conduct banking operations, commerce, and shopping
online. Many electronic devices we use at home such
as computers, phones, and various digital appliances
can also be controlled through internet technology.
This shift has given rise to new and distinct security
threats. In this regard, through their extensive use of
technology, individuals and states generate security
threats that states must address.

With the increasing use of information technologies in
almost every field, a new virtual realm -called
"cyberspace”, or the "cyber domain" has emerged. In
recent years, ensuring this domain's security has
become a priority for states and technology-
developing private companies. As this artificial digital
environment has permeated every aspect of life, its use
has become unavoidable and indispensable at both the
individual and state levels. As individuals integrate
technology into every aspect of their lives and states,
digitize many bureaucratic services, and adapt to
technology across various domains, new security
threats have emerged. The concept of cybersecurity
has thus arisen in response to these growing threats. It
represents an effort to keep pace with digitalization
and ensure security within cyberspace which is a
realm that remains relatively new and highly complex,
especially for states.

The extensive reach of cyberspace into nearly all
aspects of life, the increased use of computer and
internet technologies, and the fact that information
sharing occurs in digital environments have
collectively introduced new security threats. These
threats in cyberspace not only individually endanger
people, particularly in terms of the security of personal
data, but also pose risks to national security through
the potential for cyberattacks targeting the operating
systems of critical infrastructure within states. As a
result, the concept of security has undergone a
significant transformation. With cyberspace now
recognized as the fifth domain of warfare alongside
land, air, sea, and space, security has taken on a new
dimension. States and international organizations are
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now keenly aware of the importance of securing this
artificial domain and are actively developing security
policies to address its challenges.

This awareness has not only encouraged states to
develop new security policies to address the
challenges in cyberspace but also pushed them to
develop new technologies to fight against the threats
in this new realm. States have started building new
offense and defense capabilities to create deterrence in
cyberspace. However, even though states have been
building these capabilities actively, the complexity of
cyberspace threats has grown drastically. Creating a
legal framework to regulate this new domain has also
become necessary for states. Having defense and
offense capabilities in cyberspace could create
deterrence for states. Are those capabilities strong
enough deterrents to prevent a cyber-attack before it
happens? How about the law? Can it deter in
cyberspace? This article will focus on creating legal
frameworks to regulate cyberspace as a deterrence
system by evaluating Tiirkiye’s experience.

2. WHAT IS “DETERRENCE” IN
CYBERSPACE? (SIBER UZAYDA CAYDIRICILIK NEDIR?)

The concept of deterrence became a significant
reality, particularly during the Cold War era, with the
emergence of nuclear deterrence as a balancing factor
in the arms race between the United States (U.S.) and
the Soviet Union (USSR). The concept of nuclear
deterrence has not lost its significance in the new
world order that emerged after the collapse of the
USSR. However, it is fair to say that it has moved
away from the kind of “balance of terror” seen during
the Cuban Missile Crisis in 1962, in which Tiirkiye
also played a key role. In recent years, many
researchers have argued that cyber threats define the
21st century, and these threats are poised to replace
nuclear weapons in terms of their strategic
importance.

Deterrence theory refers to the idea that an adversary's
potential attack can be prevented by convincing them
that such an action would either have no chance of
success or would result in unacceptable costs,
especially when measured in terms of cost-benefit
analysis. Therefore, the capacity to carry out a
retaliatory response to a potential attack is critically
important [4]. However, whether states can achieve a
deterrent power in cyberspace through conventional
capabilities remains debatable.

Martin Libicki (2009) argues that cyber deterrence
fundamentally differs from nuclear deterrence,
making it less effective as a policy tool. While nuclear
deterrence relies on symmetry, where adversaries

understand  each  other’s  capabilities and
consequences, cyber operations often lack this clarity.
In nuclear strategy, mutual awareness enables rational
cost-benefit analysis, and the threat of catastrophic
retaliation discourages attacks. Cyberspace, by
contrast, obscures attribution and scale, weakening the
logic of predictable deterrence. Cyber deterrence,
however, diverges at this point. In cyberspace, it may
not be possible to identify in advance where the threat
is coming from or determine the actors involved in a
potential cyberattack. Cyberspace is an environment
where states, non-state actors, and sometimes even
individuals can effectively operate. Thus, a large-scale
cyberattack may originate from a single state, a non-
state actor, or a coalition of multiple actors, making
attribution and response far more complex [5].

Based on the data obtained during the period of
nuclear tension between the United States and the
Soviet Union throughout the Cold War, it is possible
to have cyber deterrence. In this context, Libicki poses
three core and six supporting questions highlighting
the differences between nuclear and cyber deterrence.
The first core question he asks is: "Do we know who
did it?" [5]. This question is crucial because in the
concept of deterrence, particularly when it comes to
retaliation, it is essential to know who launched the
attack and against whom a response should be
directed. From this perspective, it is often extremely
difficult to identify the source of cyber-attacks in
cyberspace, which stands out as one of the main
factors that makes cyber deterrence problematic.

The other two core questions Libicki poses are: “Can
the adversary’s assets be held at risk?”” and “Can this
be repeated?” [5]. Deterrence becomes possible when
a potential attack can be prevented through the threat
of retaliation before the aggressor acts. Therefore, if a
party planning an attack knows that a retaliatory
response could put its assets at risk and that the
defending side can repeat such retaliation, it may
decide not to proceed.

If the damage expected in return outweighs the
anticipated harm inflicted by the attack, the attacker
will realize that the costs outweigh the benefits,
making the attack irrational. In this sense, for cyber
deterrence to be credible, the defender must be able to
retaliate and repeat that retaliation if necessary.

The other six supporting questions posed by Libicki
are as follows:

1. If retaliation is not a deterrent, can it at least
disarm the adversary?
2. Will third parties become involved in the conflict?
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3. Does the retaliation send the right message to our
side?

4. Do we have a limit to our response?

Can we avoid escalation?

6. Is it worth it for the attacker to respond or launch
an attack? [5]

v

These are the questions Libicki suggests should be
asked in retaliation against a potential cyberattack.
When evaluated, it becomes clear that these questions
are not fundamentally different from those posed in
conventional deterrence. However, what sets cyber
deterrence apart is that the cost of conducting a
cyberattack is generally much lower than that of a
conventional attack, and its effects are quite different
from those of a nuclear strike. These differences
position the concept of cyber deterrence in a distinct
category.

Like Libicki, Joseph Nye (2011) emphasizes that there
are significant differences between cyber technology
and nuclear technology [3]. Libicki highlights these
differences by stating that the damage or
disconnection of a cyber system can inflict massive
economic harm, while to underscore the devastating
effects of nuclear war, he notes that a large-scale
nuclear conflict could return humanity to the Stone
Age [5]. Unlike nuclear threats, cyber threats are not
clearly identifiable. Therefore, deterrence in
cyberspace is a highly complex phenomenon and not
limited to retaliation alone. The views on deterrence
that emerged during the Cold War when the nuclear
arms race intensified were relatively simple, centering
on the idea that deterrence depended on the ability to
retaliate against a nuclear strike.

During the Cold War, retaliatory capacity was the core
of the deterrence concept. However, later studies and
theories concluded that deterrence, especially in the
context of the use of power, is far more complex than
originally conceived. Moreover, conventional military
forces, clear policy declarations, changes in alert
levels, and troop movements supported nuclear
deterrence [3].

According to Joseph Nye, the view held by some
researchers that deterrence does not work in
cyberspace due to its nature is misguided and overly
simplistic. Although cyber deterrence may lack the
robustness of traditional deterrence, it persists,
particularly when considering reciprocity and restraint
in interstate relations. In the face of an attack with an
uncertain origin, governments may suddenly find
themselves caught in a web of interconnected
relationships that produce unintended consequences.
For instance, during the Cold War, there was a
relatively  straightforward military dependency

between the United States and the Soviet Union. In
contrast, today, the United States, China, and other
countries exist within complex, overlapping networks.
Thus, a large-scale cyberattack that harms the U.S.
economy could also cause significant losses for China.
The reverse is equally possible. China could be
negatively affected by disruptions to interconnected
systems that damage its interests [3]. Nye strongly
emphasizes the cost advantages of cyberattacks in
cyberspace. In contrast to traditional domains of
warfare, where achieving dominance and control
through conventional military power is highly costly,
cyberspace presents a cost-effective environment.
This environment allows non-state actors and states
with limited conventional capabilities to operate
effectively. Nye also argues that, in cyberspace,
superiority is more likely to be achieved through
offense rather than defence [6, 3].

As  highlighted ecarlier, the technological
developments since the 2000s and the advancements
in internet technologies have made not only
individuals but also states and non-state actors as
integral parts of cyberspace. The complexity of
cyberspace makes it extremely difficult to detect
cyberattacks. Additionally, determining the intent
behind such attacks is another significant challenge.
In this context, the principle of proportionality
becomes increasingly complicated, especially when
the source of an attack is unknown. It is often difficult
(if not impossible) to determine the level of a
cyberattack, whether it was carried out by a state actor,
a non-state actor, or an individual [6]. As a result, it
becomes very difficult to determine the appropriate
nature of the response. If the response does not
comply with the principle of proportionality or is
directed at the wrong party, the consequences could
escalate into an armed conflict.

The uncertainty surrounding attribution and capacity
in cyberattacks makes the concept of deterrence in
cyberspace both highly complex and sensitive. The
logic of deterrence rests on the idea that a potential
attacker refrains from acting due to fear of the likely
consequences of a retaliatory response based on the
perceived capabilities and capacities of the defender.
However, the uncertainty and complexity of
cyberspace raise serious questions about the
feasibility of deterrence in this domain [5].

Cyber deterrence has emerged as states increasingly
use cyberspace, particularly for managing critical
infrastructures. The issue of securing critical
infrastructure in cyberspace, especially given the
potentially severe consequences of a possible
cyberattack, has become a key national security
concern. The fact that critical infrastructures such as
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transportation, energy, communications, finance,
industry, and health are managed through SCADA
(Supervisory Control and Data Acquisition) systems
makes these infrastructures vulnerable to potential
cyberattacks.

While each state defines critical infrastructures
differently, systems whose disruption by a potential
attack could threaten national security, hinder vital
societal functions, or bring economic activity to a
standstill are usually the general description of critical
infrastructure structures. The United States defines
critical infrastructures as physical or virtual systems
so vital that their incapacitation or destruction would
have a debilitating impact on physical or economic
security or public health [7].

Tiirkiye defines critical infrastructures based on a
regulation issued by the Ministry of Transport,
Maritime Affairs, and Communications. In 2013 [8]
as “infrastructures that contain information or
industrial control systems where the confidentiality,
integrity, or availability of processed information, if
compromised, could lead to loss of life, large-scale
economic damage, national security vulnerabilities, or
disruption of public order” [8]. Additionally, in
Tiirkiye’s  2020-2023  National = Cybersecurity
Strategy and Action Plan, published by the Ministry
of Transport and Infrastructure, the designated critical
infrastructure sectors are listed as Electronic
Communications, Energy, Finance, Transportation,
Water Management, and Critical Public Services [9].

The cyber-attacks in Estonia in 2007 and the "Stuxnet
Attack" in Iran in 2010 increased the importance of
deterrence capabilities for states in cyberspace.
Cyberattacks in Estonia were a cornerstone for
deterrence studies in cyberspace. Following these
large-scale cyberattacks against Estonia in 2007,
interest in cyber deterrence and related studies
increased significantly both at the level of academic
research and in the form of state-level measures and
responses. Although the perpetrators and exact origin
of the attacks were never definitively identified, it was
widely claimed that Russia was behind them [10]. The
attacks, which lasted for three weeks, rendered the
websites and systems of the presidency, parliament,
ministries, political parties, major newspapers, banks,
and companies managing inter-institutional
communication inoperable, creating a full-blown
digital crisis in the country [11]. This massive
cyberattack on Estonia caused widespread disruption
of services and brought inter-agency communication
to a near halt. Just one year later, similar cyberattacks
were launched against Georgia, reportedly again by
Russia, and produced comparable effects [12]

In 2010, a cyberattack allegedly carried out by the
United States with assistance from Israel targeted
Iran’s Natanz nuclear facility near Isfahan. The attack
reportedly disrupted Iran’s uranium enrichment
operations by destroying almost 1,000 centrifuges and
even caused the reactors to function dangerously
uncontrolled. This attack used a virus called Stuxnet,
which has since entered the literature as the "Stuxnet
Attack" [13, 14].

2.1. Deterrence in Cyberspace in the Context of
Laws and Regulations (Hukuk ve Mevzuat Baglaminda
Siber Uzayda Caydiricilik)

The complex nature of cyberspace not only makes it
difficult for states to maintain deterrent capabilities in
this artificial domain in terms of national security but
also complicates the establishment of legal deterrence
through the regulation of cyberspace to prevent
potential criminal activities. In legal discourse,
experts discuss deterrence as an extension of criminal
law, and domestic and international literature offers
various theories on this issue.

In general, deterrence in the fight against crime is
evaluated by the nature of the punishment imposed for
a given offense. At this point, legal deterrence is often
understood as the deterrent effect of punishment.
While the idea that effective deterrence comes from
harsh penalties is widespread, legal deterrence should
not be viewed solely in terms of punishment severity.
It must also be examined in connection with the
overall structure and functioning of a country's
criminal justice system [15]. Therefore, legal
deterrence aimed at preventing crimes in cyberspace
through its legal regulation depends on the precise
definition of offenses and penalties in law and, more
importantly, on their enforceability.

For the criminal justice system to have a preventive
and deterrent effect against offenses, certain
principles must be in place regarding the
enforceability of punishments for clearly defined
crimes in law. These principles are certainty,
swiftness, and severity of punishment. The principle
of certainty means that everyone is judged equally
before the law and that if an individual commits a
crime, the corresponding punishment will inevitably
be applied sooner or later. The principle of swiftness
refers to the prompt apprehension of offenders after a
crime has occurred, followed by timely investigation,
prosecution, and adjudication, leading to the
finalization of the sentence. The severity of
punishment means that the penalty imposed must be
proportionate to the offense committed. If these three
principles are absent, punishments lose their deterrent
effect [16].
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2.2. Deterrence in Cyberspace in International
Legal Context (Uluslararas: Hukuk Baglaminda Siber Uzayda
Caydricilik)

Cyberspace has become a fundamental domain for
most states. In terms of competition, nations seek to
deter adversaries from malicious cyber activities
through threats of retaliation or denial of benefits.
However, creating a deterrence system in cyberspace
requires unique legal and practical solutions. Unlike
the conventional understanding of deterrence issues
such as military attacks, cyber incidents often create a
complexity that differentiates the line between crime,
espionage, and armed aggression, challenging states
to respond within the bounds of international law.
Therefore, the international community has gradually
recognized that existing international legal norms
should be extended to cyberspace.

The international community hasn't been able to
create a globally accepted treaty that regulates
cyberspace. However, existing international law
provides a normative framework for states that cyber
deterrence strategies must operate. While no single
treaty is dedicated solely to cyber operations by states,
various existing legal frameworks regulate state
actions in cyberspace. These include the UN Charter's
rules on the prohibition of force and the right to self-
defence, core international law principles such as
sovereignty and non-intervention, and specific
agreements like the Budapest Convention on
cybercrime. Additionally, non-binding instruments
and expert manuals have helped establish norms and
guide state behaviour in the digital domain.

2.2.1. International Legal Frameworks Relevant to
Cyber Deterrence (Siber Caydinicilikla Ilgili Uluslararas
Hukuki Cergeveler)

Several international legal norms and instruments are
relevant to cyber deterrence. Legally binding
instruments such as the UN Charter establish core
rules prohibiting using force that also applies to cyber
operations. At the same time, customary international
law addresses areas not covered explicitly, including
sovereignty and state responsibility. Additionally,
non-binding initiatives like the UN Group of
Governmental Experts (GGE) norms and expert
analyses like the Tallinn Manual offer additional
guidance on appropriate conduct. Collectively, these
frameworks create a structured environment that
informs how states design cyber deterrence strategies
by clarifying unacceptable behaviours and legitimate
responses in cyberspace.

Although no single treaty comprehensively regulates
state behaviour in cyberspace, several binding and
non-binding legal instruments have emerged to shape

expectations, responsibilities, and consequences
surrounding cyber operations. Together, these
frameworks establish the normative foundation upon
which states design and implement cyber deterrence
strategies.

This framework's core is the UN Charter [17], which
applies fully to cyberspace. Article 2(4) prohibits the
use of force against the territorial integrity or political
independence of any state. In contrast, Article 51
affirms the inherent right of self-defence in the event
of an "armed attack." These provisions form the legal
bedrock for deterrence by punishment in cyberspace:
a sufficiently severe cyber operation—causing death,
injury, or significant physical destruction could be
interpreted as a use of force, thus justifying a forcible
response [17]. However, the Charter offers limited
utility for deterring most cyber activities below the
armed conflict threshold, creating persistent
challenges in addressing so-called "grey zone"
operations [18].

Customary international law fills some of these
regulatory gaps. The principles of sovereignty, non-
intervention, and state responsibility apply to
cyberspace and help delineate acceptable conduct.
Sovereignty protects a state’s control over its cyber
infrastructure, while non-intervention prohibits
coercive interference in domestic affairs, such as
election manipulation or fomenting unrest [19]. The
doctrine of state responsibility, codified in the Articles
on State Responsibility, enables using proportionate
countermeasures in response to internationally
wrongful cyber acts [20]. These principles support
deterrence by norms, emphasizing that breaches of
international obligations, if attributable to a state, can
prompt diplomatic, legal, or cyber retaliatory
measures. However, the difficulty of attribution
remains a critical weakness in operationalizing these
norms as effective deterrents [21].

International Humanitarian Law (IHL) becomes
applicable in armed conflict. Instruments such as the
Geneva Conventions and the Hague Regulations
impose obligations to respect the principles of
distinction, proportionality, humanity, and necessity,
even in cyber warfare [22]. IHL constrains cyber
operations targeting civilian infrastructure and
reinforces the notion that cyberspace is not exempt
from wartime legal constraints. While IHL does little
to deter peacetime activities, it plays a vital role in
preventing escalatory cyber actions during conflicts
by classifying certain cyberattacks as potential war
crimes.

On the criminal enforcement side, the Budapest
Convention on Cybercrime (2001) strengthens
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deterrence through legal accountability. By mandating
the criminalization of specific cyber offenses and
facilitating international cooperation in cyber
investigations, the Convention contributes to
deterrence by law enforcement, particularly against
non-state actors and proxy groups [23]. Nevertheless,
the Convention’s normative reach is limited by the
absence of key cyber powers such as Russia and
China, who reject what they perceive as Western-
centric legal standards [24].

A range of non-binding but influential instruments
also shape state behaviour in cyberspace. The UN
Group of Governmental Experts (GGE) and Open-
Ended Working Group (OEWG) processes have
produced voluntary norms for responsible state
conduct, including commitments to refrain from
targeting critical infrastructure or emergency response
teams during peacetime [24, 25]. These norms serve
as a basis for deterrence through shared expectations,
enabling collective condemnation and sanctions in
response to violations.

The Tallinn Manual 2.0, an expert commentary that
analyzes how existing international law applies to
cyber operations in peacetime and wartime, provides
further interpretive guidance. Although not a binding
legal instrument, it has significantly influenced state
practice and legal doctrine [18]. The Manual helps
states articulate "red lines" by elaborating on when
cyber operations might constitute uses of force or
armed attacks, thus supporting more credible
deterrence postures grounded in legal reasoning.

Lastly, regional and multistakeholder initiatives,
including NATO’s cyber policy, the EU’s Cyber
Diplomacy Toolbox, and global norms like the Paris
Call for Trust and Security in Cyberspace, bolster
deterrence by signalling collective responses and
enhancing resilience [27, 28]. NATO’s declaration
that a major cyberattack could trigger Article 5
collective defence obligations adds weight to
deterrence by alliance commitments. Meanwhile, EU-
led sanctions and private-sector engagement increase
the cost of cyber aggression through diplomatic,
economic, and reputational consequences.

3. TURKIYE’S EXPERIENCE IN
REGULATING CYBERSPACE (SIBER UZAYIN
DUZENLENMESINDE TURKIYE 'NIN DENE YIMI)

Since the early 1990s, Tiirkiye has undertaken
numerous legal and administrative measures to
address potential cyber security threats. Although
various actors implemented many of these regulations
independently, they still represent necessary steps
toward ensuring cyberspace security. While the legal

regulation of this field through various laws,
regulations, circulars, and communiqués has
sometimes created inconsistencies, the legal measures
introduced remain highly significant in establishing
deterrence against potential threats that may arise in
cyberspace.

No single law in Tiirkiye comprehensively regulates
crimes committed in  cyberspace. Instead,
incorporating relevant provisions into existing laws
has addressed offenses in the field of information
technologies [29]. The first legal regulation regarding
cyber-related crimes was introduced on June 6, 1991,
through the "Law No. 3756 on the Amendment of
Certain Articles of the Turkish Penal Code." By the
early 2000s, with the increasing use of cyberspace,
Tiirkiye began to take more concrete and serious steps
toward ensuring cybersecurity and establishing
deterrence in cyberspace. In this context, a far more
comprehensive regulation than the 1991 amendment
was enacted in 2004 when the concept of cybercrime
was legally defined. Under the heading "Crimes in the
Field of Information Technology" Chapter Ten of the
Turkish Penal Code No. 5237 included significant
legal provisions, particularly focused on offenses
committed in the cyber domain.

In Tirkiye, the most comprehensive legal regulation
of the Internet was enacted in 2007 through Law No.
5651 on the Regulation of Publications on the Internet
and Combating Crimes Committed Through Such
Publications [30]. Another significant legal regulation
to ensure cyberspace security was the Electronic
Communications Law No. 5809, adopted in 2008
[31]. This law intends to prevent unfair competition in
the electronic communications sector and to ensure
that services in this field are delivered actively and
effectively. It was an important step toward
safeguarding individuals' freedom and security of
communication in cyberspace, especially in protecting
fundamental rights and freedoms.

In addition to the Electronic Communications Law,
another critical piece of legislation for ensuring
cybersecurity was Law No. 6698 on the Protection of
Personal Data, which was submitted to parliament in
the same year [32]. Although it took a long time, it
was enacted and published on April 7, 2016. Today,
with the widespread use of e-government applications
and the storage of personal data in digital
environments across nearly all public institutions, not
to mention digital storage on shopping websites and
social media platforms, this law serves as an essential
deterrent against malicious actors, particularly in
terms of protecting the privacy of personal life.
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3.1. Turkish Penal Code and Deterrence in
Cyberspace (Tiirk Ceza Kanunu ve Siber Uzayda Caydiricilik)

Although several laws regulate cyberspace in Tiirkiye,
the Turkish Penal Code is a key legal framework that
creates deterrence. As highlighted earlier, Tiirkiye is
one of the countries that recognized the importance of
cyberspace and its security at an early stage and took
legislative action accordingly. Aware of the issue's
significance as early as the 1990s, Tiirkiye introduced
its first regulation on crimes committed in cyberspace
on June 6, 1991, through Law No. 3756 on the
Amendment of Certain Articles of the Turkish Penal
Code No. 765. Article 20 of this law, titled “Crimes in
the Field of Information Technology,” made it a
criminal offense to unlawfully obtain, use, transmit, or
reproduce programs, data, or other elements from an
automated data processing system, especially if done
with the intent to harm others. The law also set forth
the provisions for penalties related to such offenses
[33].

In 2004, a far more comprehensive regulation than the
1991 amendment was introduced when the concept of
cybercrime was formally defined by law. Under the
title “Crimes in the Field of Information Technology”
in Chapter Ten of the Turkish Penal Code No. 5237,
provisions were made concerning unauthorized access
to information systems, obstruction or disruption of
systems, deletion or alteration of data, and the misuse
of bank and credit cards. These offenses are
independently regulated under Articles 243, 244, and
245 of the Turkish Penal Code [34]. Additionally,
Tiirkiye became a party to the Council of Europe
Convention on Cybercrime, signed in Budapest in
2001 (commonly referred to as the Budapest
Convention) after being ratified by the Grand National
Assembly of Tiirkiye (TBMM) in 2012. Following its
ratification, Tiirkiye amended the Turkish Penal Code
to align with the provisions of this international
agreement.

Article 20 of Law No. 3756 added a new “Crimes in
the Field of Information Technology” section to the
Turkish Penal Code No. 765 as “Chapter Eleven” to
follow Article 525. Articles 21, 22, 23, and 24 of the
same law also introduced Articles 525a, 525b, 525¢,
and 525d, which were appended to the Penal Code
under the same new chapter.

These articles are particularly significant as they
represent the first legislative amendments made in
Tiirkiye to ensure cyberspace security. Accordingly,
the following provisions are set forth as they appear in
the law:

Article 525a:

“Any person who unlawfully obtains programs, data,
or any other elements from a system that processes
information automatically shall be sentenced to
imprisonment from one to three years and a heavy fine
ranging from one million to fifteen million Turkish
lira. The same penalty shall also apply to any person
who uses, transmits, or reproduces a program, data, or
any other element in a system that processes
information automatically, intending to cause harm to
another.” [35].

Article 525b:

“Any person who, with the intent to cause harm to
another or to obtain benefit for themselves or others,
partially or completely destroys, alters, deletes,
obstructs the operation of, or causes the incorrect
functioning of a system that processes information
automatically, or its data or any other element, shall
be sentenced to imprisonment from two to six years
and a heavy fine ranging from five million to fifty
million Turkish lira. Any person who unlawfully
obtains a benefit for themselves or others by using a
system that processes information automatically shall
be sentenced to imprisonment from one to five years
and a heavy fine ranging from two million to twenty
million Turkish lira.” [35].

Article 525c:

"Any person who, for the purpose of creating a forged
document to be used as legal evidence, inputs data or
other eclements into a system that processes
information automatically or alters existing data or
elements shall be sentenced to imprisonment from one
to three years. Those knowingly using the forged or
altered data shall be imprisoned for six months to two
years." [35].

The amendments to the Turkish Penal Code (TCK) by
Law No. 3756 gained further significance in 1993
when Tiirkiye was introduced to the Internet through
initiatives led by Middle East Technical University
(METU). In 1991, when the law was enacted,
individual computer use in Tirkiye was still very
limited. Therefore, adopting a legal regulation when
internet technology had not yet begun to be widely
used aimed at creating deterrence against crimes in
cyberspace should be considered a noteworthy
development.

Another critical point to emphasize is that this
regulation holds great significance within the scope of
the principle of legality. This principle was first
formulated by German criminal law scholar Anselm
von Feuerbach as “nullum crimen, nulla poena sine
lege”, translated as “no crime, no punishment without
law.” In Tirkiye, the principle of legality in crimes
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and punishments is guaranteed under Article 13 of the
1982 Constitution, which states:

"Fundamental rights and freedoms may be restricted
only by law and solely for the reasons set forth in the
relevant articles of the Constitution, without
infringing upon their essence. These restrictions shall
not violate the letter and spirit of the Constitution, the
requirements of the democratic order of society, or the
principles of the secular Republic, and shall comply
with the principle of proportionality.” [36]

This provision represents the constitutional
embodiment of the principle of legality. Similarly,
Article 38 of the Constitution, titled “Principles
Relating to Offenses and Penalties,” further reinforces
this principle by stating, "No one shall be punished for
any act that was not defined as a crime by law at the
time it was committed, nor shall anyone be subjected
to a heavier penalty than the one prescribed by law at
the time the offense was committed. The provisions of
the above paragraph shall also apply to statutes of
limitations for offenses and penallties, as well as to the
legal consequences of criminal convictions. Criminal
penalties and security measures in lieu of penalties
may only be imposed by law." [36]

Therefore, the 1991 amendment to the Turkish Penal
Code essentially paved the way for acts committed in
cyberspace to be legally recognized as crimes, thereby
enabling the initiation of investigation and
prosecution processes related to such actions.

Instead of terms such as "computer" or "information
technology," the law used the phrase "a system that
processes information automatically." Considering
that the widespread use of computer and software
technologies had not yet begun at the time, this
definition was intended to encompass all
technological devices, from the simplest data
processing systems to the most advanced computers
of the period. Through this regulation, the law
established a legal basis for acts committed using or
through such devices, assigning them a material and
legal meaning. At the time, this regulation was
enacted when computer use in Tirkiye was still
relatively new, and it is true that threats in the context
of cybersecurity were quite limited. Therefore, no
specific definition was provided regarding the nature
of the offense in the regulation. However, with the
advent of the internet and its integration into daily life,
the concept of crimes committed in cyberspace began
to take on real meaning. Thus, this regulation marked
an important step for Tiirkiye in establishing a legal
basis for such crimes.

In 2004, Law No. 5252 on the Enforcement and
Implementation of the Turkish Penal Code repealed
the Turkish Penal Code No. 765, which was replaced
by Penal Code No. 5237. The new Penal Code
addressed crimes committed in cyberspace much
more comprehensively than the 1991 regulation.
Under the title “Crimes in the Field of Information
Technology” Chapter Ten of the Turkish Penal Code
No. 5237 introduced provisions related to
unauthorized access to information systems,
obstruction or disruption of systems, deletion or
alteration of data, and the misuse of bank and credit
cards [37]. These offenses are independently
regulated under Articles 243, 244, and 245 of the
Penal Code [34].

Article 243 of the Turkish Penal Code (TCK)
regulates the offense of unauthorized access to
information systems. According to this article, any
person who unlawfully accesses all or part of an
information system is subject to up to one year of
imprisonment or a judicial fine. The second paragraph
of the same article states that if this act is committed
against systems that are available for use in exchange
for payment, the penalty shall be reduced by half.
Finally, the third paragraph stipulates that if, because
of this act, the data contained in the system is deleted
or altered, the offender shall be sentenced to
imprisonment from six months to two years [34].

Article 244 of the Turkish Penal Code (TCK)
addresses the crimes of obstructing a system,
disrupting its functioning, and deleting or altering
data. Compared to Article 243, this article provides a
more detailed regulation of the offense of interfering
with an information system. Article 244 of the Turkish
Penal Code states: (1) Any person who obstructs or
disrupts the operation of an information system shall
be imprisoned for one to five years. (2) Any person
who corrupts, deletes, alters, renders inaccessible,
inserts data into, or transfers existing data from an
information system shall be imprisoned from six
months to three years. (3) If the act is committed
against an information system belonging to a bank,
credit institution, or a public institution or
organization, the penalty shall be increased by half.
(4) If these acts are committed in such a way as to
benefit oneself or another unjustly, and if the act does
not constitute another offense, the offender shall be
punished with imprisonment from six months to two
years and a judicial fine of up to five thousand days."
[34]. This provision regulates the offenses of
obstructing, disrupting, deleting, or altering a system
or its data. The purpose behind defining this offense is
to ensure compliance with the “data interference”
provision in Article 4 and the “system interference”
provision in Article 5 of the Budapest Convention.
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Article 245 of the Turkish Penal Code (TCK)
regulates the offense of misuse of bank or credit cards.
Under this article, acts involving the misuse of bank
and credit cards are defined as a distinct crime
category, aiming to prevent financial harm to banks or
their customers and the unlawful acquisition of
benefits through such means. According to the article,
any person who uses a bank or credit card belonging
to someone else without the consent of the cardholder
or the person authorized to possess the card, thereby
obtaining a benefit, shall be punished with
imprisonment from three to six years and a judicial
fine of up to five thousand days. Furthermore, anyone
who produces, sells, transfers, purchases, or accepts
counterfeit bank or credit cards using fake bank
accounts shall be imprisoned for three to seven years
and a judicial fine of up to ten thousand days. The third
paragraph of this article states that if a counterfeit
bank or credit card is used to obtain a benefit, and if
this act does not constitute another offense that
requires a more severe penalty, the offender shall be
sentenced to imprisonment from four to eight years
and a judicial fine of up to five thousand days [34].

With the amendment introduced in 2016, Article
245/A, titled "Prohibited Devices and Programs," was
added to the section on Crimes in the Field of
Information Technology in the Turkish Penal Code.
This article established a significant regulation
regarding the use and production of devices and
software employed to commission offenses regulated
under this section. According to the article: “If a
device, computer program, password, or other
security code is manufactured or created exclusively
Jfor the purpose of committing the offenses outlined in
this section or other crimes that can be committed
using information systems as tools, any person who
manufactures, imports, dispatches, transports, stores,
accepts, sells, offers for sale, purchases, distributes to
others, or possesses such items shall be punished with
imprisonment from one to three years and a judicial
fine of up to five thousand days.” [34]. With this
regulation, lawmakers introduced criminal sanctions
for the hardware and software tools used or produced
for the commission of cybercrimes.

In the Turkish Penal Code (TCK), the regulation of
cybercrimes within the scope of substantive criminal
law is not limited to the section titled "Crimes in the
Field of Information Technology." Although not
specifically designed for cybercrimes, the Turkish
Penal Code addresses offenses committed using or
through information technologies in various other
contexts. In particular, the entry into force of the
Budapest Convention and the obligations arising from
this international treaty prompted harmonization

efforts in domestic law. Recognizing that traditional
crimes can also be committed through information
technologies, the TCK incorporates relevant
provisions across several articles.

3.1.1. Articles of the Turkish Penal Code
Associated with or Potentially Applicable to
Crimes Committed Using Information
Technologies or Through These Technologies (Tiirk
Ceza Kanunu'nda Bilisim Teknolojileri Kullanarak veya Bu
Teknolojiler Araciligiyla Islenen Suglarla Iliskilendirilen ya da
liskilendirilebilecek Maddeler)

In addition to Articles 243, 244, and 245, which
specifically address cybercrimes under the category of
information technology offenses in the Turkish Penal
Code (TCK), numerous other articles are associated
with or potentially applicable to crimes committed
using or through information technologies. Many of
these provisions were introduced or amended after the
signing of the Budapest Convention as part of Tiirkiye
's efforts to harmonize its domestic legislation with the
Convention's requirements. The relevant articles can
be listed as follows:

Article 123/A - Persistent Stalking (Added:
12/5/2022 — Law No. 7406, Article 8): In the first
paragraph of the article, the following provision is
introduced: “Anyone who persistently follows a
person physically or attempts to make contact using
communication tools, information systems, or third
parties in a way that causes serious discomfort to that
person or makes them fear for their own or a relative’s
safety shall be sentenced to imprisonment from six
months to two years.” [34]

This regulation considers persistent stalking not only
in its physical form but also when carried out through
communication tools and information systems.
Although it does not provide a detailed definition of
stalking via information systems, it encompasses acts
of persistent harassment conducted in cyberspace that
cause discomfort or create concerns for personal
security.

This article was added to the TCK in 2022, reflecting
the growing recognition that such behaviours
increasingly occur in cyberspace and thus must be
addressed through appropriate legal measures.

Article 124 — Obstruction of Communication: This
article does not include specific provisions or
references to information technologies or cyberspace.
Nor does it clarify how or through which means the
offense may be committed. Nevertheless, the article
defines the offense of obstructing communication as
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follows: (1) Anyone who unlawfully obstructs
communication between individuals shall be
imprisoned for six months to two years or a judicial
fine. (2) Anyone who wunlawfully obstructs
communication between public institutions shall be
imprisoned for one to five years. (3) If the unlawful
obstruction concerns any form of media or
broadcasting outlet, the penalty stated in the second
paragraph shall be applied [34].

Although the article does not explicitly mention cyber
or digital means, its broad wording allows for
interpretation that may include acts committed via
information systems, especially as cyber-based
disruptions to communication become more
prevalent.

Article 132 — Violation of the Confidentiality of
Communication: This article sets out the criminal
sanctions to be applied in cases where the
confidentiality of communication between individuals
is violated, including the recording of communication
content, the unlawful disclosure of such content, and
the unlawful disclosure of communications involving
the person themselves. Given the widespread use of
smartphones and the current level of internet
technology, internet-based messaging, and video call
applications have become the primary means of
communication between individuals. Especially
during the COVID-19 pandemic, when curfews
restricted people from leaving their homes, internet
technology = became  the  most  important
communication tool, leading to the decline of
traditional communication methods. In this context, it
becomes evident that the relevant article of the
Turkish Penal Code is directly related to the offense
of violating the confidentiality of communication as it
may occur in cyberspace.

Article 133 — Listening to and Recording
Conversations Between Individuals: Although, as in
other articles, this provision does not explicitly
address the use of information technologies or the
commission of such acts through digital means,
cyberspace is the primary medium where such
offenses are committed or can be committed today. In
an era where internet technology is heavily used to
communicate, listening to, recording, and disclosing
private conversations between individuals
increasingly occurs via internet-based platforms,
making this a cyber-enabled offense in practice.
Smartphones, now used by nearly everyone and
always carried, serve as communication devices and
tools for audio and video recording. Furthermore, as
discussed in the section on cybersecurity threats,
unauthorized access to networks for the purpose of
illegal surveillance and recording has become a highly

probable occurrence. In this context, it can be argued
that the relevant article of the Turkish Penal Code is
directly related to cybersecurity threats.

Article 134 — Violation of Privacy: This article of the
Turkish Penal Code regulates the violation of an
individual's right to privacy, specifically when such a
violation is committed through the recording of
images or audio and the unlawful disclosure of these
recordings. The provision refers to privacy
infringement by recording visual or auditory content.
Still, it does not address whether this is done using
information technologies or specify the platforms
through which such acts occur. However, the lack of
a specific reference to digital means does not prevent
the application of this article to offenses committed in
cyberspace. There is no legal barrier to interpreting
and applying this provision to privacy violations that
occur via digital or cyber platforms.

Article 135 — Unlawful Recording of Personal
Data: This article of the Turkish Penal Code regulates
the offense of unlawfully recording personal data.
According to Article 135: (1) Any person who
unlawfully records personal data shall be imprisoned
for one to three years. (2) If the personal data concerns
individuals’ political, philosophical, or religious
views; racial origins; or their unlawful moral
tendencies, sexual lives, health conditions, or trade
union affiliations, the penalty under the first paragraph
shall be increased by half.” [34]

The article does not distinguish whether the offense is
committed through information technologies or by
other means. However, considering that virtually all
types of data, from government institutions to
individual users, are now stored in digital
environments, the primary medium through which
this offense is likely to occur today is cyberspace,
particularly through computers and digital systems.
Therefore, while the article does not explicitly
prescribe a penalty for committing this crime in
cyberspace, there is no legal barrier to applying it to
cases involving personal data theft in the digital realm.

Article 136 — Unlawful Transfer or Acquisition of
Data: As with many other articles that can be
associated with the security of cyberspace, this article
does not address the use of digital devices or the
commission of the offense through information
technologies, nor does it provide any specific
explanation regarding this issue. The article regulates
the unlawful acquisition and transfer of personal data
as follows: “(1) Any person who unlawfully transfers,
disseminates, or acquires personal data shall be
sentenced to imprisonment from two to _four years. (2)
If the subject of the offense involves statements and
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recordings made in accordance with the fifth and sixth
paragraphs of Article 236 of the Code of Criminal
Procedure, the penalty shall be doubled.” [34]

As can be seen, the article does not specify the tools
used in committing the offense or the environment in
which it is carried out. The second paragraph, which
was added by an amendment in 2019, refers to
statements and recordings taken from child victims
during the investigation phase of the offense defined
under Article 103 of the Penal Code ("Sexual Abuse
of Children"), in accordance with paragraphs five and
six of Article 236 of the Code of Criminal Procedure
(CMK). Therefore, the "statements and recordings"
referred to in the second paragraph of Article 136
pertain specifically to those obtained during
investigations related to child sexual abuse cases.

Article 142/2-e — Aggravated Theft: The theft
offense, addressed in Chapter Ten of the Turkish
Penal Code under "Crimes Against Property,”" is
examined under two categories: theft and aggravated
(qualified) theft. According to subparagraph (e) of
paragraph 2 in Article 142, if the offense is committed
using information systems, the perpetrator shall be
sentenced to imprisonment from five to ten years [34].
The Cyber Crimes Department of the Turkish
National Police defines aggravated theft as a
cybercrime involving unauthorized data acquisition
from a system or during data transmission between
systems through malicious software. Examples
include the theft of in-game characters in online
games and the unauthorized transfer of money from
one bank account to another [37]. The explicit
inclusion in the TCK of the offense of aggravated theft
committed using information systems can be
considered a preventive legal measure aimed at
addressing such crimes committed in cyberspace.

Articles 213-218 — Offenses Against Public Peace:

The offenses listed under the section "Crimes Against

Public Peace" in the Turkish Penal Code do not

explicitly address acts committed in cyberspace or

through the wuse of information technologies.

However, if these offenses are carried out via digital

technologies, there is no legal obstacle to applying the

relevant articles in such cases.

The relevant articles are:

e Article 213: Threat intended to cause fear and
panic among the public

e Article 214: Incitement to commit a crime

e Article 215: Praising an offense or offender

e  Article 216: Incitement to hatred and hostility or
public denigration

e Article 217: Incitement to disobey the law

e Article 217/A: Public dissemination of
misleading information

Although the offenses described above are
traditionally understood as conventional crimes, each
can easily be committed in digital environments.
Moreover, social media platforms, now used by nearly
everyone, are among the primary digital spaces where
such crimes can occur. On these platforms, where
each individual can act like a personal media outlet, a
single post can reach massive audiences within
minutes.

Therefore, the crimes addressed in Chapter Five of the
Turkish Penal Code can be committed easily through
such channels. In this context, clearly defined
penalties for these offenses in the law can be seen as a
deterrent factor. However, cyberspace's complex,
vast, and borderless nature makes it increasingly
difficult to identify and apprehend perpetrators of such
crimes.

The borderless nature of cyberspace allows these
offenses to be committed from beyond national
jurisdictions. As a result, although relevant provisions
exist in the Turkish Penal Code, they sometimes fail
to function effectively as deterrents. For this reason,
international cooperation is critical in combating
cross-border cyber offenses and establishing effective
deterrence mechanisms in cyberspace.

Article 226 — Obscenity: The offense of obscenity,
addressed in the section "Crimes Against Public
Morality" of the Turkish Penal Code, is particularly
significant in cyberspace due to the ease with which
this offense can be committed online. Although the
article does not explicitly address the commission of
the offense using or through information technologies,
it does define as a criminal act the sale, rental,
distribution, publication via press and media, or
facilitation of the distribution of obscene images,
texts, or expressions, and prescribes a prison sentence
of six months to five years, depending on the method
of commission.

When considered within the scope of Article 9 of the
Budapest Convention, which deals with Offenses
Related to Child Pornography [38], the importance of
Article 226 increases. The provision criminalizes the
display, reading, distribution, or provision of obscene
materials in places accessible to children or directly to
children. More importantly, it foresees a prison
sentence of five to ten years and a judicial fine of up
to five thousand days for individuals who use children,
child-like representations, or persons made to look
like children in the production of such materials.

Given the current capabilities of Al, deepfake, and
animation technologies, the criminalization of
obscene images featuring persons made to appear as
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children in digital environments is a crucial measure
for preventing such crimes in cyberspace. Although
the explicit criminalization of virtual child
pornography remains a significant gap in the law,
there is no legal barrier to prosecuting such acts under
the existing provisions of this regulation.

Article 228 — Providing a Place and Opportunity
for Gambling: This article prescribes imprisonment
from one to three years and a judicial fine of no less
than two hundred days for individuals who provide a
place or opportunity for gambling. The increasing use
of information and internet technologies creates
gambling environments in virtual spaces. has become
much easier.

In 2017, an amendment was made to this article
specifying that if the offense is committed through the
use of information systems, the penalty shall be three
to five years of imprisonment and a judicial fine of one
thousand to ten thousand days. However, as
emphasized earlier, the borderless nature of
cyberspace makes it very difficult to apprehend
individuals committing this offense.

In cases where online gambling is facilitated through
websites hosted on servers located abroad,
apprehension and prosecution of the offenders are
impossible without international cooperation. In such
instances, the most that authorities can do is restrict
access to the website. Thus, even though this offense
is addressed in the legislation, there is a clear need for
stronger international collaboration to combat it
effectively.

Articles 209-301 — Offenses Against the Symbols of
State Sovereignty and the Dignity of State
Institutions: This section of the Turkish Penal Code
addresses offenses such as insulting the President
(Article 299), denigrating the symbols of state
sovereignty (Article 300), and insulting the Turkish
Nation, the State of the Republic of Tiirkiye, or its
institutions and organs (Article 301). Although these
articles do not include specific provisions for cases
where such offenses are committed using information
technologies, there is no legal obstacle to applying
these provisions when such acts occur in cyberspace.
Given that these offenses can easily be committed via
digital platforms, particularly on social media, these
laws can also be enforced in response to online
conduct.

Articles 326-339 — Offenses Against State Secrets
and Espionage: This section of the Turkish Penal
Code addresses offenses such as the acquisition,
destruction, forgery, and disclosure of information
and documents that relate to the security of the state

or its domestic and foreign political interests, and
which are required to be kept confidential. Given that
today, most information is stored digitally and a
significant portion of communication and data
exchange between institutions occurs over internet-
connected networks, the unauthorized acquisition of
such information in virtual environments is highly
likely. Although the relevant articles do not
specifically reference the commission of these
offenses in cyberspace or through information
technologies, it is clear in the current information age
that a large portion of sensitive data is stored
electronically and can potentially be accessed via
cyberattacks on these systems.

It is also useful to examine judicial practices and court
rulings in assessing the effectiveness of cybercrime
provisions in the Turkish Penal Code. However,
implementing measures such as the Postponement of
the Announcement of the Verdict (HAGB) and the
Effective Remorse Reduction has been viewed as a
major weakness in preventing cyber offenses.

The Postponement of the Announcement of the
Verdict (HAGB) is regulated under Article 231 of the
Criminal Procedure Code (CMK). According to
paragraph 5 of the article: “If the sentence imposed
upon the defendant because of the trial for the charged
crime is imprisonment of two years or less or a
judicial fine, the court may decide to postpone the
announcement of the verdict. The provisions
regarding reconciliation remain reserved. The
postponement of the announcement of the verdict
means that the judgment will not have legal
consequences for the defendant." [39]

Paragraph 6 outlines the conditions for applying
HAGB: "To decide on the postponement of the
announcement of the verdict: a) The defendant must
not have been previously convicted of an intentional
crime; b) The court must be convinced, based on the
defendant's character, behaviour in court, and other
personal qualities, that they are unlikely to re-offend;
¢) The harm caused to the victim or public due to the
offense must be fully compensated by restitution,
restoration, or reparation. The defendant's consent is
required for the decision.” [39]

In this context, HAGB may be applied to offenses
such as:
e Unauthorized Access to
Systems [34]
e  Disruption or Destruction of Systems or Data
[34]
e  Misuse of Bank or Credit Cards [34]

Information

According to Turkish Penal Code Article 245(5):
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“For the acts listed in the first paragraph, the
provisions on effective remorse for crimes against
property shall apply.” Thus, under Article 245(1):
“Any person who, by any means, obtains or retains
another person’s bank or credit card and uses it or
has it used without the consent of the cardholder or
authorized party, to benefit themselves or another,
shall be punished with imprisonment from three to six
years and a judicial fine of up to five thousand days.”
[34]

If the offender fulfils the conditions set forth in
Turkish Penal Code, Article 168 (Effective Remorse),
a reduction in the sentence may apply. If the victim's
damages are compensated during the investigation
phase, the sentence may be reduced by up to two-
thirds. If compensation occurs during the prosecution
phase (i.e. after the case has been filed), the sentence
may be reduced by up to one-half [34].

Although the cybercrime provisions of the TCK may
be seen as a legal deterrent against offenses in
cyberspace, HAGB and effective remorse reductions
weaken this deterrent effect. These practices
undermine the enforceability of penalties and
diminish the dissuasive power of the legal framework
regarding cyber offenses.

4. CONCLUSION and SUGESTIONS (SONUC ve
ONERILER)

As cyberspace becomes increasingly central to
modern life and national security, the concept of
deterrence, traditionally rooted in kinetic warfare,
must be reinterpreted for the digital age. Cyberspace's
characteristics, including anonymity, low cost of
entry, and difficulty of attribution, challenge the
classical assumptions of deterrence theory. While
traditional deterrence relies heavily on the threat of
retaliation and visible capabilities, cyber deterrence
must also incorporate legal, normative, and
institutional mechanisms.

This article has shown that legal frameworks play a
critical role in cyber deterrence, particularly when
retaliatory action is unfeasible or ineffective.
Tiirkiye's legislative evolution demonstrates an early
recognition of this reality, with successive reforms
aimed at addressing cyber threats through criminal
law. From the initial amendments in 1991 to the more
structured provisions of the Turkish Penal Code
(TCK) and the country's accession to the Budapest
Convention, Tiirkiye has laid a legal foundation to
define, punish, and thus deter cyber offenses.

However, the existence of legal norms alone does not
ensure deterrence. The efficacy of deterrent laws

depends on their consistent enforcement, the severity
and proportionality of penalties, and the elimination
of loopholes that undermine punishment, such as the
overuse of HAGB and adequate remorse provisions.
These practices, though well-intended, often reduce
the dissuasive power of the law in the cyber realm,
where certainty and swiftness of justice are critical.

Tiirkiye's experience highlights the need for integrated
deterrence strategies that combine legal frameworks
with technological capabilities and international
collaboration in the face of rapidly evolving cyber
threats. Cybersecurity cannot rely solely on reactive
measures; it must be supported by proactive legal
systems that deter malicious actors before they strike.
As the digital domain continues to expand, the
challenge for all states will be to ensure that their laws
are robust on paper and effective in practice.

To enhance the deterrent effect of legal frameworks,
particular attention must be paid to:

Strengthening Enforcement Mechanisms: Beyond
merely having laws, the consistent and timely
application of these laws is paramount. This requires
well-resourced law enforcement agencies, judiciaries
with specialized knowledge in cybercrime, and
efficient judicial processes to ensure the swiftness of
punishment.

Re-evaluating Sentencing Practices: Practices like the
Postponement of the Announcement of the Verdict
(HAGB) and effective remorse reductions, while
aiming for rehabilitation, inadvertently diminish the
perceived certainty and severity of punishment for
cyber offenses. A critical review of these mechanisms
is necessary to ensure they do not undermine the
deterrent impact of the law, especially for crimes that
can have far-reaching national security and economic
consequences.

Fostering International Cooperation: Given the
borderless nature of cyberspace, no single nation can
effectively combat cyber threats in isolation. Tiirkiye's
experience, particularly with online gambling and
other cross-border offenses, highlights the
indispensable need for robust international
agreements, intelligence sharing, and collaborative
law enforcement efforts to identify, apprehend, and
prosecute perpetrators operating beyond national
jurisdictions. Harmonization of legal standards, as
seen with the Budapest Convention, remains crucial,
though efforts must continue to bring key global
players into consensus.

Developing Dynamic Legal Frameworks: The rapid
evolution of technology, including advancements in
Al and deepfake technologies, means that legal
frameworks must be agile and adaptable. Laws should
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be periodically reviewed and updated to address
emerging cyber threats, ensuring that new forms of
malicious activity are clearly defined and subject to
appropriate legal sanctions.

Integrating  Legal Deterrence with  Broader
Cybersecurity Strategies: Legal measures are just one
pillar of a comprehensive cybersecurity strategy. They
must be seamlessly integrated with technological
defense capabilities, offensive measures for
deterrence by punishment, and public awareness
campaigns to foster a culture of cybersecurity. The
goal is to create a layered defense where legal
consequences, technological  resilience, and
international partnerships collectively raise the cost
and risk for malicious actors, thereby creating a more
formidable deterrent in the digital realm.

Ultimately, the effectiveness of cyber deterrence will
not only depend on the strength of a nation's digital
defenses or its capacity for retaliation but increasingly
on its ability to build and enforce a credible legal
infrastructure that resonates both domestically and
internationally,  fostering  accountability  and
predictability in the inherently unpredictable domain
of cyberspace.
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