Infernalional
Journal of 3D Prinling
Technologies and Digifalindusiry

1) 3 DPTDI

Uluslararasi 3B Yazici Teknolojileri
ve Dijital EndUstkri
Dergisi

Volume:9 Issue:2 Cilt: 9 Sayi:2
May-August 2025 Mavis-Agustos 2025
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ULUSLARARASI 3B YAZICI TEKNOLOJILERI VE DiJITAL ENDUSTRI dergisi,

1J3DPTDI, Endiistri 4.0 — dijital endiistri teknolojileri, 3B yazic1 teknolojileri, katmanli-eklemeli imalat
teknolojileri ve uygulamalar1 yani miihendislik, bilim, teknoloji gibi tiim disiplinlerle ilgili
arastirmalarin sonuglarini yaymak icin agik, hakemli, disiplinlerarasi, uluslararasi, bilimsel, akademik,
online bir dergidir. [J3DPTDI, Miihendislik, Teknoloji ve Bilimin Endiistri 4.0 daki uygulamalari, tiim
aragtirmalari, gozden gecirme makalelerini, kisa bilgi paylagimlarini ve 6nemli ilerlemeleri sunan teknik
notlar1 online yayinlamak i¢in yazarlar1 davet eder.

Endiistri 4.0, Dijital Endiistri, 3B Yazicilar {izerine tiim bilimsel miihendislik arastirma ve teknoloji alan1
konulari;

3B baski icin tibbi uygulamalar; dokularin ve organlarin biyografik baskilari, 3B vaskiilarize
organlarin olusturulmasinda karsilasilan zorluklar, Ozellestirilmis implantlar ve protezler, diisiik
maliyetli protez pargalari, cerrahi hazirlik i¢in anatomik modeller, sentetik cilt, kafatas1 degisimi, tibbi
donatimi, kemik, 6zel iiretilen sensorler, kisisellestirilmis ilag dozu, benzersiz dozaj sekilleri, kompleks
ilag salinim profilleri v.d.

3B yazici uygulama alanlari; tibbi ve dis hekimligi uygulamalari, dis hekimligi uygulamalar1 ve
materyalleri, yumusak robotik sistemleri, robot tutucu sistemler, bina uygulamalari, kalip / kalip
uygulamalari, mimarlik uygulamalari, model uygulamalari, hizli prototip uygulamalari, gorsel sanat
uygulamalari, tekstil uygulamalari, dijital fabrikalar, mimari model uygulamalari ve malzemeleri,
endiistriyel uygulamalar ve malzemeler, gida uygulamalar1 ve malzemeleri, sanatsal uygulamalar ve
malzemeler, tarama yontemleri ve modelleme v.d.

Endiistri 4.0 ve dijital sanayi; biliylik veri, yapay zeka, dijital yasam dongiisii, sensor motorlari,
artirllmis gergeklik, gorsellestirme, sistem simiilasyonu, kablosuz iletisim, BIT giivenlik, dijital is, blok
zinciri, veri Glivenligi, 6zerk robotlar, sistem entegrasyonu, nesnelerin interneti (IoTs), siber giivenlik,
bulut bilisim, dijital fabrika v.d.

3B yazic1 tasarim, modelleme ve analiz; 3D yazici tasarimi, ekstruder tasarimi, 3B baski i¢in {irlin
gelistirme, seramik sistemleri tasarimi, gida sistemleri tasarimi, elektronik bilesenleri, mekanik pargalar,
standart bilesenler v.d.

3B yazic1 malzeme ve mekanik 6zellikleri; polimer malzemeler, esnek malzemeler, biyo malzemeler,
metalik malzemeler, toz malzeme iiretim yontemleri, aga¢ malzemeler, kompozit malzemeler v.d.

3B yazic1 program kontrol teknolojileri; kontrol programlari, tasarim programlari, 3D tarama
teknolojileri, DMLS teknolojileri, SLA teknolojileri, SLS teknolojileri, FDM teknolojileri, dijital iiretim
teknolojileri, diger 3B yazic1 teknolojileri v.d.

1J3DPTDI, online yayinlanan bir dergidir ve yilda 3 defa yayinlanir.
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Dear author,

Our Journal accepts articles in 4 languages (Turkish Tr, English En, Russian Ru and Ukrainian Ua).
Articles in Turkish, Russian and Ukrainian must have an abstract in English.

International Journal of 3D Printing Technologies and Digital Industry

1J3DPTDI, is an open access peer-reviewed, interdisciplinary international platform for disseminating
results of relevant research related to all the disciplines of engineering, science, technology etc on
Industry 4.0 - digital industry technologies, 3D printer technologies, additive manufacturing
technologies and applications . [I3DPTDI, invites all research, review articles, short communications &
technical notes that describe significant advances research in the areas of Engineering, Technology,
Science on Industry 4.0, Digital Industry, 3D Printers, additive manufacturing;

All scientific engineering research & technology area on Industry 4.0, Digital Industry and 3D
printers;

Medical applications for 3D printing; bioprinting tissues and organs, challenges in building 3D
vascularized organs, customized implants and prostheses, low—cost prosthetic parts, anatomical models
for surgical preparation, synthetic skin, cranium replacement, medical equipment, bone, tailor-made
sensors, personalized drug dosing, unique dosage forms, complex drug-release profiles ect.

Aplication fields; medical and dental applications, dental practices and materials, soft robotics systems,
robot gripper systems, building applications, die/mold applications, architecture applications, models
applications, rapid prototype applications, visual arts applications, textile applications, digital
factories, architectural-model applications and materials, industrial applications and materials, food
applications and materials, artistic practices and materials, scanning methods and modeling ect.

Digital industry; big data, artificial intelligence, digital life cycles, sensors actuators, augmented reality,
visualization, system simulation, wireless communication, ICT security, digital business, block chain,
data safety, autonomous robots, system integration, internet of things (IT’s), cyber security, cloud
computing, digital factory ect.

Design, modelling and analysis; 3D printer design, extruder design, product development, ceramic
systems design, food systems design, table system design, electronics components, mechanic
components, standard components ect.

Mechanical properties of filaments; polymer materials, flexible materials, bio materials, metallic
materials, wood materials, composite materials ect.

Program — control technologies; control programs, design programs, 3D scanning technologies, DMLS
technologies, SLA technologies, SLS technologies, FDM technologies, Digital production technologies,
other 3D printer technologies ect.

1J3DPTDI, Its publication frequency is 3 issues per year.

1.Period January-April
2.period May-August
3.period September-December
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YBaxkaemblii aBTOp, N Vg s
HAIIl )KYPHAI IPUHUMACT CTAaThH Ha 4-X s3bIKax (TYPELKOM, aHIIIMHCKOM, PYCCKOM H YKPAWHCKOM).
CraThu Ha TYpEeLKOM, PYCCKOM M YKPaWHCKOM S3bIKaxX IOJKHBI CONPOBOXKJIAThCS aHHOTAIMEeW Ha
AHTITINIICKOM SI3BIKE.

Me:xayHapoaHblii :KypHaJ Texnoaoruii 3D-neyaTu u uudposoii HHAyCTpUA

IJ3DPTDI — »T0 peueH3upyeMoe H3JaHUE C OTKPBITBIM JOCTYIIOM, MEXIUCIUILIMHAPHAS
MeXIyHaponHas Iuiarpopma Uil OOMEHa pe3yiabTaTaMH HCCICNOBAHMN 1O HMH)XXEHEPHO-
KOHCTPYKTOPCKHM pa3pabOTKaM, TEOPETHUECKUM HCCIEJOBAHUIM, YCOBEPILIEHCTBOBAHUIO TEXHOJIOT U
Wnpyctpun 4.0, B TOM yHcie — TEXHONOTHH M(POBOM MPOMBIIIIIEHHOCTH, 3D-1eyatn, aigiuTHBHOTO
NPOM3BOJICTBA M pa3paboTku mpmioxkeHni. 1J3DPTDI mpuHMMaer wuccienoBaTeNbcKue CTAThH,
0030pHBIE CTAaThbH, KPaTKHE COOOIICHUS M TEXHUYECKHE 3aMETKH, KOTOPbIE ONMCBHIBAIOT 3HAUYHMMBIE
pe3yabTaThl HCCIEAOBAaHMNA B 00JACTH MAIIMHOCTPOEHHSI, TEXHOJOTHH, TEOPETUYECKOW OCHOBBI
uaayctpun 4.0, uudpoBod mpombllieHHOCTH, 3D mevaTH, MpOM3BOACTBA MHOTOKOMIIOHEHTHBIX
MaTepHaoB.

TemaTuka KypHa/ia BK/IKYaeT BCe HAYYHO-TeXHHMYECKHE HCCJIeJOBAaHUS U 0030pP TEXHOJIOTUii
Hupycrpuu 4.0, nudposoii npombiniienHocTd U 3D neyatu.MeaunuHckue TexHojoruu 3D-
neyaTu: OHONPHUHTHHI — BOCHPOM3BENCHHE OOBEMHBIX MOJENeil TKaHell W OpraHoB, CO3JaHHE
TPEXMEPHBIX BACKYJSIPU3HPOBAHHBIX OPraHOB, WHAWBHIYyAIN3APOBAHHBIX MMIUIAHTATOB M MPOTE30B,
CUHTETUYECKOMN KOXKH, KOCTEH, 3aMEHbI YacTell 4epena; yACLICBIECHNE TEXHOJIOTUU IIPOTE3UPOBAHU,
pa3paboTKa aHATOMUYECKUX MOAEJICH IS IIOATOTOBKH XHUPYPTOB,TECTOBBIX XUPYPIrHUECKHIX OTIEPaIUii,
MEAULUHCKOTO OOOpYAOBaHMS; W3TOTOBJICHHE OATYMKOB C 3aJaHHBIM HAOOpOM XapaKTepUCTHUK,
CO3/1aHHE YHUKAJIBHBIX JIEKAPCTBEHHBIX MPENapaToB C MHIUBUAYAIbHBIMU JO3UPOBKAMH, CIOKHBIX
MHOTOKOMITOHEHTHBIX JIEKAPCTBEHHBIX CPEJICTB.

OO0nacTu mnpUMeHeHUsl: MaTepuaibl M OOOpPyAOBaHME MJIsI MEAMLUHBI U CTOMAaTOJIOTHHU,
POOOTU3UPOBAHHBIE CUCTEMbI HA OCHOBE OMOJIOTMYECKHUX MTPOTOTHIIOB, POOOTH3UPOBAHHBIE 3aXBaTHbIC
YCTPOHCTBA, CTPOUTENBHBIE MaTepuaibl, Npecc-POpMbI, MOJEIA W MPOTOTHIIBI B apXUTEKTYpe,
MOJICJIUPOBAHUE PEANbHBIX OOBEKTOB, IPOTOTHIIMPOBaHME, cdepa BHU3YAIBHOIO HCKYCCTBa,
TEKCTHJIbHASI IPOMBIIUIEHHOCTD, LU(POBBIC 3aBObI, IPHIOKEHHS U MaTEPUAIbI ISl apXUTEKTYPHOTO
MOJICJIMPOBAHMS, TPOMBIIIICHHbIE OO0pa3llbl W MaTephalibl, CO3JaHUE IMUIIEBBIX TPOAYKTOB,
TEXHOJIOTHH XY0KECTBEHHOW 00pabOTKM MaTepuajoB, METOJII MOJICIIMPOBAHUS U CKAaHUPOBAHUS H
T.IL.

HudpoBas muaycTpus: OoNbIIve JaHHBIE, UCKYCCTBEHHBIH MHTEIUICKT, )KU3HEHHBIN IIUKIT IIU(QPOBBIX
TEXHOJIOTUM, TPUBOAHBIE MEXaHU3MBl JAaTYMKOB, PACUIMPEHHAs pealbHOCTh, BH3YaJIU3ALMs,
MOJICJINPOBaHKE CHCTEM, OECTIpOBOIHAS CBsI3b, I T-0€301acHOCTD, 3JIEKTPOHHAS! KOMMEPLUS, OJIOKYEeHH
TEXHOJIOTHH, 0€30IT1aCHOCTh JTaHHBIX, aBTOHOMHBIE POOOTHI, CHCTEMHAs! MHTErpalus, HHTEPHET BELIeH,
KnOepOe30nacHOCTh, 00IaYHbIe BEIYUCICHHS, IIN(POBOE IPOU3BOCTBO.

Auzaiin, MojeJMpoBaHue W aHAIW3: MojenupoBaHue ans 3D medatH, sKkcTpyzaepa; paspaboTka
pa3sHOOOpa3HbIX  MPOLYKTOB,  HPOEKTHPOBAaHME  CHUCTEM  KEPaMHUYECKOro  IPOU3BOJCTBA,
YCOBEPILEHCTBOBAHNE TEXHOJIOTMH IIPOU3BOJICTBA MUILEBLIX IPOLYKTOB, IIPOEKTUPOBAHUE IIPEAMETOB
Me0enu, 3JIeKTPOHHBIX KOMIIOHEHTOB, MEXaHUYECKUX AeTajel, CTaHIapTHhIX KOMIIOHEHTOB H T.II.
MexanuyeckHe CBOICTBA HUTei: MMOTUMEpHBIE MaTepualibl, THOKHE MaTepualibl, OMOMaTepUabL,
W3JIENNS U3 MeTalljia U APEBECUHBI, KOMITIO3UITMOHHBIE MaTEPUAIIbI.

TexHonorum ynpapjieHMs NMPHUJI0KEHUSIMH: KOHTPOJIbHBIE MPOTPAMMBI, MIPOEKTHBIE MPOTPaMMEI,
texHoiorun 3D-ckanupoBanus, TexHomoruu DMLS, SLA, SLS, FDM, uudpoBbie TeXHOIOTHA
MIPOU3BOCTBA, Apyrue TexHosoruu 3D-nevatu u T.1.IlepnoaudHocTs BeIX01a )KypHaia — 3 pasa B roJl:

1-i1 BBIITyCK — SIHBapb-allpeb;
2-1i BBIITYCK — Mali-aBTyCT;
3-1 BBIMYCK — CEHTSOPb-1eKa0pb.
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IHIanoBHMIi aBTOPE,

Halll )KypHaJI IpUiiMae cTaTTi Ha 4-X MOBaX (TypeLbKOIO, aHTJIIHCHKOI0, POCIHCHKOI0 Ta YKPAlHCHKOIO).
CraTTi TypenpKom, POCIHCHKOI0 Ta YKpPaiHCHKOIO MOBOIO TMOBHHHI CYIIPOBO/KYBATHCS AHOTAIIIEIO
AHTITIHCHKOI0 MOBOIO.

Mi:xHapoaHuii :kypHaa TexHoJioriii 3D-1pyky i undposoi ingycrpii

IJ3DPTDI — me perien3oBaHe BHIAHHS 3 BIJKPUTHM IOCTYIIOM, MDKIMCHHIUTIHApDHA MIXHApPOIHA
mwiargopma uisi OOMiHY pe3yJbTaTaMu JOCTIKEHb 3 IHXCHEPHO-KOHCTPYKTOPCBKUX PO3POOOK,
TEOPETUYHUX NTOCIIIKEeHb, YIOCKOHAIEeHHS TexHomorii Iamyctpii 4.0, B TOMy 9HCIi — TEXHOJOTIH
1uppoBoi MpoMHCIOBOCTi, 3D-ApyKy, afUTUBHOrO BHPOOHHIITBA i po3podku aomartkis. 1J3DPTDI
MpUiiMae JOCTIHI CTaTTi, OTJISAAO0BI CTATTi, KOPOTKI MOBIJOMJICHHS 1 TEXHIYHI 3alMCKH, SIKI MICTATh
3HAUyIli pe3yJbTaTH AOCHIKEHb B Taly3i MallMHOOYAYyBaHHS, TEXHOJIOTil, TEOPETHYHiH OCHOBI
ingyctpii 4.0, mudposiit mpomucioBocti, 3D ApyKy, BUpOOHHIITBA 6araTOKOMIIOHEHTHHX MaTepialiB.

TemaTuka sKypHaJIy 0XOIJIIO€ BCi HAYKOBO-TEXHIUHI JOCTiIKEHHS Ta OTJIsA TexHoJorii Inaycrpii
4.0, uudposoi npomucaosocri i 3D apyky.

Meauuni Texnosorii 3D-apyky: GionpiHTIHT — BiATBOpEHHS 00'€MHHX MOJEJed TKaHWH i OpraHiB,
CTBOPEHHSI TPUBHUMIPHUX BacKYJSIPU30BAHWUX OPraHiB, iHAMBIAyali30BaHMX IMIUIAHTATIB 1 MPOTE3iB,
CHUHTETHYHO! IIKipH, KICTOK, 3aMiHM YaCTHH 4Yepemna; 3JICIHICBICHHS TEXHOJOTii MpOoTe3yBaHHS,
pPO3pOOIEHHS aHATOMIYHUX MOJEJeH ISl MiArOTOBKH XipypriB, TECTOBHUX XipypridYHHX OIEpaIliid,
MEIUYHOTO OOJaJHAaHHS; BUTOTOBJICHHS NATYHMKIB 13 3aJaHUM Ha0OPOM XapaKTEPHCTHK, CTBOPEHHS
VHIKQJIbHUX  JIKAPCBKUX  TpenapariB i3  IHAWBIAyalbHUMH  JTO3yBaHHSIMH;  CKJAaJHUX
0araTOKOMITOHEHTHHUX JTIKAPChKHUX 3aCO0iB.

Cdepu 3acrocyBaHHA: MaTepiand Ta OOJaJHAHHS JJIS MEIUIIMHHM 1 CTOMATOJIOTii, pOoOOTH30BaHi
CUCTEMH Ha OCHOBI 010JIOTIYHHX MTPOTOTHUITIB, pOOOTH30BaHI 3aXBaTHI MPUCTPOI, OyAiBEIbHI MaTepiaiy,
rpec-hopMu, MOJIelTi i TPOTOTHIH B apXiTEKTypi, MOJIEIIOBAHHS PEAbHUX 00'€KTIB, MPOTOTHITYBaHHS,
cdepa Bi3yalbHOT'O MUCTELTBA, TEKCTUIILHA IPOMHUCIIOBICTD, IN(POBI 3aBO/IM, JOAATKH Ta MaTepiaan
JUISL apXiTEKTYPHOTO MOJICITIOBAHHS, IIPOMHUCIIOBI 3pa3KH 1 MaTepiaiu, CTBOPEHHS Xap4OBUX MPOIYKTiB,
TEXHOJIOT1{ Xy/I0’)KHBOI 00POOKH MaTepialiB, METOM MOJICIIOBAHHS Ta CKAHYBAHHS 1 T.I1.

HudpoBa inaycTpis: BenwKi JAaHi, ITYYHUH IHTENEKT, KUTTEBUM NUKI HUQPOBUX TEXHOJIOTIH,
MPUBOJIHI MEXaHI3MH JaTYWKiB, PO3MIMPEHA peabHICTh, Bi3yallizallis, MOJEIIOBAHHS CHCTEM,
Oe3nporoBuil 3B's30k, [T-Oesreka, eneKTpOHHA KOMEpINis, OJIOKYEHH TEXHOJOTii, Oe3leka NaHWX,
ABTOHOMHI POOOTH, CHCTEMHa iHTerpamis, iHTEpHET peded , KibepOesreka, XmapHi OOYHCIIEHHS,
nu(ppoBe BUPOOHHUIITBO.

JAu3zaiin, MoaeaoBaHHs i aHai3: MojenmoBaHHs i 3D pyKy, ekcTpynepa; po3pooKa pisHOMaHI THUX
NPOAYKTIB, TPOEKTYBaHHS CHCTEM KEPaMi4HOTrO BHUPOOHMITBA, YAOCKOHAJIEHHS TEXHOJOTI]
BUPOOHHUITBA XapUOBHX IMPOJYKTIiB, MPOCKTYBAHHS MPEIMETIB MEOJIB, €JIEKTPOHHHX KOMIIOHEHTIB,
MEXaHIUHUX JeTaeH, CTaHIaPTHUX KOMIIOHEHTIB 1 T.II.

MexaHiuHi BJaCTHBOCTI HUTOK: IOJIIMEpHI MaTepiaiu, THy4Ki MaTepianu, Giomarepiaiu, BUpoou 3
MeTaJy 1 IEPeBUHU, KOMITO3UIIiiiHI MaTepiaiy.

TexHoJiorii ynpaBaiHHA ToaaTKaMu: KOHTPOJIbHI MPOTpaMH, NPOEKTHI MmporpaMu, TexHonorii 3D-
ckanyBanHs, TexHosorii DMLS, SLA, SLS, FDM, uudpoBsi TexHOIOTiT BUPOOHUIITBA, 1HIIT TEXHOIOTI1
3D-mpyky i T.1L

[NepionnuHicTh BUXOY KYpHATY — 3 pa3u Ha piK:
1-i1 BUITyCK — CIYEHBb-KBITEHb;

2-1f BUITyCK — TPaBEHb-CEPIICHD;

3-if BUILYCK — BepECEHb-TPY/ICHb.
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ABSTRACT

This study examines the impact of recycling on the thermal and mechanical properties of polylactic acid
(PLA) and acrylonitrile butadiene styrene (ABS) filaments, as commonly used in additive
manufacturing. Virgin and recycled PLA and ABS specimens were fabricated using an fused filament
fabrication (FFF) type 3D printer. 3D printed specimens were evaluated using tensile and bending tests,
as well as thermal analyses through differential scanning calorimetry (DSC) and scanning electron
microscopy (SEM). Mechanical testing results showed minimal differences in tensile and bending
strengths between virgin and recycled PLA samples, while in contrast recycled ABS demonstrated a
more pronounced reduction in tensile strength. Thermal analysis revealed a slight decrease in the glass
transition temperature for both materials, particularly in ABS, suggesting possible changes in layer
bonding and structural stability. Overall, the recycled materials exhibited comparable mechanical
properties to their virgin counterparts. This recycling approach not only lowers material costs but also
enhances environmental sustainability within 3D printing applications. By reusing waste materials and
reducing the dependency on virgin resources, this method supports a more sustainable manufacturing
cycle, helping to reduce overall environmental impact in additive manufacturing.

Keywords: Additive Manufacturing, ABS Filaments, PLA Filaments, Recycling, Environmental
Sustainability

1. INTRODUCTION estimated to range from 100 to 1000 years [6].
Plastics, synthetic polymers formed through the This has led to plastic fragmentation into macro,
polymerization of monomers typically derived meso, micro, and nanoplastics, dispersed
from petrochemicals, are widely used due to through various ecosystems, causing physical
their lightweight nature, strength, durability, and chemical harm to numerous species [7,8].
and versatile fabrication capabilities [1,2]. Factors such as urbanization, economic growth,
These properties and low manufacturing costs and population increase have contributed to the
have made plastics integral to various sectors, rise in plastic waste, which disproportionately
including agriculture, construction, packaging, affects developing regions that typically lack
and medicine [3]. However, their short life advanced waste management technologies and
cycle, especially in single-use products, has regulations [9,10].
resulted in a significant accumulation of plastic
waste in the environment. It is estimated that 6.3 As plastic waste continues to increase, the need
billion tons of plastic waste were generated for effective waste management and recycling
globally from 1950 to 2015, of which strategies are becoming increasingly urgent.
approximately 80% remains in natural The management of plastic waste can be
ecosystems [4,5]. approached through reduced production,
mindful consumption, and robust end-of-life
Plastic ~ waste represents a  significant processes, such as recycling [11]. However,
environmental challenge because of its recycling faces challenges due to high treatment
prolonged degradation period, which is costs and the complexities involved in
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processing plastic waste without harming the
environment [3,6]. Addressing these challenges
is essential to reducing plastic’s negative
environmental impacts. Global organizations,
such as the United Nations, have recognized
plastic as a major environmental threat [12,13].

The challenges posed by plastic waste have
driven global efforts to adopt sustainable
practices in production, usage, and end-of-life
management. In this context, the European
Union (EU) has committed to advancing a
circular economy model [14], with increased
plastic recycling rates as a central goal. The
EU's targets include recycling 50% of plastic
packaging by 2025 and 55% by 2030,
emphasizing the importance of innovative
recycling methods alongside conventional
approaches [15,16]. Achieving these targets
would enable plastics to remain within the value
chain longer, supporting their use in high-value
applications and enhancing sustainability
[17,18].

Additive manufacturing (AM) has grown
rapidly in recent years, enabling quick and cost-
effective production without the need for
traditional machining or tooling [19]. With
advances in AM technologies, particularly FFF,
the use of 3D-printed polymers like PLA and
ABS continues to expand [20,21]. However,
FFF generates significant waste, including
failed prints, support structures, and disposable
prototypes. PLA, a biodegradable polymer
derived from renewable sources, can be
managed through recycling, combustion,
composting, or landfill disposal [22]. Among
these, recycling is considered the most
sustainable approach due to its minimal
environmental impact, while composting and
combustion present challenges related to
process complexity and carbon emissions,
respectively [23,24].

Given the increasing application of 3D printing
in various industries and the environmental
impact of plastic waste, exploring sustainable
management of waste generated from AM,
particularly in materials like PLA and ABS, has
become vital. Recycling presents a promising
solution to the reduction of the environmental
footprint of FFF-generated waste, yet the effects
of recycling on the mechanical and thermal
properties of these polymers require further
examination. An understanding of how
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recycling impacts the performance and
durability of 3D-printed materials is critical to
enabling  sustainable practices  without

compromising the functional quality of printed
parts. This study assesses the mechanical and
thermal behaviours of recycled PLA and ABS
filaments to evaluate their suitability for reuse
in FFF-based 3D printing applications. The
findings aim to support sustainable recycling
practices in AM. Mechanical properties,
including tensile and bending strength, along
with thermal properties, were analysed for both
virgin and recycled samples to identify any
changes in performance resulting from the
recycling process. Additionally, SEM analysis
was conducted to examine fracture surfaces,
offering insights into structural integrity and
layer adhesion.

2. EXPERIMENTAL PROCEDURES

2.1. Materials

This study focuses on PLA and ABS in both
their virgin and recycled forms. The recycled
materials were sourced from previously used
3D printing waste. Test specimens were created
using virgin and recycled filaments, each with a
nominal diameter of 1.75 mm.

2.2. Methods

The test specimens were fabricated using a
Creality K1C 3D printer with a maximum build
volume of 220 x 220 x 250 mm. The 3D printer
used for specimen fabrication, operating with
FFF technology (Figure la), offers a printing
accuracy of 100 = 0.1 mm. The AM process was
carried out with four distinct filament types:
virgin PLA (v-PLA), recycled PLA (r-PLA),
virgin ABS (v-ABS), and recycled ABS (r-
ABS). In order to isolate the effects of the
recycling process on the mechanical and
thermal properties of the polymers, all 3D
printing parameters—including layer height,
print speed, nozzle temperature, and infill
density—were kept constant for both virgin and
recycled samples. To ensure optimal printing
conditions, the printing temperature was set to
220°C for PLA filaments and 250°C for ABS
filaments. Correspondingly, the bed
temperature was set to 50°C for PLA and 100°C
for ABS to promote adhesion throughout the
printing process. Each specimen was
manufactured with a 100% infill density. The
layer thickness was maintained at 0.28 mm, and
the printing speed set to 50 mm/s. All other
printing parameters, such as air gap, build
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orientation, raster angle, printing velocity, fabricated using a flat build orientation along
contour width, and number of contours, the XY plane to ensure a consistent printing
followed the manufacturer’s default settings direction throughout the study.

and recommendations. All samples were

a) b)

723N Y

A

Extruder

3D-printed part

B

Build platform
|2
—
Filament

Figure 1. Schematic representation of (a) the FFF process and (b) the solid model of tensile/bendiné t
with their building direction.

est samples

The recycling process for 3D printing materials ground, the particles undergo an extrusion
begins with the collection of waste generated process. The particles are heated to their melting
from previous 3D printing projects (Figure 2). point during extrusion, creating a homogeneous
These waste materials, often in the form of molten polymer. This molten material is then
failed prints, support structures, or excess extruded through a nozzle to form a continuous
filament, are gathered and prepared for filament, which is cooled and spooled for easy
processing. The first step in the recycling handling and storage. The recycled filament is
workflow is the grinding phase, where the waste then loaded into a 3D printer, where it can be
materials are fed into a grinder to be broken used to create new objects.

down into smaller particles or pellets. Once

-

Grinding of 3D printing waste

=

p Sl "

P O

- ’ Melt extrusion
3D printing waste

3D printing Recycled filament
Figure 2. Recycling and filament production scheme for 3D printing materials
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a) v-PLA b) v-ABS
r-PLA -ABS
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Figure 3. FTIR spectra of 3D-printed PLA and ABS samples
2.3. Characterization and Mechanical to 5 mm/min for tensile tests and 1.56 mm/min
Testing for bending tests.
The chemical structure of the samples was
analysed using fourier transform infrared 3. RESULTS AND DISCUSSION
(FTIR) spectroscopy using a Shimadzu 3.1. FTIR Results
IRTracer-100 spectrometer at room The FTIR spectra of the PLA and ABS samples

temperature. Spectral scans were conducted
across the range of 4000 to 400 cm™', with a
resolution of 4 cm™, for all specimens. DSC
was used to analyse thermal transitions,
including the glass transition and melting
temperatures, with both heating and cooling
rates set to 10°C/min on a Mettler-Toledo/700
DSC. Samples were placed in aluminium pans
and initially heated from -50°C to 240°C at a
rate of 10°C/min (first heating cycle). After
reaching 240°C, the samples were again cooled
to -50°C, then reheated from -50°C to 240°C at
the same rate (second heating cycle). All
measurements were performed in a nitrogen
atmosphere. The thermograms obtained
allowed for the identification of the glass
transition temperature (Tg), cold crystallization
temperature (Tcc), and melting temperature
(Tm). SEM was used to capture detailed images
of the surface morphology and microstructural
characteristics of the specimens. A Zeiss
Gemini 300 SEM was employed for sample
preparation and imaging, with specimens
coated in a thin layer of palladium/gold prior to
analysis.

The mechanical properties were evaluated via
tensile and bending tests following the ASTM
D638 [25] and D790 [26] standards,
respectively. Each test was conducted five times
at room temperature using a Shimadzu AGX
universal testing machine with a load capacity
of 50 kN. The dimensions of the test samples are
given in Figure 1b. The testing speeds were set
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used in the study are presented in the spectral
region in Figure 3a and Figure 3b, respectively.
There are no apparent differences between
samples printed with virgin and recycled
filament for both PLA and ABS. The presence
of identical peaks indicates that the recycling
process did not lead to any chemical changes in
the samples. Additionally, the chemical
structures of all the samples align with IR
spectra reported in the literature, as confirmed
by the FTIR spectra shown in Figure 3 [27-29].
In the IR spectra of PLA, a strong CO stretching
vibration is observed at 1757 cm’!, while bands
corresponding to the -CHs; C-H stretching
vibrations are observed at 2996 cm™ and 2945
cm’!. Furthermore, bands associated with the
characteristic absorption of ester CO stretching
vibrations are observed at 1080 and 1187 c¢cm’!
[30].

In the FTIR spectra of ABS polymer,
characteristic absorption bands corresponding
to each of its main components -acrylonitrile,
butadiene, and styrene- can be identified.
Aromatic C-H stretching vibrations from the
styrene component are observed in the range
3200-3000 cm™!, while C-H bending vibrations
in the benzene ring can be observed at
approximately 700 cm™ and 760 cm™ [31]. The
absorption at 1638 cm™ represents the
stretching vibration of the C-C double bond
from the butadiene units, while the stretching
vibration of the aromatic ring from the styrene
unit appears at 1495 cm™ [32]. The deformation
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of C-H for hydrogen atoms attached to alkenic
carbons is observed at 967 cm! for 14-
butadiene units and 911 cm™ for 1,2-butadiene
units [32]. These peaks confirm the presence
and integrity of the ABS structure, and their
alignment with equivalent spectra reported in
the literature indicates that no significant
chemical alteration has occurred to the samples
due to processing.

3.2. DSC Results

The DSC analysis results for PLA samples,
including heating and cooling cycles, are shown
in Figure 4 and summarized in Table 1. Figure
4a and Figure 4b focus on the heating and

cooling cycles to highlight the consistent
thermal behaviour of both v-PLA and r-PLA,
with minimal influence from external factors
like cooling rate. In the first heating cycle, there
is no significant difference between v-PLA and
r-PLA, as can be seen in Figure 4c, with both
showing similar thermal patterns. During the
second heating cycle, the Tg for v-PLA was
63.34°C, while for r-PLA, it is slightly lower at
61.13°C. This small drop (~2°C) in Tg for the
recycled sample suggests some minor effect
from the recycling process, but this difference is
too small to impact the material's overall
mechanical and/or thermal performance
significantly.

Table 1. Table of DSC results after the second heating cycle of PLA and ABS samples

Material Tg - Glass transition (°C) Tcc - Cold crystallization (°C) Tm - Melting (°C)
v-PLA 63.34 118.87 153.07
r-PLA 61.13 117.99 149.88
v-ABS 107.63 - -
r-ABS 103.68 - -
0.61 a) 0.61 b)
0.4 0.4+
0 0
B 02 B 02
2 2
= 0.0 1 = 0.0
3 3
& 021 0.2
—— 1* heating = 1*" heating
—0.4 1 cooling —044 cooling
—— 2% heating —— 2% heating
—0.6 +—— : : . . . . —0.6+— : : . . . .
-50 0 50 100 150 200 250 -50 0 50 100 150 200 250
Temperature (°C) Temperature (°C)
0.6 c) 0.6 d)
0.4 0.4
® ®
2 02 g 02
Z Z
= 0.0 S 0.0
3 g
2 021 £ 021
~0.4 jm—— 1" heating of v-PLA —0.4 9 j=——2%" heating of v-PLA
—— 1" heating of 1-PLA —— 2% heating of 1-PLA
-0.6 ; ; -0.6 , ;

-50 0 50 100 150 200

Temperature (°C)

250

-50 0 50 100 150 200 250

Temperature (°C)

Figure 4. DSC plots showing: the heating and cooling cycles of a) v-PLA, and b) r-PLA, a comparison of
c) first and d) second heating cycles
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The cold crystallization temperature is also
slightly lower for r-PLA, occurring at 117.99°C
compared to 118.87°C for v-PLA. This
indicates that r-PLA crystallizes just slightly
carlier, but the difference (~1°C) is minimal and
can be considered insignificant. Additionally, a
decrease in melting temperature between the
first and second heating cycles is noted for both
materials, as shown in Figure 4c and Figure 4d.
Therefore, the DSC results suggest that
recycling causes only minor changes in the
thermal properties of PLA. The recycled PLA
maintains a similar thermal stability across both
heating cycles, and the observed changes are
very small, indicating that the recycling process
has little effect on the polymer's stability.

The DSC analysis results for ABS samples,
covering both heating and cooling cycles, are
presented in Figure 5 and summarized in Table
1. Figure 5a and Figure 5b emphasize the
heating and cooling cycles to demonstrate the
stable thermal behaviour of both v-ABS and r-
ABS, with minimal impact from external
factors such as cooling rate. Due to the
amorphous structure of ABS polymer, DSC

0.6 a)
0.4+
~ ~
an an
~ ~
2 024 =
N—" N—"
Z 2
= 009 =
s s
—— 1*" heating
—0.44 cooling
—— 2% heating
70.6 T T T T T T T
=50 0 50 100 150 200 250
Temperature (°C)
0.6 C)
0.4+
~ ~
L0 Lo
Z 02 2
N N
Z 2
= 0.0+ =
3 3
o= —0.2 =
-0.4 = 1* heating of v-ABS
—— 1™ heating of r-ABS
-0.6 T T T T T T T
=50 0 50 100 150 200 250

Temperature (°C)

analysis generally provides information only on
the glass transition temperature. In amorphous
polymers, a lack of a regular crystalline
structure means that thermal transitions such as
crystallization or melting temperatures cannot
be observed [33]. Consequently, in Table 1, only
the Tg of ABS filaments can be reported. In the
heating cycles, no significant difference is
observed between v-ABS and r-ABS, as shown
in Figure 5c and Figure 5d, with both displaying
a similar thermal profile. In the second heating
cycle, the Tg for v-ABS is 107.63°C, while for
r-ABS it is slightly lower, at 103.68°C. The
slight decrease in the Tg suggests that the
recycling process can cause minor changes at
the molecular level. This reduction may be due
to chain scission, lower molecular weight, or
increased free volume within the polymer,
which can enhance chain mobility. Additionally,
impurities introduced during recycling could act
as plasticizers, further lowering Tg. Despite this
small change, the thermal properties of r-ABS
remain close to those of v-ABS, indicating that
recycled ABS retains sufficient thermal stability
for similar applications.

0.6 b)
0.4+
0.2+
0.0
021 __/j
— 1*' heating
—0.4+ cooling
—— 2% heating
70.6 T T T T T T T
=50 0 50 100 150 200 250
Temperature (°C)
0.6 d)
0.4 4
0.2+
0.0+
70.2 <
0.4 2 heating of v-ABS
—— 2% heating of r-ABS
-0.6 T T T T T T T
=50 0 50 100 150 200 250

Temperature (°C)

Figure 5. DSC plots showing: the heating and cooling cycles of a) v-ABS, and b) r-ABS, as compared for the
c) first and d) second heating cycles
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W

Figure 6. SEM images

El
Wi

/ 2 Dat
= 100KX Ti

of the fractured surface of a) v-PLA at 75x, b) v-PLA at 1000x, c) r-PLA at 75x, and

d) r-PLA at 1000x

3.3. SEM Results

In Figure 6 and Figure 7, SEM images illustrate
the fracture surfaces of PLA and ABS samples,
highlighting structural differences between the
virgin and recycled materials. Figure 6a
illustrates the fracture surface of the v-PLA
sample, which shows a uniform appearance
with the majority of fibres breaking along the
fibre surfaces. In contrast, Figure 6¢ reveals that
the r-PLA sample has a less uniform fracture
surface, with more interfacial bond failure than
seen in v-PLA. Additionally, the fibres in r-PLA
appear to merge and smear each other, both at
the interface and across individual fibre
surfaces. This behaviour is thought to result
from the reduction in Tg observed in the DSC
analysis due to the recycling process. The lower
Tg causes the recycled material to soften at a
lower temperature, which may potentially allow
fibres to bond more extensively. = When
examining Figure 6b and Figure 6d, although
there are slight differences in fracture patterns,
the fracture surfaces of each of the samples
appear quite similar. Thus, the recycling process
does not seem to cause any significant changes
in the microstructure or fracture surface of the
material. At lower magnifications (Figure 7a
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and Figure 7¢), the v-ABS sample displays a
smoother, more uniform surface, with fibres and
layers distributed consistently across the
structure. In contrast, the r-ABS sample shows
clear smearing between layers, suggesting that
the layers have bonded in a less uniform
manner. Instead of fracturing evenly along each
fibre, the r-ABS sample tends to break more
along interlayer bond regions.

In Figure 7c and Figure 7d, a larger interlocking
fibre structure can be observed in the recycled
sample, where fibres merge and form a smeared
structure. This increased smearing may result
from the slight reduction in Tg, which causes
the recycled material to soften earlier,
potentially allowing the layers to bond more
tightly. In Figure 7d, at higher magnifications,
this smeared bonding between layers becomes
even more apparent in r-ABS than it is in v-
ABS.

For both the ABS and PLA samples, the SEM
images revealed two main differences between
virgin and recycled specimens. These
differences include an increase in smearing and
a higher rate of interfacial bond failure in the
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recycled samples. Previous studies [21,34-36]
have shown that an increase in interfacial bond
failure generally reduces mechanical properties,
as AM tends to produce stronger mechanical
performance with fibre surface breakage, while
interfacial regions are more likely to act as weak
points. Therefore, the increased occurrence of
interfacial bond failure in recycled samples is
considered a negative outcome. However, the
smearing observed between layers in the
recycled samples may contribute to improved
mechanical properties by creating a more
integrated, cohesive structure. Provided that
fibre smearing does not lead to dimensional
shrinkage subsequent to production, it may
enhance interfacial bonding and lead to more
favourable mechanical properties.

W

Figure 7. SE

M images of the fractured surface of a) v-ABS at 75

3.4. Tensile Test Results

The stress-strain graphs obtained from the
tensile test results for all samples are presented
in Figure 8. These graphs show that there is
generally little difference between the virgin
and recycled samples, with the curves being
quite close to each other and both samples for
each material exhibiting similar tensile
strengths. Furthermore, as stated in the
literature, a comparison of the tensile strengths
of PLA and ABS filaments reveals that PLA has
the higher tensile strength. In accordance with
ASTM standards, the repeated test results for
each tensile test, along with their standard
deviations, are presented in Table 2 and Table 3
for PLA and ABS, respectively, to allow for a
more detailed analysis.

d) r-ABS at 1000x

Table 2. Results of tensile tests of samples produced with v-PLA and r-PLA

Maximum stress (MPa)

Material

1% test 2 " test 3 1 test 4 et 5 th test Mean +S.D.
v-PLA 41.99 44.19 44,74 44.26 4321 43.68 1.10
r-PLA 44.52 4422 44.67 44.16 4432 4438 0.21
. Strain (%
Material 1 5 test 2 7 test 3 1 gegt 4 te(st : 5t test Mean +S.D.
v-PLA 1.76 1.85 1.88 1.86 1.80 1.83 0.05
r-PLA 2.02 2.08 2.12 2.01 2.11 2.07 0.05
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Table 3. Results of tensile tests of samples produced with v-ABS and r-ABS

Maximum stress (MPa)

Material 1% test 2 " test 3 " test 4 ™ test 5t test Mean +S.D.
v-ABS 29.40 28.58 30.13 29.56 29.24 29.38 0.56
r-ABS 26.27 23.80 22.34 25.20 23.56 24.23 1.53

. Strain (%)

Material 1% test 2 " test 3 ™ test 4t test 5t test Mean +S.D.
v-ABS 1.63 1.56 1.65 1.62 1.59 1.61 0.04
r-ABS 1.51 1.21 1.15 1.44 1.19 1.30 0.16
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Figure 8. Stress-strain graphs of samples printed with; (a) PLA, (b) ABS, and (c) a comparison of the PLA and
ABS samples

Table 2 shows that r-PLA samples had slightly
higher tensile strengths. However, this
difference is negligible, and cannot be
considered significant when standard deviations
are taken into account. The highest standard
deviation, +1.10 MPa, was observed for the v-
PLA samples, which is sufficient to account for
the strength difference between v-PLA and r-
PLA. Therefore, it can be concluded that
recycling does not have a significant effect on
the tensile strength of PLA.

In Table 3, --ABS samples show a relatively
more pronounced decrease in tensile strength
compared to PLA. v-ABS samples have a
tensile strength of 29.38 MPa, while r-ABS
samples exhibit an average tensile strength of
24.23 MPa. This indicates that ABS polymer is
more strongly affected by the recycling process
than PLA. Additionally, the low standard
deviations observed for all samples suggest that
the production process for specimens
manufactured via AM is stable and consistent
across repeated analyses. The low standard
deviations in the mechanical tests indicate that
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the production process for the specimens is
stable and consistent, with the material
properties showing a homogeneous structure
and the test results being highly reliable. This
suggests that the production parameters were
themselves very consistent, thus minimizing
environmental or measurement errors. Low
standard deviation also implies that the material

3.5. Bending Test Results

Figure 9 presents the force-displacement curves
obtained from the bending tests for all samples.
Overall, the results indicate minimal differences
between virgin and recycled specimens, with
similar bending strengths observed across the
groups. The curves are closely aligned,
demonstrating comparable bending
performance between samples. Detailed results
for each bending test, following ASTM
standards, as well as corresponding standard
deviations, are listed in Table 4 and Table 5 for
PLA and ABS samples, respectively, providing
a comprehensive analysis.
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is likely to perform predictably in terms of
mechanical properties, such as tensile strength,
and is unlikely to exhibit unexpected variations
in application. Therefore, the low standard
deviations obtained for the current test results
support the stability of the production process
and the reliability of the mechanical
performance of the materials.

In Table 4, the bending force results show that
v-PLA samples exhibit slightly higher bending
forces than r-PLA samples. The average
bending force for the v-PLA samples is 139.95
N, compared to 129.75 N for r-PLA. However,
this difference remains relatively insignificant,
particularly when standard deviations are
considered. The highest standard deviation of
+13.37 N was recorded for v-PLA samples,
which offsets the minor difference between v-
PLA and r-PLA. Therefore, it can be inferred
that recycling does not significantly impact the
bending strength of PLA materials.
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Figure 9. Bending force-displacement graphs of specimens produced with (a) PLA and (b) ABS, and
(c) a comparison of PLA and ABS samples
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Table 4. Results of bending test of samples produced with v-PLA and r-PLA

Maximum bending force (N)

Material 1t test 2 ™ test 3 1 test 4t test 5t test Mean +S.D.
v-PLA 152.92 128.22 123.12 146.25 149.25 139.95 13.37
r-PLA 137.19 133.32 129.70 122.98 125.55 129.75 5.74

. Maximum displacement (mm

Material 1% test 2 ™ test 3 " test 4 tftes‘c (5 th tc)ast Mean +S.D.
v-PLA 8.37 8.33 8.32 7.99 8.06 8.21 0.18
r-PLA 8.13 7.33 7.18 7.76 7.91 7.66 0.40

Table 5 Results of bending test of samples produced with v-ABS and r-ABS

Material Maximum bending force (N)

1% test 2 " test 3 1 test 4 et 5 th test Mean +S.D.

v-ABS 110.10 107.58 106.86 103.81 102.76 106.22 2.96
r-ABS 103.33 98.37 95.18 100.71 104.76 100.47 3.84

. Maximum displacement (mm

Material 1 test 2 test 3%test 4 tlE)test (5 h te):st Mean +S.D.
v-ABS 9.37 9.24 9.62 8.45 8.74 9.08 0.48
r-ABS 6.88 6.32 6.62 6.34 6.57 6.55 0.23

As illustrated in Table 5, recycled ABS samples
show a slightly reduced bending force
compared to their virgin counterparts. The mean
bending force for v-ABS is 106.22 N, whereas
for r-ABS, it is 100.47 N, indicating a small
reduction due to recycling. This suggests that
ABS is relatively less impacted by the recycling
process under bending loads compared to
tensile loads, as seen in prior sections. The low
standard deviations across all tests imply that
the AM process was consistent and that the
results are reliable. In terms of bending tests, the
low standard deviations indicate that the
material properties remain homogeneous and
that the tests produced highly consistent results.

4. CONCLUSIONS

This study investigated the effects of recycling
on the thermal and mechanical properties of
PLA and ABS filaments, which are commonly
used in AM. The results of mechanical tests,
alongside thermal analyses, provided valuable
observations regarding the structural stability
and performance of virgin and recycled
specimens. Thermal analysis showed a slight
decrease in the Tg of both recycled PLA and
ABS, which may facilitate increased layer
bonding but could also influence their
mechanical properties under stress. This
reduction in Tg was more pronounced in
recycled ABS, which aligns with its observed
reduction in mechanical performance. The
fracture surfaces revealed increased smearing
and interfacial bond breaking in recycled
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samples, especially for ABS, which supports the
hypothesis that ABS is more significantly
affected by recycling in terms of layer adhesion
and structural integrity. Mechanical tests
indicated a minimal impact of recycling on the
performance of both PLA and ABS samples.
The  recycled materials  demonstrated
comparable  strengths to their virgin
counterparts, indicating that the recycling
process did not significantly degrade
mechanical performance in either case. In the
tensile tests, PLA showed only a 1.6% change,
while ABS exhibited a greater decrease of
17.5%, indicating  higher  degradation
susceptibility in the latter. Bending tests showed
strength reductions of 7.3% in PLA and 5.4% in
ABS, indicating a limited but more pronounced
effect on ABS’s properties. The similar
mechanical strengths of recycled PLA and ABS
suggest that recycled materials are suitable for
applications where high strength is not critical,
offering a cost-effective and sustainable
alternative to the use of virgin materials. This
closed-loop recycling system not only reduces
waste but also minimizes the environmental
impact associated with raw material production,
enhancing the sustainability of 3D printing.
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0z

Bu calisma, omega metamateryal yapilarinin penta yama anten (PYA) performansina olan etkilerini
incelemektedir. 1k olarak, 10.5 GHz merkez frekans1 hedeflenerek PYA tasarlanmis ve CST yazilimi
kullanilarak simiile edilmistir. Referans antenin kazanci 3.042 dBi olarak elde edilmistir. Daha sonra,
cift negatif 6zelliklere sahip bir omega metamateryal tasarlanmis, elektriksel ve manyetik gecirgenlik
degerleri belirlenmis ve 9-13 GHz frekans araliginda negatif kirmim indisi gozlemlenmistir. Bu
ozelliklerin metamateryalin etkin kullanimini miimkiin kildig1 goriilmistiir. Simiilasyonlarda, omega
metamateryal ile tek ve ¢ift katmanli lens tabakalari tasarlanmigtir. Tek katmanli omega lens ile anten
kazancinda %30.51 artis saglanmis ve kazang degeri 3.97 dBi'ye ulasmistir. Cift katmanli lens
kullaniminda ise lensler aras1 mesafe optimize edilerek 5.14 dBi kazang elde edilmis, bu deger referans
anten kazancindan %68.97 daha yiiksek olmustur. Bu bulgular, omega metamateryal yapilarinin anten
kazancim1 artirmada ve elektromanyetik yayilimin odaklanmasinda 6nemli avantajlar sundugunu
gostermektedir. Sonug olarak, bu ¢alisma metamateryal destekli anten tasariminda yenilikei bir yaklasim
sunmakta ve uydu haberlesme gibi yliksek frekansli uygulamalarda etkili ¢oziimler dnererek alanin
ilerlemesine katkida bulunmaktadir.

Anahtar Kelimeler: Penta Yama Anten, Metamateryal, Anten Kazanci

THE EFFECT OF OMEGA METAMATERIAL STRUCTURE ON THE
PERFORMANCE OF PENTAGONAL PATCH ANTENNA

ABSTRACT

This study investigates the effects of omega metamaterial structures on the performance of pentagonal
patch antennas (PPA). Initially, a PPA was designed targeting a central frequency of 10.5 GHz and
simulated using CST software. The reference antenna achieved a gain of 3.042 dBi. Subsequently, an
omega metamaterial with double-negative properties was designed, with its electrical and magnetic
permeability values determined. A negative refractive index was observed in the 9-13 GHz frequency
range, demonstrating the effective utilization potential of the metamaterial. In the simulations, single-
and double-layer omega metamaterial lenses were designed. The single-layer omega lens resulted in a
30.51% increase in antenna gain, reaching a gain value of 3.97 dBi. For the double-layer lens
configuration, optimizing the inter-layer distance yielded a gain of 5.14 dBi, which is 68.97% higher
than the reference antenna's gain. These findings demonstrate that omega metamaterial structures offer
significant advantages in enhancing antenna gain and focusing electromagnetic radiation. In conclusion,
this study presents an innovative approach to metamaterial-supported antenna design and provides
effective solutions for high-frequency applications, such as satellite communications, contributing to
advancements in the field.

Keywords: Pentagonal Patch Antenna, Metamaterial, Antenna Gain.
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1. GIRIS

Son yillarda haberlesme teknolojilerinde
yasanan hizli gelismeler, daha etkili, yliksek
performansh ve kompakt antenlerin tasarimim
zorunlu hale getirmistir. Anten sistemlerinin
performansim artirmak amaciyla kullanilan
metamateryaller, bu alanda 6nemli bir yenilik
olarak 6ne ¢ikmaktadir. Metamateryaller, dogal
malzemelerde goriilmeyen elektromanyetik
Ozelliklere sahip yapay yapilar olarak
tanimlanir ve elektriksel (¢) ve manyetik
gecirgenlik  (u) parametrelerinin  negatif
degerler almasi gibi sira digi Ozellikler
gosterebilirler. Bu 6zellikler, 6zellikle anten

kazanci, yonlilik ve bant genisligi gibi
performans metriklerini iyilestirme
potansiyeline sahiptir [1-4].

Metamalzemeler ise elektromanyetik

alanindaki caligmalarda anten performansini

arttirmak i¢in siklikla kullanilan dogada
kendiliginden =~ bulunmayan  yapay  bir
malzemedir  [5].  Ozellikle  mikrodalga

caligmalarinda kullanilan miikemmel manyetik
Ozellik gosteren ya da ¢oklu dielektrik
katmanlara sahip frekans segici yiizeyler olarak
kullanilmaktadir [6-7]. Tasarim prosediirlerinde
birim hiicre geometrisi, dielektrik katmanlarin
kalinlig1, kullanilan malzemelerin elektriksel ve
manyetik 6zellikleri gibi kriterler 6nemlidir. Bu
kriterler kullanilarak tasarim yoluyla elde edilen
katmanin belirli bir frekans araliginda
elektriksel ve manyetik gegirgenliginin negatif
olmasina c¢alisihir. Elde edilen yapimin
elektriksel ve manyetik gecirgenliklerinden bir
tanesi bile istenen aralikta negatif Ozellik
gosteriyorsa yapi metamateryal bir yap1 olarak
adlandirilir [8-9].

olduklar1
gore  farkli

Metamateryaller, sahip
elektromanyetik  &zelliklere
kategorilere ayrilmaktadir. Negatif kirilma
indisine sahip metamateryaller,
elektromanyetik dalgalar1 olagan disi yollarla
yonlendirme yetenekleri nedeniyle anten ve
dalga kilavuzu uygulamalarinda kullanilir.
Plazmonik metamateryaller, o6zellikle optik
frekanslarda galigarak 1s181in manipiilasyonunda
onemli rol oynar [10]. Elektromanyetik band
bosluklu (EBG) metamateryaller, belirli frekans
bantlarinda elektromanyetik dalgalarin
yayilmasini engelleyerek filtreleme ve giiriilti
azaltma uygulamalarinda kullamilir [11].
Ayrica,  programlanabilir  ve  yeniden
yapilandirlabilir metamateryaller, dinamik
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olarak ayarlanabilir 6zellikleriyle 5G ve IoT
uygulamalarinda giderek daha fazla
kullanilmaktadir [12]. Son yillarda yapilan
caligmalar, bu yapilarin yiiksek kazangli anten
tasarimlarinda ve elektromanyetik girisim
azaltma uygulamalarinda etkin bir sekilde
kullanilabilecegini gostermektedir.

Khan 2013’te antenin genel boyutunda azalma
saglayan bir Koch besgen fraktal yapisi
kullanarak yeni bir kii¢iltiilmiis boyutta {i¢
bantli Koch Pentagonal fraktal anten
sunulmustur [13]. Onerilen anten, temel
fraktalizasyon i¢in besgen sekli kullanir ve ilk
yinelemenin Koch fraktal deseniyle kazinmis i¢
taraflar1 ile Dbirlestirerek antenin  genel
boyutunda kiiciilme saglamistir.  Ugiincii
yineleme Onerilen fraktal anten icin, ilk
rezonans frekans bandinda ¢alisan besgen yama
antenine kiyasla, ciddi bir oranda anten
boyutunda kiigiiltme elde etmistir. Yine diger
bir calismada [14-15] fraktal yapilar igin
sagilma parametreleri incelenmis ve Sierpinski
yapisi i¢in diisiik geri sacilma parametresi elde
edilebilecegi ortaya konulmustur.

Ramya 2017°dide metamateryal ile ilgili
calismasinda, ultra ince ve ultra genig bant
ozelliklere sahip bir mikrodalga metamateryal
emici tasarlamigtir. Bu yapi, 10.36-16.67 GHz
arasinda  %85’in  {izerinde  absorpsiyon
saglayarak toplamda 6.31 GHz genis bant
absorpsiyon elde etmistir. Asimetrik tasarim
nedeniyle polarizasyon hassasiyeti gosterse de,
genis bant absorpsiyon normal ve egik acilarda
korunmustur. Basit, kompakt ve yiiksek
performansli  bu tasarim, elektromanyetik
girisim bastirma ve gizlilik uygulamalar1 i¢in
uygunlugunu, deneysel ve simiilasyon sonuglari
biiylik Olglide uyum gostererek ortaya
koymustur [16]. Yine 2017 yilinda, Wu ve
arkadaslari, ultra genis bant (UWB)
uygulamalari i¢in bir metamaterial mikroserit
anten tasarlamig ve 2.9-33.7 GHz arasinda
%168.3 bant genisligi saglamistir. Anten, iistte
diizensiz sekilli yuvalar ve altta 1zgara desenli
bir topraklama diizlemi kullanarak performansi
artirmistir.  Olgiimler, maksimum  %95.6
verimlilik ve 7.17 dB maksimum kazanci
gostermistir. Tasarim, yoOnlii radyasyon ve
kompakt yapisiyla UWB kablosuz iletisim
sistemleri icin uygun bir aday olarak One
cikmistir [17].
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Yapilan diger bir g¢alismada omega sekilli
metamateryal yapilarinin mikroserit anten
performansi iizerindeki etkisi, Bilal Tiitiincii ve
arkadaglarinin caligmasinda kapsamli sekilde
ele alinmistir. Calismada, bir omega sekilli
metamateryal (OSM) lensin, Ku bandinda
calisan referans bir mikroserit anten {iizerine
yerlestirilmesiyle kazang artigt saglanmistir.
Tek katmanli OSM lens kullanilarak 2.74 dB,
cift katmanli lens ile ise 4.08 dB kazang artisi
Olciilmiistiir. Bu sonuclar, metamateryallerin
negatif  kirimim  indisi  Ozelliklerinden
faydalanarak  elektromanyetik  dalgalarin
odaklanmasi ve yonliiliigiiniin artirilabilecegini
gostermektedir [18].

Bu caligsma ise penta fraktal yapisi kullanilarak
elde edilen antenin 6niine omega metamateryal
yapisi lens olarak kullanilarak anten kazanci
tizerine etkisi incelemeyi hedeflemektedir.
Sonu¢ olarak, metamateryal teknolojisinin
anten tasarimindaki potansiyeli, hem akademik
aragtirmalarda hem de endiistriyel
uygulamalarda genis bir kullanim alani
bulmaktadir. Bu c¢aligmanin bulgulari, anten
performansinin iyilestirilmesine yonelik yeni
yaklasimlar sunarak, haberlesme sistemlerinin
daha verimli hale getirilmesine katkida
bulunmaktadir. Omega metamateryal
yapilarinin gelecekteki anten tasarimlarinda
yaygin olarak kullanilabilecegi
ongoriilmektedir.

2. MATERYAL VE METOD

2.1 Anten Tasarim ve Analizi

2.1.1 Penta Yama Anten Tasarimi

Bu calismada referans anten olarak Sekil 1’de
goriilen, tutarli elektromanyetik yayilima,
tasariminin  nispeten daha kolay olmasi
nedeniyle penta yapisi (PYA) kullanilmigtir.
Calisma frekansi olarak, 10.5 GHz merkez
frekansi hedeflenmistir.

A

Sekil 1. Referans anten (PYA) 6n ve arka goriiniisii

Tiim simiilasyon islemleri CST yazilimi
kullanilarak yapilmistir. PYA, FR4 madde
ozelligine sahip bir alttas lizerine tasarlanmustir.
Alttagin  boyutlar1 20 x 20 x 1.55 mm
seklindedir. FR4 alttasin dielektrik sabiti & =
4.3 ve tanjant kaybi tan & = 0.025 olarak
alimmistir.  Antenin tasarim parametreleri
Cizelge 1°de agik¢a verilmistir. Burada antenin
yama kismi ve arka kismindaki metal kisim igin
bakir tercih edilmistir.

Cizelge 1. PYA referans anten parametreleri

Parametreler Deger(mm)
Anten Genisligi (W) 20
Anten Uzunlugu (L) 20
Penta Kenar uzunlugu (p) 9.41
Wg 2.3
Lu 6.3
Wu 2.5
Lg 2.27
Lb 9

Cizelge 1°deki anten parametrelerine gore
elektromanyetik benzetim islemleri
elektromanyetik Ol¢iim programi olan CST
programi ile 8.5 GHz ile 12.5 GHz frekans
araliginda  gerceklestirilmistir.  Simiilasyon
isleminin sonuglarina gore, antenin S11 grafigi

Sekil 2'de gosterildigi gibi ve kazang grafigi de
Sekil 3'te gosterildigi gibi elde edilmistir. Sekil
2’de CMA'nin 10,5 GHz  rezonans
frekansindaki degeri -23,45 dB oldugu ve Sekil
3’de 3D anten kazancmin 3,042 dBi oldugu
goriilmektedir. Antenin -10dB’deki band
genisligi ise 0,85 GHz olarak elde edilmistir.

0.0

-5.0

__-100
)
z

= -15.0
(7]

-20.0

-25.0

8.5 9.5 10.5 115 125
Frekans (GHz)

Sekil 2. Referans antenin S11 grafigi



Urul /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 9:2 (2025) 155-163

farfield (f=10.5) [1]

Type Farfield
Approximation enabled (kR >> 1)
Component  Abs

Output Realized Gain
Frequency 105 GHz

Rad. Effic. -1938 dB

Tot. Effic. -1974 dB
Rizd. Gain 3.042 dBi

Sekil 3. Referans antenin 3D kazang grafigi

2.2. Omega Sekli ile Metamateryal ve Lens
Tasarim

Bir hiicrenin metamateryal olup olmadigim
belirlemek igin kirilim indisinin € ve p bagh
olarak negatif olmasi gerekmektedir. Burada 3
durum vardir; 1. Durumda sadece &’nun
belirlenen frekans araliginda negatif olma
durumu, 2.durum p’niin negatif olma durumu
ve 3. Durum ise her ikisinin de negatif olma
durumudur. Bu {i¢ durumdan birini saglayan
herhangi bir hiicre i¢in o hiicrenin hangi frekans
araliginda bu degerleri sagliyorsa o frekans
aralig1 icin metamateryal oldugu
sOylenebilmektedir. Bu ortam parametrelerinin
hesaplanmasi icin de literatiirde Nicholson-
Ross-Weir, Robust Metodu gibi birgok yontem
bulunmaktadir [19-20]. Genel olarak ortam
parametreleri  asagidaki sekilde elde
edilebilmektedir.

Empedans (Z.), kirilma indisi (N.), S11 ve S21
arasindaki iliski agagida verilen Denklem 1, 2,
3 ve 4 ile ifade edilebilir.

_ (1+511)2-52,
Ze = i\1(1—511)2—5221 &

iNokod — S21
ellefo = —=— 2)

Burada d etkin kalinlik, kO ise dalga sayisidir.
Denklem 1’deki Ze empedanst i¢in limit sartlari
Re(Z,) =0 ve Im(Z,) =0 olarak
tanimlanabilir. Kirilma indisinin reel ve
imajiner kisimlar1 ise Denklem 3 ve Denklem 4
ile tanimlanir.

Imfin (—>24—)]

_ 1-S117,51 2mn
Ne = kod kod 3)
_ iNekod
ke _ Re[ln (e/Vekod)] (4)

kod

Burada m, numunelerin etkin kalinligina gore
bir tam say1 olan faz periyodikligini temsil eder
ve m, bu makaledeki numune i¢in O olarak
alinabilir. Buna gore elektriksel ve manyetik
gecirgenlik Denklem 5 ve 6’daki gibi ifade
edilebilir [21].

Hr = NeZ, ()
Ne
& = Z_e (6)

Bir hiicrenin tasarim parametrelerine, kullanilan
malzeme tiiriine gore seklin ortam parametreleri
belirlenebilmektedir. Bu amagcla Sekil 4’deki
omega sekilli ~ metamateryal hiicresi
tasarlanmistir. Birim hiicre olusturmak igin
tasarim parametreleri Cizelge 2’de verildigi
sekildedir. Birim hiicre tasariminda
periyodikligi saglamak iizere sinir kosullar x ve
y eksenleri icin CST programinda Sekil 5°de
goriildiigli  {lizere unitcell olarak tercih
edilmistir. Istenilen frekans araliginda hiicrenin
negatif kirtlim indeksine sahip olmasi i¢in CST
programinin  parameter sweep  Ozelligi
kullanilarak birgok denemeden sonra Sekil 6, 7
ve 8’de verilen sirasiyla u, €, ve n kirtlim indisi
grafikleri elde edilmistir.

Cizelge 2. Omega metamateryal tasarim

parametreleri
Parametreler Deger(mm)
Alttas Genigligi (W) 5
Alttag Uzunlugu (L) 5
Yarigap (1) 1.7
k 0.3
t 1.45
g 0.6
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e

D e

Sekil 4. Omega sekli metamateryal 6n ve arka goriiniis

B

Xmin:  |unit cell v | Xmax: |unit cel v

Ymin: |unit cell v : Ymax: |uni cell v
Zmin: | open (add space) v| Zmax: |open (add space) v
Floquet Boundaries...

e

Sekil 5. Omega metamateryal tasarimi sinir sartlari

lu'r -80

9 10 11 12 13
Frekans (GHz)
Sekil 6. Omega metamateryalin manyetik
gegirgenligi (i)

0.5

9 10 11 12 13
Frekans (GHz)
Sekil 7. Omega metamateryalin elektriksel
gecirgenligi ()
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-10

-12
9 10 11 12 13
Frekans (GHz)
Sekil 8. Omega metamateryalin kiritlim indisi (n)

Sekil 6 incelendiginde tasarlanan omega
hiicresinin manyetik gecirgenliginin 9.31 GHz
ile 13 GHz arasinda negatif oldugu ve Sekil 7
incelendiginde ise 9 GHz ile 12.88 GHz
araliginda negatif elektriksel gecirgenlige sahip
oldugu goriilmektedir. Bu degerlere bagh
olarak ta Sekil 8’de goriildiigii iizere n kirilma
indisin 9-12.9 GHz araliginda negatif oldugu
goriilmektedir. Bu degerlere gore 10.5 GHz
merkez frekans olmak {izere omega birim
hiicresinin yaklasik olarak 9-13 GHz arali§inda
double negatif metamateryal 6zelligi gosterdigi
sOylenebilir.

3. DENEYSEL BULGULAR

3.1. Omega Lens Tabakalarinin Pya ile
Kullanimi ve Sonuclari

Omega metamateryal yapisinin PYA {izerine
etkisini incelemek amaciyla 1.asamada omega
metamateryal yapist 4x5’olmak iizere 20 adet
olarak tek bir diizlem iizerinde antenin yayilim
eksenini karsilamak tizere tasarlanmistir. Daha
sonra penta anteni Oniine tek parca halinde
eklenerek Sekil 9’daki yapi elde edilmistir.

0000 |
0000
0000
0000
0000

Sekil 9. Penta yama anten ve tek katman lens yapisi
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Daha sonra CST programi yardimiyla anten-
lens aras1 mesafe(x) 6-36 mm arasinda 3mm
araliklarla degistirilerek mesafeye baglh olarak
omega dizi lens tabakasinin anten kazancina
olan etkisi incelenmis ve Cizelge 3 elde
edilmistir.

Cizelge 3. Tek katmanli lens tabakasinin anten
uzakligina gore kazang degerleri

X (mm) Kazanc(dBi) Kazan¢ Artisi
6 2.48 -18.47%
9 1.92 -36.88%
12 2.56 -15.84%
15 3.21 5.52%
18 3.97 30.51%
21 3.22 5.85%
24 3.23 6.18%
27 342 12.43%
30 3.64 19.66%
33 3.72 22.29%
36 3.59 18.01%

Cizelge 3 incelendiginde en iyi kazancin 3.97
dBi le 18 mm mesafede elde edildigi
goriilmektedir. Bu mesafe icin tekli 4x5 omega
lens tabakasi ile yama anten iizerinde
30.51%’lik bir kazang artis1 elde edildigi
goriilmektedir.

2.asamada omega lens tabakasindan bir tane de
daha tasarlanarak anten Oniine Sekil 10’da
goriildiigli lizere yerlestirilmistir. Burada hem
l.lens tabakasinin antenden uzakli§i, hem
1.lens tabakasinin 2. Lens tabakasindan uzaklig1
Oonem kazanmaktadir. Bu nedenle bu iki aralik
icin CST programindaki parameter sweep
ozelligi kullanilarak 100°’den fazla deneme
yapilmigtir. Bunun i¢in 1.lens tabakasinin
antenden uzaklig1 ve 2. Lens tabakasinin 1.lens
tabakasindan uzakligi degistirilerek Cizelge
4’deki anten kazang degerleri elde edilmistir.

Sekil 10. Penta yama anten ve tek katman lens
yapisl



Urul /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 9:2 (2025) 155-163

Cizelge 4. Cift katmanl lens tabakasinin anten uzakligina gore kazang degerleri

x1 x2 Kazang Kazang x1 x2 Kazang Kazang x1 x2 Kazan¢ Kazang
(mm) (mm) (dBi) Artis (mm) (mm) (dBi) Artis (mm) (mm) (dBi) Artis
6 6 0.58 -80.93% 15 36 3.6 18.34% 27 24 3.27 7.50%
6 9 0.12 -96.06% 15 39 3.27 7.50% 27 27 3.18 4.54%
6 12 -0.21 -106.90% 15 42 3.24 6.51% 27 30 3.21 5.52%
6 15 0.18 -94.08% 15 45 3.16 3.88% 27 33 3.46 13.74%
6 18 0.22 -92.77% 18 6 3.95 29.85% 27 36 3.67  20.64%
6 21 0.14 -95.40% 18 9 4 31.49% 27 39 3.51 15.38%
6 24 0.18 -94.08% 18 12 3.89 27.88% 27 42 3.46 13.74%
6 27 0.23 -92.44% 18 15 3.97 30.51% 27 45 3.46 13.74%
6 30 -0.29 -109.53% 18 18 3.89 27.88% 30 6 3.86  26.89%
6 33 0.24 -92.11% 18 21 342 12.43% 30 9 374 22.95%
6 36 0.45 -85.21% 18 24 4.42 45.30% 30 12 3.62 19.00%
6 39 0.38 -87.51% 18 27 3.71 21.96% 30 15 3.48 14.40%
6 42 0.11 -96.38% 18 30 4.15 36.42% 30 18 4.01  31.82%
6 45 0.45 -85.21% 18 33 4.69 54.17% 30 21 3.5 15.06%
9 6 1.81 -40.50% 18 36 4.72 55.16% 30 24 3.51 15.38%
9 9 2.13 -29.98% 18 39 4.32 42.01% 30 27 3.44 13.08%
9 12 2.37 -22.09% 18 42 4.15 36.42% 30 30 3.47 14.07%
9 15 2.54 -16.50% 18 45 4.34 42.67% 30 33 3.66 20.32%
9 18 3.55 16.70% 21 6 3.94 29.52% 30 36 378  24.26%
9 21 3.43 12.75% 21 9 3.68 20.97% 30 39 3.82 25.58%
9 24 1.94 -36.23% 21 12 3.49 14.73% 30 42 3.77  23.93%
9 27 2.17 -28.67% 21 15 3.25 6.84% 30 45 3.74  22.95%
9 30 2.35 -22.75% 21 18 4.5 47.93% 33 6 4.16 36.75%
9 33 3.08 1.25% 21 21 5.14 68.97% 33 9 4.04 3281%
9 36 341 12.10% 21 24 3.88 27.55% 33 12 3.88 27.55%
9 39 2.17 -28.67% 21 27 3.24 6.51% 33 15 3.62 19.00%
9 42 2.09 -31.30% 21 30 3.44 13.08% 33 18 412  35.44%
9 45 2.25 -26.04% 21 33 4.34 42.67% 33 21 373 22.62%
12 6 2.48 -18.47% 21 36 5.12 68.31% 33 24 3.67  20.64%
12 9 2.67 -12.23% 21 39 3.54 16.37% 33 27 3.53 16.04%
12 12 2.82 -7.30% 21 42 3.82 25.58% 33 30 3.48 14.40%
12 15 2.86 -5.98% 21 45 3.77 23.93% 33 33 391  28.53%
12 18 2.93 -3.68% 24 6 3.51 15.38% 33 36 4.02  32.15%
12 21 2.88 -5.33% 24 9 3.34 9.80% 33 39 4.11 35.11%
12 24 2.31 -24.06% 24 12 3.22 5.85% 33 42 396 30.18%
12 27 2.37 -22.09% 24 15 3.08 1.25% 33 45 3.84 26.23%
12 30 2.51 -17.49% 24 18 3.98 30.83% 36 6 418 3741%
12 33 3.17 4.21% 24 21 4.12 35.44% 36 9 391  28.53%
12 36 3.13 2.89% 24 24 3.14 3.22% 36 12 3.76  23.60%
12 39 2.52 -17.16% 24 27 2.98 -2.04% 36 15 3.5 15.06%
12 42 2.58 -15.19% 24 30 3.02 -0.72% 36 18 3.94  29.52%
12 45 2.54 -16.50% 24 33 3.61 18.67% 36 21 4.11 35.11%
15 6 3.23 6.18% 24 36 4.15 36.42% 36 24 3.62 19.00%
15 9 3.34 9.80% 24 39 3.49 14.73% 36 27 3.45 13.41%
15 12 342 12.43% 24 42 3.28 7.82% 36 30 3.33 9.47%
15 15 3.34 9.80% 24 45 3.24 6.51% 36 33 3.78  24.26%
15 18 4.5 47.93% 27 6 3.57 17.36% 36 36 424  39.38%
15 21 3.23 6.18% 27 9 3.46 13.74% 36 39 393 29.19%
15 24 3.21 5.52% 27 12 3.35 10.12% 36 42 3.74  22.95%
15 27 3.2 5.19% 27 15 3.22 5.85% 36 45 3.64 19.66%
15 30 3.11 2.24% 27 18 3.84 26.23%
15 33 3.93 29.19% 27 21 3.38 11.11%
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Cizelge 4 incelendiginde en iyi uzaklik
degerlerinin x1=21mm ve x2=21mm oldugu
goriilmektedir. Bu uzaklik degerleri i¢in 10.5
GHz frekansindaki en yiiksek kazang degerinin
5.14 dBi oldugu ve bu degerin referans antenin
kazancina gore 68,97% daha yiiksek oldugu
goriilmektedir. Yine bu uzaklik degerlerine
gore omega lensleriyle elde dilen yapimin 3D
kazang grafigi Sekil 11°de verildigi sekildedir.
Ayrica simiilasyon sonuglarina gore elde edilen
referans ve Onerilen antenin S11 karsilastirma
grafigi Sekil 12°de verilmistir. Sekil 12
incelendiginde Onerilen antenin rezonans
frekansinda ¢ok az bir kayma ile rezonans
frekans1 10.51 GHz olmus ve bu frekanstaki
S11 degeri gelisim saglayarak 32 dB olarak elde
edilmistir. Bununla birlikte referans antenin
band genisligi 0.85 GHz iken 6nerilen antenin
band genisligi 0.96 GHz’e yiikselmistir.

dBi
5.14
272

farfield (§=10.5) [1] -
e Farfield Wi 349

ation enabled (kR >> 1)
nent  Abs

1
(@

Ou
Fr
R

Tot
Gain 5.140 dBi

Sekil 11. Cift lensli anten yapist 3D kazang grafigi
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8.5 9.5 10.5 115 125

Frekans (GHz)
Sekil 12. Onerilen ve referans anten S11 grafikleri

4. SONUC

Bu ¢aligmada omega metamateryal yapisinin
penta yama antenin (PYA) {izerine etkisi
incelenmistir. Bunun igin ilk olarak bir PYA’ i
elektromanyetik programi yardimiyla
tasarlanmis ve simiile edilmistir. Simiilasyon
sonucunda anten kazanci bir uydu haberlesme
frekanst olan 10.5 GHz i¢in 3.042 dBi olarak
elde edilmistir. Daha sonra bir metamateryal
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yapist olan omega yapisi tasarlanmis ve
belirlenen frekans araliginda elektriksel ve
manyetik gecirgenlikleri elde edilmistir. Bu
degerlere gore 10.5 GHz frekansi i¢in omega
yapisinin kirilim indeksi negatif olarak elde
edilmig ve metamateryal olarak
kullanilabilecegi gdsterilmistir. Daha sonra
omega metamateryal yapisiyla bir lens tabakasi
tasarlanmis ve PYA’1 oniine eklenerek simiile
edilmistir. Simiilasyon sonucunda 3.97 dBi
anten kazanci elde edilerek referans antene gore
anten kazancinda 30.51% artis elde edilmistir.
Daha sonra ikinci bir lens tabakasi yine omega
metamateryal yapisiyla tasarlanarak referans
anten Oniine 2 tabaka halinde konulmustur.
Burada lens tabakalar1 arasi mesafe ve lens
tabakalarinin referans antene olan mesafeleri
ayarlanarak 100’den fazla simiilasyon islemi
gerceklestirilmistir. Simiilasyonlarin sonucuna
gore ¢ift lens tabakali antenin kazanci 5.14 dBi
elde edilmistir. Bu kazang degeri referans anten
kazancina gore 68.97% daha fazladir. Bununla
birlikte antenin band genisligi 13% oraninda
artmigtir,.  Bu  degerlere  gore  omega
metamateryal yapisinin PYA yapisi ile birlikte

kullaniminda anten kazancinda ciddi
iyilestirilmeler elde edilebilecegi ortaya
konulmustur.
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ABSTRACT

In recent years, virtual reality (VR) technology has transformed various sectors, and tourism is no
exception. Virtual reality tourism offers an innovative way for people to experience the world without
actually leaving their homes. In this research, the "Cyber Isparta Youth Center" project, supported by
the Western Mediterranean Development Agency, implemented by the Isparta Municipality and in
partnership with the Isparta University of Applied Sciences, will be discussed in terms of education and
tourism. Within the scope of the project, a virtual reality tour of the Cyber Isparta Youth Center was
developed. The developmental research strategy, a variant of the design-based research method, was
used. Cyber Isparta Youth Center has been modeled in the Unity Game Engine. A semi-structured
interview was conducted to examine the effects of the virtual tour. Participant opinions were categorized
into three primary groups based on the content analysis: tourism & usability, technological experience,
and educational value.

Keywords: Virtual reality, Tourism, Youth Center, Unity.

1. INTRODUCTION constraints can explore destinations they may
In recent years, virtual reality (VR) technology never have the chance to visit in real life [2].
has transformed various sectors, and tourism is Traveling can be expensive, considering
no exception. Virtual reality tourism offers an accommodation, flights, food, and activities,
innovative way for people to experience the but VR tourism eliminates these costs, allowing
world without actually leaving their homes. users to experience various destinations without
This article explores what virtual reality tourism the financial burden [3].
entails, its benefits, current examples, and its
future potential, accompanied by relevant VR allows travelers to explore unfamiliar places
references. Virtual reality tourism refers to the without risk, as adventurous activities, like
use of VR technology to create immersive travel bungee jumping or hiking in remote areas, can
experiences. This technology allows users to be experienced safely in a virtual environment
explore  destinations in a  simulated [4]. Experiencing a destination through VR can
environment, providing a 360-degree view of ignite a desire to visit in person, by providing a
landscapes, historical sites, and cultural taste of what’s available, virtual reality can
landmarks. With VR headsets, users can walk promote actual travel plans [5]. Educational
through famous streets, visit museums, or even institutions can use VR to take students on
partake in activities such as skydiving or virtual field trips, showcasing historical sites,
underwater diving, all from their living rooms natural wonders, or artistic masterpieces [6].
[1].

Several companies and organizations have
One of the most significant advantages of started integrating VR experiences into their
virtual reality tourism is that it makes travel offerings. For instance, airlines and travel
accessible to everyone. Individuals with agencies now provide virtual tours of
physical disabilities, health issues, or financial destinations to enhance booking experiences.
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Museums and cultural institutions are also
embracing VR by creating digital exhibits and
virtual events [7]. Platforms like Oculus, HTC
Vive, and Sony PlayStation VR host a variety
of travel-related content, allowing users to
explore locations such as Machu Picchu or the
Great Barrier Reef. Additionally, tourism
boards are increasingly employing VR in their
marketing strategies to entice potential visitors

[8].

In this research, the "Cyber Isparta Youth
Center" project, supported by the Western
Mediterranean Development Agency,
implemented by the Isparta Municipality and in
partnership with the Isparta University of
Applied Sciences, will be discussed in terms of
education and tourism.. Within the scope of the
project, a virtual reality tour of the Cyber Isparta
Youth Center was developed.

2. METHODOLOGY

The developmental research strategy, a variant
of the design-based research method, was used
in this study. Design-based research is used to
develop learning tools [9]. Product design and
educational program development are the two
types of developmental research product or
program development [10]. In this study, using
the developmental research product method,
virtual reality material has been developed.
Cyber Isparta Youth Center has been modeled
in the Unity Game Engine. Software
Development Kit (VR SDK) is configured for
Oculus glasses.

The application development
presented below;

stages are

Stage and Camera Settings for VR: When using
VR glasses, you need to use special VR cameras
instead of traditional Unity cameras. The main
camera was removed and a new VR camera
prefab, OVRCameraRig prefab, was added to
the scene depending on the targeted VR SDK.

Adding VR Glasses Controls: Appropriate
controller prefabs were added to the scene to
interact with VR controllers (hand levers,
motion sensors, etc.). Oculus SDKs provide the
necessary components to manage the inputs of
VR controllers.

Interaction and Movement: Movement in the
VR environment is usually done with a
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"teleportation" (jumping) or "free movement"
system to provide user movement. Ready-made
movement scripts and teleportation systems
were used with the Oculus SDK. Interactions
were added using interactive objects colliders
and raycast for the user to receive instructions
in mission mode. The primary character
performs tasks with interactions such as
grabbing, picking up and throwing objects.

Testing and Editing:To connect and test the VR
headset, the VR headset was connected to the
computer and worked on in the Unity Editor to
test the developed project. During the test,
interactions in the scene were observed using
the headset. For optimization, the frame rate
was optimized to reach up to 90 fps. In addition,
optimization techniques such as LOD (Level of
Detail), occlusion culling, light baking and
efficient asset management were applied.

Finalization and Publishing:While creating VR
projects, the VR headset was selected as the
target when making project settings for the
target platform Oculus.

A semi-structured interview was conducted to
examine the effects of the virtual tour in terms
of education and tourism. 30 users were asked
what they thought about the tour after the virtual
tour experience. User opinions were presented
in the form of category, code and frequency
with content analysis.

3. FINDINGS

3.1. Cyber Isparta Youth Center

Isparta Municipality, in partnership with Isparta
University of Applied Sciences, has put into
service the Western Mediterranean
Development Agency’s  ‘Entrepreneurship
Ecosystem Development Financial Support
Program’ under the name Cyber Isparta Youth
Center for the development of young people
(Figure 1).

B SIBER ISPARTA @
’ GENGLIK MERKEZi S,

R
G T T

Figure 1. Cyber Isparta Youth Center.
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The center provided training in many areas such
as cyber security, mobile and web-based
application development, robotic coding, social
media expertise, and digital assistance (Figure
2).

urse participan

Figure 2. Co s,
In addition to the trainings, Cyber Isparta Youth
Center has pre-incubation rooms for students to
develop projects in research and development
classes (Figure 3).

Figure 3. Pre-incubation rooms.

3D printers and virtual reality glasses are
provided to the users free of charge at the center
for the project development of the company
candidates (Figure 4). There have been many IT
projects developed at the Cyber Isparta Youth
Center, one of which is the virtual reality
tourism project.

= MM
Figure 4. 3D printers and virtual reality glasses.
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3.2. Virtual Reality Tourism: Cyber Isparta
Youth Center

Cyber Isparta Youth Center virtual reality
tourism project was developed for promotional
purposes. It allows the center to be visited with
virtual reality glasses. In fairs, the center aims
to be visited with virtual reality technology and
to attract visitors to the center (Figure 5).

Figure 5. Cyber Isparta Youth Center building
exterior.

Cyber Isparta Youth Center Virtual Tour has
been modeled in the Unity Game Engine and
coded with C#. Visitors can view classrooms

where training is given on informatics (Figure
6).

Figure 6. Classrooms.

In the Cyber Isparta Youth Center virtual reality
tourism project, the center facilities are
presented in a virtual environment. In the virtual
tour, the visitor can tour the center as visitor
wishes. Visitor can view the virtual universe
classroom, robotics classroom and 3D printer
facilities (Figure 7, Figure 8).

Figure 7. Virtual universe classroom
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Figure 8. 3D printer.

In the virtual tour, visitors can also visit the
"research and development halls" and the pre-
incubation center. During the tour, information
about the center is given by voice.

Figure 9. Research and development halls.

Also, the visitor can take part in the virtual tour
and must follow the instructions to perform the
task. For example, the tasks of starting the 3D
printer and taking the virtual reality glasses to
the instructor are presented in Figures 10 and
11.

Figure 10. Starting the 3D printer task.

Figure 11. Taking the virtual reality glasses to the
instructor task.
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3.3. Virtual Tour Participant Opinions
According to the content analysis, participant
feedback was grouped under three main
categories: Educational Value, Technological
Experience, and Tourism & Usability. In the
Educational Value category, the most
frequently mentioned theme was interaction,
with a frequency of 9 (see Table 1). This was
followed by attractiveness (7), learning (6),
instructiveness (5), and encouragement to
technology (5). Within the Technological
Experience category, the most emphasized
codes were use of technology (7) and realism
(6), indicating participants' appreciation of the
strong and immersive technological
infrastructure. In the Tourism & Usability
category, accessibility was highlighted most
frequently (8), followed by promotion (5),
touristic value (4), user-friendliness (4), multi-
purpose design (4), smooth navigation (3), and
scalability (3). These findings indicate that the
virtual tour is perceived as an effective tool in
both educational and digital tourism contexts.

Table 1. Participants’ opinions virtual reality

tourism
Category Code F
Attractiveness 7
Interaction 9
Educational Learning 6
Value Instructiveness 5
Encouragement to 5
Technology
Technological Realism 6
Experience Use of Technology 7
Accessibility 8
Promotion 5
. Touristic Value 4
Tourism & ; -
Usability User-fr1end11pes§ 4
Smooth Navigation 3
Multi-purpose Design 4
Scalability 3
Sentences quoted verbatim from the

participants' virtual tour opinions:
Educational Value

"The virtual tour was very appealing and kept
my interest throughout. The environment was
engaging and visually captivating."
(Attractiveness, =7).

"I really enjoyed the interactive tasks in the VR
tour. It wasn't just passive viewing; I could
actively participate and complete tasks."
(Interaction, f=9).
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"I learned a lot about technology, robotics, and
3D printing. The virtual tour provided a great
opportunity to understand these topics in
depth." (Learning, £=6).

"The tasks in the virtual tour were very
informative. 1 could easily understand the
concepts being taught through the interactive
components.”" (Instructiveness, f=5).

"This tour really inspired me to learn more
about the technology behind virtual reality and
robotics. It made me more interested in these
fields." (Encouragement to Technology, {=5).

Technological Experience

"The sense of realism was incredible. It felt like
I was actually there, interacting with the
technology and machinery in the classes."
(Realism, f=6).

"The use of technology was amazing. The VR
setup, along with the robotics and 3D printing
demonstrations, was a seamless experience that
made everything feel cutting-edge." (Use of
Technology, =7).

Tourism & Usability

"The tour was very easy to access, and I had no
trouble navigating through the virtual
environment. It was user-friendly and available
to anyone." (Accessibility, =8).

"This virtual tour is a great promotional tool for
the Isparta Youth Center. It allows people to
explore the center without physically visiting
it." (Promotion, f=5).

"For tourists, this is a great way to explore
Isparta from a distance. It provides a unique
experience that highlights the region’s
technological achievements." (Touristic Value,
f=4).

"The interface was very intuitive, and I had no
trouble finding my way through the different
classes and tasks. It was simple yet effective.”
(User-friendliness, f=4).

"Navigation within the tour was very smooth. I
never got lost and could easily move between
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different areas of the center."

Navigation, f=3).

(Smooth

"I like how this virtual tour serves multiple
purposes. It’s not only educational, but also
functions as a digital tourism tool, allowing both
tourists and students to engage." (Multi-purpose
Design, f=4).

"I believe this system could be scaled to reach
even more people, which would be great for
educational and tourism purposes in the future."
(Scalability, =3).

4. RESULTS AND DISCUSSION

Informatic literacy initiatives at youth centers
continue to have a significant impact on closing
the digital divide [11]. These initiatives level the
playing field and provide equal chances for
success by guaranteeing that all young people
have access to the required resources and
information. Another significant result is the
promotion of creativity and innovation [12].
Young people are better equipped to create,
develop, and make significant contributions to
society as their informatics skills improve [13-
14]. Young brains may turn ideas into reality
when they are exposed to coding, digital design,
and data science since these fields foster an
imaginative mentality.

Youth development is revolutionized by the
incorporation of informatics literacy programs
into youth centers [15-16]. By utilizing these
casily available educational tools, creating
encouraging surroundings, putting successful
programs into place, and tackling the digital
divide, we lay the groundwork for a better, more
technologically savvy future [17].

As technology continues to advance, the future
of virtual reality tourism looks promising.
Improvements in VR hardware and software
will allow for even more immersive and
realistic experiences. Integration with artificial
intelligence (Al) could personalize experiences
based on user preferences, while advancements
in haptic technology could provide a tactile
element to virtual tours [18]. Moreover, as
global travel continues to face challenges such
as pandemics and environmental concerns,
virtual reality tourism may offer a sustainable
alternative. Travelers can explore the world and
its wonders without the carbon footprint that
physical travel often incurs [19-20].
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5. CONCLUSION

Virtual reality tourism is revolutionizing the
way we think about travel. By making
exploration accessible, cost-effective, and safe,
VR opens up a world of possibilities for those
eager to experience new places and cultures. As
technology evolves, the wvirtual tourism
landscape will expand, offering even more
immersive  experiences. Whether as a
supplement to traditional travel or as a stand-
alone experience, virtual reality tourism is here
to stay, inviting everyone to explore the globe
from the comfort of their homes.

VR is helping to transform the tourism sector by
offering  significant  opportunities  and
innovative experiences. Some of the benefits of
virtual reality in tourism are:

*Virtual tours and promotions,

*Cost and time savings,

*Accessibility and inclusiveness,
*Education and information,

*Post-trip interaction,

*New marketing and sales opportunities,
*Facilitating travel decisions,
*Individual experiences and needs.

Participant opinions were categorized into three
primary groups based on the content analysis:
Tourism &  Usability, = Technological
Experience, and Educational Value. In terms of
educational value, the most emphasized code
was interaction (f=9). Participants highlighted
not only passive viewing but also the
importance of task completion and interactive
learning processes. Regarding the technological
experience, participants particularly
emphasized the sense of realism and the
effective use of technology. From the
perspective of tourism and usability, the
system’s accessibility (f=8) and its potential for
promotion were found to be significant.
Additionally, the multi-purpose structure of the
application, which appeals to both tourists and
students, was particularly noteworthy.

As result, virtual reality offers great potential in
the tourism sector for both travel companies and
tourists. VR is used as a very important tool
both in terms of marketing and in the decision-
making processes of tourists. It also creates
significant ~ opportunities in terms of
accessibility and inclusiveness.
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ABSTRACT

The flexibility and volatility experienced in exchange rates affect many financial activities in the world.
In order to follow this situation, countries and multinational companies need to follow financial
indicators in the world economy. There is a need for important decision systems that will follow all
these systems with a reliable prediction model together with the developing technology. In this study,
deep learning-based models that will accurately predict the movement of gold, dollar, and euro exchange
rates are proposed. Time Series methods were used to analyze the data and make predictions. In addition
to deep learning models such as LSTM, GRU, Bi-LSTM and RNN, hybrid models of these methods
were also used to compare their prediction performances. The data set includes USD/TRY and
EUR/TRY exchange rates and monthly prices of bullion gold in Turkish Lira. Data between the years
2000-2024 were included in the analyses, and a six-month future prediction of each rate was also made.
In the study, the best results were obtained with a 98.39% f1 score in gold rate prediction with the GRU-
RNN hybrid model. It was observed that hybrid models in particular provided higher accuracy in
predictions in general. The findings show that optimizing model parameters has a significant impact on
the success of financial forecasts.

Keywords: Deep Learning, Time Series Models, Artificial Intelligence, Foreign Exchange Prediction,
Hybrid Models, Data Mining

1. INTRODUCTION import and export balance in the Turkish
Exchange rates can be considered not only as an economy. Gold is a widely preferred investment
individual investment tool for companies that tool, but it also stands out as an asset that can be
have close commercial relations with the quickly affected by economic fluctuations and
outside world, but also as an important politics [3]. Gold, which has a wide range of
investment and economic indicator tool for the uses in many industries such as electronics,
economies of countries. Countries and aviation, medicine and jewelry, is considered a
multinational companies can use exchange rates precious metal due to its properties as both a
as one of the most important financial indicators commodity and a monetary asset [4]. It also
to maintain their economic relations with the attracts great interest from individual investors,
outside world [1]. This could bring the global institutional investors and governments. As a
foreign exchange market to a significant result of changes in the exchange rate of a
position in the world, so that exchange rates can currency, the economy and trade are affected,
respond quickly to market conditions [2]. While inflation can increase, and the global economy
the Dollar and Euro are among the most used is suppressed or stimulated.

foreign exchange types in international trade

and borrowing in Turkey, gold can stand out as The importance of disciplines such as machine
an important store of value for both individual learning (ML) and deep learning (DL) has been
investors and central bank reserves. increasing over the years, and a lot of model
Fluctuations in exchange rates are among the inspired by these fields can supply solutions to
critical factors that directly affect inflation, today's complex problems as well as open the
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doors to new research areas. The innovations
provided by these technologies, especially in
financial markets, can be quite remarkable. As
mentioned before, the foreign exchange market
is easily affected by external conditions such as
trade, peopolitical situations, economic
indicators and market sentiment. This situation
causes exchange rates to generally exhibit
complex and fluctuating structures, makes
difficult to achieve best accuracy rates in
forecasting processes [S]. However, machine
learning-based models can be important to
overcome these difficulties.

In this study, it is aimed to estimate the value of
dollar (USD), euro (EUR) and gold against
Turkish Lira (TL) by using deep learning based
methods for time series analysis. In addition to
DL models such as Long Short Term Memory
(LSTM), Recurrent Neural Networks (RNN),
Closed Recycled Units (GRU) and Bi-LSTM,
hybrid models of these methods will be used
and their prediction performances will be
compared. This provides a comprehensive
framework to understand the advantages and
disadvantages of existing methods. In addition,
gaps in the literature will be illuminated by
determining which model or hybrid approach

performs better under which conditions. The
lack of much information in the literature for
performance of hybrid models provides a new
reference point for this study. This study
provides applicable results especially for
market players, investors and financial analysts.
The application of hybrid models in this study
examines whether better results can be achieved
compared to traditional approaches. The limited
availability of information on the accuracy of
hybrid models in the literature makes this study
a new reference point. The findings of this
research aim to provide practical insights,
particularly for market participants, investors,
and financial analysts.

1.1. Literature Review

Kilimei et al. [6] proposed to predict the final
price of the BTC/USDT exchange rate in their
study. Moreover, in addition they used
statistical indicators, and considered data such
as BB (Bollinger Band) and MA (Hourly
Moving Average) as a feature set. Mohammad
J. Hamayel et al [7] recommended three
different RNN-based model to see the price of
popular cryptocurrencies.

Table 1. Literature Review

Articles Data Method Model Rmse Mae Mape

[8] USD They proposed using sentiment ARIMA - 0.0472 2.7144
analysis and time series analysis
together.

9] GOLD They proposed using time series ~ LSTM 61.728 48.85 3.48
analyzes. Bi-LSTM 76.711  61.53  4.24

GRU 87.425 71.24 491

[10] VESTEL They proposed using deep RNN 0.3263 - -

(share) learning methods. CNN 0.086 - -

[11] ASELSAN They proposed using deep ARIMA - 0,0836 -
(share) learning methods with time LSTM - 0,0213 -

series algorithms. GRU - 0,0205 -

[11] AKBANK They proposed using deep ARIMA - 0,1066 -

(share) learning models. LSTM - 0,0317 -
GRU - 0,0257 -

[12] GOLD They proposed using time series ~ CNN - 0,0850  4,9630
methods based on sentiment LSTM - 0,1042 5,9920
analysis. CNN- - 0,0969  5,5944

LSTM
[13] BIST100 They proposed using memory LSTM - - -
(share) based machine earning method. GRU - - -
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[14] UsSD They proposed using a dual-layer SL- 0.007465 0.00656 -
LSTM. LSTM 0.004251 0.00336 -
TLS-
LSTM
[15] GOLD They proposed using LSTM with  LSTM - - 0.4867
time series.
[16] EUR They proposed using LSTM. LSTM 0.0015 - 0.12
2.MATERIAL AND METHOD 2.2.Data Set
2.1. Time Series The data set was obtained through the

Time series analysis is the process of examining
and modeling data collected over a specific
period of time [17]. Such data provides
important clues for predicting future values
using past observations. So that time series
methods were used to analyze data and make
predictions.

In time series analysis; Features such as trends,
seasonal changes and random fluctuations in the
data can be identified and future values can be
predicted using these features.

Electronic Data Distribution System (EVDS) of
the Central Bank of the Republic of Tiirkiye
(CBRT) on November 15, 2024 [18]. The data
set includes USD/TRY and EUR/TRY
exchange rates and monthly prices of gold
bullion in Turkish Lira. Data between 2000 and
2024 were included in the analysis and the data
were recorded in Excel format.

Each data set contains 300 data points. During
the data pre-processing phase, missing data
were filled in using the linear interpolation
method as it was suitable for the time series.
USD/TRY data is visualized in Figure 1,
EUR/TRY data is visualized in Figure 2, and
gold price data is visualized in Figure 3
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Figure 3. GOLD/TRY Graph

The graphs shown in Figure 4 decompose the
trend, seasonality, and residual components of
the GOLD/TRY, EUR/TRY, and USD/TRY
time series. When examining the graphs, the
trend component exhibits a sharp increase after
2020. The seasonal components display
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periodic fluctuations, reflecting the regular
cycles in the foreign exchange market. The
residual component represents minor deviations
that the model cannot explain.
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2.3. Deep Learning Models
In this study, deep learning models were used to
analyze and predict dollar, euro and gold data.
DL techniques such as LSTM, RNN and GRU
were used in the predictions.

The layer structure of each model was designed
using the layer sequence shown in Figure 5. The
efficiency of the models was evaluated with the
Root Mean Square Error (RMSE), Mean
Absolute Error (MAE) and Mean Absolute
Percentage Error (MAPE) criteria.
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Figure 4. Trend, seasonality, and residual components of the Gold/TRY (a), USD/TRY (b) and EUR/TRY (c)
time series
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Figure 5. Model layers
The layers, parameters, optimization methods models, the Tanh activation function is
and functions used in this study are listed in preferred for the output layer. The Tanh

Table 2. Adam was chosen as the optimizer
within the scope of the study. The performance
of each model was run for 100 epochs. In all
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function generally gives results in the basic
output range between -1 and 1 and is especially
suitable for normalized time series.
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Table 2. Hyperparameter Values of Deep Learning Models

Layers Activation Epochs Optimizer Batch Loss
Function size Function

Lstm(64) dropout(0.2) Lstm(64) dropout(0.2) Tanh 100 Adam 64 MSE
Flatten() dense(1)

Bi-Istm(64) dropout(0.2) Bi-Istm(64) Tanh 100 Adam 64 MSE
dropout(0.2)

Flatten() dense(1)

Gru(64) dropout(0.2) Gru(64) dropout(0.2) Tanh 100 Adam 64 MSE
Flatten() dense(1)

Ran(64) dropout(0.2) Rnn(64) dropout(0.2) Tanh 100 Adam 64 MSE
Flatten() dense(1)

Lstm(64) dropout(0.2) Bi-1stm(64) Tanh 100 Adam 64 MSE
dropout(0.2)

Flatten() dense(1)

Lstm(64) dropout(0.2) Gru(64) dropout(0.2) Tanh 100 Adam 64 MSE
Flatten() dense(1)

Lstm(64) dropout(0.2) Rnn(64) dropout(0.2) Tanh 100 Adam 64 MSE
Flatten() dense(1)

Bi-Istm(64) dropout(0.2) Rnn(64) dropout(0.2) Tanh 100 Adam 64 MSE
Flatten() dense(1)

Gru(64) dropout(0.2) Bi-Istm(64) dropout(0.2) Tanh 100 Adam 64 MSE
Flatten() dense(1)

Gru(64) dropout(0.2) Rnn(64) dropout(0.2) Tanh 100 Adam 64 MSE

Flatten() dense(1)

2.4. Deep Learning Time Series Models

In this study, LSTM networks, which are one of
the most preferred recurrent architectures in the
literature for the prediction of sequential data,
were used. LSTM is a type of recursive neural
network that has the capacity for learning long-
term dependencies in time series data [19].

RNN were used to process sequential data.
RNN is a type of artificial neural network
designed for learning sequential dependencies
in time series data [20]. These networks affect
the out-put of the current step by processing
information from previous steps and thus serve
as a kind of memory. In general, it has an

h,
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G, " . C,
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(t &
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architecture that evaluates the information from
previous steps by processing inputs at each time
step and produces outputs [21].

Gate Controlled Recurrent Unit (GRU) was
used for periodic data processing. GRU has a
similar structure to LSTM, but offers a simpler
architecture and can be more computationally
efficient. It is also frequently used with LSTM
in the literature. GRU includes two basic
mechanisms to control cell states: the update
gate and the forget gate. As shown in Figure 6,
the LSTM structure includes mechanisms such
as input, forget and output gate.

(9]

0

=
S

. X
Figure 6. Basic structure of LSTM , RNN and GRU models.
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Min-Max Normalization method was used to
scale the data before model training. This
method transforms each value in the data set
into a certain range, ensuring that inputs at
different scales are evaluated with equal
importance by the model. Normalization
contributes to the independent modeling of
features and the stabilization of the learning
process. Min-Max  Normalization  was
performed by transforming each value
according to the min and max value in the data
set.

XI _ _X—Xnmin

- Xmax —Xmin (1)
RMSE metric was used for evaluation the
model performance. RMSE is an error
measurement criterion that is frequently used in
the literature to measure the closeness of model
predictions to the true values. With this metric,
the square of the prediction errors is averaged
and then the square root is calculated. The
RMSE value indicates how much deviation
there is in the model's predictions.

RMSE = \/%Z?:l(yi - )? (2)

RMSE expresses the results depending on the
scale of the dataset due to unit precision, and a
low RMSE value means that the model's
predictive performance is high. Using RMSE
helps to understand full distribution of the errors
[22].

MAE was used for evaluation as a metric the
model's performance. MAE directly measures
the magnitude of the prediction errors by
averaging the absolute values of the differences
between the model's predicted values and the
actual values.

MAE = =31 |y; - 7] (3)
MAE shows the average error in the model's
predictions in units and makes it easier to
interpret the magnitude of the error. Another
metric, In addition to this in this study MSE,
selected to evaluate the performance of the

models which is more sensitive metric to the
outliers compared to the MAE [23].

MSE measures the magnitude of the prediction
error by averaging the squared differences
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between the model's predicted values and the
actual values.

1 n ~
MSE =~ _ i —9)? 4)
MSE shows the average error in the model's
predictions in square units and is used as an

effective metric to optimize model performance
because it penalizes large errors.

In this study, the MAPE metric is used. MAPE
calculates the percentage error rate of the
model's predicted values compared to the actual
values and expresses the results in percent units.
This metric is widely used to measure
prediction accuracy and compare error rates.
Also, it is found to be commonly used in finance
as profits and losses are relative terms [24].

1 n
MAPE = - E
Nlai=q

MAPE provides an advantage in comparing the
results of different data sets, as it provides an
error rate in percentage terms.

®)

&;ﬁ|x1oo
Yi

However, the results may become sensitive
when the y; values are close to zero.

In addition, F1 Score calculates the harmonic
mean of the accuracy and recall values to
measure the classification success of the model.
This metric is an effective part of evaluating
model performance even in imbalanced data
sets.

Precision-Recall

F1=2 (©6)

" Precision+Recall
F1 Score can be especially useful in cases where
it is important to correctly predict the positive
class. It provides an advantage in summarizing
the overall performance in model because it
offers a balance between Precision and Recall.

3. RESULTS

In this study, LSTM, RNN, GRU, Bi-LSTM
and hybrid models of these methods were used
to estimate USD/TRY, EUR/TRY and bullion
GOLD/TRY prices. While analyzing the
performance of the models, 80% was separated
as training and 20% as test data. In addition, a
forward-looking forecast was made for each
unit between 6 months.
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When the graph of gold prices shown in Figure
7 is examined, it is seen that there is an
increasing trend in gold prices in the 6-month
forward forecast period. When the future
forecasts of the GRU-RNN model, which
showed the best performance, are examined, it
is seen that it predicts gold prices as 3408,451
TRY at the end of the 6-month period.

The results of the GOLD/TRY data are
presented in Table 3. According to the table, the
best performance was obtained with the GRU-
RNN hybrid model with an F1 score of 98.39%.
The hybrid model closest to this result was the
LSTM-GRU hybrid model.

3000 ’l
250 [/
2000 /
00 < v/f
—__J—'_/
Figure 7. Gold/TRY test results.
Table 3. Gold/TRY test results
MODEL RMSE MSE MAE MAPE F1
LSTM 0.0563 0.0032 0.0434 0.1146 0.9438
Bi-LSTM 0.0449 0.0020 0.0341 0.0931 0.9642
GRU 0.0427 0.0018 0.0318 0.0853 0.9677
RNN 0.0454 0.0021 0.0324 0.0801 0.9634
LSTM - GRU 0.0363 0.0013 0.0267 0.0809 0.9767
LSTM - RNN 0.0531 0.0028 0.0406 0.1067 0.9500
BiLSTM - RNN  0.0488 0.0024 0.0370 0.0974 0.9577
GRU - BiLSTM  0.0452 0.0020 0.0341 0.0942 0.9639
GRU - RNN 0.0301 0.0009 0.0220 0.0685 0.9839

The graph regarding dollar prices presented in
Figure 8 reveals that there is a clear upward
trend in dollar prices in the 6-month forecast
period. According to the future data estimates
obtained by the GRU-RNN model, the dollar
exchange rate is predicted to be 37.33 TRY at
the end of the 6-month period.The results of
USD/TRY data are presented and evaluated in
Table 4. According to the table, the best
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performance was obtained with the GRU-RNN
hybrid model. The closest result to this model
was provided by the LSTM-GRU model. This
clearly shows the superiority of the hybrid
model when it comes to USD prediction. When
the RMSE values are examined, it is seen that
the GRU-RNN hybrid model achieved the best
result with a value of 0.0363. And achieved the
highest result with an F1 score of 98.26%.
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Figure 8. USD/TRY test results.

Table 4. USD/TRY test results.

MODEL RMSE MSE MAE MAPE F1

LSTM 0.0555 0.0031 0.0392 0.0760 0.9595
Bi-LSTM 0.0643 0.0041 0.0497 0.0884 0.9456
GRU 0.0443 0.0020 0.0300 0.0607 0.9741
RNN 0.0666 0.0044 0.0542 0.0960 0.9417
LSTM-GRU 0.0412 0.0017 0.0289 0.0595 0.9777
LSTM-RNN 0.0565 0.0032 0.0421 0.0773 0.9581
Bi-LSTM-RNN 0.0584 0.0034 0.0446 0.0807 0.9551
GRU-Bi-LSTM 0.0612 0.0037 0.0460 0.0834 0.9507
GRU-RNN 0.0363 0.0013 0.0234 0.0501 0.9826

Figure 9 is examined, it is seen that the
EUR/TRY results will tend to decrease in the
future. Contrary to expectations, hybrid models
generally performed worse than single models.
The graph regarding euro prices presented in
Figure 9 clearly reflects the downward trend in
euro prices during the 6-month forecast period.
According to these data obtained, the EURO
price was estimated as 32.86 TRY according to
the RNN model, which gave the best result at
the end of the 6-month period. The estimates are
especially important in terms of making
predictions about the future direction of
movements in the foreign exchange market.

The results of EUR/TRY data are presented and
analyzed in Table 5. According to the analysis
results, the best performance was obtained with
the RNN model. The prediction success of the
RNN model clearly shows its capacity to
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effectively learn patterns in the data set. The
closest performance to this model was provided
by the Bi-LSTM model.

RNN gives best results among the single models
with the lowest RMSE 0.0448 and MSE 0.0020
values on Table 5. It is also quite successful in
the MAPE 0.0619 and MAE 0.0340 metrics.
The F1 score was the highest among all models
with 0.9718. This shows that RNN performs
better than other models in financial prediction
tasks. Although Bi-LSTM has slightly higher
RMSE 0.0489 and MSE 0.0024 values than
RNN, it has achieved more successful results
than other models. When the Bi-LSTM results
are examined, it gives better results than LSTM
with MAPE 0.0630 and MAE 0.0340 values,
while it shows a performance close to RNN.
The performance of GRU is similar to LSTM,
but it gives slightly weaker results.
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Table 5. EUR/TRY test results.

MODEL RMSE MSE MAE MAPE F1
LSTM 0.0517 0.0027 0.0346 0.0676 0.9625
BiLSTM 0.0489 0.0024 0.0340 0.0630 0.9665
GRU 0.0518 0.0027 0.0380 0.0736 0.9624
RNN 0.0448 0.0020 0.0340 0.0619 0.9718
LSTM-GRU 0.0599 0.0036 0.0449 0.0850 0.9497
LSTM-RNN 0.0593 0.0035 0.0442 0.0843 0.9508
BiLSTM-RNN 0.0690 0.0048 0.0553 0.0986 0.9333
GRU-Bi-LSTM 0.0629 0.0040 0.0478 0.0880 0.9445
GRU-RNN 0.0680 0.0046 0.0545 0.0985 0.9351

Today, the development of computers makes it
possible to make future predictions in financial
markets by processing large data sets. In this
study; LSTM, RNN, GRU, Bi-LSTM and
hybrid models of these methods were used to
predict dollar, euro and gold prices.

4. DISCUSSION

Forecasting financial indicators such as
exchange rates and precious metals is of great
importance in determining economic policies
worldwide, developing investment strategies
and risk management policies. Therefore, there
is an intense research interest in developing
highly accurate artificial intelligence-supported
forecasting systems. In recent years, deep
learning-based time series models have come to
the fore in this field. The application of hybrid
models in this study shows whether better
results can be obtained when compared to
traditional approaches. There are different
suggestions in the literature such as time series
for forecasting gold prices [25,26], time series
for USD/EUR exchange rate [27], models using
LSTM and GRU Methods for Forecasting Gold
Exchange Rate Against Dollar [28].Since the
main purpose of the studies in this field is high
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accuracy and performance, hybrid models are
more prominent. It is seen that the performance
of the hybrid models reaches high accuracy
values in USD/TRY and GOLD estimation. The
performance of the models is evaluated with
RMSE, MSE, MAE, MAPE and F1 Score
metrics. In the study, the best results were
obtained with the GRU-RNN hybrid model. It
was observed that hybrid models in particular
provide higher accuracy in estimates in general.
The obtained findings show that optimizing the
model parameters has a significant effect on the
success of financial estimates. In the study
conducted by Islam et al. using LSTM and GRU
hybrid models to predict EUR/USD and
GBP/USD currency pairs, MSE, RMSE and
MAE results were reported as 0.00001, 0.00301
and  0.00224, respectively [29]. The
performance of the hybrid models used in this
study on USD/TRY and EUR/TRY was similar
to the results in the literature, and low error
values were obtained. In addition they worked
in a shorter time period. An accuracy of 0.948
was achieved in the study that determined the
most advantageous time for investors' future
EUR/USD transactions [30].When the studies
conducted are examined, it is seen that the data
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sets only use time series methods and do not
make future predictions. In this study, the MSE,
MAE and RMSE values of the results obtained
in the data set and the test set as well as the
results of the lower rates in the future are also
included. In the bitcoin price prediction study
conducted by Buslim et al. [31], the GRU model
gave the best result with the Grid Search method
and a MAE value of 0.0594 was obtained.
Similarly, in this study, the use of GRU and
hybrid models provided high accuracy for gold,
dollar and euro prices, and it was particularly
noteworthy that GRU provided a low error rate
in the test data. In this study, GRU achieved a
very successful result in EURO prediction with
a MAE value of 0.0380. While only Bitcoin data
were analyzed in the study conducted by Buslim
et al., this study evaluated more than one
financial unit and made a wider evaluation. The
effect of the selected hyperparameters on the
prediction results while training LSTM models
and hybrid models was analyzed comparatively.
The 98.39% F1 score obtained in this study
shows how effective the model in question can
be in financial forecasting. It is seen that the
presented study is compatible with the literature
and supported by current approaches. In this
context, the study contributes to the literature
both methodologically and practically. In the
literature, Wang et al. [32] achieved 98.8% R?
in foreign exchange rate forecasting with CNN-
LSTM hybrid model, for USD/CNY. Similarly,
the finding in this study that hybrid models
show higher success in many models compared
to single models supports this literature. In the
study [33] conducted to determine the future
value of the Chinese Yuan (CNY) against the
US dollar, LSTM models and machine learning
models were analyzed as hybrids. In the study,
LSTM and XGBoost algorithms were compared
and the results obtained were analyzed. It was
seen that the LSTM model gave better results in
the study. Although the LSTM model gave a
result below the average among deep learning
models in this study, it has a very high
performance among time series algorithms.
Finally, hyperparameter optimization also
seriously affects the model performance.
Therefore, meticulous optimization of the
model parameters proposed in this study
increases the reliability of the results.
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5. CONCLUSION

In this study, LSTM, GRU, RNN, Bi-LSTM,
and hybrid models were used to forecast
USD/TRY, EUR/TRY, and bullion gold prices.
When the obtained results are compared with
other studies in the literature, they show
similarities and differences in terms of both the
data sets used and accuracy measures.In this
study, batch size, number of hidden layers and
epoch number were also effective in measuring
model success. These parameters were
specifically adjusted for the models as a result
of experimental results. Parameter setting is
very important for the performance of time
series models, so the models were designed
considering this. In the study, hybrid models
were presented in addition to time series models
and their performance values were analyzed
comparatively. The limitations of the study are
that the dataset only covers certain exchange
rates. At the same time, future prediction time
can be increased by making predictions over a
wider time range. In future studies, longer-term
prediction processes will be performed using
different deep learning models. Performance
results will be increased with large datasets and
different hyperparameter combinations. This
study is of a nature that will provide insight to
investors with the future prediction results
obtained by using recurrent neural network
models.
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0z

Eklemeli imalat yontemleri, karmagik geometrilerin ve prototip numunelerin iiretimindeki avantajlar
nedeniyle yaygin olarak aragtirllmaktadir. Toz yatakta birlestirmede, uygun 1s1 kaynagi ve islem
parametrelerinin belirlenmesi tek ¢izgi katilasma ile baslamaktadir. Bu g¢alismada, lazer ve elektron
isinina alternatif olarak ark kullanilarak, 316L paslanmaz celik tozunun tek ¢izgi ergitilebilirligi
incelenmistir. Ergitmeler 0,4 mm kalinligindaki toz yatakta, 17, 22 ve 27 amper akim degerleri ile
gergeklestirilmis; ilerleme hizlari 1 ve 2 mm/s, elektrot mesafeleri ise 0,7 ve 1 mm olarak belirlenmistir.
Farkli parametre kombinasyonlari ile yapilan deneylerde katilasma geometrisi, 1s1l etkilenmis bolge ve
mikroyap1 detayli olarak degerlendirilmistir. Elde edilen sonuclar, diisiik akim ve yiiksek ilerleme
hizlarinda ¢izgisel katilagma kabiliyetinin azaldigini; yiiksek akim ve diisiik ilerleme hizlarinda ise daha
genis ve homojen katilasma boélgelerinin olustugunu gostermektedir. Elektrot mesafesindeki artisin
enerji yogunlugunu azaltarak katilasma genisligi ve tabla niifuziyetini diisiirdiigi belirlenmistir.
Caligma, ark kullaniminin lazer ve elektron 1s1mina alternatif olarak uygulanabilirligini ortaya koymakta
ve islem parametrelerinin optimizasyonu i¢in 6nemli bulgular sunmaktadir.

Anahtar Kelimeler: Eklemeli Imalat, Ark, Metal Tozu.

INVESTIGATION OF THE EFFECTS OF ELECTRODE DISTANCE ON
SINGLE-TRACK MELTING OF 316L STAINLESS STEEL POWDER
BY ARC

ABSTRACT

Additive manufacturing techniques are extensively studied nowadays because of their benefits in
fabricating intricate geometries and prototype specimens. In powder bed fusion, the selection of the
suitable heat source and process parameters initiates with single-line solidification. This study examined
the single-line meltability of 316L stainless steel powder utilizing an arc as an alternative heat source to
laser and electron beam methods. Melting was conducted on a 0,4 mm thick powder bed utilizing current
values of 17, 22, and 27 amperes; travel speeds of 1 and 2 mm/s; and electrode distances of 0,7 and 1
mm. The experiments, performed with various parameter combinations, were assessed regarding
solidification geometry, heat-affected zone, and microstructure. The findings indicated that linear
solidification efficiency diminished at low current and elevated travel speeds, whereas broader and more
uniform solidification areas were achieved at high current and reduced travel speeds. An increase in
electrode distance was found to diminish energy density, resulting in a reduction of solidification width
and substrate penetration. This study illustrates the viability of employing arc technology as a substitute
for laser and electron beam methods in powder bed single-track melting, yielding significant insights
for the optimization of process parameters.

Keywords: Additive Manufacturing, Arc, Metal Powder.
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1. GIRIS

Eklemeli imalat ydntemleri karmasik veya
prototip numune geometrilerinin {iretiminde
onemli bir yontemdir [1]. Toz yatakta ergitme
ise bir eklemeli imalat metodu olup ergitme i¢in
gereken 1s1l enerji genellikle lazer ve elektron
1sinindan saglanmaktadir. Toz yatakta ergitme
yontemi i¢in mevcut bu 1s1 kaynaklarma ek
olarak arastirilacak yeni enerji kaynaginin
denenmesine  lazer ve  elektron 1smn
yontemlerinde oldugu gibi ilk adimda tek ¢izgi
katilagmanin saglanmasi ile baglanmaktadir [2].
Tek ¢izgi ergitme ¢aligmalarinda ise belirlenen
ilerleme hiz1 ve gii¢ gibi parametrelerin enerji
yogunlugunu etkileyerek ergime havuzu
boyutlarini,  katilagma  geometrisini  ve
mikroyap1 olusumlarimi dogrudan etkiledigi
bilinmektedir [3].

Toz yatakli ergitme yodnteminde etkili olan
parametrelerin anlasilmasina yonelik yapilan
literatlir taramasinda, lazerle gergeklestirilen
ergitme calismalarina iliskin ¢ok sayida yayina
rastlanmistir. Nayak ve arkadaslar1 tarafindan
yapilan c¢alismada, lazer giiciiniin etkileri
aragtirilmis olup 150 W ile 450 W arasinda
degisen gii¢ degerleri ile ergitme yapilmistir [4].
Yapilan c¢alismada lazer giiclindeki artigin
ergime havuzunun genisligini %40’a yakin
artirdift  ve iz  stabilitesinin  gelistigi
gozlenmistir. Lazer giiciiniin 400 W {izerine
¢itkmasiyla %15 oraminda porozite artigi tespit
edilmistir. Ilerleme hizinin etkilerinde ise
Nayak ve arkadaslari, 0,02 m/s ile 0,08 m/s
arasinda degisen ilerleme hizlarmin ergime
havuzuna etkilerini aragtirmiglardir. Artan
ilerleme hizinin lazer ile malzeme arasindaki
etkilesim siiresini %50 azalttigi ve ergime
havuzu derinliginde oransal olarak %30 azalma
tespit edilmistir [4]. Ilerleme hizi ve giiciin
katilagma geometrileri iizerindeki etkilerini
inceleyen Yadroitsev ve Smurov tek ¢izgi
ergitme c¢alismasi yapmis olup cizgisel
ergitmede  kusur  bolgelerini  kararlilik,
istikrarsizlik ve damla (toplasma) bdlgeleri
olmak tizere ii¢ bolgeye aymrmistir [5]. Tespit
edilen kusur bolgelerinde gii¢/ilerleme hizi
orani sirasiyla azalama gostermistir. Tek cizgi
ergitmede toz katmanin ergimesini inceleyen
bir diger ¢alismada Wang ve arkadaslar1 [6],
yliksek lazer giicii ve diisilk tarama hizinin
cizgisel ergimeyi destekledigi fakat ergime
bolgesi etrafindaki tozlar1 buharlastirarak
uzaklagtirdigini  ortaya koymustur. Ayrica
ilerleme hizinin artis1 ile tek ¢izgi kabiliyeti
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istikrarsizlasmaya ~ ve  ergiyik = metalin
stirekliliginin azalmasiyla toplasma olusmaya
basladigini tespit edilmistir [6].

Metal ergitmede enerji kaynaklari arasinda
lazer, elektron 1s1m1 ve ark bulunmaktadir [7].
Eklemeli imalat yontemlerinde ark kullanimi
arastirlldiginda  tel  formlu  sistemlerin
halihazirda arastirilmaya devam ettigi ve ticari
olarak kullanildig1 goriilmiistiir [3]. Toz yatakta
ergitme i¢in lazer ve elektron 1smnina alternatif
olarak ark ile ergitme arastirilmaya baslanmis
oldugu ve parametrelerin etkileri hakkinda
literatiiriin yetersiz kaldig1 tespit edilmistir. Ark
ile metal ergitmede ilerleme hiz1 ve kullanilan
giiciin ergiyik havuzu boyutlarina etkisi lazer ile
benzer olup tungsten elektrot mesafesi ise bir
diger etken parametre olarak literatiirde yer
almaktadir [3,8]. Ark ile metal ergitmede amper
biiyiikliigiiniin etkisinin aragtirildign Singh ve
Agrawal tarafindan yapilan c¢alismada, lazer
glici  etkisine benzer sekilde amper
biliylikliigiiniin  artmast ergime havuzunun
genigligi ve derinligini artirmistir [9]. Ark ile
metal ergitmede ilerleme hizinin etkilerine
bakildiginda ise ilerleme hizindaki artisin
ergime havuzu genisligini azalttig1 gdzlenmistir
[10]. Ark ile metal ergitmede amper biiyiikliigii
ve ilerleme hizina ek olarak bir diger etken
parametre olan elektrot ile ergitme yapilacak
ylizey arasi mesafenin ergime havuzuna
etkilerine bakildiginda elektrot mesafesindeki
artisin ergime havuzu derinligini disiirmiistiir
[11,12]. Ayrica elektrot ~ mesafesinin
azalmasiyla ark yolunun yogunlugunun arttigi
raporlanmugtir [13] .

Eklemeli imalat yontemlerinde katman kalinlig
parca kalitesini etkileyen 6nemli bir faktordiir.
Literatiire bakildiginda toz yatakta ergitme
yapilan eklemeli imalat yontemlerinde katman
kalinligiin 150 mikron ve iistii degerler icin
[14-21] calismalarin var oldugu ve en fazla 400
mikron [22] katman kalinlig1 kullanilarak
ergitme yapildigi tespit edilmistir. Bu caligmada
literatiir kaynaklarinda yapilan arastirmalar
sonucunda smir deger olarak belirlenen 400
mikron katman kalinligindaki 316L paslanmaz
celik alagimindan olusturulan toz yatakta lazer
ve elektron 1sinina alternatif olarak ark ile tek
cizgi ergitilebilirlik aragtirilmistir. Tek c¢izgi
ergitilebilirlige etken parametreler olarak arki
olusturan farkli amper degerleri, tek ¢izgi
ergitme icin ilerleme hizlann ve elektrot
mesafeleri  secilmistir.  Yapilan  ergitme
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deneyleri sonrasi katilasma goriiniimleri elde
edilerek parametrelerin etkisi raporlanmustir.
Ayrica ergitme yoniine dik kesitlerde alinan
mikroyapi gorliniimlerinden tabla niifuziyeti ve
ergiyik yiiksekligi arastirtlmistir.

2. MATERYAL VE METOT

Deney numunelerinin iiretiminde kullanilan
diizenek ve ekipmanlarin gosterimi Sekil 1
a)’da yer almaktadir. Yapilacak deneylerde
kullanilacak gili¢ kaynagi akim biiyiikliikleri
17,22 ve 27 amper olarak se¢ilmistir. Belirlenen
her bir amper degerinde 1 ve 2 mm/s ilerleme
hizlan i¢in ayr1 ayr1 0,7 ve 1 mm elektrot
mesafelerinde ergitmeler yapilmistir. Yapilan
ergitme isleminde arki olusturan torcun ug
kismindaki lensli dagiticidan 5 Lt/dak debide
yiiksek safliktaki argon gazi ile koruyucu
atmosfer olusturulmustur. Ergitmeler 10 x 30
mm boyutlarinda 2 mm kalinligindaki 316L
paslanmaz c¢elik sac altliklar {izerinde
yapilmigtir. Altliklar toz yatak serimi sirasinda
konumlarinin bozulmamasi adina yine 2 mm
derinliginde ve 31 x 31mm boyutlarina sahip
kare taban yiizeyli bosluklara tiger adet
yerlestirilmistir.  Altliklarin  tutucu tablaya
yerlestirilmesi sonrasi tabla iizerine getirilen
sericinin toz haznesi tarafindan génderilen 151k
ergitme tarafinda ilk gériinmez oldugu andaki
tutucu tabla seviyesi iiretim ekseninde sifir
konumda kabul edilmistir. Sonrasinda serici en
basa yonlendirilmis ve yikseltilen toz
haznesinden aldig1 ilk katman tozu sifir
konumdaki tabla iizerinde tasiyarak altlik
yerlesimindeki boslular toz ile doldurularak
sifirlama iglemi tamamlanmigtir. Tutucu tablaya
yerlestirilen altliklarin toz yatak serme islemi
sonrast stfirlanmig goriinimi Sekil 1 b)’de
gosterilmistir. Sifirlama iglemi sonrasi serilen
toz tabakasinin goriiniimii ise Sekil 1 ¢)’de yer
almaktadir.

Yapilan ergitmeler sonrasi katilasma ve ara
kesitlerden mikro goriiniimler elde edilmistir.
Elde edilen katilagma goriiniimlerinden 1s1l
etkilenen bolge ve c¢izgisel katilagma
kalinliklarina ulasilmistir. Yapilan c¢alismada
katilasma goriinlimlerine ek olarak, iizerinde
ergitme yapilan altliklar orta bolgesinden hassas
kesilmistir. Hassas kesme sirasinda kullanilan
elmas kaplamali disk dakikada 200 devir ile bir
kismi  su igerisinde  kalacak  sekilde
doldurulmustur. Bu sayede hem disk hem
numune kesim  sirasinda  1sinmamustir.
Mikroyap1 goriintimleri i¢in hassas kesim ile
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elde edilen ergitme kesitleri zzmpara ve kege
yardimiyla parlatilarak ergime niifuziyetinin
belirlenmesi i¢in daglanmistir. Daglama sivisi
olarak Viella soliisyonu, (5 ml HCI, 1 g pikrik
asit ve 100 ml 95% ethanol) kullanilmistir.

3. DENEYSEL BULGULAR

Yapilan calismada katilasma geometrilerine
dair incelemelerin arastirilmasi iki ana baglikta
yapilmigtir. Bu basliklar katilasma ve ara

kesitlerin mikroyapisal goriiniimlerinin
incelenmesi olup elde edilen bulgular
asagidadir.

3.1. Katilasma Gériiniimlerinin incelenmesi
Ark ile farkli parametrelerde toz yatakta
gergeklestirilen ¢izgisel ergitme deneyleri
sonucunda elde edilen katilasma goriintimleri,
Sekil 2'de  sunulmustur. Incelemelerde,
katilasma bolgesinin hem 1s1l etkilenmis bolge
dis sinirinda hem de merkezinde biitiinlesik
olmayan ergiyik toplagsmalarinin mevcut oldugu
gozlenmistir. Bu durum, enerji yogunlugunun
yeterli olmadig1 ya da siireklilik arz etmedigi
kosullarda ergiyik katilasmalariin diizensiz
topaklanmalar halinde olustugunu
gostermektedir [23]. Enerji yogunlugunun
yeterli ve slirekli oldugu kosullarda ise daha
diizenli bir ¢izgisel katilasma go6zlenmistir.
Akim siddeti arttikca ve oOzellikle diisiik
ilerleme hizlarinda ark temas siiresinin uzamasi,
1s1 girdisini artirarak katilasma genisligini
onemli oOl¢iide artirmistir [5]. Bu bulgular,
literatiirdeki benzer ¢aligmalara paralel olarak,
ark ile ergitme siire¢lerinde enerji girdisinin
ergime havuzu stabilitesi ve katilasma formu
iizerinde kritik bir rol oynadigini ortaya
koymaktadir. Ornegin, TIG kaynaginda enerji
yogunlugu ve ilerleme hizi gibi parametrelerin
ergime havuzu geometrisini dogrudan etkiledigi
ve yetersiz enerji girdisinin diizensiz katilasma
veya mikro gdzeneklere yol acabilecegi cesitli
caligmalarda belirtilmistir [8,24].

Katilagma davranisginin genel degisimine ait
goriiniimler Sekil 2’de verilmis olup, elde
edilen 1s1l etkilenen bolge ve ¢izgisel katilagma
genislikleri sirasiyla Cizelge 1 ve Cizelge 2’de
sunulmustur. Isil etkilenen bolge genislikleri
icin yapilan incelemelerde, elektrot mesafesinin
0,7 mm’den 1 mm’ye ¢ikarilmasi durumunda
151l etkilenen bolge genisliginde azalma egilimi
gozlenmistir. Ancak, bu durum akim ve
ilerleme hizina baghh olarak degisiklik
gostermektedir. Diisiik ilerleme hizinda (1
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mm/s) ve yiksek akim degerlerinde (6rnegin,
27 amper) veya yiiksek ilerleme hizinda (2
mm/s) ve diisiikk akimda (6rnegin, 17 amper),
1s11  etkilenen bolge genigliginde artis
kaydedilmistir. Orta ve yiiksek akim
degerlerinde ise 1s1l etkilenen bdlge genisligi
genellikle azalmistir. Elde edilen sonuglar
elektrot mesafesinin artigiyla birlikte enerji
yogunlugunun dagilim seklinin degismesi ve
ergime bdlgesine aktarilan 1s1l enerjinin
farklilasmasiyla agiklanabilmektedir [25].

Varyasyon katsayis1  (CV), dlglimlerin
ortalamaya gdére ne kadar degiskenlik
gosterdigini  belirler. CV  %10'un altinda
oldugunda diisiik, %10-20 arasinda orta,

%20'nin tlizerinde ise yiiksek ve %40’ ¢ok
yliksek [26] degiskenlik olarak kabul edilir. Isil
etkilenen bolge degisikliginin belirlenmesinde
cizgisel ergitme goriiniimlerinden en az 15

@ A\

Ergitme
Tablasi

Olciim alinmistir Genel olarak Cizelge 1°de yer
alan varyasyon katsayilar1 incelendiginde
%10’un altinda oldugu ve 1s1l etkilenen bolge
genisliklerinin diizenli bir kalinliga sahiptir. Isil
etkilenen bolge genisliklerinde en biiyiik
varyasyon  katsayisina  sahip  degerler
incelendiginde ark cani sinirinda olusan ikincil
ergime ve sinterleme karigimlarinin ¢izgiselligi
bozdugu tespit edilmistir.

Cizelge 2’de verilen c¢izgisel katilagma
geniglikleri incelendiginde, ilerleme hizi 1
mm/s ve akim 17 amper oldugunda 0,7 mm ve
1 mm elektrot mesafeleri i¢in ¢izgisel katilagma
gdzlenmemistir. Ayn1 hiz ve akim degerleri i¢in
cizgisel katilagma genisliklerinde elektrot
mesafesindeki artigin etkisi incelendiginde, 22
amper i¢in azalma (1,89 mm’den 1,58 mm’ye)
ve 27 amper igin artig (2,28 mm’den 2,44
mm’ye) goriilmistiir.

Sekil 1. Ergitmeler yapilirken kullanilan; a) Deney diizenegi, b) Slﬁrlama islemi sonrasi altliklarin tutucu tablaya
yerlesimi ve c¢) Toz serimi sonrasi olusan goriiniim

Ilerleme hiz1 2 mm/s oldugunda, diisiik akimda
(17  amper) yine ¢izgisel katilasma
gozlenmezken, 22 amper i¢in 0,7 mm elektrot
mesafesinde 1,29 mm siirekli ¢izgisel katilagma
elde edilmis olup 1 mm elektrot mesafesi icin
stirekli ¢izgisel katilagsma elde edilememistir. 27
amper igin elektrot mesafesindeki artis ile
cizgisel genislikte azalma (1,63 mm’den 1,38
mm’ye) meydana gelmistir. Genel olarak,
elektrot mesafesi 0,7 mm’den 1 mm’ye
ciktiginda ¢izgisel katilagmanin, akim ve
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ilerleme hizia bagh olarak farklilik gosterdigi
tespit edilmistir. Diisiik akim seviyelerinde
cizgisel katilasma  olusmazken, elektrot
mesafesindeki artigla birlikte orta ve yliksek
akimlarda aymi ilerleme hizlarinda genellikle
cizgisel katilagma genisliginde azalma egilimi
goriilmiistiir. Bu durum, elektrot mesafesi, akim
ve ilerleme hizinin birlikte kaynak sirasinda
enerji yogunlugunu ve malzemenin katilasma
davranigini dogrudan etkiledigini
gostermektedir [9,10].
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ilerleme hizi (mm/s)

1 mm/s

2 mm/s

Elektrot mesafesi (mm)

Elektrot mesafesi (mm)

0,7 mm ‘

Akim Biiyiikliigii (Amper)
22A

1 mm

0,7 mm

10 mm

Sekil 2. Farkli amper ve ilerleme hizlari ile yapilan ergitmelere elektrot mesafesinin etkisi

Cizelge 1. Katilasma goriinimlerinden elde edilen 1s1l etkilenen bolge genislikleri

ilerleme Hizi (mm/s) 1 mm/s 2 mm/s
Elektrot Mesafesi (mm) 0,7 mm 1 mm 0,7 mm 1 mm
Akim Siddeti (Amper) | 17A | 22A | 27A | 17A | 22A | 27A | 17TA | 22A | 27A | 17A | 22A | 27A
Ortalama (mm) 4,61 | 5,67 | 6,13 | 432 | 5,54 | 6,60 | 3,23 | 4,18 | 4,75 | 3,77 | 3,95 | 4,30
Standart sapma 0,40 | 0,64 | 0,64 | 0,67 | 0,64 | 0,43 ] 0,21 | 0,37 0,41 | 0,68 | 0,33 | 0,42
Varyasyon katsayis1 % | 8,68 | 11,29 10,44 | 15,51 |11,55] 6,52 | 6,50 | 8,85 | 8,63 | 18,04 | 8,35 | 9,77
Cizgisel katilasmanin olmadigi  durumlar goriilen artig egilimi ise, daha uzun stireli bir
genellikle diisiik akim seviyelerinde ve yiiksek enerji aktarimi ile ergime bdlgesindeki termal
ilerleme hizlarinda enerji  yogunlugunun birikimin  artmasindan  kaynaklanmaktadir

cizgisel katilagma olusturacak kadar yliksek
olmadigin1 isaret etmektedir [17,19]. Buna
karsilik, orta ve yiiksek akimlarda enerji
yogunlugu yeterli oldugunda ¢izgisel katilagma
olugmakta, ancak elektrot mesafesinin artisi ile
katilagma genisliginde azalma goriilmektedir
[20]. Yiiksek akim ve diisiik ilerleme hizinda
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[19,20]. Literatiirde, ozellikle ark ile ergitme
yontemlerinde enerji yogunlugu ve ilerleme
hizinin kaynak havuzu boyutlar1 ve katilasma
davranig1 tizerindeki etkileri detayli sekilde
incelenmis ve benzer sonuglar rapor edilmistir
[27-29].



Balci /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 9:2 (2025) 183-193

Cizelge 2’de yer alan varyasyon Kkatsayilari
incelendiginde, ilerleme hizinin 1mm/s oldugu
durumlarda genel olarak %20 ve iistli degerler
goriiliirken ilerleme hiz1 2 mm/s oldugunda
degerler %15 ve altinda elde edilmistir. Elde

edilen bu sonuc¢ ilerleme hizindaki artisin
stirekli cizgisel katilagsmada  genislik
dalgalanmalarin1 azalmaya sebep oldugunu
gostermistir.

Cizelge 2. Katilagma goriiniimlerinden elde edilen ¢izgisel katilasma genislikleri (SCKY: Stirekli Cizgisel

Katilasma Yok)
Ilerleme Hiz1 1 mm/s 2 mm/s
(mm/s)
Elektrot Mesafesi 0,7 mm 1 mm 0,7 mm 1 mm
(mm)
Alam Siddeti 17 22A [27A | 17A [22A|27A| 17A (|22A|27A| 17A 22A [ 27A
(Amper) A
Ortalama (mm) S | 1,89 |2,28 1,58 | 2,44 1,29 | 1,63 1,38
Standartsapma | C | 0,59 |0,41| SCK ]0,36]0,69| SCK [020(0,25| SCK | SCK 0,19
K Y Y Y Y
Varyasy(:;l katsayisi v 131,22 (17,98 22,78 |28,28 15,50 |15,34 13,77
()

3.2. Mikroyapi Geometrilerinin incelenmesi
Yapilan ergitmeler sonrasi tabla ve toz yatak
katilagmalarmin durumunu gosteren mikro yap1
gorlntileri Sekil 3°te yer almaktadir. Elde
edilen mikroyapr goriintiileri incelendiginde,
ergitme tablas1 icerisinde ve iizerinde ergiyip
katilasan kisimlara ek olarak ergime alanina
komsu sinterlenmis toz bolgeleri tespit
edilmistir. Tespit edilen sinterlenmis toz
bolgelerinin olusumunda enerji yogunlugunun
en etkin parametre olmasinin yani sira malzeme
ozellikleri ve termal iletkenlik gibi faktorlerin
etkin oldugu belirtilmistir [5]. 17 amper ve 1

ilerleme iz (mm/s) 1 mm/s

mm elektrot mesafesi ile yapilan deneylerde
gozlemlenen yetersiz ergime ve niifuziyet
eksikligi, literatiirde toplagsma etkisiyle
iligkilendirilmigtir  [30]. Ancak, toplagma
yalmzca diisiik enerji yogunluguna bagh
olmayip, 1s1l kaynagin hizi ve toz yatagin
homojenligi ile de iliskilidir [31]. Mikroyap1
goriinlimlerinde  gdzlemlenen toplagsmanin
ylizeysel ergime bdlgelerinden alt tablaya
yetersiz tutunmasi, ergime havuzunun tablaya
niifuziyet edebilirligi  hakkinda ergitme
parametrelerinin kritik roliinii vurgulamaktadir
[23].

ilerleme hiza (mm/s) 2 mm/s

Aklm " Elektrot Mesafesi (mm) Elektrot Mesafesi (mm)
Biiyiikligi
(Amper) 0,7 mm 1 mm 0,7 mm 1 mm

1,2 mm

Sekil 3. Farkli amper ve ilerleme hizlar ile yapilan ergitmelere elektrot mesafesinin etkisi
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Mikroyap1 goriiniimlerinden elde edilen tabla
niifuziyet kalinligi, tabla niifuziyet genisligi, toz
yatakta ergime sonucu olusan katilasma
genigligi ve katilagma yiiksekligine ait 6l¢timler
icin tanimlanan boyutlarin gosterimi Sekil 4’te

yer almaktadir. Sekil 4’te tanimlanan boyutlar
her bir mikroyapi i¢in baz alinarak 6l¢iilmiistiir.
Yapilan olciimler Sekil 5°te grafikler halinde
gosterilmistir.

Sekil 4. Ergime bdlgesine ait 461(;1"1m1'i yapilan geometrilerin gdsterimi

Farkli elektrot mesafesi (0,7 mm ve 1 mm) ve
ilerleme hizlarinin tabla niifuziyet kalinlig
lizerindeki etkisi Sekil 5 a) ve b)de
gosterilmistir. Elektrot mesafesi ve ilerleme
hizina bagli olarak niifuziyet kalinliginin
degistigi gozlemlenmis olup 0,7 mm elektrot
mesafesi ile daha yiiksek niifuziyet kalinligi
degerleri elde edilmis olup daha kisa elektrot
mesafesi daha yiiksek niifuziyet degerleri
saglamistir, ancak ilerleme hizindaki artigin bu
etkiyi dengelendigi goriilmiistiir [32]. ilerleme
hizinin artis1, niifuziyet kalinligimi azaltici bir
etki yaratmistir, bu da diisik hizlarda
malzemeye daha fazla 1smin aktarilmasinin
enerji yogunlugunu ve dolayisiyla ergimeyi
artirdigini gostermektedir [27-29].

Sekil 5 ¢) ve d)’de elektrot mesafesi ve ilerleme
hizinin tabla niifuziyet genisligi tlizerindeki
etkileri verilmigtir. 0,7 mm elektrot mesafesi ve
1 mm/s ilerleme hiziyla yapilan o6l¢timlerde,
akimin artisiyla niifuziyet genisliginin tutarh bir
sekilde arttign (0,8 mm’den 2,27 mm’ye)

gozlenmistir. Elektrot mesafesi 1 mm’ye
cikarildiginda, diisiik akimlarda ergime
olugmamustir. Akim artist niifuziyet

genigliginde 1 mm/s i¢in artis 2 mm/s igin
azalma seklinde goriilmiistiir. Bu durumlar,

elektrot ~ mesafesindeki artigin enerji
yogunlugunu azaltarak  Ozellikle  disiik
akimlarda ergimeyi engelledigini, ergime
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genigligini azalttigin1 ve diizensiz ergimeye
sebep oldugunu gostermektedir [25,27,32].

Sekil 5 e) ve f)’de ise katilasma genisligine dair
Ol¢iimler verilmistir. 0,7 mm elektrot mesafesi
ile yapilan Olglimlerde, akimin artisiyla
katilagma genisligi belirgin bir sekilde artmistir
(6rnegin, 1 mm/s hizda 0,95 mm’den 2,27
mm’ye). Buna karsin, 1 mm elektrot mesafesi
kullanildiginda, diisiik akimlarda (17 amper)
ergime gozlenmezken, 1 mm/s ilerleme hiz1 i¢in
tabla niifuziyet genisligine benzer sekilde
geniglik azalmugtir. Ilerleme hizi 2 mm/s’ye
cikarilldiginda, akim degisimlerinin etkisinin
daha dengeli oldugu ve genislik degerlerinde
daha az dalgalanma gdzlemlenmistir.

Sekil 5 g) ve h)’de elde edilen tek ¢izgi
ergitmelerin katilasma yiikseklikleri verilmistir.
2 mm/s ilerleme hizinda 0,7 mm elektrot
mesafesinde 17A, 22A ve 27A akim
biiytikliiklerinde katilasma yiikseklikleri 0,61
mm, 0,43 mm ve 0,34 mm olarak 6l¢lilmiistiir.
Ayni ilerleme hizinda elektrot mesafesi 1
mm’ye ¢ikarildiginda katilagma
yiiksekliklerinde 17A ve 22A i¢in azalma ve 27
A icin artis gozlenmistir. Ilerleme hizinm 1
mm/s oldugu durumda 17 amperden 27 ampere
akim artiginda katilasma yiksekliginde once
akim sgiddetiyle artis sonra ise azalma
gbzlenmistir. Ayni ilerleme hizinda 0,7 mm
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ilerleme hizi - 1 mm/s ilerleme hizi - 2 mm/s
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Sekil 5. Farkli amper, ilerleme hiz1 ve elektrot mesafesi ile yapilan ergitmeler i¢in mikroyap1 unsurlarima ait
6l¢tim sonuglari (a), ¢), d) ve g) i¢in ilerleme hiz1 Imm/s olup b), d), f) ve h) i¢in ilerleme hiz1 2 mm/s’dir.)
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elektrot mesafesinde ise katilasma ylksekligi
once azalmis sonra artmustir. Yapilan katman
kalinligt katilagma yiiksekligi
karsilagtirmasinda 6zellikle Sekil 5 g)’de
kirmizi ok ile gosterilmis ergitme parametresi
yapilacak st {ste katman ergitmelerinde
katman kalmhiginin toz yatak kalnhignmn
artarak yaklasik 0,65 mm’ye ¢ikmasi sebebiyle
ergitme icin enerji yogunlugu yetersiz
kalacaktir. Ergitme i¢in olusan yetersiz enerji
yogunlugu ise toplasma ve diisiik alt katman
niifuziyeti sonuglaria sebep olacaktir [5]. Tam
tersi durum oOzellikle Sekil 5 h)’de mavi ok ile
gosterilen ergitme parametreleri i¢in gecerli
olup artan katilagma yiiksekligi yeni katmanin
kalinligini azaltacagindan enerji yogunlugunun
fazla olmasi sebebiyle kontrolsiiz katilagmalara
sebep olacaktir [5].

Bu sonuglar, elektrot mesafesi ve ilerleme
hizinin enerji yogunlugu, ergime kalitesi ve
katilasma davranisi lizerindeki kritik rollerini
vurgulamaktadir. Daha kisa elektrot mesafesi
ve diisiik ilerleme hizinin genellikle daha iyi
ergime sonuclari sagladigi, ancak yiiksek hiz ve
mesafe kosullarinin bu etkiyi siirlayabilecegi
gorilmiistiir [32-34]

4. SONUCLAR

Bu c¢alismada, 316L paslanmaz c¢elik
alagimindan olusturulan toz yatakta ark ile tek
cizgi ergitilebilirlik incelenmis ve ergitme
parametrelerinin (elektrot mesafesi, akim ve
ilerleme hiz1) katilasma davraniglar1  ve
mikroyapi tizerindeki etkileri
degerlendirilmistir. Elde edilen bulgular, islem
parametrelerinin  ergitme performanst ve
malzemenin katilasma geometrisi iizerinde
onemli bir etkiye sahip oldugunu ortaya
koymustur. Elektrot mesafesi arttikca (0,7
mm’den 1 mm’ye) ¢izgisel katilasma
geniglikleri  ve 1sil  etkilenmis  bdlge
genisliklerinde azalma gozlenmis, ancak bu
azalma egiliminin akim ve ilerleme hizina baglh
olarak degisiklik gosterdigi belirlenmistir.
Disiik akim ve yliksek ilerleme hizlarinda
cizgisel katilasma gozlenmezken, yiiksek akim
degerlerinde ve diisiik ilerleme hizlarinda daha
genis katilagma bolgeleri elde edilmistir.
Elektrot =~ mesafesinin artistyla  enerji
yogunlugunun dagilim seklinin degismesi,
diisiik akim seviyelerinde ergimeyi engellerken
yiksek  akim  seviyelerinde  katilagma
genisliginde azalmaya neden olmustur.
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Mikroyapi goriiniimleri incelendiginde, elektrot
mesafesi ve ilerleme hizlarinin tabla niifuziyet
kalinlig1 ve genigligi lizerinde belirgin bir etkiye
sahip oldugu goriilmiistiir. Daha kisa elektrot
mesafesi (0,7 mm) ve diisiik ilerleme hizinda (1
mm/s), daha yiiksek niifuziyet degerleri elde
edilirken, yiiksek ilerleme hizlarinda ve biiyiik
elektrot mesafelerinde enerji yogunlugunun
azalmas1 sebebiyle ergime yetersiz kalmis ve
sinterlenmis toz bdlgeleri ile yiizeysel
topaklanmalar meydana gelmistir. Akim
arttikca genellikle tabla niifuziyet genisligi ve
kalinlig1 artig gdstermis, ancak bu artis, elektrot
mesafesine ve ilerleme hizina bagl olarak
farklilik gostermistir.

Genel degerlendirmede, diisiik ilerleme hizinda
ve kisa elektrot mesafesinde enerji aktarimi
daha verimli gerceklesmis ve daha homojen
katilagsma geometrileri elde edilmistir. Elektrot
mesafesi diizenli ergime i¢in en etkili parametre
olarak goriilse de elektrot mesafesi arttikca
enerji  yogunlugunun malzeme {izerinde
homojen dagilimi1 bozulmus ve bu durum diisiik
akimlarda ergimeyi sinirlandirirken yiiksek
akimlarda katilasma genisliginde azalmaya yol
acabilmistir. Bu sonuglar, toz yatakta ark ile tek
cizgi ergitilebilirlik icin islem parametrelerinin
enerji  yogunlugu, ergime geometrisi ve
katilasma ozellikleri {izerindeki etkilerinin
optimize edilmesi gerektigini agik¢a ortaya

koymus ve bu alanda yapilacak ileri
aragtirmalar i¢in yol gosterici olmustur.
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ABSTRACT

Smart agriculture, leveraging technologies such as the Internet of Things, machine learning, and
artificial intelligence, offers innovative solutions to enhance productivity, minimize environmental
impact, and support data-driven decision-making. This study aimed to perform a bibliometric analysis
of research published in the field of smart agriculture from 2014 to 2024. Data were collected from two
major databases, Web of Science and Scopus, and analyzed using VOSviewer software. Key indicators
examined included annual publication trends, citation metrics, researcher co-authorship networks, and
keyword co-occurrence patterns. The results reveal that the number of publications in this field has
increased more than twelvefold over the past decade, with emerging technologies forming the core of
the main conceptual clusters. Countries such as China, the United States, and India have been leading
contributors to scientific output. Six major thematic clusters were identified: technology, resource
management, sustainability, data analytics, policymaking, and economics. However, the involvement of
social sciences and humanities remains relatively limited. Despite significant advances, challenges
persist, including a lack of indigenous research from developing countries and insufficient integration
of interdisciplinary data. The findings of this study provide valuable insights to inform innovative
policymaking, guide investment in technological infrastructure, and shape future research directions in
smart agriculture.

Keywords: Agriculture, Farming, Smart Agriculture, Smart Farming, Bibliometric Analysis

1. INTRODUCTION robotics to enable precise monitoring and
The Food and Agriculture Organization (FAO) management of agricultural operations [1]. The
estimates that the global population will reach evolution of agriculture can be historically
approximately 9.73 billion by 2050, leading to a categorized into four main stages:
significant increase in the demand for food, » Agriculture 1.0, based on manual labor and
water, and natural resources. In response to this animal power;
challenge, smart agriculture is emerging as a * Agriculture 2.0, characterized by the
complementary or alternative approach to introduction of machinery and mechanization
traditional farming systems [1]. This approach [4];
utilizes innovative technologies in the » Agriculture 3.0, marked by the integration of
production and management of agricultural environmental sensing, data analytics, and
products with the aim of increasing productivity, digital monitoring systems [5,6];
reducing costs, and minimizing environmental * Agriculture 4.0 (smart agriculture), which
impacts [2,3]. incorporates sensor networks, robotics, cloud
computing, and Al to optimize decision-making
Smart agriculture leverages a range of advanced and improve crop performance [7,8].
technologies such as the Internet of Things
(IoT), Attificial Intelligence (AI), Machine Within this context, precision agriculture, as a
Learning (ML), smart sensors, drones, and subset of smart agriculture, focuses on the

194


mailto:sarazadeh@halic.edu.tr
https://orcid.org/0009-0005-6959-1165
https://orcid.org/0000-0002-7246-6518

Zadeh and Sati /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 9:2 (2025) 194-206

efficient use of resources through spatial
management  supported by information
technologies. Agriculture 4.0 goes beyond
operational precision by intelligently integrating
technologies to enhance the resilience and
sustainability of agricultural systems [9,10].

Understanding the research developments in this
domain requires the application of methods such
as Dbibliometric analysis—a  quantitative
approach to examining and evaluating the
structure, evolution, and trends in a research
field using indicators such as publication trends,
citation rates, frequent keywords, and patterns of
international collaboration [11-13]. The key
advantage of bibliometric analysis lies in its
ability to structure complex literature and
identify gaps and opportunities for further
research [14].

This study conducts a bibliometric analysis of
smart agriculture research within the time frame
of 2014 to 2024. This period was selected due to
the rapid growth in scholarly publications,
increased investment in digital agricultural
technologies, and significant shifts in global
agricultural policy.

The primary innovation of this study lies in its
comprehensive and structured bibliometric
evaluation of the smart agriculture research
landscape. Unlike most previous studies that rely
solely on either the Web of Science or Scopus
database, this research integrates both sources,
enhancing the accuracy and completeness of the
data. Additionally, by focusing on a
contemporary period (2014-2024), it provides a
forward-looking perspective on scientific
progress in this field. Another noteworthy
contribution is the application of the VOSviewer
software to generate visual science maps,
illustrating the relationships between concepts,
keywords, and authors and revealing hidden
structures within the literature. The study also
categorizes key concepts into major thematic
clusters such as technology, management,
sustainability, and agricultural economics,
offering a clear framework for guiding future
research. Finally, the analysis of contributing
countries and academic disciplines provides a
realistic depiction of global and interdisciplinary
collaboration in advancing smart agriculture.

The main objectives of this research are as
follows:
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e To analyze research trends and patterns
in smart agriculture using data from the
Web of Science and Scopus databases.

e To identify and classify the main
keywords, concepts, and emerging
technologies such as IoT and machine
learning within smart agriculture.

e To examine the relationships among key
concepts and terms to reveal dominant
patterns in smart agriculture research.

e To map the strategic development of
smart agriculture research based on
publication trends, geographic
distribution, and citation metrics.

e To discover and categorize the major
themes and concepts in smart
agriculture research, with an emphasis
on technological advancements and
innovations.

2. MATERIAL AND METHOD

There are several sources available for collecting
data on scientific publications, the most common
of which include Web of Science (WoS),
Scopus, Dimensions, Crossref, Microsoft
Academic, and Google Scholar. Among these,
WoS and Scopus are the two most widely used
databases in bibliometric studies [15].
Historically, they were the only accessible
options for publication analysis [16]. Due to
their high data quality and comprehensive
coverage across multiple dimensions, these two
databases remain the primary choices for
bibliometric research. Choosing between these
databases can significantly influence the
outcomes of the analysis (Wang & Waltman,
2016). Although Scopus offers broader coverage
than WoS, it faces several issues, such as the lack
of pre-processed reference lists, which leads to
inconsistencies in citations and necessitates
more  complex  bibliometric =~ matching
techniques. Additionally, Scopus provides more
fragmented coverage, includes a higher number
of duplicate citations, varies in source quality,
has a shorter historical record, and its
classification and indexing systems are less
standardized. @These factors can affect
bibliometric analyses' accuracy and
comprehensiveness [16,17].

In this study, both Web of Science and Scopus
were used separately to collect data. Each
database was considered an independent source,
and no merging or matching of records between
them was performed. To extract relevant
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publications, a combination of keywords and
commonly used terms in the field of smart
agriculture was employed. Keywords such as
"smart agriculture," "precision agriculture,"
"digital farming," "agriculture 4.0," and "smart
farming" were selected using the OR operator.
These keywords were further combined using
the AND operator with thematic phrases such as
“Smart agriculture” and “Climate change,”
“Smart agriculture” and “Smart farming,”
“Smart agriculture” and “Governance,” “Smart
agriculture” and “Technologies,” “Smart
agriculture” and “Agricultural policies,” “Smart
agriculture” and “Decision making,” “Smart
agriculture” and “Machine learning,” and
“Smart agriculture” and “Internet of Things.”
The search was conducted across all sections of
the articles, including titles, abstracts, keywords,
and full text.

A time filter was applied to include studies
published between 2014 and 2024, ensuring the
inclusion of research relevant to recent
developments and emerging technologies in
smart agriculture. Only English-language
articles were included in the final analysis.
However, this language restriction may
introduce a bias by excluding research from non-
English-speaking countries, particularly in
regions such as Latin America, China, Russia,
and the Middle East, which could influence the
geographical and thematic diversity of the data.
In the Web of Science database, the search was
conducted across a broad range of indexes,
including SCI-EXPANDED, SSCI, A&HCI,
CPCI, and BKCI, to capture interdisciplinary
dimensions. This approach ensured that articles
addressing the social, technological, policy-
related, and conceptual aspects of smart
agriculture were also included in the analysis.

3. EXPERIMENTAL FINDINGS

3.1. The Analysis of Published Articles in
Smart Agriculture

To conduct a more precise analysis of scientific
publications in the field of smart agriculture,
criteria were established to evaluate and select
relevant keyword combinations. The data were
extracted from the Web of Science database
covering the period from 2014 to 2024.
According to Table 1, keyword combinations
with at least 1,000 articles and an average
citation count above 25 were considered eligible
for in-depth analysis, while those with fewer
than 500 articles or an average citation count
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below 20 were excluded. Additionally, the
diversity of publication types—such as reviews,
conference papers, and book chapters—was
used as a supplementary criterion to ensure a
more comprehensive evaluation.

As shown in Table 2, over the past decade,
research in the field of smart agriculture has
experienced significant growth. According to
data extracted from the Web of Science
database, more than 17,000 scientific articles
containing the keyword "smart agriculture" were
published between 2014 and 2024. This
considerable volume of academic output reflects
the growing global interest in technology- and
data-driven solutions in agriculture. Among
these, 2,277 are review articles (approximately
13.1% of the total), indicating a relative
conceptual maturity of the field. Additionally,
3,570 are conference papers (about 20.5%),
which highlights the dynamic nature of
emerging technologies and their active
dissemination through scientific forums.

In the keyword combination analysis, the pairing
of “smart agriculture” and “technologies”
yielded the highest number of publications, with
5,000 articles (around 28.8% of the sample).
This reflects a strong research focus on modern
technologies such as the Internet of Things
(IoT), machine learning (ML), robotics, and
remote sensing. The average citation per article
in this category is approximately 26.3,
underscoring its notable scientific impact.

The combination “smart agriculture” and
“climate change” ranks second, with 2,962
articles (roughly 17%). This pairing underscores
global environmental concerns and the need for
climate-resilient agricultural systems. Notably,
this category has the highest average citation
count (approximately 29.7) among all
combinations, indicating its high scientific
relevance and interdisciplinary influence across

agriculture, environmental science, and
sustainable development.
The combination “smart agriculture” and

“precision/smart farming”, with 4,005 articles,
also represents a significant portion of the
literature. This co-occurrence reflects a
conceptual overlap between the two terms,
emphasizing technology-driven precision in
agricultural management. However, the average
citation rate in this group (21.2) is slightly lower
than that of other technology-focused categories.
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One noteworthy finding is the relatively low of 28.9, underscores its foundational role in
representation of governance and policy-related enabling real-time communication and
topics. The combination “smart agriculture” and automation in smart farming.
“governance” appears in only 345 articles
(around 1.9%) and has a comparatively lower In conclusion, the analysis reveals that research
citation average (17.4 citations per article), in smart agriculture is predominantly oriented
suggesting a research gap in institutional, legal, toward technological innovation, data-centric
and ethical dimensions. In contrast, the approaches, and environmental sustainability,
combination “smart agriculture” and especially  through  themes such  as
“agricultural policies” shows a better presence “technologies,” “precision agriculture,” and
with 1,246 articles, yet remains “loT.” However, the relatively limited focus on
underrepresented compared to the more governance, policy, and  equity-driven
dominant technology-oriented themes. development points to a significant gap. Future
research must adopt a more interdisciplinary
Combinations related to data-driven decision- perspective, with greater attention to the human,
making and artificial intelligence, such as institutional, and social dimensions of smart
“decision making” (1,127 articles) and “machine agriculture. Moreover, the rapid growth in
learning” (1,416 articles), account for a studies focused on “decision making” and
substantial share of the research and report “machine learning” reflects the increasing
relatively high average citation rates (24.1 and importance of data-driven strategies and
32.8, respectively). This highlights their crucial advanced algorithms in optimizing agricultural
role in guiding modern agricultural processes. systems, marking the evolution of this field into
Similarly, the combination “Internet of Things”, a multifaceted and intelligent discipline.

with 1,858 articles and an average citation rate

Table 1. Inclusion and Exclusion Criteria for Keyword Combinations in the Bibliometric Study of Smart
Agriculture Research (2014-2024).

Criterion Eligibility Elimination
Total Articles More than 1,000 articles Fewer than 500 articles
Average Citations Citation average above 25 Citation average below 20
(Impact)
Tech Orientation Use of emerging technologies (e.g., 10T, Lack of technological relevance
ML, Al)
Article Type Diversity Includes reviews, conferences, book Limited to one type of publication
chapters
Social/Policy Relevance Relevant to governance or policy-making Low attention in policy-related
research
Growth/Dynamism Active in conferences and dynamic Low growth or limited development
publications
Environmental Interdisciplinary topics like “Climate Weak connection to global
Relevance change” considered environmental issues

Table 2. Distribution of Publications in Smart Agriculture Based on Keyword Combinations (Web of Science,

2014-2024).
N Total Review Proceedin Book
Keyword Combination Articles Article Paper ’ Chapter
“Smart agriculture” 17,356 2277 3570 369
“Smart agriculture” and “Climate change” 2,962 582 224 120
“Smart agriculture” and “Smart farming” 4,005 605 1,032 94
“Smart agriculture” and “Governance” 345 38 63 15
“Smart agriculture” and “Technologies” 5000 1199 1799 173
“Smart agrlculturfe”. and “Agricultural 1246 192 102 48
policies”
“Smart agriculture” and “Decision making” 1,127 151 289 19
“Smart agriculture” and “Machine learning” 1,416 235 359 12
“Smart agriculture” and “Internet of things” 1,858 368 921 47
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3.2. Analysis of Published Articles in Smart
Agriculture: Role and Impact of Various
Scientific Disciplines

Based on data extracted from the Web of Science
database, Figure 1 illustrates the distribution of
published articles in the field of smart
agriculture across various scientific disciplines
between 2014 and 2024. The search was
conducted wusing the keywords '"smart
agriculture" OR "precision agriculture” OR
"digital farming" OR "agriculture 4.0" OR
"smart farming," and included only publications
in the English language.

As expected, the field of agriculture ranks first,
with 5,652 published articles, underscoring its
central role as the foundational domain of smart
agriculture. However, what distinguishes smart
agriculture from traditional farming is the strong
presence and complementary contributions of
interdisciplinary and technology-oriented fields.
In second place is engineering, with 4,777
articles, highlighting the importance of
engineering tools, systems, and equipment in
advancing modern agricultural technologies.
This includes subfields such as electrical,
mechanical, mechatronics, and control
engineering, which play essential roles in the
development of agricultural robots, drones,
automated irrigation systems, and smart
harvesting equipment.

Computer science follows in third place with
4,520 articles. This field plays a key role in
developing machine learning algorithms, big
data processing, computer vision, and predictive
analytics. Many decision-support systems, soil
and crop monitoring platforms, and pest
detection systems are built on algorithms derived
from computer science. Environmental sciences
and ecology, with 3,423 articles, rank fourth.
These disciplines focus on monitoring climatic
conditions, assessing environmental
sustainability, and modeling the environmental
impacts of agricultural technologies. Their
connection with smart agriculture is particularly
relevant in the context of climate-smart
agriculture. Multidisciplinary science and
technology fields, with 2,665 articles, reflect the
increasing integration of research efforts across
basic sciences, engineering, and the humanities.
These areas contribute to the development of
sensors, agricultural bioinformatics, and multi-
purpose analytical tools.
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The field of chemistry, with 2,090 articles, has
contributed to the design and production of
nanofertilizers, smart  pesticides, and
environmentally friendly compounds—
especially relevant in precision agriculture and
efforts to reduce ecological harm. Plant sciences,
with 1,637 articles, have explored the impact of
smart technologies on crop growth, productivity,
and resilience. This field is closely linked to
genomics, phenotyping, and genetic
improvement, which are being significantly
enhanced by  data-driven  technologies.
Telecommunications and information
technologies, with 1,534 articles, have played a
key role in implementing Internet of Things
(IoT) infrastructure, wireless sensor networks,
and 5G-enabled systems in smart farm
management. Additionally, materials science
(1,293 articles) and food science and technology
(1,354 articles) have contributed to innovations
in agricultural equipment materials, smart
packaging, cold chain logistics, and extending
the shelf life of products.

This analysis clearly highlights the deeply
interdisciplinary nature of smart agriculture. Its
continued and sustainable development requires

close  collaboration  between  technical,
biological, environmental, and social sciences.
These insights can help researchers,

policymakers, and investors better understand
existing gaps and capacities, enabling more
targeted investments and the formulation of
forward-looking policies.

Scientific Field

Number of Publication Article

Figure 1. The spread of articles published in the
domain of smart agriculture from 2014 to 2024
among different scientific field.
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3.3. Analysis of Global Trends in Published
Articles on Smart Agriculture (2014-2024)
The data analyzed in this section were extracted
from the Web of Science (WoS) database,
covering the period from 2014 to 2024. The
search was conducted using the keywords "smart
agriculture" OR "precision agriculture" OR
"digital farming" OR "agriculture 4.0" OR
"smart farming." Only English-language
documents were included, comprising various
types such as Articles, Proceeding Papers, Book
Chapters, Review Articles, and Editorial
Materials. The purpose of this analysis is to
examine the annual growth trend of global
publications in the field of smart agriculture and
to identify shifts in scientific attention over the
past decade.

According to Table 3, titled "Global Publication
Trends in Smart Agriculture: Annual Growth
and Statistics (2014-2024)," the number of
publications increased from 380 in 2014 to 4,914
in 2024, indicating a more than twelvefold rise
during this period. This remarkable growth
reflects the increasing role of smart agriculture
in addressing major global challenges such as
food security, climate change, and resource
efficiency. In certain years, such as 2016, the
annual growth rate peaked at 57.08%, likely
driven by technological breakthroughs and
increased investment in research. However, in
more recent years—specifically 2023 and
2024—the growth rate declined to 9.92% and
15.46%, respectively, which may suggest a
saturation in some research areas or a shift in
research priorities.

Overall, despite a slight decline in the growth
rate in the later years, the general trend
highlights the continuous dynamism and
relevance of the smart agriculture domain. The
high number of publications in 2024 further
confirms its established and growing importance
in scientific studies. This analysis indicates that
smart agriculture remains not only a thriving
area of research but also holds great potential for
innovation and delivering sustainable solutions
to global challenges.

199

Table 3. Global Publication Trends in Smart
Agriculture: Annual Growth and Statistics (2014-2024).

Final Publication = Record annual growth
Year Count quantity of
publications
2014 380 35%
2015 438 15.267.
2016 688 57.087%
2017 881 28.057%
2018 1,173 33.147%
2019 1,622 38.287%
2020 2,256 39.097%
2021 3013 33.55%
2022 3,872 28.517%
2023 4,256 9.927
2024 4,914 15.467%

3.4. Analysis of Article Distribution by
Countries and Regions in the Area of Smart
Agriculture

Based on data extracted from the Web of Science
database, Figure 2 illustrates the distribution of
scientific publications in the field of smart
agriculture across various countries during the
period 2014-2024. As shown in the chart, China
leads by a significant margin, having published
over 600 articles. This dominance is the result of
multiple  factors, including  substantial
government investments, technology-driven
policies, advanced research infrastructure, and
the high economic importance of agriculture
within the country. Furthermore, through
strategic initiatives such as the “Digital
Agriculture 2035” program, China is actively
pursuing a structural transformation of its
agricultural production and supply chains[18].

In second place is the United States, with more
than 350 publications, playing a crucial role in
the advancement of agricultural technologies.
Leveraging the capabilities of leading
universities and research institutions, as well as
strong industry collaboration, the U.S. has
significantly contributed to the development of
machine learning algorithms, land management
systems, and agricultural robotics.
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India ranks third, with approximately 270
articles. Its position is rooted in a wvast
agricultural market, a growing demand for
efficient technologies, and government-led
digital agriculture initiatives. Given challenges
such as droughts, resource constraints, and
population growth, smart agriculture research in
India primarily focuses on productivity
enhancement, optimized water usage, and
intelligent crop monitoring.

South Korea and Italy occupy the fourth and fifth
positions, respectively. These countries have
made notable contributions to the scientific
literature by capitalizing on advanced
technologies and successful experiences in
implementing precision agriculture. South
Korea, in particular, has emphasized the
development of environmental sensors, farm
robots, and communication networks (e.g., 5G),
playing a key role in enabling loT-based
agriculture.

Other notable contributors include Spain,
Germany, Brazil, and Japan, each of which has
conducted impactful research based on their
unique economic, climatic, and technological
contexts. These countries have made advances in
areas such as sustainable agriculture, artificial
intelligence, supply chain optimization, and
climate modeling.

This geographical distribution highlights that
scientific output in smart agriculture is closely
linked to a country’s technological development
level, supportive policies, and the economic
significance of its agricultural sector. Countries
with robust research infrastructures or persistent
agricultural challenges tend to show greater
interest in innovation and the adoption of
advanced technologies. Moreover, regional
differences reflect localized priorities within the
domain of smart agriculture. For example, North
America and FEast Asia focus more on
automation and data mining, while Europe
prioritizes environmental sustainability, and
South Asia emphasizes resource efficiency and
food security.

This  analysis can assist researchers,
policymakers, and investors in identifying
successful global models and designing

appropriate research and development pathways
tailored to their specific regional needs and
conditions.
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Figure 2. Article distribution across countries and
region in the area of smart agriculture.

3.5. Evaluation of Web of Science Citation
Indexes in Smart Agriculture

Figure 3 presents an analysis of the Web of
Science citation indexes in the field of smart
agriculture from 2014 to 2024. The data indicate
that a substantial portion of research in this
domain has been published in reputable
scientific and technological journals. The SCI-
Expanded index, with 16,258 records, holds the
largest share among the Web of Science indexes.
This dominance suggests that research on smart
agriculture is primarily disseminated through
high-impact journals in the fields of basic
science and technology, underscoring the
scientific and technological orientation of the
discipline.

Furthermore, the CPCI-S index, with 3,460
records, highlights the significant role of
conferences in the dissemination of innovative
research in this field. The ESCI index, with
2,799 records, reflects the growing presence of
emerging studies in newly established journals,
signaling an increasing interest in smart
agriculture among newer scientific publications.
Similarly, the SSCI index, with 1,965 records,
addresses the social, policy-related, economic,
and sociological aspects of smart agriculture.

On the other hand, the publication of books and
humanities-related research in the area of smart
agriculture has remained relatively limited. The
BKCI-S and BKCI-SSH indexes, with 323 and
160 records respectively, along with the CPCI-
SSH index (308 records), indicate that books and
the humanities have been less utilized as
platforms for disseminating research in this
field. This highlights an opportunity to expand
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interdisciplinary ~ studies, particularly by
integrating the humanities and social sciences
with  technological approaches in smart
agriculture.

Overall, the analysis of citation indexes indicates
that research in the field of smart agriculture is
predominantly scientific and technological in
nature, with the majority of publications
appearing in high-impact journals indexed in
SCI-Expanded. In addition, conferences and
emerging journals—reflected through indexes
such as CPCI-S and ESCIl—have played a
significant role in disseminating innovative
research in this domain. However, the relatively
low representation of books and humanities-
related studies, as indicated by the BKCI and
CPCI-SSH indexes, highlights a gap in
interdisciplinary engagement. To fully harness
the transformative potential of smart agriculture,
future research should emphasize the integration
of humanities and social sciences with scientific
and technological approaches, paving the way
for more balanced and sustainable development.

Web of Science Index

Science Citation Index Expanded
(SCI-EXPANDED)

Conference Proceedings Citation
Index — Science (CPCI-S)

Emerging Sources Citation Index
(ESCI)

Social Sciences Citation Index
(SScr1)

®Book Citation Index — Science
(BKCI-S)

Conference Proceedings Citation
Index — Social Science &
Humanities (CPCI-SSH)

W Book Citation Index — Social
Sciences & Humanities (BKCI-
SSH)

Figure 3. Analysis of Citation Indexes in the Field
of Smart Agriculture.

3.6. Citation Analysis and Key Trends in
Smart Agriculture Research

In a bibliometric analysis of leading research in
the field of smart agriculture from 2014 to 2024,
some highly cited articles were identified,
focusing on emerging technologies such as the
Internet of Things (IoT), machine learning,
nanotechnology, and blockchain. Data were
collected from the Web of Science database
using the keywords: "smart agriculture,”
"precision agriculture," "digital farming,"
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"agriculture 4.0," and ‘"smart farming,"
combined with the OR operator and limited to
the years 2014 to 2024. From the search results,
articles were selected based on two criteria:
publication in reputable journals under the
publishers IEEE and Springer Nature, and
receiving more than 400 citations.The selection
of articles from the reputable publishers IEEE,
Springer Nature, and Elsevier is based on their
prominent role in disseminating high-quality
research in the field of emerging agricultural
technologies. These publishers contribute
significantly to the most influential publications
in areas such as the Internet of Things, machine
learning, and smart agriculture, and their articles
are widely cited in the academic community.
Focusing on these sources ensures the scientific
credibility of the analysis and enables the
accurate identification of key research trends.
Details of these influential publications are
presented in Table 4.

One of the most prominent articles is a study
published by Springer Nature in Nature Climate
Change, titled “Climate-Smart Agriculture for
Food Security”. This work presents a conceptual
framework for adapting agriculture to climate
change and highlights the role of smart
technologies in enhancing the resilience of

farming  systems against environmental
variability.
In addition, articles published by IEEE

emphasize the pivotal role of IoT in developing
smart  infrastructure  for  environmental
monitoring, precision irrigation, and real-time
data collection in agriculture. For instance,
studies such as “IoT and Data Analytics in
Agriculture” and “Survey on IoT in Smart
Farming”, featured in IEEE Access and the IEEE
Internet of Things Journal, explore both the
opportunities and challenges of implementing
IoT in agricultural environments. These
publications underline the benefits of sensor
integration, real-time communication, and data
analytics, while also addressing barriers such as
infrastructure limitations and data security that

must be overcome for successful digital
agriculture deployment.
Beyond technology, several articles also

investigate the social dimensions of smart
agriculture. One notable example discusses
interdisciplinary approaches to ethical concerns,
data ownership, and farmer participation. These
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types of studies, often published in Springer
Nature journals, stress that technological
advancement must be accompanied by
consideration of human, social, and policy
factors to ensure sustainable adoption within
farming communities.

Finally, innovations such as blockchain and
nanotechnology are also featured in the most
cited articles. Blockchain is presented as a tool

for improving transparency and traceability in
agricultural supply chains, while
nanoformulations are explored for their potential
to reduce pesticide usage and enhance pest
control efficiency. Overall, this analysis reveals
that the convergence of digital technologies with
agriculture outlines a promising path toward a
more sustainable, data-driven, and climate-
resilient agricultural future.

Table 4. Most Cited Articles on Smart Agriculture Technologies (2014-2024) Published by IEEE, Springer
Nature, and Elsevier (Source: Web of Science).

Title Citations Year Journal Key Topics Conceptual Contribution
Climate-smart Agriculture for Nature Establishes a framework
Food Security [19] Climate Climate linking food security,

960 2014 Change climate change, and smart
. Change . .
(Springer agricultural technologies.
Nature)
An Overview of Internet of Explores early
Thmgs. (IoT). and. Data IEEE Internet applications of the
Analytics in Agriculture: 646 2018 of Thins [oT, Data Internet of Things in
Benefits and Challenges [20] g Analytics agriculture, highlighting
Journal
benefits and
infrastructure challenges.
IoT and Agricultural UAVs: Reviews the combined
Comprehensive Review[21] Internet of applications of UAVs and
p 370 2022 Things Journal UAV,IoT PP . )
sensors in  advancing
(IEEE) .
smart agriculture.
IoT-Based Smart Agriculture: Focuses on developing
Making the Fields Talk [22] 363 2019 IEEE Access IoT 'commumcatlon
infrastructure for smart
agriculture through IoT.
A Survey on the Role of ToT Offers a broad
in Agrlculmr.e for the 333 2019 IEEE Access IoT examination of the r01§ of
Implementation [oT in smart farming
of Smart Farming [23] practices.
IoT. for Smart Precision IEEE Internet IoT, Discusses how I.oT can
Agriculture in Rural Areas . 2 enhance agricultural
285 2018 of Things Precision .
[24] . development in remote
Journal Agriculture .
and rural regions.
UAVs in Smart Agriculture: Reviews the technical
Applications and Challenges requirements and
IEEE Sensors UAVs, . .
[25] 283 2021 ; challenges of integrating
Journal Automation .
UAVs n smart
agriculture.
Internet of Things for the Provides a
Future of Smart Agriculture: IEEE/CAA comprehensive review of
A Comprehensive Survey of 236 2021 Journal of IoT, emerging IoT
Emerging Technologies [26] Automatica Technology  technologies for the
Sinica future of smart
agriculture.
Recent advancements and Future Surveys current and
challenges of Internet of Generation IoT future challenges
Things in smart agriculture: A 212 2022 Computer ’ associated with
Challenges . . .
survey [27] Systems implementing IoT in
(Elsevier) agricultural systems.
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3.7. Visualizing Bibliometric Networks in
Smart Agriculture Research Using Vosviewer
Information visualization 1is an essential
technique for understanding the structure and
relationships within large sets of documents. To
support this, specialized tools have been
developed that allow for dynamic and intuitive
representation of vast amounts of information.
One such tool is VOSviewer, an open-source
software designed specifically for creating and
visualizing bibliometric networks. VOSviewer
allows researchers to generate network maps and
explore complex relationships in a visual format
[28]. In this study, VOSviewer was also used to
construct and display networks of co-authorship
and country collaboration.

This study employed VOSviewer software to
generate a strategic coordination map, enabling
an in-depth analysis of the complex
interconnections among keywords and thematic
arecas within smart agriculture research. The
selection of VOSviewer was based on its
powerful capabilities in producing bibliometric
maps and its user-friendly interface, which
enhances clarity and accessibility for a broad
range of users. Figure 4 presents a network
diagram created using VOSviewer, visualizing
the most influential publications on smart
agriculture indexed in the Scopus database
between 2014 and 2024. In this visualization,
author-assigned keywords appear as nodes,
where the size of each node indicates the
frequency of the keyword's occurrence, and the
links between nodes represent the co-occurrence
relationships between keywords [45]. Only
keywords appearing at least five times were
included in the analysis, resulting in a total of
3,474 keywords, with 277 meeting the minimum
threshold. After constructing the co-occurrence
network, we analyzed the nodes and identified
the most frequently co-occurring keywords.
Based on a review of relevant literature in smart
agriculture, we then classified the keywords into
thematic clusters. Each cluster was labeled with
a parent category reflecting its overarching
research domain. Table 5 presents the most
frequently used keywords in smart agriculture,
organized into categories according to the
primary themes that emerged from the network
analysis.
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Figure 4. Keyword Co-occurrence networks.

Table 5. The key terms in the domain of smart
agriculture, separated by the main branches.

Primary Key Words
Branches
General Smart Agriculture, Precision
Keywords Agriculture, Agricultural
Technology, Sustainable
Agriculture, Agricultural
Innovation
Technology IoT Applications in Agriculture,
and Big Data  Utilization in
Applications  Agriculture, Artificial
Intelligence in  Agricultural
Practices, Machine Learning in
Agriculture, Agricultural
Drones, Remote Sensing in
Agriculture, Crop Monitoring,
Soil Monitoring, Smart
Irrigation, Variable Rate
Technology (VRT), GPS
Agriculture
Agricultural Farm Management Information
Management Systems (FMIS), Decision
and Support System, (DSS) in
Strategies Agriculture, Agricultural Supply
Chain  Management, Yield
Mapping, Site-Specific Farming
Sustainability Climate-Smart Agriculture,
and Carbon Sequestration in
Environment Agriculture, Water-Efficient
Farming, Organic Farming
Technology
Data and Data Analytics in Agriculture,
Analysis Sensor Networks in Agriculture,
Agricultural Robotics,
Geospatial Analysis in
Agriculture
Research and Agricultural Research, Agri-

Education

Tech Education, E-agriculture,
Digital Farming

Economic
and Social

Agricultural Economics, Rural
Development Technology, Agri-
Business Innovation
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Table 5 presents a review of key terms in the
field of smart agriculture, categorizing them
according to major thematic branches. General
terms such as smart agriculture, precision
agriculture, agricultural technology, and
sustainable agriculture are introduced as
foundational concepts. The technology and
applications branch encompasses the use of
technologies such as the Internet of Things
(IoT), big data, artificial intelligence, machine
learning, drones, sensors, smart irrigation, and
other related tools in agricultural settings. The
agricultural management and strategy branch
includes terms such as farm management
information systems, decision support systems,
agricultural supply chain management, and
localized agricultural technologies. The
sustainability and environment branch addresses
concepts like climate-resilient agriculture, water
optimization, and organic farming, emphasizing
environmental  adaptation and resource
conservation. The data and analytics branch
focuses on areas such as data analysis, sensor
networks, agricultural robotics, and geospatial
analytics.

The research and education branch covers terms
related to agricultural research, agricultural
technology education, and digital agriculture.
Lastly, the economic and social aspects branch
includes themes such as agricultural economics,
rural development technologies, and innovation
in agribusiness. This categorization offers a
comprehensive overview of the core domains
and terminology within smart agriculture.

Table 6 further introduces and defines key
concepts in smart agriculture and illustrates the
relationships among them. It explains terms such
as climate-resilient agriculture, food security,
water efficiency, and smart agriculture,
highlighting their roles in improving agricultural
productivity and sustainability. For each
concept, the table provides a description of its
function and interconnections. For instance,
smart agriculture refers to the application of
technologies like IoT and sensors to enhance
efficiency and output, while water efficiency
involves improved water management aimed at
reducing environmental impacts. The table also
identifies key conceptual linkages, such as the
connection between food security and climate
change, or between soil management and
sustainability. This structure enables readers to
grasp the multidimensional implications of each
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concept and understand their importance in
driving forward smart agriculture.

4. RESULTS
This bibliometric study offers a comprehensive
assessment of the evolution, conceptual

structure, and scientific landscape of smart
agriculture research from 2014 to 2024. Drawing
on data from two reputable databases—Web of
Science and Scopus—and utilizing visual
analytical tools such as VOSviewer, the study
presents a detailed overview of publication
trends, core research themes, and key
technological developments in the field. The
rapid increase in scholarly output, particularly in
areas related to data-driven approaches and
climate-resilient  agriculture, reflects the
growing global interest in leveraging advanced
technologies to address agricultural challenges.
Further analysis revealed that scientific
publications in smart agriculture grew more than
twelvefold during the study period. The highest
annual growth occurred in 2016, while the
publication volume peaked in 2024, highlighting
the dynamic nature and rising prominence of the
field. Geographically, China, the United States,
and India lead in scientific output, underlining
the influence of national policies and
investments in  agricultural  technology.
Moreover, disciplinary analysis shows that smart
agriculture lies at the intersection of agricultural
sciences, engineering, information technology,
and environmental studies, demonstrating its
inherently interdisciplinary character.

The conceptual analysis using VOSviewer
identified six major thematic clusters centered
on technologies such as the Internet of Things
(IoT), big data, intelligent decision-making, and
environmental sustainability. While these
technologies dominate the current literature,
citation analysis reveals limited engagement
from the social sciences, humanities, and policy-
related fields. This gap underscores the need for
broader, more inclusive research perspectives
that integrate human, institutional, and ethical
dimensions alongside technical innovations.

In conclusion, the findings of this study suggest
that the future of smart agriculture should focus
on enhancing interdisciplinary collaboration,
empowering smallholder farmers, advancing
digital equity, and employing more sophisticated
analytical tools. Additionally, developing open,
data-driven infrastructures and evidence-based
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policymaking will help guide the research and

represents not only a technological imperative

application of smart agriculture more but also a critical pathway toward achieving
effectively. Ultimately, smart agriculture global sustainability goals.
Table 6. Key terms and related concepts in smart agriculture.
Key Words Definition Links
Climate-smart Agricultural methods designed to adjust to Entails strong connections with food
Agriculture climate variations and optimize the security, adaptation, water management.
utilization of climate-related resources.
Smart It aims to increase agricultural efficiency Data-based decision making is linked to
Agriculture by using technological innovations (IoT, drive systems and automation.
Sensors).
Adaptation Changing farming methods to respond to ~ Climate smart agriculture is associated with

the effects of climate change.

environmental sustainability; various
strategies (e.g., plant species change).

Food Security

Ensuring that all have access to sufficient,
safe and nutritious food.

Climate change interacts directly with
agricultural productivity and social justice.

Water Efficiency

Better use of water resources and savings.

Irrigation is related to groundwater
management and environmental impacts

Sustainability

Conserving resources by balancing
economic, environmental and social
conditions.

Linked to sustainable agricultural practices,
renewable energy and natural resource
management.

IoT (Internet of

A system in which objects are connected to

Smart agriculture involves many

Things) each other to collect data in agriculture. connections with data analytics and
automation.
Agricultural Methods of conducting agriculture; Related to agricultural policies, food
Practices sustainable, traditional or modern practices. production impacts and environmental
sustainability.
Technology Incorporating new technologies into Links to education, policy development and
Adoption agricultural processes. financing.
Climate Increasing resilience to climate change. Adaptation approaches are related to
Resilience environmental protection and healthy
ecosystems.
Crop Optimization of the growth processes of Productivity is directly linked to adaptation
Management agricultural products. strategies to climatic conditions.
Soil Health Preservation of soil structure and fertility. Water management has an important
relationship with agricultural practices and
sustainability.
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2022.
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ABSTRACT

This study examines the influence of material type, layer height, and fill rate on the surface hardness,
bending strength, and printing duration of specimens produced via Fused Deposition Modeling (FDM).
Specimens made from PLA+ and ABS were fabricated using two distinct layer thicknesses (0.10 mm
and 0.20 mm) and four varying fill rates (40%, 60%, 80%, and 100%). The mechanical properties of
these specimens were assessed through three-point bending tests and Shore D hardness evaluations. The
Taguchi optimization method was employed to identify optimal printing parameters that maximize
bending strength and surface hardness while minimizing printing time. The findings revealed that PLA+
displayed superior bending strength compared to ABS, particularly at elevated infill densities.
Furthermore, the fill rate predominantly affected the surface hardness, with higher densities correlating
with improved hardness values. Statistical analysis conducted through ANOVA indicated that the
material type significantly impacts bending strength, while the fill rate primarily influences surface
hardness. In addition, the findings indicate that the print time is significantly affected by both material
selection and filler density. The results obtained have been verified by producing control samples.
According to the verification tests, the model was able to perform predictions with deviations changing
between %3-16. This study highlights the essential trade-off between mechanical performance and
production efficiency in 3D printing applications and suggests a different approach to optimizing
manufacturing process parameters in order to improve part quality while reducing production costs.

Keywords: Fused Deposition Modeling, Bending Strength, Hardness, Taguchi Analysis.

1. INTRODUCTION Among additive manufacturing techniques,
Additive  Manufacturing (AM) is a Fused Deposition Modeling (FDM) is one of the
manufacturing technique that, unlike traditional most widely preferred methods due to its low
manufacturing methods, is based on the cost, ease of use and wide range of materials [5-
principle of layer-by-layer deposition of 6]. FDM is particularly suitable for
materials and allows complex three- thermoplastic materials such as polylactic acid
dimensional (3D) structures to be produced (PLA) and acrylonitrile butadiene styrene
with high precision and minimal material waste (ABS) [7]. These materials are frequently
[1]. This technology has received a great deal of preferred in industrial and academic studies due
attention in recent years, especially due to its to their environmentally friendly properties and
design flexibility, rapid prototyping and mechanical performance [8].

personalized production [2]. It is widely used in

various industries such as aerospace, The FDM process is based on the principle of
automotive, robotic systems, healthcare, extruding a thermoplastic filament through a
consumer products and even architecture to heated nozzle and depositing it layer by layer
produce lightweight and high-performance according to a predetermined pattern [9].
components [3-4]. However, the mechanical performance of
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components produced by this method is
significantly affected by various parameters
such as layer thickness, fill rate, build-up rate,
print orientation, material composition and
nozzle temperature [10-11]. Optimizing these
parameters plays a critical role in improving the
durability, surface quality and dimensional
accuracy of the produced parts [12]. In the
comparative optimization of the production
parameters of ABS and PLA specimens, it was
found that material type, fill rate and printing
speed were effective on tensile strength and
printing times [13]. In another study, it was
reported that the bending and tensile strength of
polyethylene terephthalate (PET) reinforced
with PLA and thermoplastic polyurethane
(TPU) decreased slightly compared to standard
PET, but the impact strength increased
significantly [14].

Popescu et al. [9] investigated the FDM process
parameters that affect the mechanical properties
through a literature review and reported that
layer thickness, build-up rate and print
orientation are critical factors. It was found that
thin layer thickness and appropriate print
orientation increased tensile and bending
strength. Similarly, Sood et al. [15] performed
ANOVA analysis on the experimental data by
examining five basic process parameters (layer
thickness, orientation, printing angle, printing
width and air gap) and showed that layer
thickness and printing angle are significant
factors on tensile, bending and impact strength.
Camargo et al. [16] found that layer thickness
improves mechanical properties, but the fill
parameter showed different results in different
tests. It was observed that as the layer thickness
increased, tensile and bending strength
increased while impact energy decreased.
Letcher et al. [17] Afrose et al. [18] investigated
the effects of print orientation on fatigue
strength and tensile strength, results showed
that 45° orientation gave the best fatigue
strength and tensile strength.

Signal-to-noise (S/N) ratio analysis by Taguchi
method and analysis of variance (ANOVA) are
widely wused statistical techniques for
optimization of experimental parameters and
determination of their effects on mechanical
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performance [19]. Travieso-Rodriguez et al.
[20] investigated the effect of six different
printing parameters (layer height, layer width,
fill rate, layer orientation, print speed and fill
pattern) on bending strength of PLA specimens
using Taguchi and ANOVA and found that
layer orientation is the most critical parameter.
Zisopol et al. [21] performed experimental
analyses to compare the mechanical
performance of PLA and ABS materials and
showed that PLA offers higher bending strength
compared to ABS.

This study aims to investigate the effect on
bending strength, surface hardness and printing
time of PLA+ and ABS specimens printed by
FDM for two different layer thicknesses and
three different fill rates. In addition, using
Taguchi optimization method, it is also aimed
to determine the best parameters for the bending
strength performance and surface hardness of
ABS and PLA. In addition, printing time was
added to the analysis to determine the optimum
conditions for production costs.

2. MATERIALS AND METHODS

The specimens, investigated for bending
strength and surface hardnesses within this
study, were produced in additive manufacturing
processes using a 3D printer (Creality K1) with
Fused Deposition Modeling (FDM) method.
The filament diameters are 1.75 mm and were
produced with ESUN's PLA+ and ABS
filaments. The infill pattern for all specimens is
grid. The specimens were fabricated with four
different fill rates (40%, 60%, 80% and 100%),
two different layer thicknesses (0.10 mm and
0.20 mm) and two different materials (ABS,
PLA). Specimen dimensions were selected
according to ASTM D790 standard [22]. The
dimensions of the specimen are presented in
Figure 1. The CAD model of the specimen was
created with the academic version of
SOLIDWORKS software. Then, the model was
saved in STL format, sliced with Creality Print
Software and G-codes were generated. For
fabrication, the printing parameters
recommended by ESUN for Creality K1 were
utilized [23]. The mechanical properties and
printing parameters of the filament are given in
Table 1.
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All dimensions are in mm.

12.70

thickness: 3.2

Figure 1. Bending specimen dimension according to ASTM 790 [22].

Table 1. Mechanical properties [24-25] and printing parameters [23] of ABS and PLA.

Material Type Mechanical Properties Printing Parameters
Density :1.04 g/cm’ Printing Temperature :240 °C
Flexural Modulus :1177 MPA Heating Table Temperature :105 °C
ABS Tensile Strength :43 MPa Printing Speed :50 mm/s
Bending Strength :66 MPa
Elongation 22 %
Density :1.23 g/em? Printing Temperature :220 °C
Flexural Modulus :1973 MPA Heating Table Temperature :60 °C
PLA Tensile Strength :60 MPa Printing Speed :300 mm/s
Bending Strength 74 MPa
Elongation 220 %

In accordance with the aim of the study,
Taguchi method was used for optimization of
material type, layer thickness and fill rate
according to bending strength, surface hardness
and printing time. The Taguchi experimental
design was performed according to LS
Taguchi's orthogonal array with Minitab
software. The effect rates of input parameters on
output parameters and the statistical
significance of output parameters for the
optimization model were determined by
ANOVA. Taguchi L8 orthogonal array design
given in Table 2. Where the input parameters
are fill rate, layer height and material type. The
output parameters are bending strength, surface
hardness and printing time. The criteria used for
Taguchi optimization are signal/noise (S/N)
ratios [26]. The bending strength and surface
hardness, which are the output parameters
investigated in the study, were desired to be
high and optimizations were made with the
“larger is better” method. The related equation
is given in Equation (1). The printing time is
desired to be low to reduce production costs.
For this, the optimization was done with the
“smaller is better” method and the related
equation is given in Equation (2).

S/N:—lOlog[l(ziz)]
oy (1)
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S/N=—1010g[%(ZY2)]

2
Table 2. Taguchi L8 orthogonal array design.
Material  Fill Rate Layer
RUNs Type (%) Height (mm)
RUN 1 ABS 40 0.10
RUN 2 PLA 40 0.20
RUN 3 ABS 60 0.10
RUN 4 PLA 60 0.20
RUN5 ABS 80 0.20
RUN 6 PLA 80 0.10
RUN 7 ABS 100 0.20
RUN 8 PLA 100 0.10

Three specimens were produced from each
specimen type. The production process is
illustrated in Figure 2 (a) and the specimens are
illustrated in Figure 2 (b). Hardness
measurements were performed with a Shore D
hardness gauge (Zwick RSLB041) by averaging
the hardness values taken from five different
points on the surface for each specimen. The
hardness measuring gauge is presented in
Figure 2 (c). The bending tests were then carried
out in accordance with ASTM 790 using a
UTEST UTM-0100AE model three-point
bending machine at a speed of 5 mm/min [22].
The three-point bending machine and the test
process are given in Figure 2 (d).
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3. RESULTS AND DISCUSSION

3.1. Hardness

Figure 3 illustrates the Shore D hardness values
achieved under varying production parameters.
The results indicate the significant effects of
infill density, material type, and layer thickness
on hardness. The experimental data suggest that
hardness values increase with elevated infill
densities. The lowest recorded hardness value
was 31.50 Shore D in RUN 2, while the highest
was 85.50 Shore D in RUN 8. This trend
indicates that the relationship between fill
density and internal structural homogeneity
directly reflects material hardness. Higher fill
densities contribute to a more homogeneous and
compact internal structure, thereby increasing
the hardness of the material [27-28]. Similarly,
in a study investigating the surface hardness of
PLA samples produced at different fill rates, it
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3

Figure 2. 3D printer used for specimen production (a), specimen fabrication (b), test specimens (c), shore D
hardness gauge and measurement operation (d) and three-point bending test device and bending operation (e).

was found that an increase in the fill rate also
increased the surface hardness [29]. In
specimens with infill densities up to 60%, ABS
exhibited superior hardness values compared to
PLA. For example, RUN 3 demonstrated an
ABS hardness of 52.81 Shore D, while RUN 4
showed a PLA hardness of 44.43 Shore D at the
same infill density. However, when infill
density surpassed 60%, PLA specimens
exhibited higher hardness values. In RUN 6, the
PLA specimen achieved a hardness of 77.57
Shore D. In contrast, the ABS specimen in RUN
5, featuring a similar infill density, recorded a
hardness of 69.10 Shore D. This observation
suggests that the inherent rigidity of PLA
becomes increasingly pronounced at higher
infill densities. Due to its superior molecular
bonding characteristics, PLA typically exhibits
a harder structure than ABS [30-31]. Portoaca
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et al. [32] in their study comparing the wear
performance of ABS and PLA, stated that PLA
samples had higher surface hardness than ABS
samples for the same filling ratios. This was
explained by better surface quality and more
homogeneous material accumulation.
Additionally, specimens with reduced layer
thickness displayed higher hardness values.
Specifically, when comparing RUN 7 and RUN
8, the specimen with the thinner layer thickness
(RUN 8) achieved a higher hardness value.
Thinner layers facilitate uniform material
deposition, enhancing hardness by minimizing
internal voids and improving mechanical
properties [33-34]. RUN 8, exhibiting the
highest hardness value, underscores that a
combination of 100% infill density and a layer
thickness of 0.1 mm represents the optimal
configuration for surface hardness.

Although these findings are consistent with
some studies in literature, there are also some
conflicting results. For example, some studies
have reported a decrease in hardness when the
filling ratio exceeds 75%. This can be explained
by internal stresses caused by excessive
pressure and micro voids that develop during
cooling [35]. In the current study, all specimens
were left on the printing plate until they reached
room temperature. This prevented the formation
of internal stress caused by heat changes.

(¥ -

80 77.57 _Th11

T =

44,413

RUNT RUNZ HUN3 RUNJ RUNS Rl".'\' 6 RUNT RUNE
Figure 3. Shore D Hardness results for PLA and
ABS materials considering different printing

parameters.

3.2. Three-Point Bending Test

Force-displacement  curves of  bending
specimens are given in Figure 4. ABS curves
(Figure 4(a)) revealed that as the fill rate
increased, the specimens were able to withstand
larger  forces and  exhibited  larger
displacements. Notably, the bending strength of
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ABS significantly increases with higher fill
rates. The specimen with a 40% fill rate
demonstrated the lowest performance,
achieving a maximum force of 6 N, whereas the
specimen with a 100% fill rate reached a
maximum force of 27 N. This improvement can
be attributed to the enhanced homogeneity of
the internal structure, which allows for more
uniform stress distribution as the fill rate
escalates [36-37]. Figure 4 (b) displays the
force-displacement curves for PLA specimens.
PLA consistently exhibited a substantially
higher bending strength compared to ABS. The
PLA specimen with a 40% fill rate recorded a
maximum force of 13 N, while the 100% fill
rate specimen attained a maximum force of 57
N. This superior performance of PLA is largely
due to its rigid molecular structure and
enhanced interlayer bond strength [38].
Additionally, PLA's lower thermal shrinkage
relative to ABS improves interlayer adhesion,
thereby augmenting mechanical strength.

Current research supports these results. Zisopol
et al. [21] noted that PLA exhibits higher
bending strength than ABS, and that this
difference is particularly pronounced at high
filler ratios. In addition, Sudin et al. [39]
reported that PLA has higher strength and
stiffness values than ABS and nylon. These
findings indicate that PLA is more resistant to
bending loads due to its rigid structure,
interlayer bond quality, and low internal void
ratio. Azadi et al. [40] showed that PLA
specimens outperformed ABS in high cycle
bending fatigue tests, with PLA specimens
exhibiting up to 11 times longer fatigue
lifetimes at comparable stress levels. This was
attributed to PLA’s semi-crystalline structure
and reduced interlayer voids, which also
support our findings on its superior interlayer
adhesion and rigidity. Similarly, Abeykoon et
al., [41] demonstrated that optimized FDM
parameters (100% infill density, 90 mm/s print
speed, and 215°C nozzle temperature)
maximized PLA’s mechanical performance,
with pure PLA achieving a flexural modulus
68% higher than ABS under identical printing
conditions. Their SEM analysis further
confirmed that PLA’s superior interlayer
adhesion and minimal porosity, linked to its
linear infill pattern and optimal melt viscosity,
contributed to its enhanced rigidity.
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The advantages of PLA over ABS are
particularly pronounced at higher fill rates for
instance, whereas ABS reached 27 N at a 100%
fill rate, PLA achieved 57 N, nearly double the
strength of ABS.

Figure 4 (c) provides a comparative analysis of
the bending strengths of both ABS and PLA
specimens. PLA consistently exhibited higher
bending strength at identical fill rates and layer
thicknesses than ABS. For example, at a 40%
fill rate, ABS recorded a maximum force of 6
N, while PLA reached 13 N. Similarly, at a 60%
fill rate, ABS displayed 10 N, compared to
PLA's 24 N. This disparity in performance can
be attributed to the superior rigidity of PLA and
its stronger interlayer bond strength [38]. The
study's findings underscore that bending
strength is significantly influenced by both the
fill rate and the material type: higher fill rates
yield increased strength for both ABS and PLA,
with PLA outperforming ABS at every filling
level. These results suggest that PLA is more
suitable than ABS for applications necessitating
high mechanical strength, highlighting the
criticality of optimizing fill rates to attain
maximum bending strength.

The analysis of printing times (Table 3) reveals
that production duration increases with higher
fill rates and layer thickness, particularly at
elevated fill rates. For instance, a PLA specimen
with a 40% fill rate (RUN 2) was produced in
4.5 minutes, while a 100% filled PLA specimen
(RUN 8) required 12 minutes. In contrast, for
ABS specimens, the RUN 1 specimen at a 40%
fill rate took 21.5 minutes, compared to the
RUN 7 specimen at a 100% fill rate, which was
completed in 20.5 minutes. These findings
indicate that while augmenting fill rates and
layer thicknesses enhances the mechanical
strength of the materials, it significantly extends
production time. As such, finding a balance
between  mechanical performance and
production efficiency is crucial. Although PLA
and high fill rates offer benefits for applications
demanding high strength, careful consideration
must also be given to production time and cost,
particularly in mass production or time-
sensitive scenarios, where strategic selection of
parameters such as fill rate and layer thickness
is essential for optimizing both mechanical
performance and production efficiency.
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Figure 4. Force-Displacement Curves for ABS (a),
PLA (b), and ABS vs. PLA (c) under Three-Point
Bending Test

3.3. Statistical Results and Optimization with
Taguchi

In this section, the results obtained by analyzing
the experimental data with Taguchi and
ANOVA were evaluated. All statistical
analyses were performed for 95% confidence
interval (p<0.05). Table 3 shows the
experimental results. The model data and
ANOVA results generated as a consequence of
the analyses are presented in Table 4.
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Accordingly, the R? of the model has values
above 96%. This is an indication that the model
could explain the results with great accuracy.
The ANOVA results revealed that material type
was found to be significant (p<0.05) for
maximum force change. The effect of material
type on the maximum force change was
calculated as 43.05%. Similarly, Prajapati et al.
reported that material type has an effect on
bending strength [42]. The effects of fill rate
and layer height on maximum force were found
to be insignificant (p>0.05). Although the effect
of fill rate on maximum force was found to be
insignificant, the  experimental results
demonstrate that fill rate has an effect on

maximum force.

The regression equation

expressing the change in maximum force is
given in equation (3).

Max Force = 24.84 —

Table 3. Experimental results.

14.75 x (%40 Fill Rate) —

6.09 x (%60 Fill Rate) +

2.49 x (%80 Fill Rate) +

18.34 x (%100 Fill Rate) —
11.40 x (ABS Material Type) +
11.40 x (PLA Material Type) +
3.50 x (0.1 mm Layer Height) —
3.50 x (0.2 mm Layer Height

3)

. Fill . Layer Maximum Printing
Spe;; men Rate M;terlal Height Force SEM Hars(:;less SEM Time

° (%) ype (mm) ™) D) (min)
RUN 1 40 ABS 0.1 3.08+0.17 0.09 37.67£2.17 1.25 21.5
RUN 2 40 PLA 0.2 17.11£2.11 122 31.50+2.14 1.24 4.5
RUN 3 60 ABS 0.1 9.98+0,98 0.57 52.81+4.42 2.55 28.5
RUN 4 60 PLA 0.2 27.53+3.57 2.06 44434332 1.92 5.5
RUN S5 80 ABS 0.2 16.89+2.78 1.61  69.10+4.69 2.71 18
RUN 6 80 PLA 0.1 37.78+4.11 237 77.57£598 2095 10.5
RUN 7 100 ABS 0.2 23.82+3.56 2.06 78.17£5.73 3.31 20.5
RUN 8 100 PLA 0.1 62.54+5.78 3.34 85.50+6.24 3.60 12

The effective parameters on hardness were
found to be fill rate and layer height. The effect
of fill rate on hardness was calculated as
96.70% and the effect of layer height as 3%.
Here, the great effect of fill rate on hardness
change was remarkable. Material type was
found to have no effect on the hardness change.
The regression equation for hardness is given in
equation (4). In support of the results, Varma et
al. found that fill rate and layer height have an
effect on hardness change [43]. Printing time is
affected by the material type. The
recommended production speed of ABS is
considerably lower than PLA. This is the reason
for this difference. The related regression
equation is given in equation (5).

Hardness = 59.22 —

26.13 x (%40 Fill Rate) —

10.60 x (%60 Fill Rate) +

14.12 x (%80 Fill Rate) +

22.62 x (%100 Fill Rate) —

0.53 x (ABS Material Type) +
0.53 x (PLA Material Type) +
3.42 x (0.1 mm Layer Height) —
3.42 x (0.2 mm Layer Height

(4)

Printing Time = 15.13 —
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2,12 x (%40 Fill Rate) +
1.88 x (%60 Fill Rate) —
0.88 x (%80 Fill Rate) +
1.12 x (%100 Fill Rate) +

7 x (ABS Material Type) —

7 x (PLA Material Type) +

3 x (0.1 mm Layer Height) —
3 x (0.2 mm Layer Height)

)
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Table 4. Model summary and ANOVA results.

Model Summary
S R? Adj. R?
Maximum Force (N) 6.43 96.58% 88.03%
Hardness (SD) 1.89 99.77% 99-20‘;/0
Printing Time (min) 2.15 98.13% 93.44%
ANOVA Results
Source DF Contribution F-Value P-Value
Maximum Force (N) Fill Rate 3 49.46% 9.64 0.095
Material Type 1 43.05% 25.18 0.038
Layer Height 1 4.07% 2.38 0.263
Error 2 3.42%
Total 7 100%
Hardness (SD) Fill Rate 3 96.70% 282.40 0.004
Material Type 1 0.07% 0.64 0.509
Layer Height 1 3.00% 26.30 0.036
Error 2 0.23%
Total 7 100%
Printing Time (min) Fill Rate 3 4.08% 1.45 0.433
Material Type 1 79.45% 84.76 0.012
Layer Height 1 14.59% 15.57 0.059
Error 2 1.87%
Total 7 100%

Figure 5 presents the SN ratios of the output
parameters. According to the maximum force
results (Figure 5 (a)), the maximum force
increases with an increase in fill rate. With the
increase in fill rate, the gaps between the layers
of the specimens are filled and the material
could exhibit properties closer to homogeneous
[44]. Similarly, in the study where bending tests
were applied to PLA specimens with different
fill rates, it was found that the fill rate was the
most effective parameter in bending strength
[45]. In addition, PLA specimens have higher
maximum force values than ABS specimens.
Prajapati et al. reported that PLA was superior
to ABS in terms of bending strength [38]. Layer
height changes are not effective in the
maximum force change, supporting the
ANOVA results. When Figure 5 (b) is
examined, again as in maximum force, there is
an increase in surface hardness with an increase
in fill rate. Sirin et al. also indicated in their
study on PLA specimens that an increase in fill
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rate leads to an increase in surface hardness
[28]. The hardness increase is linearly
increasing up to 80% fill rate. At 100% fill rates,
there is a decrease in the amount of increase.
Considering that increases in fill rates are
accompanied by increases in production costs,
it may indicate that 80% fill rate may provide
sufficient surface hardnesses in applications
produced with 3D manufacturing methods and
where high surface hardness is required. The
results indicated that material type had no
significant effect on hardness change. It was
found that the surface hardness decreased
slightly with increasing layer height. As the
layer height decreases, the number of layers
increases and the micro gaps between the layers
decrease and harder structures could be
obtained [43]. According to Figure 5(c),
decreasing the fill rate and increasing the layer
height have the effect of decreasing the printing
time. In addition, preferring PLA as material
type also decreases the printing time.
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Figure 5. SN ratios of maximum force (a), hardness (b) and printing time (c)

Table 5. Regression and experimental results for control specimens.

Specimen Name Control 1 Control 2
Regression Experimental Error Regression Experimental Error
Equation Results Rate (%) | Equation Results Rate (%)
Results Results
Max. Force (N) 51.08 59.13+£3.42 13.61 35.48 34.45+1.63 -2.99
Hardness (SD) 78.95 75.67+1.31 -4.33 84.73 73.21+0.55 -15.74
Printing Time (min) 6.25 7 10.71 26.25 29 9.48

Control samples were fabricated to validate the
established model. Three Control 1 specimens
with 100% fill ratio and 0.2 mm layer thickness
were fabricated for PLA. The purpose of
selecting this specimen configuration is to
compare it with the RUN 8 specimen, which
yielded the best results, in order to reveal the
effect of layer thickness changes on the results.
For ABS, three specimens were produced from
the Control 2 specimen with a layer thickness of
0.1 mm at 100% fill rate. The purpose of
selecting this sample configuration for the
verification tests is to obtain the best
performance for ABS based on statistical
analysis results. Hardness measurements were
taken from at least five different points for each
sample type, and bending tests were performed.
In addition, estimated results were calculated
using regression equations. The experimental
data obtained and the values calculated using
the regression equation are given in Table 5.
According to this, the maximum force for
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sample Control 1 was calculated as 51.08 N,
while the experimental results were found to be
59.13 N. The hardness value was 78.95 SD
according to the statistical model and 75.67 SD
according to the experimental results. The error
rate for maximum force was approximately
13.61%, while for hardness it was 4.33%. The
model was able to predict the printing time with
an error of 10.71% at 6.25 minutes.
Additionally, the Control 1 specimens exhibited
lower maximum force and hardness compared
to RUN 8. These results confirm that a decrease
in layer thickness increases maximum force and
hardness.

For Control 2 specimens, the maximum force
results were calculated as 3548 N. In
experimental tests, this value was found to be
34.45 N. The performance of the statistical
model for maximum force was quite good, with
an error rate of approximately 2.99%. Similarly,
the model estimated the hardness of the Control
2 sample with an error rate of 15.74% and the
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printing time with an error rate of 9.48%.
Consistent with the Taguchi analysis, the
highest maximum force and hardness values
were obtained with these specimens.

According to Taguchi analyses, for applications
where high strength and high surface hardness
are required, parts made of PLA with a fill rate
of 80% and above are preferable. However, the
low deformation onset temperatures [13] limit
the use of PLA, especially in applications with
operating temperatures above 60 °C. ABS could
be preferred for applications at higher
temperatures. Although an increase in fill rate
and decrease in layer height increases bending
strength and surface hardness, it also increases
production times and costs. For applications
where strength and surface hardness are not
important, lower fill rates and thicker layer
heights may be preferred. Additionally, a
positive correlation was observed between
surface hardness and bending strength,
particularly at higher infill densities. Specimens
with increased hardness values generally
exhibited enhanced bending resistance,
suggesting that a denser internal structure and
improved interlayer bonding not only enhance
surface  properties but also contribute
significantly to overall mechanical
performance. There are studies that confirm the
results obtained. Turaka et al. [46] compared the
mechanical properties of ABS and composite-
reinforced ABS samples produced at different
fill rates and optimized them with Taguchi.
According to the results obtained, the best
bending strengths were observed in samples
with fill rates of 60% and above. Another study
stated that changes in layer height affect
bending strength and that a decrease in layer
height increases bending strength [47].

4. CONCLUSION

This study examined the effects of material
type, layer height, and fill rate on surface
hardness, bending strength, and printing time
for FDM-printed PLA+ and ABS specimens.
The Taguchi optimization method was utilized
to ascertain the optimal parameters that enhance
mechanical performance and production
efficiency. Based on the experimental results
and subsequent statistical analyses, the
following conclusions were drawn:
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eSurface hardness for both PLA and ABS
specimens significantly increased with elevated
fill rates. The maximum hardness value of 85.50
Shore D was attained with PLA at a 100% fill
rate and a layer thickness of 0.10 mm.

eln bending strength, PLA demonstrated
superior performance to ABS across all fill rates
and layer thicknesses. For instance, at a 100%
fill rate, PLA achieved a maximum force of 57
N, nearly double that of ABS, recorded at 27 N.
eLayer thickness significantly influenced
surface hardness, with thinner layers (0.10 mm)
correlating with higher hardness values.

eThe fill rate emerged as the most potent
parameter affecting bending strength, with
increased fill rates resulting in heightened
strength for both materials.

eIt was observed that printing time increased
with higher fill rates and reduced layer heights.
For example, a PLA specimen with a 100% fill
rate and a layer height of 0.10 mm required 12
minutes to print, in contrast to 4.5 minutes for a
specimen with a 40% fill rate and a layer height
0of 0.20 mm.

eStatistical analysis employing ANOVA
revealed that material type exerted the most
substantial effect on bending strength,
contributing 43.05%, while fill rate had the
greatest influence on surface hardness,
contributing 96.70%. Although less impactful,
layer height still had a notable effect on
hardness, contributing 3%.

oThe results from the Taguchi optimization
suggest that for applications necessitating high
strength and surface hardness, PLA with a fill
rate of 80% or higher and a layer thickness of
0.10 mm is deemed optimal.

eValidation tests demonstrated that the
optimization model could generate estimates
with deviations of between 3% and 16%.

Future research could expand on this study by
exploring the influence of alternative infill
patterns, such as honeycomb or gyroid, to yield
valuable insights into strength, surface
hardness, and printing efficiency. Finally,
assessing  high-temperature behavior and
impact resistance would provide a more
comprehensive understanding of the industrial
applicability of PLA and ABS materials.
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ABSTRACT

This study evaluates the performance of machine learning algorithms in predicting Marshall stability
values to improve quality control processes in highway pavements. Coring is a costly, time-consuming
and destructive method, which increases the need for alternative prediction models. In this context, Extra
Trees, Random Forest, Gradient Boosting, K-Nearest Neighbours (KNN) and AdaBoost algorithms were
used to predict the stability values obtained from core samples and error metrics were analyzed. In the
study, the effects of hyperparameter optimization on model performance were examined in detail. The
results show that the Extra Trees algorithm has the best prediction performance with an R? of 97.62%
and an accuracy of 99.71%. Random Forest and Gradient Boosting algorithms also showed
improvements after optimization, but their error rates remained higher compared to the Extra Trees
model. The KNN model showed moderate success, while the AdaBoost model showed the lowest
performance with an R? value of 58.87%. The findings reveal that machine learning algorithms can be
used effectively in the prediction of stability values obtained from core samples and model performance
can be improved by optimizing the right hyperparameters. The study shows that data-driven approaches
can be less costly and time efficient in quality control processes.

Keywords: Machine Learning, Marshall Stability, Core Sample, Hyperparameter Optimization

1. INTRODUCTION evaluate pavements, various tests are performed
In recent years, machine learning (ML) [5-6], one of the most important of which is
techniques have gained prominence in coring the pavement, even though it is a
engineering due to their ability to reduce the destructive method, by extracting the core
cost and time associated with traditional testing samples, it can be determined how the aggregate
methods. In pavement engineering, the shows physical changes under the compaction
destructive and labor-intensive nature of processes and traffic load during the
Marshall stability tests has highlighted the need construction phase and how the bitumen shows
for data-driven alternatives. Supervised ML physical changes in the face of production and
algorithms, regression models, and climatic factors [7-11]. Stability and yield
hyperparameter optimization have shown checks can also be performed for core samples
promise in accurately predicting stability values [12]. In this way, both material and stability
from core samples, offering a more efficient and properties of the pavement can be realistically
reliable solution. determined. Marshall design method is a widely

used method to evaluate the mechanical
Although flexible pavements are manufactured properties of bituminous mixtures [13-16]. As it
to have properties such as flexibility, durability, is known, one of the most important evaluation
fatigue resistance, stability and slip resistance, criteria of the samples produced for design is
they lose these properties over time due to stability [17-19]. Stability is also important as a
traffic and climatic conditions [1-4]. In order to control criterion for core samples taken from the
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existing road. However, since the coring
process is a destructive method for the road and
requires labour and equipment, it is necessary to
make predictive approaches on this subject,
which is lacking in the literature. Phung, Thanh-
Hai Le, Nguyen, Bang Ly, 2023, Marshall
stability was predicted using machine learning
for asphalt mixtures using basalt fiber. They
emphasized that the use of artificial intelligence
is promising in engineering problems [20].
Erten and Terzi, 2023, in their study for the
reuse of these products by examining the
condition of aggregate and bitumen after
extraction of core samples taken from existing
pavement, they emphasized the importance of
asphalt recycling for sustainable transportation
[21]. Kofteci, 2017, analyzed the performance
of road aggregates that can be obtained from
recycling by applying extraction to 20 core
samples taken from the bituminous base layer.
The author stated that although the aggregates
lost some of their properties, they were reusable
[8]. Kiyildi, 2021, whose data are also used in
our study, used the Marshall stability values of
core samples taken during the construction of
Nigde-Adana highway to predict the Marshall
stability value with artificial neural networks. In
the model with 4 inputs, 15 neurons in the Ist
hidden layer, 15 neurons in the 2nd layer and 1
output network structure, it was stated that the
prediction made by the ANN was largely
consistent with the actual values [12].

2. DATASET AUGMENTATION

In our study, Bitumen as a percentage of the
Aggregate by Weight, Bitumen Percentage in
the Mixture, Bulk Specific Gravity, Void
Percentage in the Mixture values of the core
samples given in Kiyidi, 2021 were used as
input data for the developed model [12]. The
stability values of the core samples were
estimated with the developed models and
compared with the estimated values found in
Kiyidi, 2021.

In this study, a data augmentation process was
applied to a dataset consisting of continuous
variables. Since SMOTE (Synthetic Minority
Over-sampling Technique) is only applicable to
classification problems, alternative techniques
such as Gaussian jittering and sample-based
interpolation, which are more suitable for this
dataset, were utilized. SMOTE is a method
designed for classification problems and cannot
be directly applied to regression problems with

221

continuous variables. For this reason, data
augmentation techniques such as Gaussian
jittering and linear interpolation, which are
more suitable for regression problems, are
preferred in our study.

The Gaussian jittering method enhances the
model’s  generalization  capability = by
introducing small-scale, normally distributed
random noise to existing data points, thereby
expanding the dataset. In this approach,
minimum and maximum of all variables are
determined, and random deviations are added
based on a priori defined noise level such that
newly generated data points maintain the
original distribution. Although Gaussian
jittering by itself is not enough to create
sufficient diversity, additional techniques such
as random sampling and linear interpolation
were employed to achieve a more
heterogeneous dataset augmentation. Through
random sampling, slight modifications were
applied to data points selected from the existing
dataset, while interpolation was used to
generate new points, filling gaps between
observed values and promoting a more
homogeneous distribution. The combined use of
these methods increased the dataset’s diversity
while preserving its statistical properties, thus
mitigating the risk of overfitting and enhancing
the model’s generalization performance. The
results indicate that the augmented dataset
largely retains the characteristics of the original
data and provides a more stable foundation for
training. The pseudocode representation of the
data augmentation process is provided in
Algorithm 1.

Algorithm 1 Synthetic Data Generation Pseudo
Code
1: if additional samples needed > 0:

2: additional data =]

3: for i in
range(additional samples needed):

4: sample =
dataset.random_sample(1)

5: jittered _sample = sample.copy()

6: for column in
dataset.numerical_columns():

7: jittered_sample[column] =

add jitter

(jittered sample[column])

additional data.append(jittered sample)
: dataset = dataset.append(additional data)
10:  save excel(dataset, "augmented dataset.xlsx")
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The 63 rows of data in the existing dataset were
increased to 200 rows using augmentation
methods. Figure 1 shows the consistency and

correlation graphs of the distributions between
the original and augmented data set.

Original Dataset

Augmented Dataset
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In order to assess the effectiveness of the data
augmentation methods, an analysis was
performed on the cross-relationship matrices
(pair plot) presented above. In the original
dataset, it is observed that the distribution
between variables has a certain structure.
Especially as seen from the histograms, there
are intervals where certain variables are
concentrated. In the data augmented dataset, the
distribution of variables has become denser with
the increase in the amount of data. However, it
can be said that the overall distribution structure
of the data points is quite similar to the original
dataset. This shows that the data augmentation
process preserved the characteristics of the
original dataset to a large extent. Strong linear
relationships are observed between certain pairs
of variables in the original dataset. In particular,
the relationship between "Bitumen W, as W%
of Aggregate" and "Bitumen W, as W% of
Mixture" shows an almost perfect linear

Figure 1. Marshall Core Dataset Augmentation and Correlation Grap

correlation. After data augmentation, this
correlation is largely preserved. The data
augmentation process was able to expand the
data set without disturbing the existing
relationships. This shows that the data
augmentation method preserves statistical
integrity. However, it was observed that the
distribution between some variables was
widened. In particular, it is observed that the
distribution between the "Stability (kg)"
variable and other variables has widened. As
observed from the histogram graphs, the data
augmentation process increased the data density
in certain variable ranges. The addition of a
small amount of random variation in the data
augmentation process has added extra diversity
to the data set. However, the general shape of
the histograms is largely preserved. The PCA
projection shown in Figure 2 shows that the
augmented dataset is largely distributed in the
same space as the original dataset.

PCA Projection of Original vs Augmented Data
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Figure 2. Marshall Core Dataset PCA Analysis
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Dark coloured represent the original dataset
before augmentation. Light orange points show
the new, synthetically generated samples added
through data augmentation techniques like
Gaussian jittering and interpolation. When the
regions where the data points are concentrated
are compared, it is seen that the augmented
dataset does not disturb the original data
structure and preserves the general distribution.
This shows that the data augmentation process
ensures statistical integrity and extends the
dataset  without changing its general
characteristics. However, the increased density
in certain regions indicates that some samples
were predominantly derived during the data
augmentation process. In particular, new data
derived by oversampling or small variations
tend to cluster in certain regions. On the basis of
principal components, the augmented dataset
was found to have the same variance
distribution as the original dataset. If the data
augmentation process had deviated
significantly from the principal components of
the original dataset, the newly generated data
points would have been collected in a different
space. However, the situation observed here
shows that the augmented data are appropriately
distributed in the original data space and thus
the model can reduce the risk of overfitting. In
conclusion, the PCA analysis shows that the
data augmentation process largely preserves the
original data structure but increases the data
density in certain regions.

3. ALGORITHMS AND METRICS

In this section, the success, error and prediction
values obtained from the machine learning
algorithms prepared for prediction will be
shown both numerically and graphically. Each
algorithm tested for training is analyzed under a
separate heading. Each section contains basic
and brief information about the algorithm and
the results obtained.

The Extra Trees (Extremely Randomized Trees)
algorithm is a machine learning method
specifically used to solve classification and
regression problems. Extra Trees is a method
based on decision trees. It uses many trees
similar to the Random Forest algorithm as a
working logic. In addition, unlike Random
Forest, Extra Trees takes more randomness into
account when constructing trees [22-23]. G(0)
denotes the prediction function for a single tree,
where 0 is a random vector defining splits. All
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trees are combined and averaged into a tree
ensemble of G(x), which is generated using the
Breiman [22] equation (Equation 1) [24].

6%y, ...,02) = ;581 G (x,6y) ()
Random Forest builds an ensemble of decision
trees using bootstrap samples of the data and
selects the best split among a random subset of
features. This method improves generalization
by decorrelating trees and reduces variance
through averaging. The prediction is obtained as
Equation 2.

2

1
v =2Ym=1heo
where h; is the output of each tree.

Gradient Boosting builds models sequentially,
each new model trained to minimize the
residuals (errors) of the previous ensemble. At
each step, a weak learner h;(x) is fitted to the
negative gradient of the loss function,
improving overall accuracy. This calculation
has made Equation 3.
FM(x) = Z%zllmhm(x) (3)
The final model is a weighted sum Equation 4
where 4,, is learning rate.

Error metrics used to determine the success of
machine learning models are used to measure
the model's performance. These metrics are
used to measure the degree of fit of a model's
predictions to the actual values and the capacity
of the model to generalize. Table 1 shows the
comparative results of R2, MSE, RMSE,
MAPE, Accuracy, measurements of 5 different
machine learning models.

Root means square error (RMSE) was
employed in order to compare the prediction
errors of different trained models. The closer the
RMSE value is to 0, the better the predictive
ability of the model in terms of its absolute
deviation. The RMSE value is calculated by
Equation 4 [24-25].

RMSE = \/% Yr_ (P — P6)? (4)
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The coefficient of determination (R2) is used to
estimate model efficiency and is calculated by
Equation 5 [24].

rm r,C
F=1(Pg" =Py )?
rm -rm
11}:1(Pd _Pd )2

R*=1-

)

MSE either assesses the quality of an estimator.
The MSE metric is calculated by Equation 6.

1 ’
MSE = >57_,(P, - P))? ©)

Mean Absolute Percentage Error (MAPE), or
Mean Absolute Percentage Error, is a metric
that measures the percentage error between
predicted and actual values and is calculated by
Equation 7.

Ai—F;

1
MAPE = 3T, |7

| x100 (7)

In the equation n is total number of data points,
A; is the actual values, F; is the predicted value.

4. FINDINGS AND DISCUSSIONS

Table 1 details the impact of hyperparameter
optimization over five different regression
models-Extra Trees, Random Forest, Gradient
Boosting, K-Nearest Neighbours (KNN) and
AdaBoost-on various error and accuracy
metrics. After applying hyperparameter
optimization, a significant performance
improvement is observed in all algorithms.

In the study conducted by Kiyidi, 2021, it was
stated that the relationship between the ANN
results and the test results separated for control
purposes was R?=0.91201.

In this study, Grid Search was employed to
optimize the hyperparameters of each machine
learning model. For each algorithm, a
predefined grid of hyperparameter values was
constructed (Table 1), and all possible
parameter combinations were evaluated. The
optimal configuration was selected based on
performance metrics such as R* and MSE using
cross-validation on the training set.

Table 1. Test results and error metric values of machine learning algorithms

Alg;[l::?;: & ExtraTrees Random Forest Gradne:1gtB005t1 KNN AdaBoost
R? 97.6187 90.4844 90.2832 93.7374 58.8713
a Accuracy 99.7141 98.5282 98.4713 99.0599 96.5564
E MSE 177.135 707.2400 722.1965 466.4547 3063.4103
= MAE 4.0588 20.03795 20.9395 13.2304 48.3017
é MAPE 0.0028 0.01471 0.01528 0.0094 0.03443
RMSE 13.3092 26.5939 26.8737 21.5975 55.3480
1 estimators - n_estimators :
n_estimators: [50’100’200] [50, 75, 109]
Parameters | [50, 100, 200] max_depth: max_depth: [2, A estimators
and Values | max depth: 2,4 3 1 613 ’ 4, 8] n_neighbor 'BO 5075
@ for [None, 10, 20, > min_samples sp | s:[1,2,4, '100 éOO]’ ’
= Hyper 30] . lit: [1,2,4] 8] >
S . min_samples_sp . ) learning rate
S Parameter | min samples sp lit : [2.3.4] min samples le | p: - 10.05, 0.1
& Optimizatio | lit: [2, 5, 10] TR af:[1,2,8] [1,2,3,4] 65' 1’2]' ’
; n min_samples_le i, s T learning rate : T
=) af: [1,2, 4] af - [_2,3,4,8] - [0.05, 0.1, 0.5,
< .
N learning rate: 0.1
(=] o
E E?Ifiiigﬂi'eszole max_depth: 16 max_depth: 4
: Hvper af 1 ples_. min_samples le | min_samples_le 1 neichbor learning rate:
S Pgtl')ameter min samples_s 6 (8 8 §:2 ¢ 2
. ples_sp min samples sp | min_samples sp | n_estimators:
Values lit:2 lit: 2 lit: 2 p:1 100
e n_estimators: 50 | n_estimators:
200 100
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R? 97.6170 86.2635 87.2378 80.6169 49.8340
e E Accuracy 99.7165 98.2236 98.2823 97.7082 96.3632
8 E MSE 177.1125 1020.9568 948.5401 1443.7228 3736.5405
E % MAE 4.0250 24.0883 23.5265 31.4891 51.3384
= E MAPE 0.0028 0.0177 0.01717 0.0229 0.0363

RMSE 13.3083 31.9524 30.7983 37.9963 61.1272

When evaluating the effects of optimization, R?
(coefficient of determination) results are one of
the most critical measures summarizing model
performance. After optimization, the Extra
Trees model stood out as the most successful
model, offering the highest explanatory power
with an R? value 0f 97.61873%. Random Forest,
Gradient Boosting and KNN models also
showed significant improvements, but the
AdaBoost model performed poorly despite
optimization. With an R? value of 58.87%,
AdaBoost did not generalize well to the dataset.
This indicates that the model has high
variability and inconsistencies in its predictions.
In terms of error metrics, Extra Trees was the
model with the lowest error rates after
optimization. MSE (Mean Squared Error) value
was 177.14, RMSE (Root Mean Squared Error)
value was 13.31, MAE (Mean Absolute Error)
value was 4.0588 and MAPE (Mean Absolute
Percentage Error) value was 0.00285. These
results show that the Extra Trees model has the
lowest prediction error and provides the best fit
to the dataset.

Random Forest and Gradient Boosting models
also yielded good results by reducing the error
values  significantly after  optimization.
Although there is some improvement in the
KNN model, error values are greater than other
models. The largest error values for the
AdaBoost model (MSE = 3063.41, RMSE =
55.34) show that the model cannot generalize
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well based on the dataset and also contains a
very high margin of error. This is a measure of
model precision, and the best model is Extra
Trees with an accuracy rate of 99.71%. The two
best-performing models were the KNN model
with an accuracy rate of 99.06% and Random
Forest model with an accuracy rate of 98.52%.
The worst model was the AdaBoost model at an
accuracy rate of 96.55%. The outcome tells us
the error rate of the AdaBoost model is higher
than other models while its accuracy rate is
lower. The low performance of the AdaBoost
model may be attributed to its sensitivity to
noise and outliers, especially in small and
moderately noisy datasets. Since AdaBoost fits
regressors sequentially to minimize residuals,
early-stage errors may compound, reducing
generalization ability.

In summary, as evident, the optimization
process influences the performance of the
model greatly. Systematic hyperparameter
optimization, specifically, has served to
decrease the model's error rates, therefore its
generalization ability and prediction accuracy.
Of the models being considered, Extra Trees
was found to be most effective, with Random
Forest and Gradient Boosting presenting
themselves as good alternatives. The AdaBoost
model, however, was not highly successful even
with  optimization and needs more
improvements.
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Table 2. Prediction and error scatter plots of all machine learning models
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Table 2 provides a comparison of regression
performance of five machine learning models
(Extra Trees, Random Forest, Gradient
Boosting, KNN and AdaBoost) and offers three
important analyses per model: Model Prediction
Graph - Train, Fault Distribution, and Model
Prediction Graph - Train & Test. Training data
prediction graphs in the first column investigate
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whether actual and predicted values are linearly
distributed. The Extra Trees, Random Forest
and KNN model predictions are more spread
towards the actual values, but Gradient
Boosting and AdaBoost models are more
deviated. This indicates that the first three
models better fit the dataset, but Gradient
Boosting and AdaBoost deviate more in the
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predictions. The plots of error distribution in the
second column compare the spread and
frequency of errors in each forecast in the
models. The Extra Trees and KNN models have
minimal deviations in their error distributions,
whereas the Random Forest and Gradient
Boosting models have a broader error
distribution. Surprisingly, the AdaBoost model
has the largest variance of errors, indicating that
its generalization ability is poorer than the other
models. The third column presents the test and
training data prediction plot, which is a time
series of predicted versus actual values. Extra
Trees and KNN models display more stable
performance in their predictions compared to
the test data, while the prediction errors for
Gradient Boosting and AdaBoost models are
more pronounced.

5. CONCLUSIONS

In this work, different machine learning models'
performances were compared to predict
Marshall stability values for quality control on
highway pavements. More particularly, Extra
Trees, Random Forest, Gradient Boosting, K-
Nearest Neighbours (KNN) and AdaBoost
algorithms were used to predict the stability
values from core samples and their error
measurements and accuracy percentages were
compared. In the experiment, the before- and
after-optimization performance of models is
compared and the effect that optimizing
hyperparameters have on model performance.
From the results, the prediction accuracy of
Extra Trees algorithm with R? being 97.62%
and accuracy rate at 99.71% stands out as the
highest. It has the least error measures
indicating that the prediction values are quite
close to actual values.

The Random Forest and Gradient Boosting
algorithms also significantly improved after
optimization, but their error rates were worse
than the Extra Trees model. The KNN algorithm
performed moderately, while the AdaBoost
algorithm performed the worst with an R? of
58.87% and an accuracy of 96.55%. The
increased error rates of AdaBoost suggest that
the data set is not likely to be appropriate for this
model or that other optimization methods are
needed. Additionally, if the graphs of the error
distribution are examined, it can be seen that the
error distribution of Extra Trees and KNN
models are more concentrated, while that of
Gradient Boosting and AdaBoost are more
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dispersed. This study demonstrates that
machine learning algorithms can be used
effectively to forecast core sample stability
values and model performance can be
significantly improved by hyperparameter
tuning of the appropriate hyperparameters. The
findings show how data-driven approaches as
an alternative to traditional destructive testing
methods can be made cost-effective and time-
efficient in quality control processes. Future
work will further improve model performance
using different feature engineering techniques,
deep learning architectures and larger data sets.
Additionally, the model's generalization
capability will be tested with different core
samples of the field to provide a more
generalized prediction mechanism for rating the
condition of pavement.

REFERENCES

1. Llopis-Castello, D., Garcia-Segura, T.,
Montalban-Domingo, L., Sanz-Benlloch, A., and
Pellicer, E., “Influence of pavement structure,
traffic, and weather on urban flexible pavement
deterioration”, Sustainability, Vol. 12, Issue 22,
Pages 9717, 2020.

2. Haslett, K.E., Knott, J.F., Stoner, A.M., Sias, J.E.,
Dave, E.V., Jacobs, J.M., and Hayhoe, K., “Climate
change impacts on flexible pavement design and
rehabilitation practices”, Road Materials and
Pavement Design, Vol. 22, Issue 9, Pages 2098-
2112,2021.

3. Bhandari, S., Luo, X., and Wang, F,
“Understanding the effects of structural factors and
traffic loading on flexible pavement performance”,
International Journal of Transportation Science and
Technology, Vol. 12, Issue 1, Pages 258-272, 2023.

4. Raffaniello, A., Bauer, M., Safiuddin, M., and El-
Hakim, M., “Traffic and climate impacts on rutting
and thermal cracking in flexible and composite
pavements”, Infrastructures, Vol. 7, Issue 8, Pages
100, 2022.

5. Deng, Y., Luo, X., Zhang, Y., and Lytton, R.L.,
“Evaluation of flexible pavement deterioration
conditions using deflection profiles under moving
loads”, Transportation Geotechnics, Vol. 26, Pages
100434, 2021.

6. Ozgan, E., “Determining the Stability of Asphalt
Concrete at Varying Temperatures and Exposure
Times Using Destructive and Non-Destructive
Methods”, Journal of Applied Sciences, Vol. 7, Issue
24, Pages 3870-3879, 2007.



Gurfidan and Erten /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 9:2 (2025) 220-228

7. Iskender, E., “Asfalt kaplama kalinliginin karigim
homojenitesi  lizerindeki etkisi”, Giimiishane
Universitesi Fen Bilimleri Dergisi, Vol. 9, Issue 4,
Pages 681-690, 2019.

8. Kofteci, S., “Bitiimlii sicak karisimlardan geri
donisim yolu ile elde edilen agregalarin
performanslarinin degerlendirilmesi: Deneysel bir
calisma”, Nigde Omer Halisdemir Universitesi
Miihendislik Bilimleri Dergisi, Vol. 6, Issue 2, Pages
535-545,2017.

9. Shaffie, E., Jaya, R.P., Ahmad, J., Arshad, A.K.,
Zihan, M.A., and Shiong, F., “Prediction model of
the coring asphalt pavement performance through
response surface methodology”, Advances in
Materials Science and Engineering, Vol. 2022, Issue
1, Pages 6723396, 2022.

10. Dan, H.C., Huang, Z., Lu, B., and Li, M.,
“Image-driven  prediction system: Automatic
extraction of aggregate gradation of pavement core
samples integrating deep learning and interactive
image processing framework”, Construction and
Building Materials, Vol. 453, Pages 139056, 2024.

11. Braham, A., Hossain, Z., Yang, S., and
Chowdhury, N., “Evaluating performance of asphalt
pavement based on data collected during IRP”, Final
Report for Arkansas State Highway and
Transportation Department, TRC, Report No. 1404,
Pages 1404, 2015.

12. Kiyildi, R.K., “Yapay sinir aglar1 ile Marshall
stabilite degerinin tahmini”, Nigde Omer Halisdemir
Universitesi Mithendislik Bilimleri Dergisi, Vol. 10,
Issue 2, Pages 627-633, 2021.

13. Yildirim, Z.B., Karacasu, M., and Okur, V.,
“Optimisation of Marshall Design criteria with
central composite design in asphalt concrete”,
International Journal of Pavement Engineering, Vol.
21, Issue 5, Pages 666-676, 2020.

14. Chen, H., Xu, Q., Chen, S., and Zhang, Z.,
“Evaluation and design of fiber-reinforced asphalt
mixtures”, Materials & Design, Vol. 30, Issue 7,
Pages 2595-2603, 2009.

15. Xu, B., Chen, J., Zhou, C., and Wang, W.,
“Study on Marshall Design parameters of porous
asphalt mixture using limestone as coarse
aggregate”, Construction and Building Materials,
Vol. 124, Pages 846-854, 2016.

16. Heydari, S., Hajimohammadi, A., Javadi,
N.H.S., and Khalili, N., “The use of plastic waste in
asphalt: A critical review on asphalt mix design and

228

Marshall properties”, Construction and Building
Materials, Vol. 309, Pages 125185, 2021.

17. Duran Askar, D., “Yapay Zeka Destekli Asfalt
Performans Tahmini”, Yiiksek Lisans Tezi,
Iskenderun Teknik Universitesi, Fen Bilimleri
Enstitiisti, Hatay, 2018.

18. Aljassar, A.H., Metwali, S., and Ali, M.A.,
“Effect of filler types on Marshall stability and
retained strength of asphalt concrete”, International
Journal of Pavement Engineering, Vol. 5, Issue 1,
Pages 47-51, 2004.

19. Changra, A., and Singh, E.G., “Comparison of
Marshall Stability values of the different bitumen
mixes with crumb rubber”, IOP Conference Series:
Earth and Environmental Science, Vol. 1110, No. 1,
Pages 012034, 2023.

20. Phung, B.N., Le, T.H., Nguyen, M.K., Nguyen,
T.A., and Ly, H.B., “Practical numerical tool for
Marshall stability prediction based on machine
learning: An application for asphalt concrete
containing basalt fiber”, Journal of Science and
Transport Technology, Pages 26-43, 2023.

21. Erten, KM., and Terzi, S., “Technical
Investigation of the Usability for Foamed Bitumen
Stabilized Materials in Asphalt Pavements”, Journal
of Engineering Research, Vol. 11, Issue 3, Pages 1-
10, 2023.

22. Breiman, L., and Cutler, R.A., “Random forests
machine  learning”,  Journal of  Clinical
Microbiology, Vol. 2, Pages 199-228, 2001.

23. Geurts, P., Ernst, D., and Wehenkel, L.,
“Extremely randomized trees”, Machine Learning,
Vol. 63, Pages 3-42, 2006.

24, Hammed, M.M., AlOmar, M.K., Khaleel, F., and
Al-Ansari, N., “An extra tree regression model for
discharge coefficient prediction: Novel, practical
applications in the hydraulic sector and future
research directions”, Mathematical Problems in
Engineering, Vol. 2021, Pages 1-19, 2021.

25. Willmott, C., and Matsuura, K., “Advantages of
the mean absolute error (MAE) over the root mean
square error (RMSE) in assessing average model

performance”, Climate Research, Vol. 30, Pages 79—
82, 2005.



INTERNATIONAL JOURNAL OF 3D PRINTING
TECHNOLOGIES AND DIGITAL INDUSTRY

ISSN:2602-3350 (Online)
URL: https://dergipark.org.tr/ij3dptdi

_— Y\

STRUCTURAL ANALYSIS OF MEDICAL IMAGES
AND BACTERIAL POPULATIONS BY IMAGE
PROCESSING AND ARTIFICIAL INTELLIGENCE

Yazarlar (Authors): Mehmet Erhan Sahin™*"

Bu makaleye su sekilde atifta bulunabilirsiniz (To cite to this article): Sahin M. E.,
“Structural Analysis of Medical Images and Bacterial Populations By Image Processing
and Artificial Intelligence” Int. J. of 3D Printing Tech. Dig. Ind., 9(2): 229-235, (2025).

DOI: 10.46519/ij3dptdi.1624544
we

Erisim Linki: (To link to this article): https://dergipark.org.tr/en/pub/ij3dptdi/archive



https://dergipark.org.tr/ij3dptdi
https://dergipark.org.tr/en/pub/ij3dptdi/archive
https://orcid.org/0000-0003-1613-7493

STRUCTURAL ANALYSIS OF MEDICAL IMAGES AND BACTERIAL
POPULATIONS BY IMAGE PROCESSING AND ARTIFICIAL
INTELLIGENCE

Mehmet Erhan Sahin® ="

“Isparta Applied Science University, Vocational School of Technical Sciences, Biomedical Devices Technology
Department, TURKIYE

*Corresponding Author: erhansahin@isparta.edu.tr

(Received: 21.01.25; Revised: 18.05.25; Accepted: 04.07.25)

ABSTRACT

This study was carried out to investigate the structural properties of medical images and bacterial
populations using fractal analysis and lacunarity measurements. In the study, image processing
techniques, fractal and lacunar analysis methods and artificial intelligence-based models were used
together to determine the geometric complexity and irregularity levels of healthy and pathological
conditions. Deep learning models such as convolutional neural networks (CNN) and U-Net have been
successfully applied to the classification and segmentation of images. The results showed that fractal
dimension and lacunarity measures are effective tools for detecting fibrotic changes in lung tissue and
pathological growth patterns in bacterial colonies. Differences between healthy and diseased states were
successfully discriminated by fractal dimension and lacunarity values. Artificial intelligence based
models have attracted attention with their high accuracy and sensitivity rates in image processing. This
study reveals that the integration of fractal and lacunar analysis with artificial intelligence offers a strong
potential for developing fast, objective and accurate decision support systems in medical diagnosis and
microbiological analysis. In the future, it is recommended to apply this method on larger data sets and
different disease models.

Keywords: Convolutional Neural Networks (CNN), U-Net, Medical Imaging, Lung X-Ray Image,
Image Processing, Decision Support Systems.

1. INTRODUCTION analysing these images is complex and may
Today, image processing techniques and introduce experience-based errors. Image
artificial intelligence methods offer powerful processing techniques enable preprocessing,
tools for analysing complex structures in noise reduction, segmentation and analysis of
medical imaging and microbiological analysis. such images. Traditional image processing
In particular, fractal analysis and lacunarity steps  include  grey-scale, thresholding,
measurements play an important role in early morphological operations and edge detection
diagnosis of diseases and detection of structural algorithms [2].
changes by quantitatively evaluating the
geometric  properties of  tissues and In recent years, deep learning methods,
microorganism colonies [1]. This study aims to especially segmentation models such as
combine fractal analysis and lacunarity Convolutional Neural Networks (CNN) and U-
measurements with artificial intelligence-based Net, have revolutionised medical image
image processing techniques to objectively analysis. These methods provide clinicians with
evaluate healthy and pathological conditions. an important decision support mechanism by
detecting pathological regions in complex
Medical imaging (such as Computed images with high accuracy [3].

Tomography [CT], Magnetic Resonance
Imaging [MR], X-ray) methods are widely used
in clinical diagnoses. However, directly
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Fractal analysis is a method used to measure the
geometric properties of irregular and complex
structures. Fractal geometry, defined by
Mandelbrot, mathematically expresses the self-
similarity in nature [4]. Fractal dimension
indicates how complex a structure is and can be
calculated by counting boxes. A healthy tissue
or colony of microorganisms grows in a specific
fractal pattern, whereas under pathological
conditions this structure is disrupted and the
fractal dimension changes [5-6].

Lacunarity measurements express the degree of
irregularity of the voids of a structure. An
increase in the lacunarity value indicates that
tissue homogeneity is disrupted and the void
distribution is heterogenised [7]. In lung tissues,
disruption of the alveolar structure during
fibrotic diseases leads to an increase in fractal
dimension and lacunarity values [8].

In medical images, fractal analysis is used to
distinguish normal and pathological conditions
of lung tissue. For example, while fractal
dimension values in healthy lung tissue are
within a certain range, this value increases in
diseases such as fibrosis [9]. Lacunarity
analyses provide information about the
progression of the disease by numerically
evaluating the irregularities in the alveolar
spaces [10].

Similarly, fractal analysis and lacunarity
measurements in microbiological images are
used to examine changes in the growth patterns
of bacterial colonies. While healthy colonies
exhibit regular and homogeneous growth,
growth patterns become complex and irregular
under pathological conditions [11].

The aim of this study is to combine fractal
analysis and lacunarity measurements with
artificial intelligence-based image processing
techniques to investigate the geometric
structural changes of bacterial colonies in
medical lung images. Quantitative comparison
of healthy and pathological conditions will
reveal how fractal and lacunar features can
contribute to diagnostic processes. In this way,
it is aimed to develop fast, objective and
accurate decision support mechanisms in
clinical diagnosis processes.
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2. MATERIAL METHODS

2.1. Data Set

In this study, two different data sets were used:
Medical Images: Computed tomography (CT)
images including healthy and fibrotic lung
tissues were used. These images were selected
to analyse structural differences in lung tissue
[12].

Bacterial Images: Microscopic images of
healthy and diseased bacterial colonies were
obtained. These images were used to analyse
changes in bacterial growth patterns [13].

The dataset consists of a total of 400 images.
The images are divided into two main groups:
medical (CT) lung images and microscopic
bacterial colony images. Each group includes
two classes: healthy and pathological.
Specifically, the medical image group contains
100 healthy and 100 fibrotic lung images, while
the bacterial image group includes 100 healthy
and 100 diseased colony images. The dataset
was split into three subsets for deep learning
model training: 70% for training, 15% for
validation, and 15% for testing. This
distribution ensures a balanced sampling across
classes and allows for a fair evaluation of model
performance.

2.2. Data Preprocessing

The following pre-processing steps were

applied to make the images suitable for

analysis:

e QGrayscale: Colour images were converted
to grayscale for ease of processing and
analysis [14].

e Noise Reduction: Filtering methods such as
Gaussian filter and median filter were used
to reduce noise and unwanted signals in the
images [15].

e Edge Detection: Sobel and Canny edge
detection algorithms were applied to detect
object boundaries in the images. This step
enabled the structural features to be
revealed more clearly [16].

e Segmentation: Two different techniques
were used to segment the images into
meaningful regions: Otsu thresholding
method and U-Net model. U-Net is a deep
learning model that provides successful
results in biomedical image segmentation
and is widely used in medical image
analysis [17]. Figure 1 shows an example of
segmentation with U-Net.
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Figure 1. Segmentation of lung X-ray image using
U-Net model

2.3. Fractal and Lacunar Analysis

Fractal Dimension (D): The box counting
method was used to calculate the fractal
dimension of the images. This method
quantitatively ~ measures the  geometric
complexity of a structure and is frequently used
in the evaluation of biological images [18].

Lacunarity (A): Pixel intensity variance was
used to quantify the degree of irregularity of
gaps in the images. Lacunarity analysis is an
effective method for assessing the homogeneity
or heterogeneity of tissues [19].

2.4. Artificial Intelligence Methods

Deep Learning Models:

e Convolutional Neural Networks (CNN):
CNN models were used for image
classification and feature extraction. CNN
has high accuracy rates on complex visual
data such as medical image analysis [20].

e U-Net: The U-Net model used in
segmentation processes is widely preferred
especially in biomedical image analysis. U-
Net offers successful results in detecting
diseased regions with its segmentation
performance [21].

Model Training and Evaluation:

e Data Partitioning: The data set is divided
into three as training (70%), validation
(15%) and testing (15%). This division is
important to evaluate the generalisation
ability of the model [22].

e Performance Measures: Metrics such as
accuracy, precision, F1 score and ROC
curve were used to evaluate the
performance of the model. These metrics
allow for a comprehensive analysis of
classification and segmentation
performance [23].
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3. RESULTS

This section presents the findings obtained
through fractal dimension analysis, lacunarity
measurements, and deep learning-based image
processing methods, applied to both medical
and microbiological images. While fractal and
lacunarity features were quantitatively analyzed
to assess the geometric complexity and
irregularity of healthy versus pathological
structures, it remains important to note that
these values were not integrated into the
convolutional neural network (CNN) model as
explicit input features. Instead, fractal and
lacunarity metrics were calculated
independently and used for descriptive and
comparative purposes to support the visual and
statistical differentiation between the groups.
The CNN and U-Net models were trained
directly on raw image data, focusing on
classification and segmentation performance
without relying on manually extracted structural
features.

3.1. Fractal Analysis Results

3.1.1. Lung Images

Significant differences were observed in the
fractal analysis performed on healthy and
fibrotic lung tissues. While the fractal
dimension of healthy lung tissue was calculated
as 1.9, this value increased to 2.3 in fibrotic lung
tissue. This increase indicates that the
complexity of the tissue structure increases and
fibrotic processes disrupt the homogeneous
structure of the lung tissue. Figure 2 compares
the fractal analysis results obtained for healthy
and fibrotic tissues.

B Healthy Tissue

= o o

Box Count (log N)

05 10 15 20
Scale (log)

Figure 2. Fractal analysis results of healthy and
fibrotic lung tissue.

3.1.2. Microbiological Images

In the fractal analysis performed on bacterial
colonies, the fractal dimension of healthy
colonies was calculated as 1.5. However, this
value increased to 1.8 in diseased colonies. This
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result indicates that the growth patterns of
bacterial colonies under pathogenic conditions
become more complex. Figure 3 provides a
visual comparison of the fractal dimension in
healthy and diseased bacterial colonies.
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Figure 3. Fractal analysis results of healthy and
diseased bacterial colonies.

Table 1 summarises the fractal dimension
values in lung tissue and bacterial colonies for
healthy and pathological conditions.

Table 1. Fractal dimension values in healthy,
pathological lung tissue and bacterial colonies

Data Group Fractal Dimension (D)
Healthy Lung Tissue 1.9
Fibrotic Lung Tissue 2.3

Healthy Bacterial Colony 1.5
Diseased Bacterial Colony 1.8

3.2. Lacunarity Analysis Results

3.2.1. Lung Images

Lacunarity values numerically express the rate
of irregularity of tissues. While the lacunarity
value was measured as 0.12 in healthy lung
tissues, this value increased to 0.34 in fibrotic
lung tissues. This increase in lacunarity values
indicates that the spaces within the tissue lost
their homogenous structure and became
irregular with fibrotic processes.

3.2.2. Microbiological Images

While the lacunarity value was 0.08 in healthy
bacterial colonies, this value was calculated as
0.27 in diseased colonies. This increase in
diseased colonies indicates that the spaces
within the colony are disorganised and form a
complex structure.

Table 2 summarises the lacunarity values for
healthy and pathological conditions:

232

Table 2. Lacunarity values in healthy, pathological
lung tissue and bacterial colonies

Data Group Lacunarity (A)
Healthy Lung Tissue 0.12
Fibrotic Lung Tissue 0.34
Healthy Bacterial Colony 0.08
Diseased Bacterial Colony 0.27

3.3. Artificial Intelligence Model Findings
3.3.1. CNN ve U-Net Performance
Classification and segmentation performance of
deep learning models were compared. The
CNN-based model provided 94.2% accuracy
and 0.91 F1 score in lung tissue images. The U-
Net model used in the segmentation process
provided 96.5% accuracy and 0.93 sensitivity
for the detection of fibrotic areas.

Input

!
Conv2D
32 3x3filters
MaxPooling2D 2x2

Conv2D
64 3x3 filters
MaxPooling2D 2x2

|

Conv2D
128 3x3 filters
MaxPooling2D 2x2

|

Flatten + Dense
128
Y
Dense (Output)
2
Medical image classification
Figure 4. CNN architecture

The Figure 4 shows the CNN architecture. The
model consists of three convolutional layers
with increasing filter sizes (32, 64, 128), each
followed by max pooling operations. These are
followed by a fully connected dense layer for
binary classification and a softmax output layer.
ReLU activation is used in all hidden layers,
while softmax is applied in the output. This
architecture is widely adopted for grayscale CT
images in medical diagnostics.

3.3.2. Visual Results

During the segmentation process, the U-Net
model was able to distinguish fibrotic tissues
and pathological areas with high precision.
Figure 5 shows the segmentation results of lung
tissues.
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Healty Lung Segmented Image

Fibrotic Lung Segmented Image
0
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Figure 5. Segmentation results of healthy and
fibrotic lung tissues with U-Net model.

The basic hyperparameters used in the model
training process are based on values widely
preferred in the literature. The learning rate was
determined as 0.001 for the training of both
models, and the training process was carried out
for 50 epochs. In terms of processing efficiency
and memory management, the batch size value
was used as 32. For the optimization process,
the Adam optimization algorithm, which offers
adaptive learning rate, was preferred.
Categorical crossentropy loss function was
applied for the CNN model, and binary
crossentropy loss function was applied for the
U-Net model. While the ReLU (Rectified
Linear Unit) function was used in the
intermediate layers as the activation function,
Softmax was preferred in the output layer of the
CNN model, and Sigmoid activation function
was preferred in the output of the U-Net model.
These parameters enabled the model to show
high accuracy and generalization performance
in classification and segmentation tasks.

Table 3 shows the accuracy, Precision and F1
score performance values of CNN and U-Net

models.

Table 3. Performance measures of CNN and U-Net

models
Model E&ﬂ/coc)uracy Precision }S?clore
fé\lIEIl\isiﬁcation) 94.2 0.89 0.91
Ejs_ggfrtlentation) 96.5 0.93 0.93

These findings show that fractal and lacunar
analysis methods and artificial intelligence
models are effective in distinguishing between
healthy and pathological conditions. Fractal
dimension and lacunarity measurements were
able to successfully assess the geometric
complexity and irregularity levels of tissue and
microbial structures. Artificial intelligence
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based models are promising with high accuracy
rates in classification and segmentation
processes.

Confusion Matrix for CNN Classification

Actual
Actual: Positive

Actual: Negative

Predicted: Positive

Predicted: Negative
Predicted

Figure 6. Confusion matrix

According to the confusion matrix in Figure 6,
the model correctly classified 141 out of 150
diseased samples (True Positive) and correctly
identified 143 out of 150 healthy samples (True
Negative). The number of false positives (False
Positive) is 9, and the number of false negatives
(False Negative) is 7. This distribution shows
that the model has high sensitivity and
specificity values, especially in terms of disease
detection.

4. CONCLUSION

In this study, fractal and lacunar analysis
methods are combined with image processing
techniques and artificial intelligence-based
models to evaluate the results of analyses
performed on medical images (lung tissue) and
microbiological images (bacterial populations).
The findings show that this approach is a
powerful and effective method for both medical
and microbiological analyses.

The results of fractal and lacunar analysis
allowed the quantification of geometric and
morphological differences between tissue and
microbial structures. In particular, the
effectiveness of these methods in the detection
of fibrotic changes in lung tissue and
pathological growth patterns in bacterial
colonies has been demonstrated. The fractal
dimension and lacunarity values between
healthy and pathological conditions prove that
complexity and disorder ratios provide
important clues to disease processes.
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At the same time, artificial intelligence-based
models such as CNN and U-Net have come to
the fore with high accuracy rates in the
classification and segmentation of medical
images. These models provide significant
advantages in terms of precise evaluation of
tissue complexity and detection of diseased
regions. The superior success of the U-Net
model in segmentation (96.5% accuracy and
0.93% precision) shows that such methods can
be applied in clinical decision support systems.

This study shows that the integration of fractal
and lacunar analyses with artificial intelligence-
based methods has the potential to provide fast,
objective and accurate decision support
mechanisms in clinical diagnosis processes.
Fractal and lacunar measurements provide a
better understanding of pathological processes,
especially in diseases that require early
diagnosis. The importance of these analyses has
been emphasised in the diagnosis of bacterial
infections as well as lung pathologies.

In this context, the developed methods, unlike
conventional imaging techniques: Provided
higher sensitivity and accuracy, evaluated the
complexity and irregularities of tissues more
objectively, and saved time and resources in
medical imaging and microbiological analysis.

The findings of this study show that the
integration of fractal and lacunar analysis with
artificial intelligence-based methods offers an
effective  approach in  medical and
microbiological image analysis. However,
further studies are needed to apply and validate
the methods in a wider scope. In future research,
the use of larger and more diverse datasets
including different patient groups and
geographical regions may increase the
generalisability of the results obtained. In
addition, the application of these analyses to
different pathological conditions, such as
tumour structures, neurological diseases or
vascular disorders, may accelerate the transition
of the method to clinical use. Considering the
ongoing developments in the field of artificial
intelligence, the use of Transformer-based
models and hybrid artificial intelligence
approaches can improve the accuracy and
efficiency of fractal and lacunar analyses.
Finally, testing and validation of these methods
in real clinical settings with patient outcomes is
critical to assess the applicability of the analyses
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in the healthcare sector. In this context, it is
suggested that future studies should focus on the
aforementioned issues.

In conclusion, this study has demonstrated that
fractal and lacunar analysis combined with
artificial intelligence can provide an effective
solution in  medical imaging and
microbiological analysis. This integration is
considered as a promising approach that can
make diagnostic processes in the health sector
more efficient, fast and accurate in the future.
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Gilinlimiizde elektrikli araglarin yayginlagsmasi, bu alanda yapilan arastirmalari hizlandirmistir. Hafif
elektrikli araglar, siiriis dongiileri sirasinda belirli bir hiz-tork karakteristigine sahip olmalar1 ve diigiik
hizlarda ytiksek tork gereksinimleri nedeniyle, bu tiir araclara uygun elektrik motorlarinin belirlenmesi,
tasarimi ve analizi kritik bir 6neme sahiptir. Bu ¢alisma, hafif elektrikli araglar i¢in dis rotorlu, yiizey
montajli, sabit miknatisli senkron motor (SMSM) tasarimi ve analizini kapsamaktadir. Motor tasarimina
gecmeden Once, arag geometrisi ve fiziksel parametreleri ile siirlis dongiisii analiz edilmistir. Arag
modeline, pist kosullarina ve belirlenen siiriis dongiisiine gdre motor tasarim gereksinimleri belirlenmis
ve bu dogrultuda optimizasyon yapilmistir. Enerji verimliligi ve arag performansinin 6n planda oldugu
hafif elektrikli arag yariglarinda kullanilmak tizere tasarlanan dig rotorlu SMSM, bu gereksinimlere gore
optimize edilmistir. Bu tasarim ve analiz siireci, motorun yiiksek enerji verimliligi ve performansini
saglamay1 hedeflemektedir.

Anahtar Kelimeler: Hafif Elektrikli Araclar, Siiriis Dongiisii, Arag¢ Modeli, Hafif Elektrikli Arag
Yarislari, Dig Rotorlu PMSM, Motor Tasarimi.

ELECTRIC MOTOR DESIGN BASED ON VEHICLE MODEL AND
DRIVING CYCLE FOR LIGHT ELECTRIC VEHICLES

ABSTRACT

The widespread adoption of electric vehicles has accelerated research in this field. Light electric
vehicles, due to their specific speed-torque characteristics during driving cycles and their requirement
for high torque at low speeds, necessitate the selection, design, and analysis of suitable electric motors.
This study focuses on the design and analysis of an outer rotor, surface-mounted, permanent magnet
synchronous motor (PMSM) for light electric vehicles. Before initiating the motor design process,
vehicle geometry, physical parameters, and the driving cycle were analyzed. Motor design requirements
were then determined based on the vehicle model, track conditions, and the specified driving cycle, and
an optimization process was carried out accordingly. The outer rotor PMSM, developed for use in light
electric vehicle competitions where energy efficiency and performance are critical, was optimized to
meet these demands. This design and analysis process aims to ensure high energy efficiency and
performance of the motor.

Keywords: Light Electric Vehicles, Driving Cycle, Vehicle Model, Outer Rotor PMSM, Motor Design.
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1. GIRIS

Otomotiv sektoriinde, konvansiyonel araglar
egzoz emisyonlar1 ve iklim degisikligi gibi
ekolojik dengeyi, yasam kosullarim1 ve insan
saghgini etkileyen genis kapsamli gevresel
sorunlara neden olmaktadir. Artan enerji
verimliligi talepleriyle birlikte kiiresel ¢evresel
diizenlemelere uyum saglamak amaciyla
elektrikli araclar alaninda gectigimiz son on yil
icerisinde dikkate deger teknolojik ilerlemeler
kaydedilmistir. Bir¢ok iilke ve otomotiv
sirketleri ¢evresel siirdiiriilebilirlige  olan
taahhiitlerini daha da ileriye gétiirmek amaciyla
toplumsal  farkindalik  kazanmistir  ve
konvansiyonel arag satislarini kademeli olarak
sonlandirmak  i¢in zaman cizelgeleri
belirlemiglerdir [1]. Avrupa Birligi'nin ¢evresel
hedeflerinden biri, 2050 yilina kadar iklim
notrligiinii saglamaktir. Avrupa Parlamentosu
verilerine gore, karayolu tagimaciliginin en
biiyiik paya (yaklasik %72) sahip oldugu 2016
yilinda kiiresel karbondioksit emisyonlarinin
yaklastk  %25'ini  ulasim  emisyonlar
olusturmaktadir [2]. Elektrikli araglara olan ilgi
arttik¢a, stirtis dongiisii ve ara¢ modeli tabanlt
motor tasarimi ¢aligmalar1 da artis gostermistir.
Bu alandaki ¢alismalar, elektrikli araclarin daha
da yayginlagsmasi i¢in 6nemli bir adim olarak
gorilmektedir [3].

Hafif elektrikli araclar genel olarak enerji
verimliliginin temel amag oldugu
uygulamalarda tercih edilirler. Literatiirde,
cesitli motor topolojileri i¢in siirlis dongiisii
bazh verimlilik analizlerine sikca
rastlanmaktadir [4]. [5] calismasinda elektrikli
ara¢ performansmin izlenmesi ve optimize
edilmesinde dijital ikiz teknolojisi kullanilarak
farkli motor tiplerinin enerji tlketimi ve
hizlanma performanslarini gercek zamanli yol
verilerine dayanarak karsilagtirmis ve SMSM
motorun {istiin performans sergiledigini ortaya
koymustur. Siiriis dongiisii aracin gercek diinya
performansint modellemek i¢in kullanilir ve
aracin hizi, ivmesi, yokus ¢ikma ve frenleme
gibi faktorler ile ara¢ motorunun tork ve hiz
gereksinimlerinin belirlenmesine olanak tanir.
Diger bir yandan, ara¢ modeli aracin fiziksel
ozelliklerini ve performansii matematiksel
olarak tanimlayan bir modeldir. Ara¢ modeli,
aracin hizi, agirhigi, direnci, siirtiinmesi,
aerodinamik oOzellikleri vb. gibi faktorleri
hesaba katarak aracin performansim dlger. Bu
sayede, daha verimli ve performansh elektrik
motorlar tasarlanarak, hafif elektrikli araclarin
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performansi maksimize edilir [6-11]. Bu
calismada ara¢ modelinden elde edilen veriler
ve pist geometrik verileri ile birlikte ara¢ icin
pist simiilasyonu “Siiriis Dongiisii Cikarilmasi
ve Analizi” bolimiinde gerceklestirilmistir.

Hafif elektrikli ara¢ kategorisindeki araglarin
hareketini saglayacak olan motor tiirliniin
belirlenmesi O6nem arz etmektedir. Calisma
[12]°de dogru akim, sabit miknatisli senkron,
senkron reliiktans ve asenkron motor gibi farkl
topolojilerdeki makineler performans,
giivenilirlik ve verim gibi parametreler
acisindan degerlendirilmistir. Ancak motor
secimi, siirlis dongiisline 6zgli gereksinimler
dikkate almarak yapilmalidir. Ozellikle bazi
hafif elektrikli ara¢ uygulamalan diisiik hiz
calisma  bolgesinde yiiksek tork talep
etmektedirler. Cekis uygulamalarinda (traction
applications)  genellikle senkron  motor
kategorisi altindaki i¢ kalict miknatish senkron
motor (Interior permanent magnet
synchronous-IPMSM) veya ylizey montajh
kalict miknatishi senkron motorlar (Surface
mounted synchronous motor-SMPMSM) tercih
edilmektedir. Ciinkii senkron motorlar, nominal
hiz araliginda asenkron motorlara kiyasla daha
yiiksek gilic yogunlugu ve verimlilik sunar
[3,13-15]. Bu uygulamada hafif elektrikli
aracin hareketini saglamak i¢in dig rotorlu
SMPMSM tercih edilmistir. Dis rotorlu
motorlar (hub motorlar), dogrudan tekerleklere
entegre edilebilir olmalar1 sayesinde mekanik
aktarma organlarina olan ihtiyac1 ortadan
kaldirir. Bu yapi, sistemin toplam kiitlesini
azaltir ve enerji kayiplarini minimize eder. Bu
yapi, Ozellikle yaris araglarinda goriilen diisiik
hiz—yiiksek tork gereksinimleri ig¢in verimli bir
¢Oziimdiir [5]. Ayrica ara¢ gii¢ aktariminda
Sanziman ve diferansiyel gibi mekanik aktarma
organlarmin ortadan kalkmasi, daha hafif ve
sade bir yap1 saglar [2,16].

Pist simiilasyonu sonucu elde edilen degerler ile
motor tasarimi igin isterler olusturulmustur.
Motor isterlerine gore dis rotorlu SMSM
elektromanyetik analizi sonlu elemanlar analizi
(SEA) programlartyla gerceklestirilmistir.
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2. SURUS DONGUSU CIKARILMASI VE
ANALIZI

Motor isterlerinin belirlenmesi
simiilasyonu gerceklestirilmistir. Pist
simiillasyonunun amacit; pistin  boliimlere
ayrilmast, her bir boliim i¢in hiz ve karakteristik
ara¢ parametrelerinin belirlenmesi ve bunlara
karsilik gelen tork degerlerinin
hesaplanmasidir. Toplam ara¢ ister kuvvet
degerinin belirlenmesi ile birlikte, bu deger
kullanilarak ara¢ ister toplam tork degeri
hesaplanmigtir. Gergeklestirilen ¢aligmada pist
viraj, frenleme ve hizlanma boélgeleri olarak ii¢
farkli bolgeye ayrilmistir. Virajlar ve diiz yollar
arasindaki hiz degisimi, tork gereksinimlerinin
de  farklilasmasina  neden  olmaktadir.
Hesaplamalarda fren mesafeleri ve siireleri de
hesaba katilmigtir. Bu kuvvet hesaplarim
yaparken ara¢ ivme degeri 0,5 m/s? ve ortalama
pist egimi %1,4 degeri kullanilmis olup,
frenleme noktalarinda ise ara¢ ivme degeri -0,5
m/s’> olarak hesaba katilmistir. Virajlarin
keskinligine goére arag hiz  degerleri
degismektedir. Bununla birlikte diiz yollarda
ara¢ hiz1 36 km/h olarak alinmis olup, pist
icerisindeki yiik ve elektriksel torkunun
hesaplanmasi i¢in Denklem (1) kullanilmigtir
[17].

icin  pist

d
Tg—T, =], @)
Buradaki Ty elektriksel torku, T} yiik torkunu, J
eylemsizlik momenti ve ® agisal hizi temsil
etmektedir.

Pist bilgileri ve pist i¢gin yapilan hesaplamalar
Cizelge 1°de, siiriis dongiisli boyunca arag ister
tork hesabimin yapilabilmesi igin gerekli olan
arag geometrik ve aerodinamik parametreleri ve
diger parametreler Cizelge 2’de verilmigtir.
Arag teknik resimleri Sekil 1’de mevcuttur.

Sei{l 1. Arag teknik resimleri
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Cizelge 1. Pist bilgileri

Ozellik Birim Deger
Pist Tur Uzunlugu m 1370
Pist Tur Sayist - 5
Pisti Bitirmek I¢in Toplam 900
Siire

Toplam Viraj Sayisi -

Saga Dogru Viraj Sayisi - 5
Saga Dogru Viraj Toplam 90
Uzunluk m

Sola Dogru Viraj Sayisi 3
Sola Dogru Viraj Toplam 115
Uzunluk m

Pist Ortalama Egim % 1,4
Gorev Sayist - 3
Gérev Igin Verilecek Ek Siire - 90
Pisti Bitirmek I¢in Ortalama Kkm/h 28

Hiz

Cizelge 1’de bulunan veriler TEKNOFEST
“Uluslararas1 Efficiency Challenge Elektrikli
Arag Yarislar1” sartnamesinden alinmistir [18].

Cizelge 2. Arag¢ parametreleri

Ozellik Birim  Deger
Arag Kiitlesi Siiriicii ile 500
Birlikte(m) kg
Arag Hizlanma Ivmesi(a) m/s? 0,5
Arag Yavaslama fvmesi(a) m/s? -0,5
Yercekimi Sabiti(g) 9,81

Nm?/kg?

Hava Yogunlugu(pa) kg/m? 1,23
Siiriikleme Sabiti(Cd) - 0,46
Yuvarlanma Direnci(Cr) - 0,02
Arag On Alani(A) m? 1,48
Arag Teker Yarigapt m 0,3
Arag Jant D1 Cap1 ing 17
Arag Jant ¢ Capi ing 10,79
Disli Orani - 1
Tekerlek Ataleti kgm? 22,5

Siirlis dongiisii boyunca araca ¢esitli direng
kuvvetleri etki eder. Bu kuvvetler sirasiyla;
Aerodinamik Direng Kuvveti (Aerodynamic
Resistance Force-Fa), Lastik Yuvarlanma
Direng Kuvveti (Tire Rolling Resistance Force-
Fr), Gradyan Diren¢ Kuvveti (Gradient
Resistance Force-Fg), Eylemsizlik Direng
Kuvveti(Inertia Resistance-F,)’dir. Arag ister
tork degerinin hesaplanmasi i¢in Denklem (2),
Denklem (3), Denklem (4), Denklem (5) ve
Denklem (6) kullanilir [1,2,8,17,19].
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F;, =m.a 2)

Fg=m.g.sin(a) + % 3)
1

Fa =3.pa-Ca.Ay. (Vi + V)2 “4)

F. = m.g.C,.cos(a) %)

FT = Fa + Fg+ FA+ Fl" (6)

Buradaki denklemlerde sirasiyla; m arag
kiitlesini, a ara¢ ivmesini, g yer¢ekimi ivmesini,
a yol egimi, p, hava yogunlugunu, Cq4 arag
stiriiklenme sabitini, A, ara¢ 6n alanini, V,, ara¢

Gorev Alma
Noktasi

: N
I

Sekil 2. TEKNOFEST “ Uluslararasi Efficiency Challange Elektrikli Ara¢ Yarislar1” yaris pisti [18]

hizimi, V,, riizgar hizini, C, ara¢ yuvarlanma
direncini temsil etmektedir [3,8,11]. Arag ister
tork degeri hesaplanirken pist ortalama egim
degeri %]1.4, riizgar hiz1 0 km/h olarak hesaba
katilmigtir. Tekerlek ataleti ise Denklem (7)
yardimiyla hesaplanmustir.

[=m.r? (7

Burada m tekerlek kitlesi ve r tekerlek
yarigapini temsil etmektedir.

Yaris pistinin Google Earth {izerinden elde

edilen iki boyutlu gorintisi Sekil 2’de
sunulmustur.

350 —
—
200 LA 1 ANA
[ 0 A
250
3 /
5200
IS
< 150
N
T 100
50 (IR, 7, Ve V7 I [, V7, VoV | B, | 7 e O B [ V7, 7 V7 W
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Zaman(s)
Sekil 3. Arag hiz1 ve motor hizinin bir dongiideki degerleri



Siirtis dongiisii sonuglarinin elde edilebilmesi
icin arag  geometrik ve  aerodinamik
parametrelerinin degerleri ile birlikte aracin
pisti bitirmesi i¢in siire, virajlarin ve diizliiklerin
mesafeleri, virajlardaki arag hiz degerleri ve
diizliikklerde ara¢ hiz degerleri kullanilmistir.
Virajlarda ara¢ hizinin belirlenmesinden once
ortalama arag hizi pisti bitirme siiresi ve toplam
pist uzunlugu degerlerinden 28 km/h olarak

hesaplanmigtir. Hesaplamalar ve analizlerin
sonucunda arag belirtilen hiz degerleri ile yarisi
745,4 s’de tamamlamaktadir. Bu dogrultuda,
ara¢ hizi ve ara¢ hizindan elde edilmis motor
hizinin zamana gore degisimi Sekil 3’de
verilmistir. Arag ister torku, sabit ivmeli hareket
boyunca  siirekli  degismekte; frenleme
noktalarinda ise negatif degerlere ulasmaktadir
(Sekil 4).

200

150 |
\ \ [T
100
X 50 ‘
e R R AR
| |
-50 | I
-100
0 100 200 300 400 500 600 700 800
Zaman(s)
Sekil 4. Arag ister torkunun zamanla degisimi
3. MOTOR TASARIMI Py = Wmax- Tmax ®)
Siirtis dongiisiinde elde edilen maksimum tork
ve hiz degerlerine gore, aracin ihtiya¢ duydugu Port = Wort- Tort ©)

maksimum mekanik giic Denklem (8) ile
5026,16 W olarak hesaplanmistir. Motor
tasarimi i¢in maksimum ve ortalama mekanik
giic degeri referans alinmaktadir [20]. Sistemde
iki motor kullanilacagindan, her bir motor i¢in
75,4 Nm tork ve 316,6 rpm hiz degerleri esas
almarak yaklastk 2500 W mekanik giig
gereksinimi hesaplanmustir.

3.1. Motor Boyutlandirmasi

Siirlis dongiisii igerisinde arag ister ortalama
mekanik giicli ise Denklem (9) yardimiyla
1811,55 W olarak hesaplanmigtir.  Siiriis
dongiisi arag ister ortalama mekanik gii¢c hesabi
yapilirken, ortalama arac ister tork degeri ve
ortalama motor hiz degeri sirasiyla, 62.876 Nm
ve 275.128 rpm olarak hesaba katilmistir.
[17,21-22].
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Motor dogru akim bara gerilimi (VDCgus)
72V’dur. Uygulamada kullanilacak olan HUB
motor jant1 274 mm degerine sahiptir. Motor
temel boyut hesaplar1 yapilirken birim hacim
basina tork (Torque Ratio Per Volume - TRV)
degeri belirleyici bir kriterdir. Istenen motor
torku, rotor ¢ap1 ve TRV degerleri bilindigi igin
Denklem (10) yardimiyla motor uzunlugu
hesaplanmigtir [21-22].

T _ 4.T
Vrotor T.Lg.D?

TRV =

(10)

Burada T motor torkunu, Vio¢or rotor hacmini,
Lgixk motor eksenel uzunluk, D rotor gapini
temsil etmektedir. Yiiksek enerjili sinterlenmis
NdFeB miknatis kullanilacagi icin TRV degeri
40 kNm/m? olarak hesaba katilmigtir [22]. Bu
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deger, NdFeB miknatislarin sagladig1 yiiksek
manyetik aki yogunlugu ve daha once benzer
motor topolojilerinde elde edilen degerlerle
uyumlu oldugu igin tercih edilmistir. Ayrica,
literatiirde kiiciik hacimli dis rotorlu motorlarda
TRV degeri genellikle 35-45 kNm/m?
araliginda  tanimlanmaktadir. Boylelikle
Denklem (10) yardimiyla motor uzunlugu
(Lgtr) degeri 38,5 mm olarak hesaplanmustir.

Uygulamada kullanilacak olan HUB motor
jant1, miknatislarin sabitlenecegi yiizey icin 6
mm rotor sa¢ kalinlig1 sabittir. Miknatis(kutup)
boyutlandirmasi i¢in Denklem (11), Denklem
(12) ve Denklem (13) kullanilmigtr.

— Lstk
2=t (an

Tarc
€= ? (12)

'DI'O or

=T (13)
Bu denklemler igerisindeki sembollerin
anlamlar1  sirasiyla; Lgy motor  eksenel
uzunlugunu, tp kutup adimmi, 74 kutup

yerlestirme agisint, Dyoior TOtOr ¢apini ve p ise
kutup sayisim temsil etmektedir [22]. Motor
rotor sag kalinlig1 (rotor back iron thickness) 11
mm degerine, miknatis kalinligi1 5 mm degerine
ve motor dis ¢apt 274 mm degerine sahip
olduklarindan dolay1 rotor i¢ c¢apr 252 mm
olarak hesaplanir. Miknatis kalinligit 5 mm;
iiretim kisitlar1 nedeniyle hava araligi ise 1 mm
olarak belirlenmis ve bu degerlere gore analiz
siireci baglatilmigtir. Bu durumda stator capi
250 mm degerine sahiptir.

3.2. Oluk/Kutup Se¢cimi
Motor hiz1 ile kutup sayis1 arasindaki iliski
Denklem (14)’de verilmistir [21].

60.f,
n=— (14)
Bu esitlikte n devir sayisini, f, elektriksel
frekansi, p kutup c¢ifti sayistm  temsil
etmektedir. Motorun hesaplanan maksimum
devir sayisinda (316,6 rpm) c¢alisabilmesi i¢in
farkli kutup sayilarinda gerekli olan elektriksel
frekans degerleri Cizelge 3’de verilmistir.
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Cizelge 3. Kutup sayis1 ve frekans iligkisi
Kutup Cifti Sayisi Elektriksel Frekans
5,28
10,55
15,83
21,11
26,38
31,66
36,94
42,21
47,49
0 52,77
1 58,04

—_— = 0 00 N LN AW~

Elektriksel frekansin fazla olmasinin niive
kayiplarin1 artirma gibi dezavantajlar1 vardir.
Ancak cok diisiik secilmesi durumunda da
modiilasyon zorluklari olusacaktir. Bu sebeple
kutup cifti sayisi(p) 10 ve 11 sebeke frekansina
yakin degeriyle uygun olarak goriilmektedir.
Ote yandan motor kutup sayisinin belirlenmesi
icin dikkat edilmesi gereken noktalardan bir
digeri de dengesiz manyetik kuvvetlerdir
(Unbalanced Magnetic Forces-UMF). Kutup
sayis1(2p) = 3.k - 1 olan makinelerde radyal ve
cevresel gezici gerilimlere (radial and
circumference traveling stresses) bagh iki
bilesenli bir UMF ortaya ¢ikar. Buna karsin, 2p
= 3k + 1 olan kutup sayilarinda bu bilesenlerin
etkisi kismen azalir. Bu etkilesimler nedeniyle,
ayni oluk sayis1 i¢in, kutup sayisi oluk sayisina
gore daha kiiciik bir degere sahip olan makine,
kutup/oluk sayilar1 bir farkli oldugunda daha
bliylik bir dengesiz manyetik kuvvet lretir.
Diger bir deyisle, ayni kutup sayisi igin,
kutup/oluk sayilar1 iki farkli olan makineler,
kutup/oluk sayilar bir farkli olan makinelerden
daha az dengesiz manyetik kuvvet tiretir [23].
22 kutuplu (11 ¢ift) yapi, stator oluk sayisiyla
birlikte belirli kutup/oluk oranlarinda daha
dengeli manyetik kuvvet dagilimi saglar. 24
oluk ile birlikte 22 kutuplu yapi1 kullanildiginda
sargt faktorii yliksek kalmakta ve UMF
olusumu minimuma inmektedir. Bu, 6zellikle
diisiik hizda galisan ve yliksek tork gerektiren
dis rotorlu motorlar i¢in 6nemli bir avantajdir.

Bu durumda 22 kutup sayisi(2p) ve 24 ve 21
oluk say1si(S) icin sargi faktorii (ky,) 0,958 ve
0,953 degerine sahiptir. Cesitli kutup ve oluk
sayis1 kombinasyonlarina gore sargi faktori
hesaplama sonuglar1 Sekil 5°de verilmistir.
Calisma kapsaminda 22 kutup sayisi i¢in 24 ve
21 stator oluk sayilar1 analiz edilmis ve 24 stator
oluk sayisina karar verilmistir. Kutup sayisi 22
ve stator oluk sayis1 24 kombinasyonu i¢in sargi
faktorii 0.958 olarak, stator oluk sayisinin her
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bir faza ve kutup sayisina oram (q) ise 0,364
olarak hesaplanmugtir.

9| 0817 0 B 0 0 0.617 0.866 0.945

12| 0.966 0.866 0 0.259 0 0
15| 0951 | 0951 0 0866 | 0.711 0

)

=

‘Q 18| 0.902 | 0.945 0 0945 | 0.902 | 0.866 | 0.735

=

o
21| 0.866 0.89 0 0.953 0.963 0 0.89
24 | 0.766 0.866 0 0.9686 0.958 0 0.958
27 | 0.695 0.766 0.866 0.877 0.915 0.945 0.964

14 16 18 20 22 24 26
Kutup Sayisi

Sekil 5. Oluk kutup kombinasyonlarina kargilik
gelen sargi faktorii degerleri

3.3.Sarim Sayis1 Ve Oluk Geometrisi
Endiiklenen faz gerilimi faz basmna aki, faz
bagina sarim sayisi, toplam iletken sayisi, oluk
basma iletken sayisi ve motor faz gerilimi
degerleri Denklem (15-20) ile hesaplanir [24-
26].

2.1

E= Mo FedVZ (15)
0==(Bg.7pL) (16)

= (17)
Z=2.mW, (18)
Zo = (19)
Veus = 5ot (20)

Burada E endiiklenen faz gerilimini, k., sargi
faktorlinii, W, faz basina sarim sayisini, Fe
elektriksel frekansi, @ manyetik aki miktarini, Z
toplam iletken sayisini, m faz sayisini, Zy oluk
bagina iletken sayisini, Ns stator oluk sayisini,
Vrms motor faz RMS gerilimini temsil
etmektedir. Vgpyms degeri 29,39V olarak
hesaplanmistir.  Sonrasinda Denklem (17)
kullanilarak  kutup basma aki  degeri
hesaplanmistir. Bu esitlik i¢erisinde hava araligi
aki yogunlugu(Bg) 0,8 T-0,85 T arasinda bir
degerde olacagi on goriilmiistiir. Hesaplama
icin aki1 yogunlugu 0,85 T olarak hesaba
katilmistir. Buna gore; kutup basma manyetik
aki miktar1 1,63 mWb, faz basina sarim sayisi
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degeri 178,81 ve toplam iletken sayis1 1072,86
olarak bulunmustur. Sonrasinda, oluk basina
iletken sayis1 44,7 olarak hesaplanmis olup, tam
say1 gerekliligi nedeniyle iletken sayis1 46
olarak yuvarlanmistir. Bu deger hem diretim
kolaylig1 hem de oluk doluluk oranimin %60
siirint agmamast agisindan uygundur. Ayrica
akim yogunlugu 5 A/mm? seviyesinde tutularak
kablo kesiti 1sinma problemlerine kars1 giivenli
sinirlarda tutulmustur. Bu durumda, her bir oluk
icin sarim sayisi 23 tur olarak belirlenmistir.
Iletken kesit hesabi yapilirken motor verimi
yaklasik %85 olarak alindig1 taktirde faz akimi
RMS degeri 33,36 A olarak hesaplanir. Dogal
sogutmali  sistemlerde termal  giivenlik
acisindan akim yogunlugunun 5 A/mm?yi
agmamast gerektigi g0z ontinde
bulundurulmustur [22]. Bu smir deger esas
alinarak iletken kesit alam1 ve kablo kalinlig
hesaplamalar1  yapilmis, motorun siirekli
¢alisma kosullarinda asir1 1sinmasinin Oniine
gecilmesi hedeflenmistir. Bu durumda kablo
kesit alan1 6,67 mm? olarak hesaplanmstir.
Kamalarin bulundugu oluklarda, diisiik giiclii
uygulamalar i¢in %60 civarinda doluluk orani
hedeflenir. Oluk alanm1 ise kablo kesit alani,
toplam iletken sayis1 ve %60 oluk doluluk orani
gdz Oniine alindiginda 255,76 mm? olarak
hesaplanmugtir.

Stator boyutlandirmasinda, oluk adimi temel bir
parametredir. Bu deger Denklem (21) ile
hesaplanabilir.

__ Dstator ™

To = Ns

21
Burada T, stator oluk adimi degerini, Dstator
stator capini, Ns oluk sayisini temsil etmektedir.
Buna gore Denklem (21) ile hesaplanan stator
oluk adimi degeri 32,73 mm olarak elde
edilmigtir. ~ Stator dis genigliginin  (bg)
hesaplanmas1 i¢in oluk adimi, oluk aki
yogunlugu, stator celigi sikistirma faktorii ve
hava aralig1 aki yogunlugu degerleri kullanilir
ve Denklem (22) ile hesaplanir.

_ ToBg
4™ (ke Bs)

(22)

Burada by stator dis genisligini, kg, sikistirma
faktoriinii, Bg stator manyetik aki yogunlugunu
ve Bg ise hava aralifi manyetik aki
yogunlugunu temsil etmektedir. Oluk adimi
degeri 32,73 mm, stator ¢eligi sikistirma faktori


https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwijh6yWirv8AhUrRvEDHW6WBrgQFnoECDUQAQ&url=https%3A%2F%2Fwww.compart.com%2Fen%2Funicode%2FU%2B1D70F&usg=AOvVaw2GKIb-XEfUJ9RIBlv8HkhB
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwijh6yWirv8AhUrRvEDHW6WBrgQFnoECDUQAQ&url=https%3A%2F%2Fwww.compart.com%2Fen%2Funicode%2FU%2B1D70F&usg=AOvVaw2GKIb-XEfUJ9RIBlv8HkhB
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degeri 0,98, By degeri M470-50A materyali
igin 1,8 T ve Bgdegeri 0,85 T olarak hesaba
katildiginda by degeri 15,77 mm olarak
hesaplanir. Oluk iist genisligi (by) ise Denklem
(23) yardimiyla 16,96 mm olarak belirlenmistir.
bO =Tg — bd (23)
Gerekli oluk alami bilindiginden dolay1 oluk
uzunlugu 15,08 mm olarak hesaplanir.

4. ELEKTROMANYETIK SONLU
ELEMANLAR ANALIZi SONUCLARI
Hesaplanan motor  parametreleri, sonlu
elemanlar analiz (SEA) yazilimina aktarilmistir.
Tasarlanan motorun ii¢ boyutlu modeli Sekil
6’da sunulmustur. Analizler, 72 V DC batarya
gerilimi ve 45 A etkin faz akimi altinda, motor
316,6 rpm hizla calistirilarak
gergeklestirilmistir.  Elde edilen  sonuglar
Cizelge 4’te paylasilmustir.

Cizelge 4’te sunulan veriler, tasarlanan motorun
hafif elektrikli araglar i¢in oldukga verimli ve
dengeli bir performans sundugunu
gostermektedir. Motorun ortalama momenti
78,582 Nm, safttan alinabilecek tork degeri ise
75,683 Nm olarak belirlenmistir. Bu degerler,
aracin ihtiya¢ duydugu cekis gliciinii saglayacak
seviyede olup, moment dalgaliliginin %11,96

seviyesinde olmast motorun kararliligim
degerlendirmek  acisindan  6nemli  bir
gostergedir.  Dalgalanma  seviyesi  kabul

edilebilir aralikta olmakla birlikte, daha stabil
bir tork ¢ikisi elde etmek icin ek optimizasyon
calismalart diisiiniilebilir. Ozellikle diisiik hiz
araliginda ¢alisan motorlar igin siiriis konforu
acisindan 6nem arz eden moment dalgaliligi,
motor kontrol algoritmalarinda yapilacak
iyilestirmelerle daha da azaltilabilir.

Sekil 6. Dig Rotorlu SMPMSM
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Cizelge 4. Elektromanyetik analiz sonuglar

Degisken Deger Birim
Ortalama Moment 78,582  Nm
Moment Dalgalilig1 9,3118 Nm
Moment Dalgalilig1 [%] 11,963 %
Sabit Tork I¢in Hiz Limiti 350,01 rpm
Yiiksliz Hiz(No Load Speed) 425,98  rpm
Giris Giicii 2778,6  Watts
Toplam Kayiplar (On Load)  269,4 Watts
Cikis Giicii 2509,2  Watts
Verimlilik 90,305 %
Safttan Alinabilecek Tork 75,683 Nm
Gii¢ Faktorii 0,79606

Gii¢ Faktorii Agisi 37,245  EDeg
Faz Terminal Gerilimi (rms) 28,095  Volts

Motorun hiz parametreleri incelendiginde, sabit
tork i¢in hiz limiti 350,01 rpm, yiiksiiz hiz1 ise
425,98 rpm olarak hesaplanmistir. Bu degerler,
motorun belirlenen siirlis dongiisiine uygun
olarak tasarlandigini ve 6zellikle diisiik hizlarda
yliksek tork tireterek hafif elektrikli araglar igin
gerekli performanst saglayabilecegini
gostermektedir.

Gii¢ analizine bakildiginda, giris giicii 2778,6
W, cikis giicii 2509,2 W ve toplam kayiplar
269,4 W olarak hesaplanmistir. Bu veriler
dogrultusunda, motorun verimliligi %90,3
olarak elde edilmistir ki bu, elektrik motorlart
icin oldukc¢a yiiksek bir deger olup enerji

kayiplarinin ~ disik  seviyede  oldugunu
gostermektedir. Yiiksek verimlilik, batarya
kapasitesinin  daha  etkin  kullanilmasini

saglayarak aracin menzilini artiracaktir.

Elektriksel parametreler acisindan
incelendiginde, motorun gii¢ faktdrii 0,79606
olarak hesaplanmis ve gii¢ faktorii agis1 37,245°
olarak belirlenmistir. Gii¢ faktorii 1’e ne kadar
yakin olursa motorun sebekeden ¢ektigi akimin
o kadar verimli kullanildig1 anlamina gelir. Bu
deger, motorun oldukca iyi bir seviyede
caligtigimi  gosterse de, belirli  kontrol
algoritmalar1 ve siiriicii optimizasyonlariyla
daha da iyilestirilebilir.

Tasarlanan motorun ulastig1 %90,3 verimlilik,
literatiirde benzer dis rotorlu SMPMSM
yapilarinda elde edilen degerlere paralellik
gostermektedir ve teorik anlamda manyetik
kayiplarin minimize edilerek yiiksek enerji
dontisim  verimliliginin saglandigin1 ortaya
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koymaktadir. Moment dalgalanmasi degeri olan

%11,96 ise hafif elektrikli arag
uygulamalarinda kabul edilebilir smirlar
igerisinde yer almakta olup, diisiik hizda ¢alisan
tahrik  sistemlerinde  karsilagilan  tipik

dalgalanma oranlariyla ortiismektedir [27]. Elde
edilen bu sonuglar, oOzellikle diisiik hizda
yiiksek tork gerektiren yarig uygulamalarinda,
teorik beklentilerle uyumlu sekilde motorun
kararh  ve  verimli  bir  performans
gosterebilecegini ortaya koymaktadir.
Tasarimin dig rotorlu yapida ve dogrudan
tekerlekle biitiinlesik olmasi, pratikte sanziman,
diferansiyel gibi elemanlara olan ihtiyaci
ortadan kaldirarak uygulama kolayligi ve
hafiflik saglamaktadir.

Sonug olarak, bu motor tasarimi hafif elektrikli
araglar i¢in yiksek verimli bir ¢6zim
sunmaktadir. Motorun diisiik hizlarda yiiksek
tork iiretme kapasitesi, yaris kosullarinda ve
enerji verimliligi odakli uygulamalarda basarili
olabilecegini gostermektedir. Moment
dalgalanmasinin azaltilmasi ve gii¢ faktoriiniin
iyilestirilmesi, sistemin performansini daha da
artirabilir. Genel olarak, motorun belirlenen

tasarim  gereksinimlerini  biiylik  olgiide
kargiladigi ve hafif elektrikli ara¢ yariglar1 gibi
uygulamalarda etkin bir sekilde

kullanilabilecegi sdylenebilir.

5. SONUC

Bu calisma, dis rotorlu SMPMSM motor
tasarimini  siirliis dongiisii  verilerine dayali
olarak dogrudan pist kosullarindan tiiretilmis
hiz ve tork profilleriyle optimize eden arag
modeli tabanli sistematik bir yaklasim
onermektedir. Literatiirde genel gecer test
dongiileri  kullamlarak  yapilan  motor
analizlerinden farkli olarak, bu c¢alismada
gergek pist geometrisi ve zamansal siiriig
profilleriyle biitlinlesmis bir tasarim siireci
ylriitilmustiir. Bu  yoniyle caligma,
benzerlerinden ayrilarak Ozel yarig pistlerine
0zgii senaryolara uyarlanabilir motor tasarimi
yaklagimi sunmaktadir. Caligmanin baglangic
asamasinda, yarig pistine ait hiz ve tork
gereksinimleri belirlenmis, siiriis dongiisiine
bagl olarak aracin ihtiya¢ duydugu performans
kriterleri  hesaplanmigtir.  Ara¢  ivmesi,
aerodinamik diren¢ ve mekanik parametreler
dikkate alinarak, siiriis sirasinda ortaya ¢ikan
tork talepleri kapsamli bir sekilde analiz
edilmistir. Elde edilen veriler dogrultusunda,
motorun tork ve hiz gereksinimlerine uygun
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olacak sekilde tasarim kriterleri

olusturulmustur.

Tasarim siirecinde, diigiik hizlarda yiiksek tork
iiretebilen ve enerji verimliligini maksimize
edebilecek bir motor topolojisi tercih edilmistir.
Bu kapsamda, dis rotorlu, yiizey montajli kalict
miknatisli senkron motor yapisinin, hafif
elektrikli ara¢ uygulamalar1 i¢in optimum
¢oziim sundugu degerlendirilmistir. Motorun
boyutlandiritlmast  ve  manyetik  tasarimu,
belirlenen performans hedefleri dogrultusunda
gerceklestirilmis, aki yogunlugu, oluk ve kutup
yapist optimize edilmistir. Son asamada,
tasarlanan motor sonlu elemanlar analizi
kullanilarak degerlendirilmis ve elde edilen
sonuclar, motorun hem elektromanyetik hem de
mekanik performans acisindan belirlenen
gereksinimleri karsiladigini ortaya koymustur.

Bu caligma, hafif elektrikli araglara yonelik
motor tasariminda siiriis dongiisii ve arag
modeli tabanli sistematik bir yaklasim
sunmaktadir. Elde edilen sonuglarin, 6zellikle
TEKNOFEST “Uluslararasi Efficiency
Challenge Elektrikli Ara¢ Yarislar” gibi
yarigmalara katilim saglayacak ekipler ve hafif
elektrikli ara¢ teknolojileri iizerine ¢alisan
arastirmacilar i¢in yol gosterici olacagi
diistiniilmektedir.
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ABSTRACT

Vision-Language Models (VLMs) have introduced a new paradigm shift in image classification by
integrating visual and textual modalities. While these models have demonstrated strong performance on
multimodal tasks, their effectiveness in purely visual classification remains underexplored. This study
presents a comprehensive, metric-driven comparative analysis of eight state-of-the-art VLMs—GPT-
4o-latest, GPT-40-mini, Gemini-flash-1.5-8b, LLaMA-3.2-90B-vision-instruct, Grok-2-vision-1212,
Qwen2.5-vl-7b-instruct, Claude-3.5-sonnet, and Pixtral-large-2411—across four datasets: CIFAR-10,
ImageNet, COCO, and the domain-specific New Plant Diseases dataset. Model performance was
evaluated using accuracy, precision, recall, Fl-score, and robustness under zero-shot and few-shot
settings. Quantitative results indicate that GPT-4o0-latest consistently achieves the highest performance
on typical benchmarks (accuracy: 0.91, Fl-score: 0.91 on CIFAR-10), substantially surpassing
lightweight models such as Pixtral-large-2411 (accuracy: 0.13, F1-score: 0.13). Near-perfect results on
ImageNet and COCO likely reflect pre-training overlap, whereas notable performance degradation on
the New Plant Diseases dataset underscores domain adaptation challenges. Our findings emphasize the
need for robust, parameter-efficient, and domain-adaptive fine-tuning strategies to advance VLMs in
real-world image classification.

Keywords: Vision-Language Models, Image Classification, Multimodal Learning, Zero-Shot
Classification, Few-Shot Learning, Model Generalization.

1. INTRODUCTION solidifying their position as the standard for
The field of computer vision has advanced image classification tasks.

rapidly, driven by breakthroughs in deep

learning, resulting in outstanding achievements The emergence of VLMs marks a significant
in tasks such as object detection, segmentation, paradigm shift by integrating both visual and
and classification. Traditionally, Convolutional textual modalities, thereby offering a novel
Neural Networks (CNNs) have dominated approach to image understanding. Trained on
image classification, using hierarchical feature large-scale datasets comprising image-text
extraction to achieve high accuracy across pairs, these models utilize cross-modal learning
diverse datasets [1-4]. In recent years, Vision to generate enriched semantic representations.
Transformers (ViTs) have emerged, utilizing Unlike traditional vision-only architectures,
self-attention mechanism to capture long-range VLMs augment visual information with
dependencies and enhance robustness to linguistic context, enabling enhanced reasoning
complex visual patterns [5]. These architectures in multimodal tasks such as image captioning,
have established new benchmarks on various visual question answering (VQA), and scene
datasets such as CIFAR-10 [6], ImageNet [7], understanding. However, their effectiveness in
MNIST [8], CelebA [9], and COCO [10], pure image classification—where explicit
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textual context is absent—remains an open
research question [11-14].

Despite their potential, VLMs encounter several
challenges when applied to image classification
tasks. Unlike CNNs and ViTs, which are
optimized for extracting discriminative features
from visual inputs, VLMs often rely on
multimodal embeddings that may not be fully
utilized in vision-only tasks. Typically, VLMs
exhibit higher computational and memory
requirements, resulting in increased inference
latency compared to deep learning models,
raising concerns about their efficiency for high-
performance classification tasks. In addition,
their reliance on pretraining corpora comprising
image-text pairs poses risks of biases, domain
dependencies, and reduced generalization when
applied to vision-only tasks. Therefore, rigorous
comparative analyses of VLMs and unimodal
vision models are crucial to understand their
advantages and limitations in image
classification.

Traditional image classification models operate
exclusively within the visual domain, extracting
features from pixel-level data to identify
patterns, textures, and object structures. CNN-
based architectures, such as VGG [15],
Inception [16], ResNet [17], DenseNet [18-20],
and EfficientNet [21], have demonstrated
remarkable success in large-scale image
classification due to their use of local receptive
fields, parameter sharing, and deep hierarchical
structures. ViTs have further advanced the field
by leveraging the self-attention mechanism that
allow models to capture long-range
dependencies and improve feature learning
across entire images, achieving significant
performance on diverse benchmark datasets and
proving their robustness in various real-world
applications [22-33]. In contrast, VLMs use a
fundamentally different method by integrating
both visual and textual inputs to learn
multimodal representations [34-37]. Prominent
examples include GPT-4V (OpenAl), Gemini
1.5 (Google DeepMind), LLaVA-Next (Meta),
Claude 3 (Anthropic), and Qwen-VL (Alibaba
Cloud), all of which have achieved notable
success in multimodal tasks such as image
captioning, VQA, and cross-modal retrieval.

Despite their advantages in semantic reasoning,
the application of VLMs to classification tasks
that lack explicit textual context remains a
critical area of research. Unlike tasks that
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require joint vision-language understanding,
image classification relies primarily on intrinsic
visual characteristics, such as color, shape,
texture, and spatial relationships, raising the
critical questions about whether VLMs can
outperform (or even match) established single-
modality models without fully leveraging their
linguistic capabilities. While VLMs present
advantages such as zero-shot classification,
transfer learning, and improved generalization,
they also pose notable challenges. Their
reliance on large-scale multimodal pretraining
corpora increases the risk of domain biases,
limiting their effectiveness in exclusively visual
tasks. Additionally, VLMs require substantial
computational resources, making them less
efficient and scalable compared to traditional
CNNs and ViTs for high-throughput image
classification scenarios. Consequently,
evaluating their performance on standard and
domain-specific classification benchmarks is
crucial to understanding the feasibility and
limitations of VLMs in vision-centric
applications.

In this study, we address the following research
questions:

-How do VLMs perform in terms of
classification accuracy, precision, recall, and
F1-score across diverse datasets?

-Can VLMs generalize effectively to visual
domains without textual context, or do they
exhibit limitations in such settings?

- What computational trade-offs arise when
using VLMs for large-scale classification
tasks?

-How robust are these models to data
variations, including domain shifts and input
noise?

To answer these questions, we conduct
extensive evaluations on eight state-of-the-art
VLMs—GPT-40-latest, GPT-40-mini, Gemini-
flash-1.5-8b, LLaMA-3.2-90B-vision-instruct,
Grok-2-vision-1212, Qwen2.5-vl-7b-instruct,
Claude-3.5-sonnet, and Pixtral-large-2411—
across four benchmark datasets: CIFAR-10,
ImageNet, COCO, and New Plant Diseases [38]
(as a domain-specific dataset). Our comparative
analysis focuses on performance metrics such as
accuracy, precision, recall, F1-score,
robustness, and computational efficiency in
zero-shot and few-shot classification settings.
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In  summary, this study presents a
comprehensive and quantitative benchmarking
analysis of various VLMs across multiple
standard and  domain-specific image
classification datasets. The key contributions of
this research are as follows:

- Comprehensive Benchmarking of VLMs: We
systematically evaluate eight state-of-the-art
VLMs across four diverse datasets under
both zero-shot and few-shot settings. This
extensive analysis offers valuable insights
into the generalization capabilities of VLMs
across domains with varying levels of
complexity.

- Novel Analysis of Prompting Strategies: We
investigate the impact of zero-shot and few-
shot prompting strategies on VLM
performance,  providing a  detailed
understanding of how prompt engineering
shapes classification outcomes across
different contexts.

- Domain-Specific Dataset Evaluation: We
use the New Plant Diseases dataset to assess
VLM performance on fine-grained, domain-
specific classification tasks, addressing an
area that remains largely unexplored in the
existing literature.

2. RELATED WORK

Traditional Deep Learning Approaches:
Over the past decade, image classification has
experienced substantial advancement, driven
predominantly by advances in deep learning.
CNNs have become the cornerstone of modern
computer vision, demonstrating remarkable
performance in tasks such as object detection,
segmentation, and classification. Their strength
lies in their capacity to learn hierarchical
representations of visual data, effectively
capturing both low-level features, such as edges
and textures, as well as high-level semantic
information [39-41]. However, their inherently
unimodal architecture limits their ability to
incorporate external information, such as
textual cues, thereby constraining their
effectiveness in tasks that require contextual
reasoning. Successive architectures, including

VGG, Inception, ResNet, DenseNet, and
EfficientNet consolidated CNNs as the
dominant method for image classification.

Emergence of Multimodal Models: To

overcome the limitations of unimodal models,
multimodal learning approaches have gained
traction. CLIP introduced contrastive learning
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on large-scale image-text datasets, enabling
zero-shot generalization [32]. ALIGN further
scaled this paradigm, improving robustness and
cross-domain transfer ability via vast, noisy
data [12]. These models demonstrate the
potential of large-scale multimodal pretraining
to generalize across diverse vision tasks,
including classification, detection, and style
transfer, without requiring task-specific
supervision [22-37].

The transformative impact of transformer
architectures in natural language processing
(NLP) has catalyzed their widespread adoption
in vision tasks. Pioneering models such as
VisualBERT [23], LXMERT [24], and ViLT
[30] have substantially advanced unified visual-
linguistic modeling by effectively integrating
multimodal data, thereby achieving state-of-
the-art performance across a range of
multimodal task. However, these models are
typically = computationally intensive and
demonstrate limitations in scenarios where
textual information is limited or absent, as in
traditional image classification tasks.

The introduction of the Vision Transformer
(ViT) [28], which encodes images as sequences
of fixed-size patches, marked a paradigm shift
by enabling the efficient modeling of long-
range dependencies within visual data. This
approach effectively challenged the long-
standing dominance of CNNs in image
classification. This transformer-based approach
inspired  subsequent  developments  in
multimodal learning. Models like VIiLT,
VisualBERT, and LXMERT integrate vision
and language employing unified transformer
architectures, fusing modalities via cross-
attention and joint token processing. They
achieved competitive results across tasks such
as 1image classification, visual question
answering, and image captioning. However,
these models pose substantial challenges in
terms of scalability and efficiency. Their high
number of parameters and reliance on large
training corpora require significant
computational resources. Methods such as
knowledge distillation, pruning, lightweight
transformer design, and efficient fine-tuning
have been proposed to reduce the computational
load and improve model scalability [42-49].
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While multimodal models such as CLIP and
ALIGN have achieved remarkable performance
on a range of benchmark datasets (e.g.,
ImageNet, COCOQ), their applicability to
specialized  domains  warrants  further
examination. In practical scenarios—such as
medical diagnosis or agricultural disease
detection—visual distinctions are often subtle
and may not be represented in generic
benchmark datasets. Multimodal models
tailored to specific domains, when fine-tuned on
specialized data, can surpass the performance of
general-purpose models like CLIP. This
underscores the critical role of domain
adaptation in ensuring robust and accurate
outcomes in specialized contexts [50-53].
Another key challenge is model robustness.
Although multimodal models exhibit high
accuracy under standard testing conditions, they
are frequently vulnerable to adversarial
perturbations, distributional shifts, and noisy
inputs. Such brittleness significantly constrains
their suitability for safety-critical applications.
To address these challenges, recent research has
focused on robust training methodologies that
incorporate adversarial data augmentation,
uncertainty quantification, and distribution-
aware loss optimization [54-56].

As VLMs continue to evolve, several promising
research directions have emerged that aim to
enhance their effectiveness, efficiency, and
robustness, particularly in the context of
complex multimodal tasks such as image
classification. These directions reflect the
field’s growing demand for models that are not
only powerful but also adaptable, scalable, and
resilient in real-world deployments.

- Efficiency Optimization: Reducing the
resource demands of transformer-based
multimodal architectures pose substantial
barriers to their practical use, particularly in
latency-sensitive or resource-constrained
environments. To mitigate these limitations,
recent efforts have focused on techniques
such as sparse attention, quantization,
adapter-based fine-tuning, efficient
pretraining, knowledge distillation, and
lightweight transformer architecture design.

-Domain Adaptation and Transfer
Learning: Pretrained VLMs often struggle
with distribution shifts in domain-specific
applications. Emerging methods, including
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adapter-based modular tuning, prompt-based
adaptation, multi-stage domain-specific
pretraining, seek to adapt these models to
specialized domains like medical imaging,
remote sensing, and agriculture, where data

is typically limited and imbalanced.
Moreover, the integration of auxiliary
supervision signals, such as domain

ontologies or metadata, can further refine the
model’s representations to align with the
statistical and conceptual structure of the
target domain.

-Robustness and Reliability: Despite high
accuracy on benchmark datasets, many
VLMSs remain vulnerable to input noise and
adversarial manipulation. Researchers have
proposed incorporating adversarial training,
uncertainty modeling, and robustness
certification frameworks to enhance model
stability under real-world conditions.

These directions point toward a future where
VLMs are not only accurate, but also efficient,
generalizable, and trustworthy—traits
necessary for their successful integration into

specialized  real-world  applications. In
summary, the integration of visual and
linguistic  modalities has  demonstrated

considerable promise in image classification.
While models like CLIP and ALIGN have set
benchmarks in zero-shot generalization,
challenges related to robustness, efficiency, and
domain-specific adaptation remain. Addressing
these limitations is critical for realizing the full
potential of VLMs in both research and
industry.

3. MATERIAL AND METHOD

We outline the experimental design to evaluate
the performance of VLMs in image
classification. The methodology includes model
selection, dataset preparation, preprocessing
protocols, prompt strategy (zero-shot and few-
shot), and system configuration to ensure fair
comparisons across models.

3.1. Model Selection

Eight VLMs were selected based on three
criteria: (1) demonstrated performance in
existing benchmarks, (2) capability to process
multimodal  inputs  with  prompt-based
classification, and (3) availability through open-
source implementations or public APIs. The
analysis encompasses both closed (proprietary)
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and open-source models, spanning the spectrum
from large-scale semantic reasoners to
lightweight, deployable systems. The use of
closed models (e.g., GPT-40-latest, Claude 3.5)
is acknowledged as a limitation to
reproducibility and interpretability, as internal

architectures and processing protocols are not
transparent. Table 1 list the models we
evaluated. These models represent diverse
design philosophies and serve as proxies for
evaluating trade-offs between performance,
scalability, and computational efficiency.

Table 1. Examined VLMs and their architectural characteristics.

Model Name Developer Architecture Type
Transformer architecture with specific enhancements for multimodal capabilities
GPT-40-latest OpenAl (handling both text and images), autoregressive generation, and potentially Sparse
Mixture of Experts for efficiency.
- Transformer-based autoregressive model designed to be smaller and more
GPT-40-mini OpenAl computationally efficient t}%an its larger counterp%lrt, GPT-4.
. Transformer-based architecture that integrates multimodal capabilities for both
Gemini-flash-1.5 Google

text and image processing.

LLaMA-3.2-90B-
vision-instruct

Multimodal transformer-based model that combines the LLaMA architecture with

Meta

advanced vision processing capabilities. It benefits from large-scale pretraining

with 90 billion parameters, cross-modal learning, and potential optimizations like

sparse attention or Mixture of Experts (MoE).

Grok-2-vision-1212 xAl

Multimodal VLM based on the transformer architecture.

Qwen-2-VL-7B-

instruct

Alibaba Transformer-based multimodal model that integrates both text and image inputs.

Claude-3.5-sonnet

Anthropic  Transformer-based language model focused on creative text generation tasks.

Pixtral-large-2411 Mistral

Sophisticated transformer-based architecture, combining a large multimodal
decoder with a dedicated vision encoder and an extensive context window

Table 1. Examined VLMs and their architectural characteristics (cont.).

Model Name Features Characteristics
- Multimodal capabilities: Text, image, audio, video. Designed for versatile real-time
- Advanced image captioning and interpretation. content generation and
GPT-4o0-latest - Supports real-time speech interaction and multimedia processing. interaction  across  various
formats, while reducing
hallucinations.
- Smaller, more efficient variant of GPT-4. Focuses on reducing

GPT-40-mini

- Cost-effective with reduced memory and computation requirements.

- Excellent for text and image tasks.
- Efficient vision-text alignment.

computational overhead while
maintaining strong performance
across NLP and VLM tasks.

Gemini-flash-
1.5

- Optimized for speed and quality.
- Integrates advanced multimodal reasoning.

- Supports large-scale image captioning, processing, and QA tasks.

- Faster inference, better image-text coherence.

Designed to increase processing
speed and reduce latency,
providing a robust solution for
VL tasks.

- 90B parameters with a VL instruction-following focus.
- Utilizes cross-attention layers for effective image processing and

LLaMA-3.2- captioning.
90B-vision- - Large-scale model for fine-grained classification.
instruct

- Capable of processing both text and image data, making it suitable
for a wide range of vision-language tasks such as image captioning,

VQA, and instruction-based visual tasks.

Highly capable of handling
multimodal tasks such as VQA
and document processing.

- High-resolution image processing.

- Designed for daptive image classification and fine-grained visual

Focuses on vision-based
processing, particularly suited
for large and complex visual
datasets.

Grok-2-vision- understanding.
1212 - Suitable for large-scale deployment.

- High-speed multimodal processing.

- Optimized for real-time tasks.

- Specialized in multimodal tasks involving images and text.
Qwen-2-VL- - Capable of resolving dynamic image resolutions.
7B-instruct - Optimized for instruction-following in multimodal tasks.

- Low-computation multimodal learning.

Features dynamic resolution
processing to enable scalable
VLM deployment.
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Claude-3.5-
sonnet

- Fast and affordable version of Claude.

multimodal content.
- Safety-focused and interpretable.

- Strong context-aware reasoning in vision.

Aims for high safety levels and

- Uses dynamic token generation and advanced contextualization for  reduced hallucinations, designed

for robust and safe
conversational Al

- High-performing model designed for visual reasoning tasks. Specializes in integrating visual
Pixtral-large- - Optimized for image captioning and visual content understanding. understanding with text-based
2411 - Large-scale image processing. queries, enhancing interactive

- Specializes in high-resolution image classification. visual tasks.

3.2. Dataset Preparation

To conduct a comprehensive evaluation of
VLMs across different visual recognition
scenarios, we utilized four publicly available
datasets: CIFAR-10, ImageNet, COCO, and
New Plant Diseases dataset. These datasets
were selected based on their diversity in image
resolution, domain complexity, multimodal
richness, and relevance to both general-purpose

and domain-specific classification tasks. By
employing these datasets under zero-shot and
few-shot configurations, we were able to
systematically investigate how VLMs leverage
pretrained multimodal knowledge to perform
classification in both standard and specialized
domains without extensive retraining. Table 2
provides a summary of the datasets we used.

Table 2. Benchmark datasets.

Dataset Domain Number of  Number of Characteristics
Classes Samples

CIFAR-10  General object recognition 10 60K I;lggvgéissolutlon, simple images, basic
ImageNet  Large-scale object classification 1000 1.2M Eﬁlgl:sesolutlon, complex real-world
COCO Multimodal scene understanding 80 124K Complex seenes, multlple objects per

1mage, caption annotations
New Plant . . o Fine-grained domain-specific
Diseases Agricultural disease classifciation 38 >sK classification, subtle visual differences

The selection of these datasets was carefully
made to cover different aspects of classification
and multimodal reasoning;:

-CIFAR-10: It is a low-resolution dataset
used for benchmarking and rapid
prototyping. It enables evaluation of
performance on low-resolution, small-sized
images, providing insights into the
robustness of VLMs under constrained visual
input conditions.

-ImageNet: It is a large-scale database of
annotated images used for image
classification, object detection, and object
localization. It is the de facto standard for
large-scale object recognition and offers a
benchmark  for  evaluating  VLMs’
generalization ability on high-resolution
natural images.

-COCO: It is a large-scale image recognition
dataset for object detection, segmentation,
and captioning tasks. It introduces
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multimodal complexity through images with
multiple objects and rich textual descriptions,
allowing us to assess VLMs’ capacity for
reasoning in complex visual scenes.

-New Plant Diseases: It is a domain-specific
agricultural dataset designed to address the
challenges of  fine-grained image
classification. It focuses on distinguishing
subtle visual differences between healthy and
diseased plant specimens, presenting a
rigorous test of the domain adaptation
capabilities of VLMs. By requiring models to
detect nuanced patterns across closely related
classes, this dataset serves as a valuable
benchmark for evaluating the robustness and
generalization performance of VLMs in
specialized, real-world scenarios beyond
traditional image classification domains.

This diverse selection enables an extensive
analysis of VLMs across different visual
domains and levels of task difficulty, ensuring
that both generalist and specialist scenarios are
rigorously evaluated.
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3.3. Preprocessing

To ensure methodological consistency and
preserve the integrity of performance
comparisons across models, we adopt a model-
specific preprocessing strategy tailored to the
architectural and training specifications of each
model under evaluation. The selected models
represent a diverse range of architectures and
visual tokenization mechanisms. Therefore,
standardized preprocessing is neither feasible
nor methodologically sound.

-Image Format and Quality Control: All
images are first converted to high-quality
RGB format (PNG or high-resolution JPEG)
to maintain fidelity. The sSRGB color space is
enforced across the dataset to ensure
consistency with the visual encoders’
training environments.

Normalization: For closed-source models
(GPT-4o, Gemini, Claude, Grok),
normalization was handled internally by the
API or runtime environment. No external
pixel scaling or transformation is applied. For
open-source models (LLaMA-3.2, Qwen2.5-
vl, Pixtral), normalization was applied using
model-specific routines.

Prompt Engineering: Prompt design plays a
critical role in determining VLM
performance, particularly in few-shot
settings. For zero-shot classification, prompts
consisted of simple class lists or concise
descriptions. In few-shot scenarios, the
prompts incorporated either 5 or 10 class-
labeled exemplars following a consistent
template. Although contrastive learning is
frequently cited as the foundation for prompt
design in CLIP-like settings, in this study’s
few-shot configuration, we enhanced in-
context prompting by providing explicit class
examples without introducing additional
contrastive objectives beyond those inherent
to the original models. All text prompts were
tokenized using each model’s native
tokenizer. For open-source models, we
employed the official implementations
available through Hugging Face or GitHub
repositories. For proprietary models, prompts
were formatted as plain text and submitted
alongside the corresponding image via the
respective API. Prompt templates were
rigorously standardized across models to
ensure consistent semantic intent in both few-
shot and zero-shot evaluations.
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-Inference Protocols: For open-source
models, inference was performed using either
the default configurations or the
recommended settings specified in the
official repositories (e.g., greedy decoding).
For closed, API-based models, default
parameter values (e.g., temperature and top-
k) were adopted unless the official
documentation explicitly required alternative
specifications. It is important to acknowledge
that, due to proprietary restrictions, access to
or modification of the full set of inference
parameters was not always possible for these
closed APIs. Runtime latency was monitored
in a qualitative manner. The practical aspects
of all inference protocols were evaluated to
the extent permitted by the transparency
limitations of each API.

3.4. Experimental Setup

Input-Output Structure and Classification
Flow: For all datasets, each VLM takes as input
an image accompanied by a text prompt
designed to guide the model in performing the
classification task. The output generated by the
model is a predicted class label, selected from
the set of true class labels corresponding to the
respective  dataset (CIFAR-10, COCO,
ImageNet, or New Plant Diseases). The true
class labels serve as the ground truth for the
evaluation. Fig. 1 provides an overview of the
general processing pipeline employed in the
classification experiments. The predicted label
is compared against the ground truth to evaluate
performance metrics.

Evaluation
Metrics

e
_|—> VIM Predicted  Compare Ground

Toxt _|—’_ Class Label Truth Label

Prompt

Figure 1. General classification pipeline for VLMs.

Fig. 2 illustrates the input-output structure of
two prompting strategies applied in image
classification tasks. In zero-shot prompting
(left), the model receives an input image and a
prompt specifying a set of categories, returning
a predicted class in JSON format. In few-shot
prompting (right), the prompt additionally
includes category descriptions and example
pairs to guide the model’s prediction. Both
strategies produce outputs in a consistent
structured format, enabling direct comparison
of performance across different prompting
conditions.
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Classification Flow

Zero-Shot Prompting

Few-Shot Prompting

| rodel 1npuc
mpt: Classify the (image) i

e} into one of the following (categories),
reference:

Prompt: Classify the given {image} into one of the.
following {categories).

Return the reslt s a JSON object with the following structure:
{"className': *<predicted class>"}

Return the result as a JSON object with the following structure:

{*className": *<predicted clas:

Input Image: Input Image:

| Model output. <

{*className': “bicycle’}

o

{*className': *bicycle’)

Figure 2. Classification flow for zero-shot and few-
shot prompting in VLM.

To evaluate the classification capabilities of
VLMs, we designed two experimental
scenarios: zero-shot classification and few-shot
classification.

Zero-Shot Classification: Models perform
classification without access to any task-
specific labeled examples. They leverage their
pretrained visual and linguistic representations
to infer class labels based on textual prompts.
Each model receives a set of descriptive
prompts corresponding to candidate classes and
selects the most semantically relevant label
based on its internal reasoning. Fig. 3 shows a
zero-shot prompt template.

<Language>: English

<ResearchField>: Artificial Intelligence, Vision Language Models,

Large Language Models, Image Classification.

<Role>: You are a scientist specializing in the field of <ResearchField>.
<Tasks>: Your task is to analyze the given image and classify it into one of
the specified categories based solely on its visual and semantic
characteristics, without prior exposure to category-specific training
examples. Ensure that the classification decision is objective, consistent,
and based on the alignment of the image content with the provided categories.

Categories: <category_1>, <category_2>, <category_3>, ..., <category_N>

Return the result as a JSON object in the following format:
{

"className": "<predicted class>"

Figure 3. Zero-shot prompt template.

Few-Shot Classification: To evaluate the
models' adaptability to low-resource settings,
we used labeled exemplars. Fig. 4 shows a few-
shot prompt template.
=5-shot: Each class is represented by five
labeled examples.
= 10-shot: Each class is represented by ten
labeled examples.
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<Language>: English

<ResearchField>: Artificial Intelligence, Vision Language Models, Large
Language Models, Image Classification.

<Role>: You are a scientist specializing in the field of <ResearchField>.
<Tasks>: Examine the provided examples to guide your classification process:

Example 1:

Image: [Description or reference of an image representing <category_1>]
Output: { "className": "<category_1>" }

Example 2:

Image: [Description or reference of an image representing <category 2>]
Output: { "className": "<category_2>" }

Example 3:

Image: [Description or reference of an image representing <category_3>]
Output: { "className": "<category 3>" }

Classify the target image into one of the following categories:
Categories: <category_1>, <category 2>, <category_3>, ..., <category N>
Provide the output in JSON format, using the following structure:

"className": "<predicted class>"

Figure 4. Few-shot prompt template.

These exemplars are incorporated into the input
prompt in a structured in-context learning
format. When supported by the model,
contrastive learning techniques are employed to
enhance inter-class discrimination. This setup is
designed to evaluate each model’s capacity to
generalize from limited supervision, thereby
simulating real-world scenarios in which
labeled data is scarce or expensive to obtain.

3.5. Hardware Configuration

Experiments were conducted on a high-
performance computing platform equipped with
64 GB of RAM, a1 TB SSD, a 16-core CPU, a
40-core GPU, and a 16-core Neural Engine. The
software environment comprised PyTorch 2.1,
TensorFlow 2.10, and the Hugging Face
Transformers library, ensuring full
compatibility ~ with  open-source = model
architectures. Proprietary models were accessed
through their respective public APIs.

3.6. Evaluation Metrics
Model performance was evaluated using
standard classification metrics:
- Accuracy: Proportion of correctly classified
images.
- Precision: Proportion of true positives
among predicted positives.
- Recall: Proportion of true positives among
actual positives.
- FI score: Harmonic mean of precision and
recall, providing a balanced metric under
class imbalance.

These metrics were calculated for each model-
dataset pair and macro-averaged across all
classes for comparative evaluation.
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4. FINDINGS

We present a comparative analysis of eight
state-of-the-art VLMs for image classification:
Qwen2.5-vl-7b-instruct, Gemini-flash-1.5-8b,
Grok-2-vision-1212, Pixtral-large-2411, GPT-
4o-latest, GPT-40-mini, Claude-3.5-sonnet, and
LLaMA-3.2-90B-vision-instruct. These models
were evaluated on four benchmark datasets—
CIFAR-10, ImageNet, COCO, and New Plant
Diseases— under both zero-shot and few-shot
settings. Performance was assessed based on
accuracy, precision, recall, and F1 score.

evaluated models. GPT-4o-latest achieved the
highest scores, with an accuracy and F1-score
of 0.91, followed closely by GPT-40-mini,
which attained an Fl-score of 0.89. Gemini-
flash-1.5-8b and LLaMA-3.2-90B-vision-
instruct also demonstrated competitive results,
with F1-scores of 0.80 and 0.78, respectively. In
contrast, Pixtral-large-2411 exhibited markedly
poor performance, with both accuracy and F1-
score at 0.13. These results indicate that while
large-scale VLLMs effectively exploit advanced
semantic reasoning capabilities, lightweight

Quantitative results are shown in Tables 3-6. models may compromise classification
performance in favor of computational
Results on CIFAR-10 Dataset: Table 3 reveals efficiency.
substantial variability in performance across the
Table 3. Results on CIFAR-10.
Accuracy Precision Recall F1 Score
Model Zero- Few- Zero- Few- Zero- Few- Zero- Few-
shot  shot shot shot  shot shot  shot  shot
Qwen2.5-vl-7b-instruct 0.76 0.66 0.82 0.84 0.76 0.66 0.79 0.74
Gemini-flash-1.5-8b 0.70 0.77 0.87 0.83 0.70 0.77 0.78  0.80
Grok-2-vision-1212 0.65 0.68 0.73 0.74 0.65 0.68 0.69  0.71
Pixtral-large-2411 0.11 0.13 0.17 0.13 0.11 0.13 0.13  0.13
Claude-3.5-sonet 0.57 0.56 0.63 0.59 0.57 0.56 0.60  0.58
GPT-4o0-latest 0.92 0.91 0.92 0.91 0.92 0.91 092 091
GPT-40-mini 0.90 0.87 0.91 0.90 0.90 0.87 0.90 0.89
LLaMA-3.2-90B-vision-instruct 0.75 0.75 0.81 0.81 0.75 0.75 0.78  0.78

Results on ImageNet Dataset: Table 4 shows
that most models achieved near-perfect
performance, with accuracies and F1-scores of
0.99 or 1.00. An exception was LLaMA-3.2-
90B-vision-instruct, which exhibited
substantially lower performance, with an
accuracy of 0.57 and an F1-score of 0.64. The

consistently high scores across models suggest
significant overlap between the ImageNet
dataset and the models’ pretraining corpora,
which may artificially inflate their measured
capabilities on this benchmark. These findings
highlight the need for caution when interpreting
such results as evidence of true generalization.

Table 4. Results on ImageNet.

Accuracy Precision Recall F1 Score

Model Zero- Few- Zero- Few- Zero- Few- Zero- Few-

shot shot shot shot shot shot shot shot

Qwen2.5-vl-7b-instruct 0.99 0.98 0.99 0.99 0.99 0.98 099 0.99
Gemini-flash-1.5-8b 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Grok-2-vision-1212 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Pixtral-large-2411 0.98 0.99 0.99 0.99 0.98 0.99 098  0.99
Claude-3.5-sonet 0.99 0.99 0.99 0.99 0.99 0.99 099 0.99
GPT-40-latest 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
GPT-40-mini 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
LLaMA-3.2-90B-vision-instruct 0.98 0.57 0.98 0.71 0.98 0.57 098  0.64

Results on COCO Dataset: As seen in Table
5, all models achieved near-perfect
classification performance (F1-scores~1.00). It
is important to note, however, that COCO,
primarily an object detection and captioning
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dataset, was adapted for classification by
assigning a dominant label to each image. This
methodological simplification likely reduced
task complexity, which may explain the models'
uniformly high scores.
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Table 5. Results on COCO.
Accuracy Precision Recall F1 Score

Model Zero Few- Zero- Few- Zero- Few- Zero- Few-

-shot shot shot shot shot shot shot  shot

Qwen?2.5-vl-7b-instruct 1.00 0.99 1.00 1.00 1.00 0.99 1.00 1.00
Gemini-flash-1.5-8b 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Grok-2-vision-1212 0.99 1.00 0.99 1.00 0.99 1.00 0.99 1.00
Pixtral-large-2411 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Claude-3.5-sonet 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
GPT-40-latest 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
GPT-40-mini 0.99 1.00 0.99 1.00 0.99 1.00 0.99 1.00
LLaMA-3.2-90B-vision-instruct 0.97 1.00 0.98 1.00 0.97 1.00 0.97 1.00

Results on New Plant Diseases Dataset: Table
6 reveals considerable performance degradation
on the domain-specific New Plant Diseases
dataset. GPT-4o0-latest again demonstrated the
strongest performance (accuracy: 0.64, F1-
score: 0.66). In contrast, Qwen2.5-vl-7B-
instruct and Pixtral-large-2411 performed
poorly, with Fl-scores of 0.20 and 0.29,
respectively. Several models, such as Gemini-

flash-1.5-8b and LLaMA-3.2-90B-vision-
instruct, exhibited high precision but markedly
low recall, indicating a conservative
classification bias that favors precision at the
cost of missing positive cases. This behavior is
particularly concerning in high-stakes domains
such as agriculture and healthcare.

Table 6. Results on New Plant Diseases.

Accuracy Precision Recall F1 Score

Model Zero- Few- Zero- Few- Zero- Few- Zero- Few-

shot  shot  shot  shot  shot shot shot  shot

Qwen2.5-vl-7b-instruct 028 020 039 020 0.28 020 033 0.20
Gemini-flash-1.5-8b 0.57 050 061 0.64 0.57 0.50 059 0.57
Grok-2-vision-1212 049 049 061 054 049 049 054 0.52
Pixtral-large-2411 039 026 040 031 0.39 026 039 0.29
Claude-3.5-sonet 046 046 050 047 046 046 048 047
GPT-40-latest 0.62 064 066 0.68 0.62 064 0.64 0.66
GPT-40-mini 049 046 052 055 049 046 050 0.50
LLaMA-3.2-90B-vision-instruct 024 045 042 064 024 0.45 030 0.53

4.1. Key Observations prompt  engineering or fine-tuning),

Model Scale vs. Efficiency: Large-scale models
(e.g., GPT-4o-latest) demonstrated superior
performance across general and specialized
datasets but incurred significant computational
costs. Lightweight models (e.g., GPT-40-mini,
Qwen2.5-vl-7b-instruct) offered a more
favorable balance between efficiency and
moderate classification accuracy.

- Dataset Bias: The exceptionally high scores
on ImageNet and COCO indicate possible
overlaps  with  pretraining  datasets,
warranting further evaluations on out-of-
distribution (OOD) benchmarks.

-Domain Adaptation Challenges: The
substantial performance drop on New Plant
Diseases dataset underscores the importance
of domain adaptation (and the potential of
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especially in specialized domains where fine-
grained visual details are critical.

- Precision-Recall Imbalance: Models like
LLaMA-3.2-90B-vision-instruct  exhibited
high precision but poor recall on domain-
specific datasets, an imbalance that could
lead to critical misclassifications in sensitive
applications.

-Overall Best Performer: GPT-4o-latest
consistently achieved the highest or near-
highest scores across all datasets and settings,
demonstrating superior visual-text
alignment, generalization, and robustness,
especially in zero-shot and few-shot settings.
This reinforces the effectiveness of large-
scale multimodal training in zero-shot and
few-shot settings.
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5. DISCUSSION generalization when faced with specialized
We provided a comprehensive analysis of the domains characterized by fine-grained visual
observed results, discussing the strengths and distinctions and domain-specific patterns.
limitations of each model across four critical GPT-4o-latest demonstrated the highest
dimensions: classification performance, cross-domain  robustness,  maintaining
generalization  capability, = computational relatively strong performance even under
efficiency, and robustness to data variations. domain shifts. This suggests that extensive
multimodal pretraining with diverse datasets
- Classification Performance: Large-scale can, to some extent, confer improved
VLMs such as GPT-4o-latest, LLaMA-3.2- transferability. However, even the best-
90B-vision-instruct, and Claude-3.5-sonnet performing models displayed vulnerabilities,
consistently exhibited strong classification emphasizing the ongoing need for task-
performance, particularly under zero-shot specific calibration, domain-adaptive fine-
settings. Their robust semantic alignment tuning, and improved prompt design
between visual inputs and textual prompts strategies to ensure reliable performance
contributed significantly to high accuracy across varied real-world applications.
and Fl-scores. GPT-40-latest, in particular,
demonstrated exceptional adaptability across - Computational Efficiency and Scalability:
both general-purpose (CIFAR-10, ImageNet) A clear trade-off emerged between model
and domain-specific (New Plant Diseases) scale and computational efficiency. Large
datasets, outperforming other models in most models like GPT-40-latest and LLaMA-3.2-
settings. This highlights the advantage of 90B-vision-instruct, while achieving superior
large-scale, multimodal pretraining for cross- performance, impose significant
domain  image  classification  tasks. computational burdens, potentially limiting
Conversely, models such as Pixtral-large- their deployment in resource-constrained
2411 consistently underperformed across environments. In contrast, lightweight
benchmarks. Despite architectural strengths models such as GPT-40-mini and Qwen2.5-
for high-resolution visual reasoning, its poor vl-7b-instruct offered lower computational
results in standard classification tasks costs with only a moderate reduction in
suggest that architectural specialization alone classification performance. These models
does not guarantee competitive general- represent  practical  alternatives  for
purpose performance. In few-shot settings (5- applications requiring real-time inference or
shot and 10-shot), most models demonstrated deployment on edge devices. The findings
performance improvements, suggesting that reinforce  the importance of model
even a limited number of labeled examples compression, parameter-efficient tuning, and
can significantly enhance the classification adaptive architectures in future research to
abilities of VLMs. Nonetheless, lightweight balance accuracy with scalability and
models like GPT-40-mini and Qwen2.5-vl- resource demands.
7b-instruct maintained a trade-off between
moderate  classification accuracy and - Robustness to Data Variations: Robustness
operational efficiency. testing indicated that models with extensive
multimodal pretraining—particularly GPT-
- Generalization Across Domains: While 4o-latest—demonstrated greater stability
nearly all models achieved near-perfect under noisy or perturbed inputs. These
scores on ImageNet and COCO, these results models maintained consistent performance
must be interpreted cautiously. The across minor adversarial attacks and
likelihood of pretraining data overlap distributional  shifts. However, several
introduces a confounding factor that limits lightweight and specialized models (e.g.,
the interpretation of these scores as indicators Pixtral-large-2411, Grok-2-vision-1212)
of true generalization. In contrast, the exhibited higher sensitivity to such
performance on the New Plant Diseases variations, leading to degraded performance.
dataset revealed critical weaknesses. Several The observed precision-recall imbalances,
models—including Grok-2-vision-1212 and particularly on the New Plant Diseases
Claude-3.5-sonnet—exhibited sharp dataset, further highlight the fragility of some
performance drops, highlighting limited models  under  domain-specific  and
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imbalanced class  distributions. High
precision coupled with low recall indicates
conservative decision thresholds, which,
while minimizing false positives, increase the
risk of critical misclassifications—an
unacceptable  trade-off in  high-risk
applications like healthcare diagnostics or
agricultural monitoring. Robustness,
therefore, remains a critical research frontier.
Future work should incorporate adversarial
training, uncertainty modeling, and formal
robustness certification into the VLM
development pipeline.

5.1. Implications for Future Research

The findings of this study point to several key
directions for advancing VLM-based image
classification:

- Enhanced Multimodal Architectures: Future
models must better balance visual and textual
processing, ensuring that unimodal tasks like
image classification are not disadvantaged by
excessive reliance on language inputs.

- Parameter-Efficient Fine-Tuning: Methods
such as Low-Rank Adaptation (LoRA),
prompt tuning, and adapter modules offer
promising avenues for adapting large VLMs
to domain-specific tasks without prohibitive
computational overheads.

-Robustness ~ Optimization: ~ Addressing
sensitivity to distributional shifts, adversarial
perturbations, and input noise is paramount.
Techniques such as distributionally robust
optimization and adversarial data
augmentation should be incorporated into
training regimes.

-Domain Adaptation Strategies: Tailoring
VLMs for specialized domains will require
sophisticated fine-tuning techniques that

minimize catastrophic forgetting while
enhancing domain-specific feature
extraction.

Collectively, these research directions aim to
build VLMs that are not only accurate and
generalizable but also efficient, scalable, and
resilient, thereby unlocking their full potential
for real-world deployment.

6. CONCLUSION

This study presents a comprehensive
comparative evaluation of eight state-of-the-art
VLMs across diverse image classification
benchmarks and data regimes (zero-shot, few-
shot). The findings reveal that significant trade-
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offs exist between accuracy, cross-domain
generalization, and computational efficiency.
Large-scale = VLMs demonstrate  strong
performance, underscoring the benefits of
large-scale multimodal pretraining for robust
semantic understanding and cross-domain
adaptability. However, reliability concerns
remain due to inconsistencies on specialized
datasets and susceptibility to distribution shifts.
Near-perfect results on datasets like ImageNet
and COCO raise concerns about overlap with
pretraining corpora, emphasizing the need for
rigorous out-of-distribution (OOD) evaluations
to accurately assess model generalization.
Performance gaps on domain-specific datasets
(e.g., New Plant Diseases) further exposed
limitations in domain adaptability, while
precision-recall imbalances in several models
highlighted reliability concerns for critical
applications.

On the other hand, Lightweight VLMs offer
improved efficiency but lagged in accuracy and
robustness, reinforcing the persistent trade-off

between model scale and operational
practicality. Notably, VLMs could not
consistently  outperform unimodal vision

models, suggesting that multimodal integration
alone is insufficient for all classification tasks.
To bridge the gaps we identified in our
experiments, future research should focus on
enhancing robustness to distributional shift via
adversarial training and uncertainty modeling,
employing advanced domain adaptation and

parameter-efficient  fine-tuning  strategies,
improving computational scalability, and
explicitly evaluating models on OOD

benchmarks for realistic deployment scenarios.
Transparent reporting and open protocols are
crucial for reproducibility, particularly given
the limitations of closed-source models. These
directions are critical for the evolution of VLMs
into reliable, efficient, and generalizable
systems suitable for real-world deployment
across diverse domains.
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ABSTRACT

Laser Direct Energy Deposition (L-DED) is a promising additive manufacturing technique with
potential application in joining two dissimilar materials to fabricate bi-metallic components. The quality
and functionality of the bonding interfaces are of great significance and rely heavily on the process
parameters. In this work, we first deposited IN718 on a wrought SS316L substrate to create a bimetallic
interface. Different energy density values, ranging from 71.43 to 127.7 J/mm, were used through various
combinations of laser power and scanning speed for deposition. The bimetallic interface quality in terms
of interface geometry, morphology, and dilution values was investigated for every energy density.
Geometric analyses and dilution measurements revealed that the optimum bimetallic fabrication was
achieved with an energy density of 90—100 J/mm. To deposit bimetallic SS316L-IN718 blocks for
mechanical testing, the laser power and scan speed were set to 1400 W and 14 mm/s, respectively. Line
EDS measurements revealed a transition zone across the bimetallic interface within a 4 mm distance,
avoiding abrupt chemical discontinuities. Micro-hardness testing using Vickers revealed a smooth
hardness transition between the SS316L (~210 HV) and IN718 (~300 HV) sides without any defect
formation, suggesting successful joining. The bimetallic structure exhibited yield strength of 268.88 +
20 MPa, tensile strength of 462 + 12 MPa, and elongation of 19.6 + 0.8%, in good agreement with
SS316L. The fracture occurred on the SS316L side with noticeable necking and ductile behavior,
demonstrating good interfacial bonding. These findings demonstrate the potential of L-DED in the
fabrication of bimetallic structures for structural applications.

Keywords: L-DED, Bi-Metal, SS316L, IN718

1. INTRODUCTION structures can have very hard materials in the
The demand for complex and multi-functional outer layers, providing excellent wear
materials has been increasing as technology resistance, and inner material with excellent
advances. This need has driven the exploration ductility and high toughness, where the parts are
of multi-material structures that synergistically subjected to different load conditions [2].
combine the properties of dissimilar alloys. Traditional joining and coating methods, such
When there are different requirements for as welding [3], cold-sprayed coatings [4],
specific applications, bimetallic materials are thermally spraying [5], powder metallurgy [6],
used rather than a single material. Bimetallic soldering, and interface diffusion [7], offer
materials, which integrate two different limited solutions with basic geometries to create
materials, offer a compelling solution by bimetals. Moreover, these methods face
combining each material’s excellent properties. significant challenges in joining different
For example, wear- and corrosion-resistant materials due to their distinct thermal expansion
stainless steel can be combined with copper to coefficients, chemical incompatibility, and
enhance the heat conductivity of power plant susceptibility to intermetallic phase formation
boiler and gas turbine components [1]. In at the interface [8-9]. Unlike the methods
another application, SS316L-Ti64 bimetallic mentioned above, additive manufacturing
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techniques have the unique capability of
fabricating precisely controlled bimetallic
components at complex geometry. Gurok et al.
created bimetallic cutting tools using an
additive manufacturing process with stainless
steel and hard-facing materials, exhibiting good
interfacial bonding, desirable microstructural
features, and hardness gradient for wear-
resistant applications [10].

Laser Directed Energy Deposition (L-DED)
stands out as a leading additive manufacturing
technology, offering the production of such
complex multi-material systems [11]. In the L-
DED process, a laser is employed to melt
powder material as it is deposited onto a
substrate. The powder material is fed through a
nozzle, and the laser beam precisely melts and
fuses it onto the substrate. L-DED exhibits
versatility, as it can simultaneously use more
than one raw material as feedstock, including
metals, alloys, and ceramics. The selection of
process parameters directly affecting the energy
density delivered to the deposited material is
crucial in L-DED. Improperly selected process
parameters can lead to adverse thermally
induced effects, such as lack of fusion,
undesirable  phase  transformation, and
excessive dilution [12]. Dilution, defined as the
melting of the underlying material during
deposition, can  significantly  influence
interfacial integrity and mechanical properties.
High energy densities can lead to a larger melt
pool, potentially causing issues such as
increased dilution and undesirable phase
transformations due to excessive heat input,
particularly in alloy systems prone to such
effects [10]. Conversely, too low an energy
density may result in insufficient melting of the
material, manifesting as lack of fusion defects
that can severely degrade the mechanical
integrity of the build [13].

One of the most promising bimetallic structures
is the combination of austenitic stainless steel
SS316L and nickel-based superalloy IN718
[14-15]. SS316L offers excellent ductility,
corrosion resistance, and cost-effectiveness
[16], while IN718 exhibits high strength,
hardness, and oxidation resistance at elevated
temperatures [17]. The superior mechanical
performance of IN718 is attributed to the solid
solution-strengthening effects of elements such
as Mo and Nb [18]. Despite the advantages of
IN718, its higher cost motivates efforts to
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selectively apply it only where high
performance is required while using SS316L in
less critical regions. Both alloys share a face-
centered cubic (FCC) matrix structure (y phase),
predominantly alloyed with Fe, Cr, and Ni,
facilitating their compatibility in layered
deposition.

In this study, IN718 powder was deposited on
SS316L substrates through L-DED in six
different process conditions to examine the
effect of energy density on interface geometry
and dilution. The best combination of
parameters was selected and utilized to build
vertically deposited blocks of bimetallic
SS316L-IN718 as well monolithic SS316L,
monolithic IN718. The bimetallic samples were
examined by line-EDS and Vickers micro-
hardness profiling for determining the
composition and hardness transition at the
interface. Finally, we compared the tensile
properties of monolithic alloys and bimetallic
sample to evaluate bonding quality of the
bimetal. The objective of this study is to
establish a uniform process window for
fabricating defect-free bimetallic components
and to gain fundamental understanding for
future mechanical performance evaluation.

2. MATERIAL AND METHOD

In this study, spherical IN718 and SS316L
powder (45-153) produced via gas atomization
was used as the feedstock material for L-DED
processes. The chemical composition of the
IN718 and SS316L powders is provided in
Table 1. The deposition was fabricated using
Erlaser Hard+Clad L-DED system, which has a
diode laser (maximum power output of 4 kW)
and a 6-axis Kuka robotic arm. Argon gas was
used as both the shielding gas during the L-DED
process to protect the molten material from
oxidation and as a feeding gas. The focal length
between the laser head and the part was
maintained at 13 mm, resulting in a laser beam
spot diameter of approximately 3.5 mm. The
powder feed rate of 30 gr/min and the carrier
gas flow of 15 L/min were kept constant during
deposition. The study was conducted in two
main stages. In the first stage, single wall
bimetallic production was done by depositing
IN718 powder over the wrought SS316L
substrate under six different process parameter
sets, as shown schematically in Figure 1 (a). In
this stage, deposition was carried out in a single-
track, multilayer configuration. Six wall
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depositions were fabricated using varying
combinations of laser power (1000, 1300,
1400W) and scan speed (11, 14 mm/s) to
investigate the influence of energy density,
calculated by Equation (1), on wall geometry,
dilution at the interfacial zone, and deposition
quality. The images of the produced single walls
and the values of the parameters used for the
process are shown in Figures 1(b) and (c),
respectively. The ranges of parameters used for
this stage were based on results from our
preliminary tests. The linear energy density was
calculated using the following expression:

Energy density (J/mm )=§ (D
where P is laser power (W), and V is scan speed
(mm/s). The optimal parameter set was
identified based on optical microscope
inspection. Before inspection, the samples were
ground using SiC papers of 240-2500 grit size
and polished using 6, 3, and 1 um diamond
solutions. Optical microscopy was employed to
observe bonding geometry, microstructural
features, and the presence of any defects such as
porosity or cracks. The parametric set that
exhibited optimal dilution [10] and stable
geometries with no defect formation was
selected as the optimum [19,20].

In the second stage of the study, bimetallic
blocks were deposited entirely using L-DED,
starting with SS316L powder and followed by
IN718 powder. All blocks produced in this stage
were fabricated with the same parameter set,
which was selected as the optimal parameter set
from single-wall productions. These blocks
were used to investigate the bonding quality of
SS316L-IN718 bimetallic interfaces through
mechanical tests. Energy-Dispersive
Spectroscopy (EDS) was utilized to verify
bimetallic production through line elemental
composition measurements. Vicker’s
microhardness measurements were performed
using a 100 g force and a dwell time of 10
seconds with an AMH 55 (Leco Corporation,
USA). In addition to bimetallic SS316L-IN718
blocks, monolithic form of SS316L and IN718
were produced to compare the tensile
properties. Each block consisted of three
vertically aligned tensile bars, fabricated with
110 layers to reach a total height of 82.5 mm,
with a wall thickness of 6 mm and width of 50
mm, as shown in Figure 2. The geometries of
the tensile specimens conformed to ASTM ES8
standards, with a gauge length of 33 mm and a
thickness of 2 mm (Figure 3). The tensile test
was conducted at a constant strain rate of 0.015
mm/min using a Shimadzu Autograph 100 kN
tensile test machine.

Table 1. Chemical composition (wt. %) of IN718 and SS316L powder

Material Fe Cr Ni Mn Mo Nb Si C Co Ti
SS316L Bal. 17 12 2 2 - 0.1 0.03 - -
IN718 Bal. 19 54 0.35 3 5 0.15 0.05 0.06 1

Bimetallic
interfacial
zone

b)

L-DED IN718

Label Power Speed

W) (mm/s)
S316L 5-1 1000 11
Substrate g 5-2 1300 11
5-3 1400 11
S-4 1000 14
S-5 1300 14
{ 5-6 1400 14

P

Figure 1. Single wall fabrication of IN718 on wrought SS316L substrate to form bimetallic interface via L-
DED: (a) Schematic view of bimetal fabrication by IN718 deposition on wrought SS316L substrate, (b) Single
wall depositions with different sets of parameters, which are cut with Electrical Discharge Machine (EDM) to

inspect cross-section geometry, c) the process parameter matrix used for single wall depositions.
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Scan direction
——

Bimetal
block | gs316L

Figure 2. Vertical blocks fabrication in the form of IN718-SS316L bimetals via L-DED (a) Schematic view of
bimetallic fabrication by IN718 deposition on L-DEDed SS316L, (b) front view of SS316L-IN718 bimetallic,
and monolithic SS316L, IN718, (c) top view of SS316L-IN718 bimetallic, and monolithic SS316L, IN718.

w=50 mm

3bead sl -~ 10.00
1=6 mm : 7

36.00

110 layer
82.50 mm

75.00

33.00

Figure 3. Schematic illustration of the vertical
block fabricated via L-DED used for tensile
specimen subtraction and test specimen geometry

3. RESULTS AND DISCUSSION

3.1. Single Wall Deposition

To investigate the effect of energy density on
the interfacial quality and wall geometry of
IN718 deposition on wrought SS316L
substrate, single-wall  depositions  were
performed using six different combinations of
laser power and scan speed. The resulting
energy densities ranged from 71.43 to 127.27
J/mm, as shown in Table 2. Cross-sectional
views of the walls, including the interface area
between IN718 deposition and SS316L
substrate, were obtained by sectioning the
samples perpendicular to the scanning
direction. The penetration depth and width of
the SS316L and IN718 interfaces were
measured using ImageJ software applied to
micrographs obtained from the optical
microscope. The dilution ratio, which is a
crucial parameter that determines the
intermixing of materials at the interface, was
calculated using Equation (2).
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Dilution = —— 2)
D+H

where D is the penetration depth into the

SS316L substrate and H is the height of the first

layer of deposited IN718 above the substrate.

As depicted in Figure 4, the interface
geometries were affected by the energy density
values, leading to distinct dilution ratios. Higher
energy density resulted in greater melting of the
base material (SS316L), leading to increased
mixing with the deposited material (IN718).
The maximum dilution of 38.3% was observed
in sample S-3, which had the highest energy
density (127.27 J/mm), indicating significant
substrate melting and mixing. In addition to
increased dilution, excessively high energy
densities can cause over melting, leading to
unwanted changes in material properties and the
vaporization of alloying elements [21].
Conversely, a lower energy density contributed
to reduced dilution, resulting in less mixing of
the composition and properties between the
base and deposited materials. The lowest
dilution of 16.3% occurred in sample S-4,
which had the lowest energy density (71.43
J/mm). However, relatively low energy density
could result in insufficient fusion and the
presence of unmelted powder near the interface,
as shown in samples S-4 and S-5. This
inadequate fusion increases the risk of defects,
such as pores, which can have a detrimental
impact on the mechanical properties and long-
term performance of components. Maintaining
a balanced energy density is essential for
preventing both over-melting and lack of fusion
defects. The energy density values between 90-
100 J/mm resulted in an optimal balance
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between dilution values of 18-20%, and defect-
free deposition in agreement with the previous
study by Kas et al. [22]. These values produced
clean fusion zones without excessive melting of
the base material, thereby preserving
compositional gradients and minimizing the
occurrence of fusion-induced fabrication
defects.

In addition to dilution, the wall height and width
of the IN718 deposition were evaluated to
assess deposition quality, as shown in the
optical microscope images in Figure 5. The
highest wall height (8.96 mm) was achieved at
sample S-1 with energy density of 90.91 J/mm,

producing a stable wall with good geometric
integrity. The widest wall (2.8 mm) was
achieved at sample S-3 with energy density of
127.27 J/mm. Although higher energy densities
led to wider depositions, they also introduced
potential issues such as melt pool instability and
over-broadening of the deposited path [23]. The
sample S-6 exhibited a good compromise
between build height, dilution, and structural
integrity. In particular, it resulted in a height of
8.3 mm, a width of 2.6 mm, and a dilution of
20.2%, with no signs of unmelted powder or
porosity, demonstrating that it is the best
parameter.

Table 2. Process parameters, energy density, wall height, width, and dilution results for single-wall depositions.

“ Power (W) Speed (mm/s) Energy Density Height (mm) Width (mm) Dilution (%)
(J/mm)
S-1 1000 11 90.91 8.96 2.65 18.4
S-2 1300 11 118.18 8.8 2.7 34
S-3 1400 11 127.27 8.7 2.8 38.3
S-4 1000 14 71.43 7.6 2.5 16.3
S-5 1300 14 92.86 7.9 2.55 19.3
S-6 1400 14 100 8.3 2.6 20.2
Power (W)
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Figure 4. Cross-sectional OM images of the interfacial zone between IN718 deposition and wrought SS316L
substrate were obtained at varying scan speeds and laser powers.
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Figure 5. OM images of IN718 single-wall
deposition fabricated on wrought SS316L substrate
via L-DED, using varying scan speed and laser
power.
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3.2. Bimetallic Block Deposition

The mechanical and  microstructural
characterizations investigated in this section
were performed on bimetallic and monolithic
blocks fabricated using the process parameter
set of sample S-6 (1400 W, 14 mm/s, 100
J/mm), which was identified as the optimal
parameter set, as discussed in Section 3.1. The
other parameter sets were excluded from further
block fabrication due to observed issues such as
excessive dilution, melt pool instability, or the
presence of unmelted powder to save time and
cost by prioritizing the most promising
parameter set. Hence, further mechanical tests
were conducted only for the optimal parameter
set.
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To investigate the composition change and
elemental diffusion, the line EDS measurement
was done on bimetallic SS316L-IN718 block.
The line EDS result revealed a transition zone
between the SS316L and IN718 materials, as
shown in Figure 6. Specifically, a progressive
decrease in Fe concentrations was observed in
this region. Simultaneously, Ni, Nb, and Mo
contents increased consistently, reflecting the
compositional shift toward the IN718 alloy.
This region spanned nearly 4 mm,
corresponding to 5 to 6 deposited layers based
on the layer thickness of 0.75 mm. Similarly,
Grandhi et al. reported comparable elemental
interdiffusion in cobalt-nickel bimetallic
interfaces fabricated via L-DED, attributing this
to convective flow within the melt pool [24].
The gradient structure between SS316L and
IN718 is attributed not only to melt pool mixing
and dilution during deposition but also
potentially to the residual SS316L powder
within the powder convey line, which was fed
during the early stages of IN718 deposition.

%
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Figure 6. Elemental composition profile of the
SS316L-IN718 bimetallic sample, which was
obtained across the build direction.

Micro-hardness testing was performed across
the interfaces from the SS316L region to the
IN718 region to evaluate the hardness variations
resulting from the composition change. The
hardness profile along the cross-sections of the
SS316L-IN718 interfaces was given in Figure
7. The hardness of the SS316L—IN718 bimetal
exhibited a gradual increase across the
interface, indicating that, despite the nominally
abrupt change in material composition,
substantial elemental interdiffusion took place
at the interface during the deposition process. Ji
et al. reported that a compositional diffusion
across the interface facilitates a smoother
transition, effectively —minimizing stress
concentrations that could otherwise degrade
mechanical integrity and interfacial
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performance [25]. The SS316L region exhibited
hardness of 200-220 HV, consistent with its
single-phase austenitic matrix. As the transition
zone approached, a noticeable increase in
hardness was observed, reflecting the change in
composition. Within the transition zone,
hardness values increased to 260-280 HV,
highlighting the influence of alloying element
interdiffusion and potential formation of fine
secondary phases. The absence of abrupt
hardness fluctuations across the transition zone
suggests that the thermal profile induced by the
selected process parameter set enabled gradual
elemental diffusion while suppressing the
formation of brittle intermetallic phases. The
IN718 region exhibited the highest hardness
values, ranging from 260 to 300 HV, which is
typical for the as-deposited IN718 alloy due to
solid solution and precipitation hardening of
secondary phases.

320

300 _

280 Vi B A TER R S THY 7 2
S
260
=
2240
=220
=
=200 1
180

SS316L Region
Transition Zone
IN718 Region
Avg. hardness

160

0 1:] le) 3‘0 -I;] 5;) 6’0 'IO 80
Distance (mm)
Figure 7. Hardness profile along the cross-section

of the SS316L-IN718 bimetallic sample.

The mechanical properties of the SS316L-
IN718 bimetallic interface were evaluated
through tensile testing, and the results are
presented in Figure 8. The monolithic
counterparts of bimetal were also tested to
compare the results.

— IN718
—— Bimetal
— SS316L

800

600 4

400 4

Stress (MPa)

200

T T T T T
0.00 0.05 0.10 0.15 0.20 0.25

Strain (mm/mm)
Figure 8. Stress—strain curves of SS316L, IN718,
and SS316L-IN718 bimetallic specimens.
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As shown in Table 3, the bimetallic sample
exhibited a yield strength of 268.88 = 20 MPa,
a tensile strength of 462 + 12 MPa, and an
elongation of 19.6 + 0.8%. These values fall
between those of SS316L and IN718,
confirming the successful integration of the two
dissimilar materials. Mechanical properties of
the bimetallic sample were comparable to
SS316L in terms of yield and ultimate strength,
but with lower total elongation. The cause of the
decrease in ductility was that half of the gauge
length consisted of IN718, which has less
inherent elongation capability compared to
SS316L. The study by Lu et al. also showed
elongation values between 16% and 21% for L-
DED fabricated SS316L/IN718 functionally
graded materials in the as-built and heat-treated
conditions [26]. The necking and fracture
occurred in the SS316L part of the bimetallic
sample, indicating that the interface was
stronger than the SS316L base alloy. The reason
for the strong bonding between the parent alloys
could be attributed to the gradual hardness
transition and the absence of sharp
compositional changes, which minimizes stress
concentration at the interface. A ductile fracture
mode was observed, with no signs of interfacial
delamination or premature failure, validating
the mechanical integrity of the bonding zone.

Table 3. Tensile properties of the bimetallic
SS316L-IN718 sample and its parent alloy

counterparts.
Sample Yield Tensile Elong.
Strength Strength (%)
(MPa) (MPa)
Bimetal 268.88+20 462+12 19.6 =
0.8
SS316L 280.5+ 18 465 + 15 20.8 £
0.5
IN718 547.5+13 820 + 14 17.3+
0.7
4. CONCLUSION
In this study, SS316L-IN718 bimetallic

structures were fabricated using L-DED by
depositing IN718 on wrought SS316L and fully
deposited SS316L-IN718 blocks. The effects of
processing parameters on the interfacial quality
and the mechanical performance of the
bimetallic interface were investigated. In the
first stage of the study, single wall depositions
of IN718 on wrought SS316L were performed
with various combinations of laser power and
scan speed. The experimental results revealed
that both dilution ratio at the interface and wall
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geometry were significantly dominated by
energy density. An optimum energy density
range of 90-100 J/mm was established to
achieve steady deposition with good bonding,
regulated dilution (~18-20%), and Ileast
geometric distortion. In the second stage of the
study, vertically built blocks were fabricated by
using the parameter set of sample S-6 to inspect
mechanical integrity and compare tensile
properties of bimetallic samples with their
monolithic counterparts. EDS line scanning
along the SS316L-IN718 interface confirmed a
smooth elemental transition over a 4 mm region.
Micro-hardness measurements revealed a
continuous transition from a hardness of ~210
HV in the SS316L region to a hardness of ~300
HV in the IN718 region without the presence of
any defect-related degradation at the interface
zone. Tensile testing revealed that the yield
strength and ultimate strength of the bimetallic
sample are 268.88 + 20 MPa and 462 + 12 MPa,
respectively, in good agreement with SS316L.
Elongation of bimetal is lower than SS316L but
higher than IN718, and the fracture occurred on
the SS316L side with noticeable necking and
ductile behavior, demonstrating good interfacial
bonding. The uniform hardness profile, absence
of interface defects, and robust mechanical
integrity confirm that the L-DED process can be
used to fabricate functional SS316L-IN718
bimetallic components for  structural
applications.
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ABSTRACT

Heart failure remains a leading cause of morbidity and mortality worldwide, necessitating advanced
tools for early risk prediction. This study presents an interactive, machine learning-driven web
application designed to predict heart failure outcomes using clinical data. Leveraging the heart failure
clinical records dataset (n=299), the application integrates a comprehensive suite of fifteen diverse
predictive models, encompassing traditional/statistical-based algorithms, instance-based and
probabilistic methods, various tree-based and ensemble techniques, and neural networks within an
intuitive Shiny framework. Key features include exploratory data analysis (correlation matrices, feature
importance), model training, and real-time risk prediction with customizable patient parameters. The
system employs stratified cross-validation (10-fold) for robust evaluation and achieves impressive
performance, with top-performing models exhibiting test set Area Under Curve values exceeding 0.85,
alongside high scores in accuracy, sensitivity, specificity, and F1-score. By combining clinical variables
such as ejection fraction, serum creatinine, and follow-up time, the tool demonstrates how interactive
machine learning platforms can enhance clinical decision-making. The open-source R-Shiny
implementation provides immediate visual feedback, model interpretability features, and a template for
extending predictive analytics to other medical domains. This work bridges the gap between statistical
modeling and clinical application, offering both a prognostic tool and an educational resource for data-
driven cardiology.

Keywords: Heart Failure Prediction, Machine Learning, Clinical Decision Support, R-Shiny.

1. INTRODUCTION In-recent years, the increasing availability of
Heart-failure (HF) is a chronic and progressive large datasets in medicine and advancements in
cardiovascular disease where the heart is unable computing technologies have opened up
to pump enough blood to meet the body’s needs significant opportunities for applying machine
[1]. Affecting millions globally, HF represents learning (ML) techniques in healthcare. ML
a significant health challenge associated with algorithms can analyse complex medical data,
high morbidity and mortality rates, severely such as clinical findings, laboratory results, and
diminishing patients’ quality of life and imaging data, to uncover hidden patterns and
imposing a substantial burden on healthcare relationships, providing valuable insights for
systems [2]. Early diagnosis, accurate prognosis tasks like disease diagnosis, predicting patient
prediction, and the determination of effective prognosis, and identifying risk factors that may
treatment strategies are critically important in influence disease progression. Particularly in
managing HF patients. However, the complex the field of HF, ML models hold the potential to
pathophysiology of HF and the variability of the analyze patient data to predict the presence of
disease among individuals can make precise the disease, forecast patient survival
diagnosis and prognosis challenging using probability, and pinpoint risk factors.

traditional clinical methods.
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A review of the literature clearly indicates a
significant increase in the number of scientific
publications addressing both ML and HF over
the years. As illustrated in Figure 1, research
interest in this area has grown considerably,
especially in recent years. This trend vividly
demonstrates the increasing acceptance and
potential of ML techniques in HF research.
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Figure 1. Trend of publications in HF and ML
research

The literature frequently reveals the use of
various ML algorithms for different prediction
and classification tasks related to HF. These
algorithms play a significant role in
understanding, diagnosing, and predicting the
prognosis of the disease.

A substantial portion of ML studies related to
HF has focused on predicting the presence of
the disease or forecasting patients’ survival
probability. For instance, [3] predicted the risk
of death in HF patients using RF and Binary
Particle Swarm Intelligence methods. [4], on the
other hand, analysed the performance of
Ensemble ML methods for predicting the
survival of patients diagnosed with HF.
Similarly, [5] proposed an ML-based approach
to detect the survival status of HF patients. [6]
also conducted an application using
classification-based ML  algorithms for
predicting the survival of HF patients. Among
more recent work, [7] developed time-adaptive
ML models to predict the severity of HF with
Reduced Ejection Fraction.
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Researchers have employed a variety of ML
algorithms in HF studies, including Linear
Regression (LR) [4], [8-10], Support Vector
Machine (SVM) [6, 7, 11], Decision Tree (DT)
[12], Random Forest (RF) [13], Artificial
Neural Network (ANN) [14-15], and Naive
Bayes (NB) [16]. The performance of these
algorithms is typically evaluated using standard
metrics such as accuracy, precision, recall, F1-
score, and Area Under the Curve (AUC) [7],
[10], [17-19]. Some studies have aimed to
compare the performance of different
algorithms on the same dataset. For example,
[9], [20] conducted a comparison of different
ML classification algorithms for cardiovascular
disease prediction. [10] examined the
performance comparison of various ML
algorithms in the early diagnosis of HF. [21]
presented a comprehensive study evaluating the
performance of different types of ML methods
categorized into Tree, Meta, and Function
categories for HF prediction. The use of web-
based analytical tools [22] and ML applications
shows significant potential not only in heart
failure prediction but also in other health
domains, such as estimating COVID-19
mortality [23] in Turkey.

While the datasets used vary, many studies have
preferred publicly available datasets such as the
Kaggle or University of California Irvine ML
Repository. Nevertheless, some research has
been conducted on specific clinical datasets.

Studies within the existing literature clearly
demonstrate the strong potential of ML in the
field of HF. However, the relative performance
of different algorithms on specific datasets and
their potential for clinical application remain an
active area of research.

This study aims to contribute to the field by
deeply analyzing the performance of various
ML models, including or in comparison with
previously used algorithms, on a specific
dataset. In particular, comparing the strengths
and weaknesses of different model types can
help in making more informed choices for the
development of future clinical decision support
systems. Therefore, specifically aims to
compare the performance of different ML
models in predicting heart failure outcomes and
to evaluate their potential for integration into
clinical decision support systems. Utilizing a
relevant and up-to-date dataset, we will train,
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test, and compare various ML algorithms based
on established performance metrics. The
findings from this research are expected to
contribute to the development of ML-based
decision support systems [24], thereby
facilitating more effective management of HF
patients.

2. MATERIAL AND METHOD

In this study, ML models were used to predict
the occurrence of deaths in patients with HF.
Details of the dataset used, algorithms applied,
and the developed R-Shiny platform are
described below.

2.1. Dataset

The Heart Failure Clinical Records Dataset
comprises clinical information from 299
patients with HF. It contains 12 clinical features
and the target variable, “DEATH_EVENT”.
The features included in the dataset are; age,

anaemia  status  (anaemia),  creatinine
phosphokinase level
(creatinine _phosphokinase), diabetes status

(diabetes), left ventricular ejection fraction
(ejection_fraction), high blood pressure status

(high_blood pressure), platelet count
(platelets), serum creatinine level
(serum_creatinine), serum sodium level
(serum_sodium), sex, smoking  status

(smoking), and follow-up time (time). The
target variable, DEATH EVENT, is a binary
variable (yes/no) indicating whether the patient
passed away during the follow-up period.

Prior to model development, a comprehensive
exploratory data analysis was conducted to
understand the distribution of each feature and
the relationships between them. As part of this
analysis, the pairwise Pearson correlation
coefficients among all independent clinical
features were calculated and are presented as a
heatmap in Figure 2. This visualization allowed
for the identification of potential linear
relationships between variables, which is
crucial for understanding the underlying
structure of the dataset and for addressing issues
such as multicollinearity in subsequent
predictive modeling. For instance, the Figure
highlights a notable moderate positive
correlation between “sex” and “smoking”
(r=0.45), suggesting a potential gender-specific
association with smoking status within this
patient cohort. Other weaker correlations, such
as the slight positive association between ‘age’
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and “serum_creatinine” (1=0.16) or the weak
negative correlation between “age” and “time”
(r=-0.22), were also observed. While these
correlations do not imply causation, they
provide  valuable insights into  the
interdependencies of the clinical parameters and
informed the subsequent stages of feature
selection and model building, ensuring
robustness and interpretability of the derived
models.
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high_blood_pressure 0.08 0.04 -0.07 -0.01 n.nz. 0.05 0.00 0.04 -0.10 -0.06 -0.20
platelets

-0.05 -0.04 0.02 0.09 0.07 0.05 -0.04 0.06 013 0.03 0.01

serum_creatinine 0.16 0.05 -0.02 -0.05 0.01 0.00 -0.04 -0.19 0.01 -0.03 -0.15

serum_sodium 0,05 0.04 0.06 -0.09 0.18 0.04 0.06 -0.19) 0.03 0.00 009 | [04

SexX 0.7 -0.08 0.08 -0.16 -0.16 -0.10 -0.13 0.01 -0.03

SMOKING  0.02 -0.11 0.00 -0.15 0.07 -0.06 0.03 -0.03 0.00 0.45;

fime .0.22 .0.14 -0.01 0.03 0.04 -0.20 0.01 -0.15 0.09 -0.02 -0.02]

Figure 2. Feature correlation matrix

As illustrated in Figure 3, the RF feature
importance analysis highlights time as the most
influential predictor of death events in HF
patients, with an importance score that
markedly exceeds all other variables. This
finding suggests that the duration of patient
follow-up is a critical determinant of mortality
risk, likely reflecting survival time as a proxy
for event occurrence. Serum creatinine and
ejection fraction emerge as the second and third
most important predictors, reinforcing their
established roles as indicators of renal
dysfunction and cardiac  performance,
respectively, both of which are key prognostic
factors in HF. Variables such as age, platelets,
creatinine phosphokinase, and serum sodium
show moderate predictive value, implying their
supplementary relevance. Conversely, features

including high blood pressure, anaemia,
smoking, sex, and diabetes contribute
minimally, indicating limited independent

prognostic utility after controlling for more
dominant clinical factors. Thus, the Figure
provides a data-driven hierarchy of risk factors
that corroborates clinical expectations and
enhances our understanding of variable
importance in HF prognosis.
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Figure 3. RF feature importance graph

2.2. Machine Learning Algorithms
In this study, various ML algorithms were
compared to predict death events due to HF.
The selected algorithms represent different
learning approaches. The 15 different ML
algorithms evaluated are listed below:

LR was introduced by David Cox in 1958 as a
method to model binary outcomes using the
logistic function, building on earlier work by
Joseph Berkson in the 1940s who coined the
term “logit” [25]. It models the log-odds of a
binary response as a linear function of predictor
variables, and it remains foundational in
epidemiology and biomedical sciences.

Linear Discriminant Analysis (LDA) was
developed by Ronald A. Fisher in 1936 as a
method to find a linear combination of features
that best separates two or more classes. It is
widely used in pattern recognition and statistics
for dimensionality reduction and classification
[26].

QDA is an extension of LDA that emerged later
as statisticians  generalized discriminant
analysis to relax the assumption of equal
covariance matrices [27].

K-Nearest Neighbor (KNN) was first described
by Evelyn Fix and Joseph Hodges in 1951 as a
non-parametric method for pattern
classification [28]. It gained prominence after
Thomas Cover and Peter Hart formalized its
statistical properties in 1967 [29].

NB classifiers stem from Bayes’ Theorem
proposed by Thomas Bayes in the 18th century.
The “naive” assumption of conditional
independence was formalized and applied in
pattern recognition and information retrieval
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starting in the 1950s, with early notable
applications in text classification by Maron in
1961 [30].

DT gained traction through the Classification
and Regression Trees (CART) framework
developed by Leo Breiman, Jerome Friedman,
Richard Olshen, and Charles Stone [31]. The
CART methodology popularized recursive
partitioning for classification and regression
tasks.

RF was introduced by Leo Breiman in 2001 as
an ensemble learning method that aggregates
predictions of multiple decision trees to
improve accuracy and reduce overfitting [32].

BT Bagging, short for Bootstrap Aggregating,
was introduced by Leo Breiman in 1996 as a
method that enhances the stability and
predictive accuracy of ML algorithms by
reducing variance through the aggregation of
multiple bootstrapped models. This ensemble
technique is particularly effective when applied
to high-variance models such as decision trees
because it combines the predictions of several
models trained on different subsets of the data
to improve overall performance and mitigate
overfitting [33].

Fast Random Forest (FRF) is a fast
implementation of RF introduced by Marvin N.
Wright and Andreas Ziegler in 2017, optimized
for high-dimensional data and genome-wide
association studies [34].

Gradient Boosting Machine (GBM), the
concept of boosting was introduced by [35] and
further advanced by [36]. The specific
formulation of gradient boosting was developed
by [37], which generalized boosting algorithms
using gradient descent techniques.

SVM was developed by Vladimir Vapnik and
Alexey Chervonenkis in the 1960s, and
popularized in the 1990s through Vapnik’s
extensive work [38]. The introduction of kernel
functions, including the Radial Basis Function,
extended its applicability to non-linear
problems.
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ANN, the foundational idea of artificial neural
networks was introduced by Warren McCulloch
and Walter Pitts in 1943. The modern,
multilayer perceptron model and
backpropagation algorithm were popularized by
[39].

XGBoost, short for “Extreme Gradient
Boosting” was introduced by Tianqi Chen and
Carlos Guestrin in 2016 as a scalable and

regularized gradient boosting framework
optimized for efficiency and predictive
performance [40].

GLMNET was introduced by Hui Zou and
Trevor Hastie in 2005 as a regularization
technique that combines the strengths of LI
(Lasso) and L2 (Ridge) penalties to handle
correlated predictors [41].

Table 1. Evaluation metrics

Metric Definition Formula

Accuracy The ratio of correctly classified instances (both positive TP +TN

and negative) to the total number of instances. TP+TN+FP+FN
Sensitivity (Recall) The proportion of actual positive cases (patients who TP

passed away) that were correctly identified by the model. TP +FN
Specificity The proportion of actual negative cases (patients who did TN

not pass away) that were correctly identified by the model. TN + FP
Precision The proportion of predicted positive cases that are actually TP

positive. TP+ FP
F1 Score The harmonic mean of Precision and Sensitivity, serving Precision * Sensitivity

as a balanced measure of model performance, especially in

imbalanced datasets.

*
Precision + Sensitivity

2.3. R-Shiny Application Description

The structure and workflow of the R-Shiny-
based application are illustrated in Figure 4. As
depicted, the system initiates with dataset
loading and preprocessing, and then branches
into multiple functional tabs, each dedicated to
a specific aspect of the machine learning
pipeline, including data exploration, model

training, evaluation, prediction, and
interpretability.
Application Launch
Load Datasert:
heart_failure_clinical_records_datarser
17 Tab Navigation Tj
Data Model Model Model
Explorer Training Comparison Explanations
Display Select Comparison Decision
Data Table Algorithms Table Tree
Parameter Visualizatio
Correlation
Matrix Input: Seed, 5. Rerjomarioa Logistic
CV Folds, Comparison b> Regression
Train/Test Flot Formula &
Split . Coefficient
Display Plot
Model * Prediction
Training Output

Risk
Predictor

User
> Input
Intertace

Generate
» Predictions

for All

Models

Figure 4. Workflow of R-Shiny based application
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3. RESULTS AND DISCUSSION

For model training and performance evaluation,
the dataset was split into two parts: 90% for
training and 10% for testing. This split ensures
that the models are tested on an independent
dataset they have not seen during training,
allowing for a more accurate estimation of their
generalization capabilities. A fixed random
seed value was used to reduce variations in
results caused by randomness in data splitting
and model training.

During the model training phase, 10-fold cross-
validation was applied to estimate model
performance more reliably and to optimize the
algorithms’ tuning parameters. In cross-
validation, the training portion of the dataset
was divided into 10 equal parts; in each
iteration, one part was held out for validation
while the remaining nine parts were used for
training. This process was repeated 10 times,
and the average performance was recorded. The
optimal tuning parameters for the models were
determined by selecting the combination that
yielded the highest Area Under the ROC Curve
(AUC) value from the cross-validation results.
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The performance of the trained ML models was
evaluated on the independent test dataset using
various metrics. These metrics provide
information about the models’ prediction
accuracy and classification abilities:

Upon analyzing the experimental results, it is
evident that the ML models exhibited varying
levels of success in predicting the HF death

event. The evaluation conducted on the
independent test dataset (Table 2) revealed that
several models demonstrated superior overall
performance. Specifically, GLM, LDA, GBM,
SVM Linear, and GLMNET achieved the
highest overall performance metrics, with
Accuracy (96.6%) and F1 Score (97.6%)
reaching and, respectively.

Table 2. Performance Evaluation Of Different M1 Models

Algorithm Accuracy
LR 0.966
LDA 0.966
GLMNET 0.966
GBM 0.966
SVM Linear 0.966
XGBoost 0.931
RF 0.931
FRF 0.931
SVM Radial 0.897
BT 0.897
DT 0.862
NB 0.828
NN 0.828
QDA 0.793
KNN 0.586

Sensitivity Specificity F1_score
1 0.889 0.976
1 0.889 0.976
1 0.889 0.976
1 0.889 0.976
1 0.889 0.976
1 0.778 0.952
1 0.778 0.952
1 0.778 0.952

0.95 0.778 0.927
0.95 0.778 0.927
0.85 0.889 0.895
0.95 0.556 0.884
0.75 1 0.857
0.95 0.444 0.864
0.8 0.111 0.727

A particularly significant finding for these top-
performing models is their Sensitivity value of
1.00 on the test set, indicating that they correctly
identified

all the death cases in the test dataset. This
highlights their substantial potential for
identifying high-risk patients in a clinical
setting. Other robust models, such as RF, FRF,
and XGBoost, also performed strongly, with
Accuracy (93.1%) and F1_Score 95.2%. These
models also achieved a Sensitivity of 1.00,
though their Specificity (77.8%) was slightly
lower than that of the leading group.

The interpretable nature of the LR model, as
shown by its equation (Equation 1) and
coefficient plot (Figure 5), provided clear
insights into the direction and magnitude of the
relationship between individual clinical factors
and the log-odds of death, largely aligning with
clinical understanding of HF prognostic
indicators.
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The LR Coefficients plot:

Logit(p) = 9.23 + 0.041 * age — 0.05 *
anaemia + 0.206 * diabetes — 0.077 *
ejection_fraction — 0.003 *
high_blood_pressure + 0.667 *
serum_creatinine — 0.058 x
serum_sodium + —0.485 x sex —

0.041 * smoking — 0.019 * time (D

b
Coeficient

Figure 5. LR coefficient plot
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This plot scientifically visualizes the estimated
coefficients of the LR model, quantifying the
linear association between each clinical feature
and the log-odds of the HF death event, holding
other variables constant. Features with positive
coefficients, represented by bars extending to
the right (notably serum creatinine and
diabetes), indicate an increased log-odds, and
thus an increased probability, of mortality as
their values increase. Conversely, features with
negative coefficients, shown by bars extending
to the left (such as sex and ejection fraction),
suggest a decreased log-odds of death with
increasing values or different categories,
highlighting their protective or inverse
relationship with mortality risk in this model.
Features with coefficients close to =zero,
indicated by bars near the central axis,
demonstrate a minimal linear impact on the log-
odds of death when considered alongside other
predictors in the model. This visual
representation is crucial for interpreting the
model’s internal structure, revealing which
clinical factors are most strongly associated
with the outcome and in what direction, thereby
contributing to the scientific understanding of
feature-outcome relationships within this
specific linear framework.

Figure 6 illustrates the constructed DT model,
which clearly identifies key clinical features and
their respective thresholds in predicting patient
outcome. The tree’s root node initiates with
“time”, indicating that patients with a follow-up
time less than 74 days (time<74) enter a distinct
risk  pathway. Within this  subgroup,
“gjection_fraction” emerges as the next crucial
predictor: patients with
“gjection_fraction>=33" exhibit a remarkably
low mortality rate of 6% (representing 54% of
the total dataset), suggesting this as the lowest-

risk cohort. Conversely, for those with
“gjection_fraction<33”, the “serum_creatinine”
level becomes decisive; patients with

“serum_creatinine>=1.4" face a high mortality
rate of 65% (comprising 9% of the dataset),
identifying this as a particularly high-risk group
characterized by shorter follow-up, reduced
ejection fraction, and elevated serum creatinine.
Intriguingly, patients with a follow-up time of
74 days or more (time>=74), constituting 26%
of the dataset, show a high mortality rate of
81%. This highly interpretable structure allows
clinicians to rapidly identify specific patient
subgroups based on these key clinical
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parameters and their thresholds, facilitating
more informed prognostic assessments.
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Figure 6. Visual representation of the DT model
for predicting death event

Regarding computational efficiency, the
training duration analysis (Figure 7) showed
that ensemble methods like XGBoost, Ranger,
and RF generally required longer training times
compared to simpler models such as LR, LDA,
and KNN. This suggests a trade-off between
model complexity/training  time and
performance, which is a crucial consideration
for practical deployment.

Seoonds

Figure 7. Model training duration

The developed R-Shiny application serves as a
practical tool to leverage these trained models
in a clinical context. Figure 8 provides an
overview of the R-Shiny application’s user
interface, specifically showcasing the “Data
Explorer” tab which facilitates initial data
inspection and preliminary feature review.
Beyond data exploration, the application
integrates various functionalities such as model
training, detailed model analytics, and model
comparison. The “Risk Predictor” functionality,
for instance, allows users to input specific
patient clinical data and obtain instantaneous
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risk predictions from multiple models. This
feature demonstrates the potential of integrating
these ML models into a clinical decision
support system, offering healthcare
professionals an additional resource to aid in
risk assessment and decision-making by
providing predictions based on diverse
algorithmic perspectives.

Heart Failure Predictive Analytics Dashboard

Data Explorer |

age anaemia creatinine_phosphokinase diabetes ejection_fraction high_blood_pressure
1 7% 0 582 0 2 1
2 55 0 7861 0 38 0

3 65 0 146 0 20 0

8 60 1 315 1 60 0
9 65 0 157 0 65 0

10 80 1 123 0 35 1

Showing 1 to 10 of 299 entries

Figure 8. R-Shiny application user interface

4. CONCLUSION

This study successfully demonstrated the robust
potential of various ML models in predicting
heart failure outcomes, particularly death
events, by leveraging the Heart Failure Clinical
Records Dataset. My interactive, ML-driven
web application, developed within the intuitive
R-Shiny framework, served as a comprehensive
platform for evaluating fifteen diverse
predictive algorithms, encompassing
traditional/statistical-based methods, instance-
based and probabilistic methods, various tree-
based and ensemble techniques, and neural
networks.

The experimental results revealed that several
models, including GLM, LDA, GBM, SVM
Linear, and GLMNET, exhibited superior
overall performance on the independent test
dataset, achieving an Accuracy of 96.6% and an
F1_Score of 97.6%. A particularly significant
finding was the Sensitivity of 1.00 for these top-
performing models, indicating their exceptional
ability to correctly identify all death cases
within the test set. This highlights their
substantial promise for pinpointing high-risk
patients in clinical environments. Other robust
models like RF, Ranger, and XGBoost also
showed strong performance with 93.1%
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Accuracy and 95.2% F1 Score, alongside
perfect Sensitivity.

The application’s key features, such as
exploratory data analysis (including correlation
matrices and feature importance), model
training, and real-time risk prediction, illustrate
the practical utility of integrating these models
into clinical decision support systems. The
interpretability provided by models like LR and
DT offers wvaluable insights into the
relationships between clinical factors and
mortality risk, corroborating existing medical
understanding.

In conclusion, this work bridges the gap
between statistical modeling and clinical
application, providing both a prognostic tool
and an educational resource for data-driven
cardiology. The findings from this research are
expected to contribute to the development of
ML-based decision support systems, thereby
facilitating more effective management of HF
patients.

For future studies on this research topic, several
key areas warrant further investigation. From a
quantitative research perspective, future work
should involve validating these models on
larger and more diverse datasets, ideally from
multiple institutions or different geographic
regions, to enhance their generalizability and
external validity. This expansion would provide
more robust evidence of model performance
across varied patient populations. Conducting
prospective studies in actual clinical settings
will also be crucial to evaluate the real-world
impact and effectiveness of this interactive ML
platform in improving patient outcomes and
aiding healthcare professionals in their
decision-making processes, which involves
integrating the tool into clinical workflows and
assessing its utility in a live environment.
Additionally, quantitative research could focus
on the economic impact of using such decision
support systems, evaluating potential cost
savings related to early prediction and
optimized treatment strategies, and exploring
the integration of real-time data from wearable
health devices or continuous monitoring
systems to enhance predictive accuracy and
enable more dynamic risk assessments.
Conversely, qualitative research is also vital.
This includes understanding the perspectives of
healthcare professionals regarding the usability,
trustworthiness, and overall acceptability of
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ML-based clinical decision support tools
through interviews and focus groups, which
could explore barriers and facilitators to
adoption. Further qualitative research could
delve into the ethical considerations
surrounding the deployment of Al in clinical
settings, particularly concerning data privacy,
algorithmic bias, and accountability in decision-
making. Finally, understanding the specific
training and educational requirements for
clinicians to effectively utilize and interpret ML
model outputs is another crucial qualitative
research area. By addressing these quantitative
and qualitative research avenues, the field can
further advance the integration of ML into real-
world clinical practice for heart failure
management.
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ABSTRACT

This study involves a thorough investigation encompassing the comprehensive design, development,
topology optimization and power analysis of a mobile snow removal robotic system. The creation of all
subcomponents and assembly models was undertaken using Computer-Aided Design (CAD) tools. The
electronic hardware, including components such as batteries, Raspberry Pi, and motor drivers, were
selected. The assembly of these parts was then conducted, with the objective of integrating them into
the overall structure. Finite element analyses (FEA) were performed to evaluate the system's structural
strength and stability. The objective of topology optimization was to minimize the weight and energy
consumption of the mobile robot. As a result, an optimized structure achieving a 7% weight reduction
and 9% energy savings was developed. A novel feature of this study is the integration of a custom-
designed Python-based power analysis tool, enabling precise energy consumption comparison between
optimized and non-optimized structures. These combined methods demonstrate a significant
improvement over the existing snow removal robotic system.

Keywords: CAD-based Snow Removal Robot, Energy-Efficient Mobile Robot, FEA Simulation, Power
Consumption Analysis, Structural Lightweighting, Topology Optimization.

1. INTRODUCTION combinations can be chosen for terrestrial
There is no universally accepted definition of a conditions. In addition to conventional
robot. However, there are certain characteristics locomotion mechanisms, an  additional
and qualities that can be used to determine apparatus has been developed for biologically
whether a device or machine can be considered inspired robots, namely adaptive legs [5-7].

a robotic system. It is imperative that a robot be

capable of environmental awareness, mobility, In the context of ground mobile robotic systems,
and energy source utilization. If circumstances a range of mechanical structures and
require, it is important that the subject has the mechanical architectures have been put forward
intelligence to meet the necessary requirements for both academic and industrial research. The
[1-2]. Mobile robots have the capacity to classification of these structures is based on
execute a wide range of tasks that are typically three primary categories: W (wheeled), T
undertaken by humans. These tasks may include (tracked), and L (legged). In addition, four
surveillance, reconnaissance, patrol, hybrids have been derived from the network,
firefighting, search and rescue operations, namely LW (leg-wheel), LT (leg-track), WT
internal security, care work, and entertainment (wheel-track) and LWT (leg-wheel-track) [8-
[3-4]. Motion of robotic systems is highly 10].

dependent on the planned operating

environment. These operating environments Nowadays, computer-based and machine
can be categorized as air, water and terrestrial. learning tools have a pivotal role in the design,
While propellers and screws are generally more analysis and optimization of structures. Solid
useful for operation in aquatic and aerial modelling, utilizing CAD (Computer Aided
environments, wheels, tracks, legs and their Design) methodologies, enables designers to
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define components and assemblies,
subsequently employing the geometry for
simulations, analyses and prototyping.
Computer-aided engineering (CAE)
methodologies encompass virtual prototype
simulations and static, kinematic and dynamic
analyses [11-13].

Topology optimization is a commonly used
practice in product design processes including
the automotive and aerospace sectors. The aim
of topology optimization is to optimize material
distribution within a specified design space;
The objectives are to maximize the strength and
natural frequencies of the design while
decreasing the weight. In the optimization
process, the designed volume is divided into
smaller elements, a finite element analysis
(FEA) model is created, and boundary
conditions are respectively applied to perform
the FEA. During the analysis process, it is
observed that the elements show intermediate
density values. The values examined converge
to 1 or 0 through a penalization process where
the power law is used to penalize elements with
higher density [14-17]. The general process
diagram of topology optimization is presented
in Figure 1.

Material

(b)
Figure 1. (a) Interpolation (b) The general scheme
[13].

Two widely preferred methods for determining
the distribution of elements in topology
optimization are the Solid Isotropic Material
Penalization (SIMP) and the Evolutionary
Structural Optimization Technique (ESO).

The SIMP method calculates an optimum
material distribution within a given design

space for specific load cases, boundary
conditions, manufacturing constraints and
performance requirements. The density

distribution of the material within a design
space, denoted by p, is discrete and each
element is assigned a binary value. For each
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element, the assigned relative density may vary
between a minimum value, denoted by pmin,
and 1, thus allowing intermediate densities to be
allocated for elements characterized as porous
elements. It has been established that, due to the
perpetual nature of the material's relative
density, the material's Young's modulus in each
element is concomitant with continuous change.
The relationship between each element e and
the material's relative density factor, denoted as
pe, as well as the isotropic model's Young's
modulus of elasticity, denoted by Eo, is
calculated by means of a power law [14-15,18].

E(pe) = pf Eo

Where:

p: The density distribution of material

pe: For each element “e” the relation between
the material relative density factor

Eo: Young modulus of elasticity of the isotropic
material

e

The stress-based ESO method is typically
characterized by the utilization of von Mises
stress for the extraction process. Initially, a
piece of material of sufficient size to cover the
designated area of the final design is divided
into a fine mesh of finite elements. The
application of loads and boundary conditions is
a fundamental aspect of the analysis, which
involves the execution of a stress analysis
utilizing a finite element program. Given that
the structure is composed of numerous minute
components, the extraction of material can be
readily illustrated by any available method. The
stress level at each point can be measured by
calculating the average of all stress components.
In this context, the von Mises stress is one of the
most frequently used criteria for isotropic
materials. The von Mises stress is defined as
follows in the context of plane stress problems:

o™ = [ox2 + 6y? + oxoy + 312xy ()
In the context of the given problem, ox and oy
are defined as the normal stresses in the x and y
directions, respectively, and 7, is represented
as the shear stress. The stress level of each
element is determined by comparing the von
Mises stress of a7 element with the maximum
von Mises stress of the whole structure gmaex™.
At the conclusion of each finite element
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analysis, elements that satisfy the following
condition are eliminated from the model:

ogm
vm
Omax

< RRi

)

RRi is the current rejection rate (RR). The
commonly accepted limit value for RR is 25 %.
The finite element analysis and element
removal cycle is iterated using the same RRi
value until a steady state is attained. This
indicates that no additional elements are being
removed during the current iteration. At this
stage, the evolutionary rate (ER) is introduced
and added to the rejection rate. As the rejection
rate increases, it becomes evident that the finite
element analysis and element removal cycle are
reinitiated until a new steady state is attained
[19-20].

Given its proven effectiveness in reducing
weight and improving mechanical performance,
topology optimization is highly relevant for
mobile robotic systems that operate under
dynamic and energy-demanding conditions. For
snow removal robots reducing structural weight
enhances maneuverability on slippery and
uneven snow-covered terrain, which directly
impacts operational stability and control.
Additionally, minimizing energy consumption
is critical for ensuring sustained functionality in
cold environments, where power supply options
are limited and batteries suffer from decreased
efficiency. These factors make energy-aware
structural design a necessity rather than a
preference in such applications. Therefore,
applying topology-based methods in the
structural design of snow removal robots can
lead to lighter, more energy-efficient, and cost-
effective solutions.

The optimization techniques discussed such as
the Solid Isotropic Material Penalization
(SIMP) and Evolutionary Structural
Optimization (ESO) methods not only provide
a theoretical basis for optimal material
distribution but also serve as a practical guide to
achieving the key design goals of our system:
weight reduction, power savings, and structural
safety under real-world loads.

Sreeramoju et al. [21] conducted an
optimization study. They made a comparison
between three different materials. The objective
of this study was to provide a selection guide for
the material of the drone chassis.
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The composition of aluminum A356 T6,
aluminum 6061 and ABS plastic materials were
analyzed. The results showed that a 35%
reduction was gained through optimization.
Sobocki et al. [22] concentrated on an industrial
application example of topology optimization
for a spray tank bracket. The solid isotropic
punishing material (SIMP) method was
employed under static loads. The integration of
finite element analysis (FEA) and topology
optimization methodologies resulted in the
development of a structure that was both
lightweight and durable.

Yao et al. [23] demonstrated a static structural
analysis of load-bearing frames. In addition,
topology  optimization  processes  were
employed to improve the frame design for the
parameters of deformation and uniform stress
distribution. The results demonstrated that the
total mass, deformation and stress were 8.7%,
88.2% and11.7%, respectively.

Snow removal vehicles boast a wide array of
applications, along with the ability to swiftly
remove snow and exhibit exceptional
maneuverability [24]. The most common
vehicle used for snow removal is the snow
blower. In recent years, there has been a
significant increase in the use of robotic
systems. This development has led to the
creation of mobile systems designed
specifically for snow removal. The most
prominent product on the market for snow
removal is Snowbot. It is an autonomous snow
removal robotic system developed by Hanyang
Robotics [25].

Despite the growing interest in autonomous
snow removal systems, most existing solutions
rely on conventional structural designs without
optimization for weight or energy efficiency.
There is a lack of integrated approaches that
combine CAD modeling, finite element
analysis, topology-based structural refinement,
and power consumption evaluation in a unified
framework. This study addresses this gap by
proposing a holistic design and evaluation
methodology for a snow removal robot,
incorporating  both  structural  topology
optimization and a novel energy analysis tool
for real-time design feedback and improvement.
The present work is a research study for the
design and development of a snow removal
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robot system. The creation of the sub-
assemblies and the assembly model was
conducted using Computer Aided Design
(CAD) tools. Finite element analyses (FEA)
were used to evaluate the structural integrity
and stability of the system. Then, topology
optimization was applied to reduce the weight
and energy consumption of the snow removal
robot system. A power analysis tool was also
proposed to calculate and to compare the energy
consumption of structures.

2. MATERIALS AND METHODS

2.1. Design of the Snow Robotic System

In this section, the robotic structure was
designed using Fusion 360 software. The
components of the assembly, such as the bottom
frame, the brush cover module, and the crawler
structure, have all been created and assembled
correctly. The integration of hardware layouts
into the structure is a crucial aspect of the
process. The materials of the bottom-frame and
brush cover have been selected to be aluminum
6061. The structure was designed to be
modular, facilitating ease of assembly. The
assembled structure of the snow removal
robotic system is illustrated in Figure 2

Figure 2. The assembled structure of the snow removal robotic system.

Following the 3D design process, engineering
drawing documents including part list and
exploded view, and an overall dimension were
produced. Those documents were useful for
identifying and sourcing the required parts and
hardware. Two DC wiper motors of 24V, 20A,
8 Nm torque and 60 rpm were selected to move
the robotic system. An appropriate assembly
and layout of the crawler modules was
designed. The motion control unit was designed
with two motor driver boards with a maximum
current source of 30 Amperes, Raspberry pi 5,
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and Arduino Mega 2560. Two 24 V, 4A
compact induction motors (CIMs) were
integrated to rotate the snow brush. Five
proximity motion sensors and a compass
module were used to control the movement of
the robotic system. A 24V 40 Ah lithium battery
was chosen as the power source for the system.
The part list exploded view and overall
dimensions of the snow removal robot system
structure are shown in Figures 3 and 4,
respectively.
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Figure 3. Part list and exploded view.
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2.2. Engineering Analysis of Preliminary
Structure

Engineering analyses were performed using
finite element analysis (FEA) to ascertain the
structural integrity and stability of the
mechanical structure. A significant rationale
underlying this approach pertains to the
necessity of ascertaining the viability of the
topology optimization process. In the case of
these models, the materials assigned to the
brush cover and chassis cover were aluminum
6061. The application of loads served to verify
the resulting safety factor and stress values. The
creation of engineering analysis sets was

T
Figure 4. Overall dimensions.
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facilitated within the Ansys Workbench 2024
Static Structural Environment. These analyses
were applied separately to the brush and chassis
covers. The applied loads are presented in
Figures 5 and 6, respectively. The loads were
calculated as the sum of the forces due to the
actuators, the weights of the structure and the
snow load. For the chassis cover, 150 and 750
N forces resulting from the movement of the
entire structure and weights were applied. For
the brush cover, 720,200 and 400 N forces and
22Nm moment loads caused from the rotation
of the brush rotary motors and snow brush and
weights were applied.
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The finite element models of both components
were discretized using tetrahedral elements with
a target mesh size of approximately 2 mm. The
brush cover model contained nearly 180,000
elements, while the chassis cover model
comprised approximately 250,000 elements. A
mesh sensitivity analysis was performed to
ensure that further refinement had no significant
effect on the stress or safety factor results.

Figure 5. Loads of brush cover.

A: Static Structural
Force 2

Time: 1, s
23,04.2025 1446

[ Force: 150N
B Force 750N

Figure 6. Loads of the chassis cover.

2.3. Topology Optimization

The topology optimization processes were
executed utilizing the Ansys Structural
Optimization tool. The load conditions
employed in this study were consistent with
those utilized in preliminary structural
engineering analyses. The optimization
definitions were selected as topology density,
with a threshold value of 60%. Connection
zones were designated as preserved areas,
which excluded from the optimization
processes. The objective function was defined
to minimize structural compliance (maximize
stiffness) under the applied loads. A total of 30
optimization iterations were performed, with
convergence assessed based on density change
across the mesh. Manufacturing constraints
such as minimum member size were applied to
ensure fabrication feasibility. New, optimized
structure proposals were obtained through
multiple iterations. Utilizing the collated data
and the design file output, new optimized
structures were created. These newly generated
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models are demonstrated in Figures 7 and 8,
respectively.

Figure 7. Optimized brush cover.

Figure 8. Optimized chassis cover.

2.4. Power Analysis Tool

The tool has been developed for the purpose of
facilitating energy consumption and weight
analysis for a snow removal robot system, by
means of creating an intuitive graphical user
interface (GUI) using Python's tkinter library.
The application was utilized for the purpose of
conducting comparative power analysis of two
robotic de-signs, a process which involves the
processing of parts lists detailing components
such as motors, batteries, sensors, and coating
materials (Figure 9). The tool is utilized by
users through the entry of component
properties, including voltage, current, quantity,
and weight. These properties directly reflect the
data present in the parts list. The component
entries are added to a cumulative list in a
systematic manner, thereby facilitating an
iterative and comprehensive analysis. The tool
facilitates real-time design evaluation and
optimization through the dynamic calculation of
total power consumption and total weight. It is
notable that the tool incorporates a significant
feature in the form of its image visualization
capability, which enables users to load and
subsequently view component images directly
within the GUI. This enhancement in clarity
facilitates a more integrated approach to system
design, correlating visual representations with
numerical analysis.



Power Calculator

Figure 9. Design of power analysis tool.

In the analysis of the two robotic structures
(preliminary and optimized), the tool facilitated
the calculation of the total energy requirements
and weight distribution based on the parts lists
provided. This approach contributed to the
identification of design efficiencies, including
reduced power consumption and the adoption of
lighter chassis configurations. The tool's
capacity to execute critical calculations and to
visualize components was conducive to the
iterative design process and to the improvement
of documentation for engineering reports

(Figure 10). Although formal experimental
validation of the tool has not yet been
completed, the outputs were manually cross-
checked with conventional electrical formulas
and verified component specifications. This
ensured consistency and reliability within the
scope of the study. For future work, hardware-
based power measurements are planned to
further validate and calibrate the tool under
actual operating conditions.

f Component Power Calculator

Power Calculator

Vottage (V)
Current (A)
Quantity

Weight (kg): |
Add Component

Colcuet |

Total Power: 291.00 W
Total Weight: 10.20 kg

Added Voltage=24 0V, Current=4 0A_ Quantity=2, Waesght=
3.0kg

Added: Voltage=12.0V, Current=3.5A_ Quantity=2, Weight=
2 Okg

Added: Voltage=5 0V, Current=3 0A, Quantity=1, Weight=0
2kg

Figure 10. Calculations with power analysis tool.
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2.5. Optimized Snow Robotic System

In this section of the study, a new assembly
model was devised through the utilization of the
optimized covers (Figure 11). The integration of
all parts and hardware has been achieved, and
the new, optimized structure has been prepared
for power analysis.

Figure 11. Optimized snow robotic system.

3. RESULTS AND DISCUSSION

The results of the analysis studies are examined
to verify the necessity of the topology
optimization study.  Preliminary structure
calculations indicated that the weights of the
brush and chassis covers were approximately
9.5 and 16 kilograms, respectively. The safety
factors have been calculated to be in the range
of approximately 13.5 and 5.7, which was more
than sufficient. The resulting von Mises stresses
were also observed to be approximately 7.5 and
15 MPa. The findings of this study indicated
that the implementation of topology
optimization was viable in terms of reducing
both the weight and energy consumption of the
snow removal robot system. The obtained factor
of safety and von Mises stresses values of the
brush cover are represented in Figures 12 and
13.

Figure 12. Factor of safety distribution in the
preliminary design of the brush cover.
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Figure 13. von Mises stress distribution in the
preliminary brush cover design.

As demonstrated by the engineering analysis of
the optimized structures, the safety factor values

for the brush and chassis covers were
approximately 2.2 and 5.4, respectively.
Furthermore, von Mises stresses were

approximately 16 and 47 MPa. The analysis
results of the optimized brush cover are
presented in Figures 14 and 15. The ensuing
results demonstrated that the safety factor
values remain valid, and the von Mises stresses
continue to be within safe limits. Consequently,
it is hypothesized that snow robotic system
structure can be established using new
optimized structures to ensure reduced energy
consumption and long-term use.

Figure 14. Factor of safety distribution in the
optimized brush cover design. The minimum safety
factor remains above 2, confirming structural
integrity after material reduction.

0.0001188 Min

Figure 15. von Mises stress distribution in the
optimized brush cover design, with peak stresses
reaching 47 MPa. Stress remains within the
allowable limits for aluminum 6061.

The power analysis of the snow robotic system
was performed to evaluate the energy efficiency
and overall performance of the optimized
structure in comparison to the preliminary
version. The objective of this analysis was to
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quantify the improvements achieved through
topology optimization, with a particular focus
on reductions in weight, power consumption
and energy requirements.

In power analysis standard electrical and energy
calculation formulas were used, including:

a. Power (P) = Voltage (V) x Current (I)

b. Total Energy (E) = Power (P) x Time (t)

c. Total Power Consumption = ) (Power
consumption of individual components)

d. Weight comparison = ) (weights of all
components in each design)

Comparison between the optimized and
preliminary structures are given in Table 1.

Table 1. Comparison table between preliminary
and optimized structure.
Preliminary
Structure

Optimized

Results Structure

von Mises
stresses of brush
cover (MPa)
von Mises
stresses of
chassis cover
(MPa)
Weight of the
brush cover (kg)
Weight of the
chassis cover 16 10
(kg)
Weight of the
entire system
(kg)
Energy
consumption
(Wh)

7.5 16

15 47

9.5 7.5

116 108

446 405

The results showed that the optimized design
achieved a 7% reduction in weight, which
directly contributed to a decrease in energy
consumption and an increase in efficiency. The
total energy consumption of the optimized robot
was almost 41 Wh lower than that of the
preliminary structure, corresponding to a 9%
reduction. This enhancement supported longer
operational duration without increasing battery
capacity. Furthermore, the optimized design's
reduced energy consumption indicated the
possibility of utilizing smaller or fewer battery
modules, which could lead to a reduction in
overall system cost and weight. This
emphasized the pivotal function of design
optimization in the advancement of energy-
efficient robotic systems.
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Although the safety factors in the optimized
components decreased compared to the
preliminary design, the values remained within
acceptable engineering limits (2.2 for the brush
cover and 5.4 for the chassis cover), indicating
sufficient strength for operational loading
conditions.

When compared with similar studies, our results
are in line with reported trends. For example,
Sreeramoju and Rao [20] reported a 35% weight
reduction in drone chassis, while Sobocki et al.
[21] achieved structural improvement using the
SIMP method. Our 7% and 9% energy
reductions are considered effective outcomes
for a full-scale mobile robotic system.

4. CONCLUSION

In this study, a comprehensive design and
analysis workflow was presented for a mobile
snow removal robotic system, integrating CAD
modeling, finite element analysis, topology
optimization, and a Python-based power
evaluation tool. The results showed that the
proposed optimization strategy successfully
reduced the structural weight of the robot by 7%
and its energy consumption by 9%, without
compromising mechanical safety. These
outcomes confirm the relevance of topology
optimization in enhancing the energy efficiency
and structural performance of robotic systems
operating in snow-covered environments.
This study also introduced a practical power
analysis interface that enables designers to
assess and compare energy usage during early-
stage development. In future work, we aim to
construct a physical prototype of the optimized
system and conduct experimental validation of
the power consumption predictions under real-
world operating conditions.
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Elektrikli araglarin yayginlagsmasi, karbon nétrliigii hedefleri dogrultusunda sadece araglarin kendisiyle
degil, aym1 zamanda sarj altyapisinin g¢evresel etkileriyle de dogrudan iliskilidir. Bu ¢alisma, 3B baski
teknolojilerinin elektrikli ara¢ sarj altyapisinda kullanilan bilesenlerdeki ve elektrikli arag besleme
donanimindaki karbon ayak izine etkisini degerlendirmekte ve s6z konusu bilesenlerin ¢evresel mevzuatlara
uygunlugunu analiz etmektedir. Literatlirde nadiren karsilagilan sekilde, karbon salimi, mevzuat uyumu,
iiretim maliyeti, yapisal dayaniklilik ve liretim siiresi gibi ¢oklu kriterler bir arada ele alinmustir. Cok kriterli
karar verme yontemleri kullanilarak, ii¢ boyutlu baski yoluyla iiretilen bilesenlerin geleneksel yontemlerle
iiretilenlere kiyasla gevresel etki, maliyet ve mevzuat acisindan uygunluklar1 degerlendirilmistir. Monte
Carlo tabanli Analitik Hiyerarsi Siireci ile belirlenen kriter agirliklar1 dogrultusunda, ideal Coziime
Benzerlige Gore Siralama Teknigi ile geleneksel ve ii¢ boyutlu baski iiretim ydntemlerinin ¢evresel ve
yapisal uygunluklan karsilagtirilmistir. Bulgular, iic boyutlu baski ile iretilmis bilesenlerin karbon
saliminda daha diisiik tiretim kaynakli karbon emisyonu sundugunu, ancak bu etkinin siirdiiriilebilir olmasi
icin mevzuatla entegre tasarim Kkriterlerinin gozetilmesi gerektigini ortaya koymustur. Calisma,
stirdiiriilebilir dijital iiretim teknolojilerinin enerji altyapisina entegrasyonu konusunda 6zgiin bir hesaplama
metodolojisi ¢cergevesinde katki sunmaktadir.

Anahtar Kelimeler: Elektrikli Arac, 3B Baski, Karbon Ayak Izi, Monte Carlo AHP, TOPSIS, Cok Kriterli
Karar Verme, Dijital Uretim, Elektrikli Ara¢ Besleme Donanimi

ENVIRONMENTAL IMPACTS AND REGULATORY COMPLIANCE OF
3D PRINTING IN ELECTRIC VEHICLE SUPPLY EQUIPMENT

ABSTRACT
The widespread adoption of electric vehicles is directly linked not only to the vehicles themselves but also
to the environmental impacts of the associated charging infrastructure, in alignment with carbon neutrality
targets. This study evaluates the carbon footprint of components used in electric vehicle charging
infrastructure and electric vehicle supply equipment through 3D printing technologies while also analyzing
them. It also analyzes their compliance with relevant environmental regulations. Unlike most studies in the
literature, this research simultaneously considers multiple criteria including carbon emissions, regulatory
compliance, production cost, structural durability, and production time. Using multi criteria decision-
making methods, the environmental impact, cost efficiency, and regulatory alignment of 3D printed
components are compared to those produced by conventional methods. Based on criterion weights
determined through a Monte Carlo based Analytic Hierarchy Process, the Technique for Order Preference
by Similarity to Ideal Solution is employed to rank conventional and additive manufacturing technologies
according to their environmental and structural suitability. The findings reveal that 3D printed components
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offer lower production related carbon emissions; however, for this advantage to be sustainable, integration
with regulatory compliant design principles is essential. This study provides an original methodological
framework for evaluating the integration of sustainable digital manufacturing technologies into energy

infrastructure systems.

Keywords: Electric Vehicle, 3D Printing, Carbon Footprint, Monte Carlo AHP, TOPSIS, Multi-Criteria
Decision Making, Digital Manufacturing, Electric Vehicle Supply Equipment

1. GIRIS

Elektrikli ara¢ (EA) Sarj Ekipmanlari/Elektrikli
Arag¢ Besleme Donanimi (Electric Vehicle Supply
Equipment, EVSE) iiretiminde {i¢ boyutlu (3B)
baski teknolojisinin  benimsenmesi, ulasim
sektorlinlin karbonsuzlagtirilmasinda 6nemli bir
potansiyel gostermektedir. Curran vd. [1], yeni
nesil araglarda enerji aktarma bilesenlerinin hizlh
3B baski yoluyla firetilen prototiplemesi igin
Biiyiik Olgekli Eklemeli Uretim (Big Area
Additive Manufacturing, BAAM)’in
uygulanabilirligini gostererek, geleneksel
yontemlere kiyasla gelistirme siiresinde bataryali
elektrikli aktarma bileseninin entegrasyonunu
gergeklestirmistir. Bilgisayar Destekli Tasarim
(Computer Aided Design, CAD) 'dan fiziksel
parcaya uzanan bu entegre siireg, geleneksel sasi
gelistirme yontemlerine kiyasla onemli Slglide
zaman tasarrufu saglamis ve prototipleme
stireclerini hizlandirmadaki potansiyelini ortaya
koymustur. Kang vd. [2], biiylik veri analitigini
kullanarak enerji tiiketim desenlerini optimize
eden akill sarj sistemleri gelistirmis ve bu sayede
yogun talep donemlerinde sebeke iizerindeki
yiikii azaltmistir. Hachey [3], EA firetimi i¢in
mikro-fabrika modelini inceleyerek, dagitilmis
3B baska tesislerinin tedarik zinciri emisyonlarini
%35'e kadar azaltabilecegini ve kitlesel
ozellestirmeyi miimkiin kilabilecegini ortaya
koymustur. Moon vd. [4], veri odakli {iretim
sistemlerinin gercek zamanli kaynak
optimizasyonu yoluyla siirdiiriilebilir {iretimi
nasil destekledigini vurgulamistir. Tseng ve Li
[5], 6zellestirilmis EA bilesenleri i¢in optimal 3B
baski parametrelerini se¢gmek iizere Analitik Ag
Siireci (Analytical Network Process, ANP) ve
Ideal Coziime Benzerlige Gore Siralama Teknigi
(Technique for Order Preference by Similarity to
Ideal Solution, TOPSIS) yontemlerini kullanan
bir karar verme gergevesi sunmus ve malzeme
verimliliginde %22'lik bir iyilesme saglamistir.
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Bu yaklagimlar, EVSE gelisiminin hem teknik
hem de ¢evresel yonlerini ele almaktadir.

EA sarj altyapisinda standardizasyon gabalar
o6nemli bir rol oynamistir. Pallander [6], aragtan
sebekeye (Vehicle to Grid, V2G) iletisim igin
HomePlug Green PHY standardini uygulamus,
Serohi [7] ise 3B baskiin kesintiler sirasinda
tedarik zinciri dayanikliligini nasil artirdigini
belgeleyerek bu alana katkida bulunmustur.
Elavarasan vd. [8], akilli sarjin 2030 yilina kadar
AB ulasim sektorii emisyonlarint %18 ile %25
oraninda azaltabilecegini gdsteren kapsamli
karbonsuzlagsma stratejileri analizi sunmustur.
Zhang ve Ran [9], lityum iyon (LIB) ve sodyum
iyon (SIB) bataryalarinda yiik/iyon tasimimini
iyilestirmeye  yonelik 3B  karbon  bazlh
elektrotlarin tasarim stratejilerini incelemeyi
amaglamistir. Calismada, 3B elektrot
mimarilerinin iyon ve elektron iletimi iizerindeki
etkilerini optimize etmek amaciyla ¢esitli
malzeme miihendisligi teknikleri, nano/mikro
yapilar ve gozenekli tasarim yaklagimlari
degerlendirilmistir. Yontem olarak literatiirdeki
giincel ¢aligmalar derinlemesine analiz edilmis;
elektrot geometrisinin, elektriksel iletkenligin ve
iyon diflizyon yollarinin performans iizerindeki
etkileri sistematik olarak siniflandirilmistir.
Sonug olarak, 3B karbon bazli elektrotlarin enerji
yogunlugu, dongii kararhiligin ve iletkenlik
acisindan 6nemli avantajlar sundugu gosterilmis,
gelecekteki batarya teknolojileri igin yliksek
performansli  elektrot  tasarimi  agisindan
yonlendirici ilkeler ortaya konulmustur.

Malzeme bilimi ve iiretim alanindaki son
gelismeler ilerlemeyi daha da hizlandirmistir.
Tarancén vd. [10], enerji depolama ve doniisiim
sistemlerinde 3B baskili enerji bilesenlerinin EA
sistemlerinde de %30 aguhk azaltim
saglayabilecegini belirtmistir. Jovanovi¢ vd. [11],
eklemeli olarak iretilmis otonom arag
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bilesenlerinin %23 daha diisiikk karbon ayak izine
sahip oldugunu raporlamistir. Rosado vd. [12],
sarj verimliligini izlemek icin disiik maliyetli
enerji  sayaglart  geligtirerek  veri  odakli
optimizasyona olanak tanimistir. Rabih vd. ile
Hussein vd. [13-14], siirdiiriilebilir EA geligimi
cergevesinde sirasiyla kablosuz sarj ve arag
modelleme c¢ercevelerini ilerleterek  teknik
performans ve emisyon azaltimi arasinda sinerji
yaratmugtir.

Siirdiiriilebilir EA gelisimi i¢in Cok Kriterli Karar
Verme (CKKV) 6nemli bir metodoloji haline
gelmigtir. Kumar vd. [15], 12 teknik ve ¢evresel
parametreyi  kullanarak  motor  se¢iminde
optimizasyon yapmis, Kumar ve Farhan [16] ise
sebeke giivenilirligini %19 artiran optimal sarj
istasyonu yerlesim algoritmalar1 gelistirmigtir.
Prasittisopin [17], 3B baskinin akilli sehir
gelisimine katkisin1 %28 daha hizli altyap
yayillimi gosteren vaka caligmalariyla ortaya
koymustur. Sama [18], batarya enerji
yogunlugunu %40  artirabilecek  grafenle
giiclendirilmis malzemeleri tanitarak EA menzili
ve sarj siklig1 lizerinde 6nemli bir etki yaratmisgtir.

Dijital iiretim ve dongiisel ekonomi ilkelerinin
kesisimi kapsaminda; Singh ve Sehgal [19], 3B
baskinin  kullanim  Omriinii  tamamlamig
bilesenlerin yeniden {iiretimini nasil miimkiin
kildigint ve malzeme atiklarim1 %65'e kadar
azaltabilecegini belgeleyerek bu alana katkida
bulunmustur. Shuker [20], elektromekanik
sistemler icin gelismis yeniden iiretim teknikleri
gelistirerek  bu  arastirmayr  genisletmistir.
Marinkovic [21], EA govde agirhigimi %30
azaltabilecek stirdiiriilebilir kompozit
malzemeleri tanimlamis ve Owen ile Hayes [22],
bu yeniliklerin yenilenebilir enerji entegrasyonu
ile birlestirildiginde 2030 yilina kadar iiretim
emisyonlarin1 %50 azaltabilecegini 6ngormiistiir.
Jaller vd. [23], sifir ve sifira yakin emisyonlu
araclarin benimsenmesini etkileyen faktorleri
degerlendirmeyi amaglamistir. Arag tiirleri olarak
hibrit elektrikli, batarya elektrikli ve hidrojen
yakat hiicreli sistemler ele alinmistir. Diisiik anket
katilimi1 nedeniyle uzman goriislerine dayali
Kiiresel Bulanik Analitik Hiyerarsi Siireci (AHP)
ve TOPSIS yontemiyle ¢ok kriterli karar analizi
gergeklestirilmistir. Sonuglar, ekonomik, ¢evresel
ve altyapisal acilardan bataryali EA’ larin kisa
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mesafelerde daha avantajli oldugunu gostermistir.
Sonuglar, sifir emisyonlu araglarin
benimsenmesinin  Oniindeki temel engellerin
altyapi eksikligi, menzil kaygisi ve maliyet yapist
oldugunu ortaya koyarken; politika tesvikleri, filo
doniisiim planlar1 ve teknolojik gelismelerin bu
araglarin yayginlagmasinda kritik rol
oynayacagini gostermistir.

EVSE bilesenlerinin 3B baski teknolojisiyle
iretilmesi, {retim siireglerinin dijitallesmesini
saglarken ayn1 zamanda karbon nétrliigii hedefleri
dogrultusunda gevresel ve teknik diizenlemelere

yiksek diizeyde uyum gerektirir. EA sarj
istasyonlarinda kullanilan 3B baski
teknolojileriyle {iretilen parcalarin  giivenli,

dayanikli ve standartlara uygun olmasi i¢in belirli
teknik diizenlemelere uyulmasi 6nemlidir. Bu
kapsamda, iiretimde kullanilan malzemelerin
toksik igerige sahip olmamasi ic¢in Zararh
Maddelerin Kisitlanmasi Direktifi (Restriction of
Hazardous Substances, RoHS) ve Kimyasallarin
Kaydi, Degerlendirilmesi, Izni ve Kisitlanmasi
Tlzigl (Registration, Evaluation, Authorisation
and Restriction of Chemicals, REACH) gibi
diizenlemeler dogrultusunda kimyasal giivenlik
saglanmalidir. Uretim siireglerinin
sirdiiriilebilirligini  glivence  altina  almak
amaciyla, Cevre YoOnetim Sistemi Standard:
(Environmental Management System, ISO
14001) ile kurumsal g¢evre politikalarinin
uygulanmasi ve {rilinlerin g¢evresel etkilerinin
yasam donglisii boyunca sistematik sekilde analiz
edilmesini saglayan Yasam Dongiisii
Degerlendirmesi  Standartlar1  (Life  Cycle
Assessment Standards, ISO 14040 / ISO 14044)
dikkate alinmalidir [24-27]. Avrupa Birligi (AB)
pazarina sunulacak tirtinler i¢in CE (Conformité
Européenne) isareti kapsaminda temel saglik,
giivenlik ve c¢evre gerekliliklerine uygunluk
belgelenmeli, ayrica Elektrikli ve Elektronik Atik
Yonetimi Direktifi (Waste of Electrical and
Electronic  Equipment Directive, = WEEE)
cercevesinde geri doniistiiriilebilirlik tasarim
siirecine entegre edilmelidir. 3B baskiya 6zgii
standartlar ise 6zellikle ISO/ASTM 52900 serisi
altinda tamimlanmakta olup; parca tasarimi
(ISO/ASTM 52910), eklemeli iiretimde dosya
formati uyumlulugu (ISO/ASTM 52915) ve
tedarik edilen pargalar igin kalite gereksinimleri
(ISO/ASTM 52901) gibi temel teknik ilkeleri
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kapsamaktadir. Bu standartlar, EVSE
bilesenlerinin TS EN IEC 62196 gibi elektriksel
bilesen giivenlik normlar1 ve yukarida belirtilen
cevresel regiilasyonlarla birlikte
degerlendirilmesine olanak taniyarak,
stirdiiriilebilir iiretim zincirinde izlenebilirlik ve
teknik giivenligi biitiinciil bigimde saglamaktadir
[28-34]. Tirkiye'de EA sarj sistemleri 6zelinde
TS EN IEC 61851-1 standardi kapsaminda sarj
iinitelerinin  teknik performans, gilivenlik ve
haberlesme protokolleri tanimlanmakta; ayrica
EA sarj istasyonlarn igin giivenlik kurallarini,
muayene, deney ve yeterliligin gereklerini
belirtleyen TS 13912  standardi, EVSE
ekipmanlarinda kullanilacak bilesenlerin ¢evresel
ve elektriksel giivenlik kriterlerini i¢cermektedir.
Bu baglamda, EVSE bilesenlerinin 3B baski ile
iretiminde TSE onayli standartlarin  da
entegrasyonu, yerel regiilasyonlara uygunluk
acisindan kritik 6nemdedir [35-36]. TS EN IEC
61439-7 standard, elektrikli arag sarj istasyonlari
gibi 0zel wuygulamalar i¢in algak gerilim
panolarinin giivenlik ve performans
gerekliliklerini tanimlar; 3B baskili panolarin
hafif tasarim, Ozellestirilebilirlik ve hizh
prototipleme avantajlari, bu standart kapsaminda
test edilerek uygunluk saglayabilir [37].
Standartlara uyum, EVSE sistemlerinin 3B bask1
teknolojisi ile tiretilen pargalari i¢in yalnizca
cevresel fayda saglamakla kalmayip aym
zamanda kullanic1 giivenligi ve uluslararasi pazar
erigimi agisindan da 6nemlidir.

Diinyada mevzuat ve uygulama yaklagimlari
dogal olarak farklilik gosterse de AB, EA araglar
konusunda, ozellikle mevzuat gelistirme ve
destekleyici  politika cergevesi  olusturma
acisindan Oncii olmustur. Bu kapsamda Yesil
Mutabakat (Green Deal) gibi stratejik belgelerle
bu siireci yapilandirmistir [38]. Bununla birlikte,
AB, EA’larin ticarilestirilmesi ve diizenlenmesi
konusunda Cin ve ABD’den farkli, kendi
normatif yapisimna 0Ozgii bir yol izlemekte,
Ozellikle veri yonetimi, dijital hizmetler ve
giivenlik politikalar1  gibi alanlarda Dijital
Hizmetler Yasasi (Digital Services Act, DSA),
Genel Veri Koruma Tiiziigi (General Data
Protection Regulation, GDPR) gibi diizenleyici
mekanizmalar ¢ergevesinde politika iiretmektedir
[39-40]. Bu baglamda, EA sarj altyapisinda diisiik
atik  iiretim avantajmma sahip 3B baski
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teknolojilerini benimsemesi, yalmzca karbon
salimini azaltan stirdiiriilebilir iiretim
stratejilerine katki sunmakla kalmamakta, ayni
zamanda yerli liretim kapasitesinin artirilmasi ve
teknoloji  tabanli  sanayi  politikalarinin
uygulanmasina da dogrudan hizmet etmektedir.
Bolgesel farkliliklar1 dikkate alan ¢ok katmanli
bir degerlendirme perspektifi, hem uygulayicilar
hem de politika yapicilar agisindan anlamh
sonuglar {iretmektedir. EA sarj altyapisinda ve
genel otomotiv lretiminde diisik atik tiretim
avantajina sahip 3B baski teknolojilerini
benimsemesi, yalnizca karbon emisyonlarim
azaltan siirdiiriilebilir iiretim stratejilerine katki
sunmakla kalmamakta, ayn1 zamanda yerli {iretim
kabiliyetini artirarak sanayide dijitallesme ve
dongiisel ekonomi hedeflerine hizmet etmektedir
[41-42].

3B baski teknolojilerinin EA bilesenlerinin
tiretiminde sundugu ¢evresel avantajlara ragmen,
ozellikle seri tiretim Olceginde maliyet etkinligi
konusu literatiirde simirli incelenmistir. 3B baski
dongiisel ekonomi ve diisiik karbon emisyonu
hedeflerine katkida bulunmaktadir ancak yiiksek
iiretim siiresi ve malzeme maliyetleri nedeniyle
bu  teknolojinin  geleneksel  yontemlerle
rekabetciliginin detayli analizi literatiirde yer
almamaktadir. Bu ¢alisma, bu literatiir boglugunu
dikkate alarak, 3B baski teknolojilerinin ¢evresel
etkilerini  ¢ok  kriterli  karar  modeliyle
degerlendirirken, = maliyet  boyutunu  da
siirliliklar kapsaminda ele almaktadir.

Bu c¢alismanin amaci, EA sarj ekipmanlar1 ve
diger bilesenlerinin {iretiminde kullanilan 3B
baski gibi farkli imalat teknolojilerinin, karbon
salimi, mevzuat uyumu, iiretim maliyeti, yapisal
dayaniklilik ve {iretim siliresi parametreleri
cergevesinde; karbon ayak izi, enerji verimliligi
ve gevresel siirdiiriilebilirlik hedeflerine katkisini
cok kriterli karar analizi ile degerlendirmektir. Bu
kapsamda kriter agirliklari, karar kriterlerindeki
belirsizlikleri ve varyasyonlar istatistiksel olarak
modelleyerek daha giivenilir ve saglam agirlik
degerleri elde eden Monte Carlo tabanli Analitik
Hiyerarsi Sitireci (MC-AHP) ile belirlenmis,
alternatif tiretim yOntemleri ise her alternatifin
ideal ¢oziime olan goreli yakinligini dlgerek ¢ok
kriterli karar problemlerinde en uygun segenegi
belirleyen TOPSIS yontemiyle karsilagtirilmistir.
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2. METODOLOJi:  KARBON  NOTR
HEDEFLER DOGRULTUSUNDA EVSE
URETIMINDE 3B BASKI TEKNOLOJISI
VE COK KRITERLI KARAR VERME
YAKLASIMI

Caligmada Onerilen yontem ile AHP kriter
seciminde belirsizlik Monte Carlo simiilasyonu
ile modellenmis, TOPSIS ile ideal ¢oziime gore
sistematik siralama imkani sunulmustur.

Bu c¢alisma, EVSE iretiminde 3B baski
teknolojilerinin uygulanabilirligini ve
stirdiiriilebilirlik etkisini CKKV  yaklagimiyla
degerlendirmeyi amaclamaktadir. Temel amac,

EVSE iiretiminde geleneksel imalat
yontemleriyle karsilastirildiginda 3B baski
teknolojisinin  karbon notrliglii  hedeflerine

katkisini teknik, ¢evresel ve diizenleyici kriterler
acisindan sayisal olarak analiz etmektir. Bu
dogrultuda, MC-AHP ve TOPSIS entegre
edilerek hibrit bir karar destek metodolojisi
olusturulmustur.  Calismada  karar  verici
konumundaki enerji sektdrii yoneticilerinin,
alternatif iiretim teknolojileri arasindan en
sirdiriillebilir ~ ve  uygulanabilir  yontemi
secebilmelerine olanak saglayan MC-AHP ile
TOPSIS yontemlerinin  birlikte  kullanildig1
entegre bir CKKYV modeli gelistirilmigtir.

MC-AHP, karar vericinin 6znel yargilarindan
kaynaklanan belirsizlikleri istatistiksel olarak
modellemek ve kriter agirliklarin1 daha giivenilir
bir sekilde elde etmek amaciyla bu calismada
tercih edilmistir. Bu yontem, klasik AHP’nin
deterministik dogasin1 genisleterek, Ozellikle
karbon salimi, mevzuat uyumu ve iiretim siiresi
gibi cevresel ve teknik kriterlerin
agirliklandirilmasinda  stokastik  varyasyonlari
dikkate almay1r miimkiin kilmaktadir. MC-AHP
kullanim amaci ve gerekcesi, hem belirsizlik
iceren karar ortamlarinda daha giivenilir kriter
agirliklan iiretmek, hem de geleneksel AHP nin
karar verici Oznelligine dayali deterministik
yapisini istatistiksel yaklagimlarla desteklemektir
[43-44].

Calismada MC-AHP ile kriter agirliklar
belirlenmis, bu agirliklar TOPSIS y&ntemine
entegre edilerek her {iretim ydnteminin ideal
¢Oziime yakmligt hesaplanmistir. TOPSIS
yontemi, her bir alternatifin pozitif ideal (en iyi)
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ve negatif ideal (en kotl) codziimlere olan
Oklidyen uzakligini esas alarak, alternatiflerin
cok kriterli bir yapida siralanmasini saglar. Bu
yontemin tercih edilme nedeni, karbon ayak izi,
mevzuat uyumu, maliyet, liretim siiresi ve yapisal
biitiinlik gibi farkli O6l¢im tiirlerine sahip
kriterleri normalize ederek tek bir skorla
karsilagtirma imkdm1  sunmasidir.  Bdylece,
stirdiiriilebilirlik temelli karar verme siireci hem
istatistiksel ~ hem  de  analitik  olarak
saglamlagtirtlmistir [45-47].

Bu calismada kullanilan kriterler ve tretim
teknolojisi alternatifleri, tematik analiz temelli bir
literatiir tarama siireciyle yapilandirlmstir. Ilk
olarak, Google Scholar, Scopus ve Web of
Science veri tabanlarinda, karbon ayak izi,
mevzuat uyumu, maliyet, iiretim siiresi ve yapisal
dayaniklilik anahtar kelimeleri kullanilarak, 2020
sonrast yayimlanan 3B baski teknolojilerine
iliskin Yasam Dongiisii Degerlendirmesi (Life
Cycle Assessment, LCA) temelli akademik
yayinlar incelenmistir. Bu literatiir taramasinda
yer alan c¢aligmalarda, ¢evresel ve yapisal
performans  gostergeleri  sistematik  olarak
kodlanmis ve tematik analiz yOntemiyle
gruplanarak caligmada kullanilan kriter seti
olusturulmustur. Uretim teknolojilerine iliskin
alternatifler ise, yine literatiirden elde edilen
cevresel etki karsilastirmalarina ve Cevresel Uriin
Beyan1 (Environmental Product Declaration,
EPD) veri tabanlarindan alinan nicel gdstergelere
dayali olarak belirlenmistir. Bu kapsamda;
enjeksiyon kaliplama (Injection Molding), metal
dokiim (Metal Casting), polilaktik asit (Polylactic
Acid, PLA) ile 3B baski, akrilonitril biitadien
stiren (Acrylonitrile Butadiene Styrene, ABS) ile
3B baski ve geri donistiirilmiis PLA/ABS
filamentler ile 3B baski gibi iiretim alternatifleri,
cevresel metrikler agisindan karsilagtirmali olarak
degerlendirilmis ve EVSE bilesen {iretimi
baglaminda siniflandirilmistir. Béylece ¢alismada
yer alan kriter ve alternatifler, bilimsel gegerlilige
ve uygulama baglamimna dayali, analitik ve
karsilastirilabilir bir bigimde tanimlanmigtir [48-
49].

Bu ¢alismada kullanilan Ecoinvent ve GaBi veri
tabanlarmin  se¢imi, LCA uygulamalarinda
metodolojik tutarlilik ve sonu¢ giivenilirligi
agisindan 6nem arz etmektedir. Herrmann ve
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Moltesen, SimaPro ve GaBi gibi farkli LCA
araglarimin ayni siire¢ verileri lizerinde nasil
degisken sonuglar iiretebildigini karsilagtirmal
olarak incelemis ve veri tabani se¢iminin ¢evresel
ciktilarin  dogrulugunu dogrudan etkiledigini
vurgulamigtir. Ote yandan, 3B baski tabanli
iiretim siireglerinin yasam dongiisii
perspektifinden degerlendirilmesinde, Tinoco
vd., cevresel siirdiiriilebilirligi etkileyen temel
degiskenlerin malzeme kompozisyonu, iretim
yontemi ve bolgesel veri farkliliklart oldugunu
sistematik bir literatiir taramasiyla ortaya
koymustur. Bu kapsamda, calismada kullanilan
Ecoinvent v3.9 ve GaBi Professional 10
siiriimlerine ait siire¢ verileri, hem uluslararasi
karsilagtirilabilirligi saglamak hem de karbon
ayak izi analizini teknik yonden saglam temellere
oturtmak amaciyla tercih edilmistir [50-57].

Yiriitiilen tematik analiz kapsaminda, her {iretim
alternatifi; enjeksiyon kaliplama, metal dokiim,
3B baski, PLA, ABS, geri donistiirilmis
PLA/ABS, bes temel kriter dogrultusunda
sistematik bicimde eslestirilmistir. Karbon ayak
izi (C1) kriteri, LCA tabanlh ¢aligmalar ve EPD
veri setlerinden elde edilen birim basina CO-
salimi  degerleri iizerinden hesaplanmistir.
Mevzuat uyumu (C2) kriteri, RoHS, ISO 14001
ve cevresel etiketleme standartlarina uygunluk
durumuna gore degerlendirilmistir.  Uretim
maliyeti (C3), literatirde raporlanan birim
maliyet analizleri ve diisiik hacimli {iretimlerde
3B baskinin sagladigi maliyet avantajlar1 temel
almarak tanimlanmistir. Yapisal dayaniklilik
(C4), malzeme mukavemeti, sicaklik ve mekanik
yiik dayanimi gibi niteliksel ve niceliksel
gostergelerle dlciilmiistiir. Uretim siiresi (C5) ise
her teknolojide birim {iretim siiresi ve esnek
iiretim kapasitesine iliskin verilerle
karsilagtirmali olacak sekilde tasarlanmistir [58-
60].

Bu eslestirme siireci, her alternatifin Kriterler
karsisindaki  performansini  somut  verilerle
iliskilendirmis; karar matrisine entegre edilmeden
once bilimsel gecerlilige sahip Olgiitlere dayali
olarak yapilandirilmigtir. Boylece, alternatifler ile
kriterler arasinda metodolojik olarak izlenebilir
ve objektif temelli bir bag kurulmus, ¢ok kriterli
karar analizi siirecinin dogrulugu ve giivenilirligi
artirilmgtir.
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Bu metodoloji, belirsizlikleri MC-AHP ile
minimize ederken, TOPSIS ile objektif bir
siralama saglanmistir. Calisma sonuglarinin,
politika belirleme siireclerine bilimsel destek
sunacagl diislinlilmektedir. Bu ¢ercevede
calismanin metodolojisi, asagida yer alan
adimlardan olusmaktadir:

Adim 1. Problemin Tanimi

Uretim siirecinde diisiik karbon salimi, ¢evresel
mevzuat uyumu, Yyapisal biitlinlik, maliyet
etkinligi ve {iretim siiresi gibi ¢oklu kriterler géz
Oniine alinarak alternatif {iretim teknolojilerinin,
ozellikle 3B baski1 yontemlerinin,
degerlendirilmesi gerekmektedir.

Adim 2. Kriterlerin Belirlenmesi

Kriterler, EA bilesen iiretiminde ¢evresel ve
yapisal performansi belirleyen faktorler olarak
literatiir taramasi ve sektorel regiilasyonlara gore
tanimlanmig; karbon ayak izi, mevzuat uyumu,
maliyet, {iretim siiresi ve yapisal dayaniklilik
olmak tizere bes temel kriter belirlenmistir. MC-
AHP yontemiyle bu kriterler arasinda yapilan ikili
karsilagtirmalar lizerinden istatistiksel
giivenilirlik igeren agirliklar elde edilmistir.

Adimlar:

1.Kriterlerin Belirlenmesi:

Literatiir taramasi ve ¢evresel performans
odakli tematik analizle belirlenen bes
kriter (karbon ayak izi, mevzuat uyumu,
maliyet, iretim siiresi, dayaniklilik) karar
problemine temel teskil etmistir.

2 Ikili Karsilastirma  Matrislerinin
Olusturulmasi:

Kriterler arasi oncelik iligkileri, uzman
goriisleriyle ikili karsilagtirma

matrislerine doniistliriilmiistiir.

3.Monte  Carlo
Hesaplamasi:
10.000 iterasyonla rastgele varyasyonlar
uygulanmig; her iterasyonda tutarlilik
orani (CR < 0,1) saglanmistir.

Tabanli  Agirlik

4 Istatistiksel Agirliklarin Elde Edilmesi:
Her kriter i¢in dagilim iizerinden
medyan, ortalama ve %90 giliven aralig
ile agirlik degerleri hesaplanmistir.
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5.Sonuglarin Gorsellestirilmesi:

Kriter agirliklarinin dagilimlar1 Boxplot
ve istatistiksel tablolarla sunulmus, karar
verme siirecine belirsizlik uyarlamasi
entegre edilmistir.

Adim 3. Alternatiflerin Belirlenmesi

Bu calismada, EVSE bilesenlerinin tiretiminde
kullanilan bes farkli ydntem alternatif olarak
belirlenmistir:  enjeksiyon kaliplama, metal
dokiim, PLA (Polylactic Acid) ile 3B baski, ABS
(Acrylonitrile Butadiene Styrene) ile 3B bask1 ve
geri doniistiiriilmiis PLA/ABS ile 3B baski.
Alternatiflerin se¢imi, 2020 sonrasi tematik analiz
icin literatlir taramalar1 ve ¢alismada yer alan
standart ve reegiilasyonlara uygunluk temelinde
yapilmustir.

Adim 4. Karar Matrisinin Olusturulmasi
Alternatiflerin kriterler karsisindaki performans
degerleri bir matris (1) seklinde gosterilir.

xll x12 s xln
X — le sz xZ‘.n (1)
X1 Xmz - Xmn
Adim 5. MC-AHP ile Agirliklandirma
Geleneksel AHP yontemi, uzmanlarin ikili

karsilagtirmalarina dayali agirlik hesaplar. Ancak

belirsizlikleri modellemek i¢cin MC-AHP

kullanilir:

o Kiriterler arasi ikili karsilagtirmalar yapilir.

e Tutarlhilik indeksi (CR < 0,1) kontrol edilir.

e Agirliklar, rassal varyasyonlarla simiile
edilerek daha giivenilir sonuglar elde edilir.

Adim 6. TOPSIS ile ideal Céziime Yakinlik
Siralamasi

TOPSIS yontemi, alternatifleri ideal ¢oziime
yakinligina gore siralar.

Adimlar:

1.Normalizasyon: Karar matrisi
normalize edilir.

2.Agirliklandirilmis Matris: MC-

AHP'den gelen agirliklar uygulanir.
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3.ideal ve Negatif Ideal Coziimler
Belirlenir:
- A*: Her kriter i¢in en iyi deger
- A~ Her kriter icin en kotii deger

4.Uzaklik Hesaplama:
- Dyi*: Alternatifin ideal ¢6ziime uzakligi
- Di™: Alternatifin negatif ideal ¢6ziime
uzakligi

5.Goreceli Yakinlik
Ci=Di/ (Di+ + Df)

Katsayisi:

Adimm 7. Sonuglarin Yorumlanmasi ve Politik
Oneriler: TOPSIS sonuglarina gdére en iyi
alternatif belirlenir. Politika yapicilar i¢in dneriler
sunulur.

2.1. Kriterlerin Belirlenmesi
Uygulamasi

Kriter belirleme asamasinda, literatiire dayali
olarak karbon salimi, ¢evresel mevzuat uyumu,
iretim maliyeti, yapisal dayaniklilik ve iiretim
stiresi gibi enerji altyapisinda kritik kabul edilen
bes temel kriter tanimlanmistir. Karbon salimu,
iiretim siirecinde ortaya cikan toplam sera gazi
emisyonunu yansitmakta; mevzuat uyumu ise
RoHS ve ISO 14001 diizenleyici standartlarla
teknik uyumlulugu temsil etmektedir. Uretim
maliyeti ve sliresi, operasyonel verimliligi;
yapisal dayaniklilik ise bilesenin yasam dongiisii
ve givenlik  gereksinimlerine  uyumunu
Olgmektedir.

ve MC-AHP

Onerilen model, 3B baskinin geleneksel iiretim
yontemlerine kiyasla karbon salimi, cevresel

mevzuat uyumu, Uretim maliyeti, yapisal
dayaniklilk ve {retim siiresi gibi kritik
kriterlerdeki  performansimm1  sayisal  olarak

degerlendirmeyi miimkiin kilmaktadir.

Kriterler, sistematik literatiir taramasina dayali
tematik analiz ile belirlenmistir:
e Cl: Karbon Ayak izi (kg CO2-eq)
e (C2: Regiilasyon Uygunlugu (RoHS, ISO
14001)
e (C3: Uretim Maliyeti (DOLAR/kg)
e (C4: Yapisal Dayaniklilik (dayanim test
puani)
e C5: Uretim Siiresi (dk/adet)
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2.2. Monte Carlo Tabanh AHP Kriterlerinin
Agirhiklandirmasi

Bu c¢aligmada, karar verme siirecinin nesnelligini
artirmak ve uzman tabanli O6znellikleri ortadan
kaldirmak amaciyla AHP yontemine Monte Carlo
simiilasyonu  entegre  edilmistir. ~ Boylece
geleneksel AHP yonteminin temelinde yer alan
ikili karsilastirmalar bu ¢alismada dogrudan
uzman goriisleri yerine parametrik dagilimlardan
tiiretilmigtir. Her kriter ¢ifti icin, sektdrel teknik
dokiimanlar ve literatiirdeki ampirik veriler
referans alinarak uniform veya iiggen dagilimlar
tanimlanmig; ornegin karbon ayak izi ile iiretim
maliyeti kriterleri arasindaki karsilagtirma orani
araliginda uniform dagilimla modellenmistir. Bu
yaklagim, karar matrisinin  tiiretilmesinde
herhangi bir bireysel uzman 6nyargisini diglamis,
bunun yerine ¢ok sayida simiilasyon yoluyla
istatistiksel giivenilirlik saglanmistir.

Bu calismada kullanilan Monte Carlo tabanlt
AHP yaklagiminda, agirliklarin belirsizligini
degerlendirmek amaciyla uniform dagilim esas
almarak her bir kriter ¢ifti i¢in 10.000 iterasyon
gerceklestirilmistir. Ornekleme yontemi olarak
basit random sampling degil, Latin Hypercube
Sampling (LHS) uygulanmis ve bu sayede tiim
olasihik  araligt  daha  dengeli  bigimde
kapsanmustir.  Tutarliik  Indeksi (CI), her
iterasyonda Saaty'nin orijinal AHP tutarlilik oram
metoduna gore hesaplanmis ve tiim iterasyonlar
icin ortalama CI degeri < 0,1 olacak sekilde kabul
edilmistir.

AHP'de Tutarlilik indeksi (Consistency Index,
CI) ve Tutarlilik Oram (Consistency Ratio, CR),
karar vericinin yaptig1 ikili karsilagtirmalarin
tutarliligini 6lgmek icin kullanilir. Ancak Monte
Carlo  Simiilasyonu ile stokastik AHP
uygulandiginda, CI ve CR tek bir deterministik
matristen degil, binlerce simiile edilmis ikili
karsilagtirma matrisinden elde edilir. Monte Carlo

entegrasyonu kapsaminda, her simiilasyon
iterasyonunda rastgele secilen ikili
karsilagtirmalarla  olusturulan ~AHP  karar

matrislerinin tutarlilik orani (CR < 0,1) saglanana
kadar 10.000 tekrar yapilmigtir. Bu siire¢ sonunda
elde edilen her bir kriterin agirligi, bir dagilim

fonksiyonu  olarak  tamimlanmig ve bu
dagilimlardan elde edilen ortalama agirliklar
TOPSIS analizinde kullanilmigtir.  Ayrica,
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agirliklarin %95 giiven araliklart hesaplanmis ve
siralama tutarliligi Spearman korelasyon katsayist
ile test edilmistir (p = 0,91, p < 0,01). Boylece,
AHP'in deterministik yapist yerine stokastik,
esnek ve belirsizligi yoneten bir karar destek
mekanizmas1  gelistirilmistir.  Bu  ydntem,
ozellikle cevresel ve iiretim teknolojileri gibi
karmagik sistemlerde karar verme siireglerinin
giivenilirligini artirmak amaciyla literatiire 6zgiin
bir katki sunmaktadir. Sekil 1, 3B baski tabanli
iiretim i¢in ¢aligmada takip edilen karar modeli
akisin1 sunmaktadir.

38 Baskl Tabanli Uretim icin Karar Modeli Metodolojisi

]

¥
¥

b 4
O
Sekil 1. 3B baski tabanli iiretim i¢in karar modeli
akist

Saaty'nin 1-9 Onem skalasina gbre uzman
gorisleriyle olusturulan ikili karsilagtirma matrisi
kullanilarak [46], Monte Carlo tabanli Analitik
Hiyerarsi Siireci (MC-AHP) ile kriter agirliklari
hesaplanmistir. Bu kapsamda, karbon ayak izi
(C1) igin 0,30, mevzuat uyumu (C2) igin 0,15,
iretim maliyeti (C3) i¢in 0,20, yapisal
dayaniklilik (C4) i¢in 0,20 ve iiretim siiresi (C5)
icin 0,15 agirliklan elde edilmistir. Hesaplamalar
sonucunda elde edilen tutarlilik orami (CR =
0,064), < 0,1 kosulunu sagladigi i¢in karar
matrisinin tutarli oldugu kabul edilmistir.
Boylece, kriter agirliklari istatistiksel glivenilirlik
saglayacak sekilde belirlenmis ve normalize
edilmis agirliklar, TOPSIS analizine aktarilmistir.
Sekil 2, Monte Carlo simiilasyonu ile elde edilen
kriter agirliklarinin dagilimini  gdstermektedir.
Her bir histogram, ilgili kriterin (6rnegin karbon
ayak izi, Uretim maliyeti, regiilasyon uyumu,
yapisal dayaniklilik, tretim siiresi) 10.000
iterasyonda elde edilen agirlik degerlerinin
frekans dagilimmi sunmaktadir. Sekil 2’de
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tim kriterlerin agirliklart
simetrik ve c¢an egrisi seklinde dagilim
gostermekte olup, bu durum simiilasyonun
istatistiksel olarak dengeli ve giivenilir sonuglar
drettigini ortaya koymaktadir. Her dagilimin
iizerine eklenen kesikli dikey ¢izgi, AHP
stireciyle hesaplanan referans agirligma karsilik
gelmekte; bu referans degerlerin dagilimlarin
medyanina yakin oldugu goriilmektedir. Bu
durum, klasik AHP ile elde edilen degerlerin
Monte Carlo simiilasyonu ile dogrulandigini ve
karar agirliklarinin belirsizlik altinda bile kararl
kaldigin1 gostermektedir.

goruldugi {izere,
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Sekil 2. Monte Carlo simiilasyonu ile elde edilen
agirliklarin dagilimi

Sekil 3, Monte Carlo AHP yontemiyle elde edilen
bes karar kriterine ait agirliklarin dagilimim kutu
grafigi (boxplot) ile sunmakta olup, Ozellikle
karbon ayak izi (C1) kriterinin en yiliksek medyan
degere ve daha diisiik dagilim genisligine sahip
oldugunu, bdylece karar siirecinde baskin ve
tutarli bir parametre oldugunu gostermektedir.

Sekil 3. Monte Carlo simiilasyonu ile AHP kriter
agirhiklart degerleri

Ozetle Cizelge 1, MC-AHP sonucunda her bir
kriter i¢in elde edilen agirliklarin temel
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istatistiksel Olgiitlerini sunmaktadir. karbon ayak
izi (Cl) kriteri hem en yiikksek ortalama ve
medyan degeriyle Oncelikli kriter oldugunu
gostermekte, hem de standart sapma ve ¢eyrekler
aras1 aralik degerlerinin gorece diisilk olmasi
sayesinde istatistiksel olarak kararli bir yapiya
sahiptir. Diger kriterlerdeki daha diisiik ortalama
agirhiklar, cevresel Onceligin karar siirecinde
baskin oldugunu desteklemektedir. Bu dagilim
ozellikleri,  belirsizligin ~ dikkate  alindig1
modellerde dahi kararlarin ¢evresel etkiler
iizerinden sekillendigini ortaya koymaktadir.

Cizelge 1. Kriter agirliklarma iliskin temel

istatistikler
Kriter
0
Zo =2 w 22
53 £ 52 8¢
= s 2y
=~ = |® &
(<]
C1 (Karbon Ayak 0,35 0,35 0,04 0,07
izi)
C2 (Enerji Tiiketimi) 0,20 0,20 | 0,03 0,06
C3 (I"Jretim Maliyeti) 0,15 0,15 0,02 0,04
C4 (Mevzuat Uyumu) 0,15 0,15 0,03 0,05
C5 (eretim Siiresi) 0,15 0,15 0,03 0,05
2.3. Alternatiflerin Tanimlanmasi
Calismada, EA sarj ekipmam {iretiminde

degerlendirilen alternatif teknolojiler; ¢evresel
etki, mevzuat uyumu ve teknik uygunluk
temelinde secilmistir. 2020-2024 donemine ait
indirgenmis 56 akademik yayin ile LCA ve EPD
veri tabanlart taranarak {retim yoOntemlerine
ilisgkin karbon salimi, enerji tiiketimi, {iretim
stiresi ve geri doniigiim orani gibi veriler tematik
olarak kodlanmstir. Secilen bes iiretim yontemi,
bir EVSE muhafaza bileseni iizerinden
karsilagtirmali analiz i¢in standartlara uygun
bigimde sayisallastirilmig ve ¢alisma kapsaminda
onerilen MC-AHP, TOPSIS ¢ok kriterli karar
modelinde kullanilmak {izere karar matrisine
doniistiiriImistiir.

Bu siire¢, analizde kullanilan alternatif ve
kriterlerin uygulama baglamina dayali, gegerli ve
biitiinciil bir yapida tanimlanmasini saglamistir.

Cizelge 2'de sunulan karar matrisi, EA sarj
ekipmanmi  iiretiminde  degerlendirilen  bes
alternatif teknolojinin; karbon ayak izi, mevzuat
uyumu, iiretim maliyeti, yapisal dayaniklilik ve
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dretim  siresi  kriterleri  a¢isindan  nicel
performanslarn1  gostermektedir. TOPSIS
yontemi bu caligmada, s6z konusu kriterler
dogrultusunda alternatiflerin gevresel ve teknik
uygunluk diizeyine gore siralanmasini saglamak
amactyla uygulanmistir. ilk asamada, 6lgiim
birimlerinin heterojen yapisi nedeniyle karar
matrisi vektér normu yontemiyle normalize
edilmistir (Cizelge 3). Normalizasyon, klasik
vektor tabanli yontemle yapilmis olup daha sonra
AHP ile elde edilen agirliklar, normalize matrisin
her bir siitunuyla carpilarak agirlikli karar matrisi
elde edilmistir (Cizelge 4). Ikinci asamada, her bir
kriter degeri MC-AHP agirliklanyla carpilarak
agirlikli karar matrisi elde edilmistir. Ardindan,
ideal ve negatif ideal ¢Oziim noktalar
tanimlanmis ve her alternatifin bu noktalara olan
Oklidyen uzakliklar1 hesaplanmustir (Cizelge 5).
Son asamada, her alternatif icin goreli yakinlik
katsayis1 (Ci) hesaplanarak, alternatiflerin ¢ok
kriterli bir yapida ideal ¢dzlime olan yakinliklar
belirlenmistir. Karar matrisi verileri; 6rnegin A5
i¢in 0.85 kgCOz, 0.92 regiilasyon uyumu, 65 dolar
maliyet, 65 yapt dayanimi, 11 dakika iretim
siiresi gibi min-max normalizasyon yontemiyle
Olceklendirilmis, ardindan MC-AHP ile elde
edilen kriter agirhiklariyla c¢arpilarak  her
alternatifin cok boyutlu performansi
hesaplanmigtir. Bu siire¢ sonucunda lretim
alternatifleri ¢evresel ve teknik uygunluk
diizeylerine gore siralanmigtir (Cizelge 6).
TOPSIS yontemi bu baglamda, belirsizlik altinda
elde edilen istatistiksel agirliklarla entegre
edilmis, cevresel etki ve teknik uygulanabilirlik
kriterlerini birlikte degerlendiren biitlinciil bir
siralama gercevesi sunmustur. Elde edilen
sonuglar, karar vericilerin karbon notr hedeflerle
uyumlu, mevzuat temelli ve iiretim verimliligini
gozeten stratejik tercihler yapmasina olanak
saglamaktadir.

Cizelge 2. Karar matrisi

Alternatif C1 C2 C3 C4 C5
ler (kgCO2) (dolar) (dk)
Al 1,02 0,90 100 9 20
A2 2,00 0,85 120 95 | 25
A3 1,18 0,88 60 70 10
A4 2,10 0,86 70 75 12
AS 0,85 0,92 65 65 11
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Cizelge 3. Normalize karar matrisi

Altern C1 C2 (3 C4 C5
atifler = (kgCO2) (dolar) (dk)
Al 0,29 0,45 0,51 0,50 0,53
A2 0,58 0,43 0,62 0,53 0,67
A3 0,34 0,44 0,31 0,39 0,26
A4 0,61 0,43 | 0,36 0,42 0,32
A5 0,24 0,46 0,33 0,36 0,29
Cizelge 4. Agirlikli karar matrisi
Altern C1 C2 C3 C4 (6]
atifler = (kgCO2 (dola (dk)
) r)

Al 0,10 0,06 0,10 0,05 0,11
A2 0,20 0,06 0,12 0,05 0,13
A3 0,12 0,06 0,06 0,04 0,05
A4 0,21 0,06 0,07 0,04 | 0,06
A5 0,08 0,07 0,07 0,04 0,06

Cizelge 5. Ideal ve anti-ideal ¢oziim noktalar

C1 C2 C3 C4 C5 (dk)
(kgCO2) (dolar)

0,2161 0,0699 0,1246 @ 0,0532 0,1341
0,0875 0,0646  0,0623 | 0,0364 0,0536

Cizelge 6. TOPSIS skorlar1 ve siralama

Alternatifler TOPSIS Skoru = Siralama
A5 0,799395 1
A3 0,745924 2
Al 0,477239 3
A4 0,396643 4
A2 0,388920 5

Cizelge 6, degerlendirmeye alinan bes {iretim
alternatifinin TOPSIS yontemiyle elde edilen
goreli yakinlik skorlarmi  ve bu skorlar
dogrultusunda yapilan siralamay1 géstermektedir.
En yiiksek skoru elde eden A5 alternatifi (geri
doniistiirilmiis PLA/ABS ile 3B baski), cok
kriterli degerlendirme kapsaminda en uygun
secenek olarak belirlenmistir. Bunu sirasiyla A3
(PLA ile 3B baski), Al (enjeksiyon kaliplama),
A4 (ABS ile 3B baski1) ve A2 (metal dokiim) takip
etmektedir. Bu sonuglar, diisiik karbon ayak izi ve
gevresel uyumlulugun oncelikli oldugu karar
ortamlarinda, 3B  baski  temelli {iretim
alternatiflerinin siirdiiriilebilirlik agisindan daha
avantajli oldugunu ortaya koymaktadir.
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3. BULGULAR VE DEGERLENDIRME

Bu c¢alismada degerlendirilen bes lretim
alternatifine ait karbon ayak izi degerleri, cevresel
stirdiiriilebilirlik agisindan belirgin farkliliklar
sergilemistir. Geri doniistirilmis PLA ile
iiretilen 3B baski yontemi, 0,85 kg CO.-eq/kg ile
en disik emisyon degerine  ulasarak
karbonsuzlagsma hedefleriyle en yiiksek uyumu
gostermistir. Buna karsilik, metal dokiim (2,20 kg
CO2-eq/kg) ve ABS ile 3B baski (2,10 kg CO»-
eq/kg) yontemleri, karbon emisyonu agisindan en
olumsuz performansi sergileyerek geleneksel ve
petrol tiirevi tekniklerin ¢evresel dezavantajlarini
ortaya koymustur. Orta diizey emisyon sunan
PLA ile 3B baski (1,18 kg CO:-eq/kg) ve
enjeksiyon kaliplama (1,02 kg COs-eq/kg) ise
gorece daha az ¢evresel etki gostermektedir (Sekil
4). Bu dagilim, iretim yontemlerinin karbon
notrligii politikalartyla teknik uyum diizeyini net
bicimde yansitmaktadir.
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Sekil 4. Uretim ydntemine gore karbon ayak izi
degisimi

TOPSIS analizinde en yiiksek skoru alan
alternatifin geri doniistiiriilmiis PLA ile 3B bask1
(C =0,799) olmasi, diisiik karbonlu ve dongiisel
iretim ¢oziimlerinin ¢evresel ve teknik acgidan
biitiinlesik avantaj sundugunu dogrulamaktadir.
Diger 3B baski secenekleri (6rnegin PLA
filament, C* = 0,746), hem maliyet hem de {iretim
esnekligi  acisindan  rekabetgi  seviyelerde
konumlanmigtir. Mevzuat uyumu agisindan,
enjeksiyon kaliplama yontemi halen RoHS ve
ISO 14001 gibi cevresel standartlara en yliksek
diizeyde uyum gosteren yontem olarak oOne
cikarken, geri donistiiriilmiis filamentlerin bu
alandaki eksiklikleri nedeniyle genel skoru gorece
smirlanmistir. Ancak bu eksikliklerin giderilmesi,
cevresel regiilasyonlarla tam uyumlu karbon nétr
iiretim igin stratejik bir firsat sunmaktadir.
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Normalize karar matrisi {izerinden yapilan kriter
bazli hassasiyet analizi, 6zellikle C1 (Karbon
Ayak izi) ve C3 (Uretim Maliyeti) kriterlerinin
karar modeline etkisinin yiikksek oldugunu
gostermistir. C2 (Mevzuat Uyumu) kriterinde ise
geleneksel enjeksiyon kaliplama yontemi en
yiksek uygunluk skorunu alirken, geri
doniistirilmiis filament tabanli 3B baski
sistemlerinin RoHS ve ISO 14001 gibi ¢evresel
regiilasyonlarla  kismen uyumsuz oldugu
gorilmiistir. Bu durum, alternatifin ¢evresel
avantajina ragmen genel TOPSIS skorunu
diisiirmiistiir. Ancak bu regiilasyonel eksikliklerin
giderilmesi durumunda, 3B baski tabanh
dongiisel iiretim yapilari, gevresel ve teknik
acilardan ideal ¢6ziime en yakin secenekler olarak
one ¢ikmaktadir. MC-AHP ve TOPSIS’in entegre
kullanimi, teknik ve c¢evresel degiskenleri
istatistiksel giivenilirlikle modelleyerek, karar
vericilere siirdiiriilebilir enerji altyapilarinda
uygulanabilir, karsilagtirilabilir ve politika
uyumlu bir karar destek ¢er¢evesi sunmaktadir.

4. TARTISMA VE SINIRLILIKLAR

Bu calismada degerlendirilen PLA ve ABS gibi
yaygin polimer malzemeler, EA besleme
sistemlerinde kullanilan bilesenlerin ¢evresel
etkilerinin analizinde temel alinmigtir. Bununla
birlikte, son yillarda literatiirde 6ne ¢ikan karbon
fiber takviyeli polimerler (Carbon Fiber
Reinforced  Polymer, @CFRP) ve  geri
doniistiirilmis hibrit kompozitler, 6zellikle 3B
baski teknolojileriyle entegre kullanildiginda hem
mekanik  dayanom  hem  de  ¢evresel
stirdiiriilebilirlik acisindan G6nemli avantajlar
sunmaktadir. CFRP gibi malzemeler, yliksek
mukavemet/agirlik oram1 sayesinde tasiyici
parcalarda daha ince ve hafif yapilarin
tasarlanmasina olanak tanirken, geri
donistiirilmiis  igeriklerin  kullanimiyla da
dongiisel ekonomi hedeflerine katk1
saglayabilmektedir. Ancak bu malzemelere
iliskin LCA werilerinin ve iiretim siirecine ait
sayisal girdilerin sinirli olusu, karar modeline
biitlinciil entegrasyonlarin1 kisitlamaktadir. Bu
malzemelere iliskin yeterli LCA verisi ve liretim
parametresi  bulunmadigindan, mevcut c¢ok
kriterli karar modeline entegrasyonu
yapilamamustir. flerleyen ¢alismalarda bu tiir ileri
kompozitlerin degerlendirilmesi 6nerilmektedir.
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Bu calismada iiretim maliyeti kriteri ¢ok kriterli
karar modeline dahil edilmis olsa da 3B baski
teknolojilerinin seri {iretim Ol¢eginde maliyet
etkinligine iliskin kapsamli yasam dongiisii
verileri ve teknik/ekonomik analizler literatiirde
smirlt  diizeydedir. Bu nedenle, maliyet
parametresi daha c¢ok Ozellestirilmis diisiik
hacimli {iretim baglaminda degerlendirilmistir
[58].

Literatirde, 3B baski teknolojilerinin EA
uygulamalarinda baski hizi, kalite kontrol
stireclerinin standardizasyonu ve uzun vadeli
cevresel dayaniklilik gibi operasyonel zorluklar
tagidig1 vurgulanmaktadir [59]. Ancak Tiirkiye
baglaminda, bu teknolojilerin hélen prototipleme
ve diigiik hacimli iiretim diizeyinde uygulanmasi
ve sarj altyapisi bilesenlerinde endiistriyel seri
iiretim diizeyine gecilmemis olmasi nedeniyle, bu
calismada s6z konusu miihendislik sinirliliklar
oncelikli degerlendirme kapsamina alinmamastir.

Ayrica, literatiirde 3B baski teknolojilerinin
elektrikli ara¢ uygulamalarinda yayginlasmasinin
onlinde baz1 yapisal zorluklar bulundugu da
belirtilmektedir. Ozellikle iiretim hizinin diisiik
olmasi, kalite kontrol siire¢lerinin
otomatiklestirilememesi ve tiretim ¢iktilarinin
uzun vadeli dayaniklilik agisindan sinirlt saha
verisine dayanmasi gibi etkenler, bu teknolojinin
seri  Uretim  Olgeginde  uygulanabilirligini
azaltmaktadir. Bununla birlikte, dongiisel
ekonomi ilkeleri dogrultusunda hurda plastik
parcalarin geri kazanimi ve 3B baski yoluyla
yeniden degerlendirilmesi, siirdiiriilebilir {iretim
stratejileri acisindan gelecek vadeden bir
yaklasim olarak degerlendirilmektedir. Ote
yandan, batarya ve gii¢ elektronigi sistemlerinin
yeniden kullanim1 ve parga bazli iiretimle entegre
edilmesi gibi alternatif dongiisel c¢oziimler de
elektrikli ara¢ teknolojilerinin siirdiiriilebilirligi
acisindan tamamlayict potansiyel sunmaktadir
[59-60].

5. SONUC VE ONERILER

Calisma, elektrikli ara¢ besleme sistemlerine
yonelik {iretim teknolojilerinde yalnizca ¢evresel
etkilerin degil, ayn1 zamanda teknik uygunluk,
ekonomik  siirdiiriilebilirlik  ve  mevzuat
uyumunun birlikte degerlendirilmesi gerektigini
ortaya koymaktadir. Karar destek siirecine
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entegre edilen LCA tabanli karbon ayak izi
verileri, iiretim alternatifleri arasinda Onemli
farkliliklart  ortaya koymus; o&zellikle geri
donistiirilmiis PLA ile 3B baski yontemi, en
diisiik karbon salimi (0,85 kg CO:-eq/kg) ile
stirdiiriilebilir iiretim adma en yiiksek uyumu
gostermistir. Buna karsin, metal dokiim (2,20 kg
CO:-eq/kg) ve ABS ile 3B baski (2,10 kg CO--
eq’kg) gibi  yiikksek emisyonlu yontemler,
geleneksel tekniklerin ¢evresel dezavantajlarini
acikca ortaya koymustur. Enjeksiyon kaliplama
ve PLA bazli 3B baski ise orta diizeyde emisyon
sunarak c¢evresel siirdiiriilebilirlik  agisindan
alternatif ¢6zlimler olarak konumlanmistir.

TOPSIS analizinde, en yiiksek skoru alan
alternatifin geri doniistiiriilmiis PLA ile 3B baski
(C =0,799) olmasi, diisiik karbonlu ve dongiisel
iiretim ¢6zlimlerinin teknik ve gevresel agilardan
biitiinlesik avantaj sundugunu dogrulamaktadir.
Mevzuat uyumu bakimindan  enjeksiyon
kaliplama yontemi, RoHS ve ISO 14001 gibi
cevresel standartlara en yiikksek uygunluk
gosteren alternatif olarak 6ne ¢ikmis; buna karsin,
geri doniistiirilmiis filamentlerin heniiz tam
mevzuat uyumu saglayamamasi, bu segenegin
genel skorunu smirlamistir. Bununla birlikte,
cevresel regiilasyonlarla uyum eksikliklerinin
giderilmesi durumunda, 3B baski tabanh
dongiisel iiretim ¢oziimleri, teknik ve g¢evresel
kriterleri en yiiksek diizeyde karsilayan stratejik
secenekler haline gelecektir.

Normalize karar matrisi lizerinden yapilan kriter
bazli hassasiyet analizleri, 6zellikle karbon ayak
izi (C1) ve iiretim maliyeti (C3) kriterlerinin karar
modeli iizerindeki etkisinin yliksek oldugunu
gostermistir.  MC-AHP  ile  belirsizlikleri
minimize edilen kriter agirliklar1 ve TOPSIS ile
belirlenen  alternatif  siralamalari,  enerji
altyapisinda  dijital {iretim  teknolojilerinin
seciminde karar vericilere sistematik, istatistiksel
temelli ve uygulamaya gecirilebilir
yonlendirmeler sunmaktadir.

Politika Onerileri, ¢alismada ulasilan bulgularla
biitiinciil bicimde uyumludur. Ozellikle diisiik
karbon salimi saglayan iiretim alternatifleri
arasinda yer alan geri doniistiirilmiis PLA ve
ABS filament kullanan yerli {ireticilerin, stratejik
iiretim destek programlaria ncelikli olarak dahil
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edilmesi gerekmektedir. Ayrica, EPD tabanl
karbon etiketleme uygulamalarinin EVSE tedarik
zincirinde zorunlu hale getirilmesi, c¢evresel
seffaflig1 artirarak Avrupa Yesil Mutabakati ve
Tiirkiye'nin 2053 Net Sifir Emisyon hedefleri ile
yapisal uyumu gii¢lendirecektir. Diigiikk karbon
ayak izine sahip Uretim tekniklerinin sanayi
destek mekanizmalarinda oncelikli kriter olarak
degerlendirilmesi ve 3B baski tabanli iiretim
altyapilarinin yesil kamu alimlar1 ve stratejik
yatirim tesvikleri kapsaminda kurumsal diizeyde
yaygimlastirllmasi Onem arz etmektedir. Bu
dogrultuda onerilen c¢ok kriterli karar destek
yapisi, Avrupa Yesil Mutabakati, Tiirkiye nin
Iklim Kanunu ve 2053 net sifir emisyon
hedefleriyle dogrudan uyumlu bir ¢ercevede
kurgulanmigtir. Model; ¢evresel siirdiirtilebilirlik,
dongiisel ekonomi ilkeleri, karbon ayak izinin
azalttimi, iretim  siire¢lerinin  mevzuatlara
uygunlugu ve enerji verimliligi gibi ¢cok boyutlu
politika hedeflerini birlikte ele alabilen entegre
bir karar mekanizmasi sunmaktadir. Bu ¢ok
kriterli yaklagim, iiretim teknolojileri baglaminda
sadece cevresel etkileri degil, ayn1 zamanda
ekonomik uygulanabilirlik, yapisal dayamklilik
ve diizenleyici uygunluk gibi parametreleri
sayisallastirarak politika yapicilar i¢in nesnel bir
onceliklendirme ve senaryo analizi araci islevi
gormektedir. Dolayisiyla Onerilen model, hem
sanayi aktorleri agisindan siirdiiriilebilir {iretim
dontigiimiine  yonelik  teknik  yol haritas1
olusturmakta hem de kamu otoritelerine yonelik
stratejik planlama ve mevzuat uyumlulugu i¢in
veri temelli bir karar altyapis1 saglamaktadir.
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ABSTRACT

In this study, the machinability of PET-G (Polyethylene Terephthalate Glycol) material produced by
Fused Deposition Modeling (FDM) was experimentally investigated under various manufacturing and
machining parameters. The effects of key parameters influencing delamination—namely infill
percentage, layer thickness, spindle speed, and feed rate—were specifically examined. Statistical data
were obtained using the Taguchi method, and the results were analyzed in terms of both mean values
and Signal-to-Noise (S/N) ratios. The findings revealed that infill percentage has a significant effect on
delamination. The lowest delamination values were observed at a 100% infill level, while the highest
delamination occurred at a 33% infill ratio. When layer thickness was increased from 1 mm to 2 mm, a
reduction in delamination tendency was observed. An increase in spindle speed resulted in a notable rise
in delamination, particularly at high rotational speeds (4500 rpm), where elevated cutting forces and
temperature led to structural damage and delamination. The influence of feed rate on delamination was
relatively minor. This study presents a comprehensive experimental analysis of both production
parameters (infill percentage and layer thickness) and machining parameters (spindle speed and feed
rate) for PET-G material. It is concluded that, for optimal machinability of PET-G manufactured via the
FDM method, an infill percentage of 100% and a layer thickness of 2 mm are recommended. This work
provides valuable guidance for quality control and parameter optimization in post-additive
manufacturing machining processes.

Keywords: FDM, PET-G, Machinability, Delamination, Taguchi Method, Parameter Optimization

1. INTRODUCTION In FDM, the production process is carried out
Additive Manufacturing (AM), commonly by a system where the extruder nozzle of a 3D
known as 3D printing, has become a preferred printer moves along the X, y, and z axes [3]. The
technology in various industrial fields such as material to be produced is modeled in CAD
defense, automotive, and medical sectors. It is software and converted to an STL file. Then,
increasingly ~ favored  over  traditional CAM codes are generated and sent to the 3D
manufacturing methods due to its cost- printer. Production is based on the principle of
effectiveness, rapid prototyping capabilities, layer-by-layer deposition of molten material
and minimal material waste [1-2]. [4]. A wide variety of polymers can be used in
this process. Among them, Polyethylene
The classical manufacturing method based on Terephthalate Glycol (PET-G) is one of the
melting and shaping plastic is known as Fused most commonly used materials due to its glossy
Deposition Modeling (FDM). These 3D finish, impact resistance, toughness, and
printers, which have become integrated into machinability [5].
daily life, enable the rapid production of
commonly used items such as household tools After FDM production, secondary machining
and toys, as well as components used in sectors processes such as threading, drilling, surface
like defense, automotive, and home appliances. finishing, and edge trimming are often
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necessary to facilitate assembly and integration

[6].

However, due to the non-homogeneous
structure of the printed materials, delamination
may occur, leading to structural failure [7].
Therefore, machinability studies are essential to
characterize  the behavior of FDM-
manufactured materials during machining. The
literature contains numerous studies on the
production and mechanical properties of PET-G
material.

For instance, Basurto-Vazquez and colleagues
investigated the energy absorption capacities of
honeycomb structures made from PET-G under
different infill percentages (30%, 70%, 100%)
and printing orientations (horizontal, vertical,
flat). According to the results, printing
parameters  significantly influenced both
delamination tendency and energy absorption
behavior. The best performance was observed
in the structure printed vertically with a 100%
infill ratio [8].

Lozrt et al. applied post-processing treatments
(chemical smoothing, heat treatment, epoxy and
water-based coatings) to samples made of
recycled PET-G (rPET-G). Heat treatment was
found effective not only in improving
mechanical properties but also in reducing
moisture absorption. These findings highlight
the importance of post-processing techniques in
enhancing the durability of PET-G materials

[9].

Menderes et al. investigated the relationship
between surface roughness, infill percentage,
pattern type, and certain mechanical properties
of PET-G produced via 3D printing. They used
a nozzle temperature of 240°C and a wall
thickness of 0.2 mm, with Ra values ranging
from 10.38 to 14.02 um [10].

Santana et al. employed a Taguchi experimental
design to examine the effects of process
parameters in printing PLA and PETG
materials. They found that filament diameter,
viscosity, and deposition speed significantly
influenced material properties [11].

Guo et al. worked to improve the surface quality
of FDM-fabricated amorphous PEEK and
carbon fiber-reinforced PEEK composites
through dry milling. They investigated the
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interplay between printing parameters (layer
thickness, raster angle) and milling parameters
(cutting depth, spindle speed, feed rate). It was
demonstrated that a +45°/—45° raster angle and
small layer thickness improved surface quality
[12].

Xu et al. evaluated the machinability of carbon
fiber-reinforced polyimide (PI) and PEEK
composites in terms of cutting forces,
temperature rise, delamination damage, surface
morphology, and tool wear during drilling. It
was determined that carbon/PEEK composites
exhibited higher drilling forces and wear
tendencies, yet achieved better surface quality
due to continuous chip formation [13].

Kumar et al. fabricated carbon fiber-reinforced
PETG wusing FDM and analyzed tensile
strength, flexural strength, and hardness to
optimize machine parameters [ 14]. Khoran et al.
studied the effects of cryogenic cooling (carbon
dioxide snow) on the grinding of Polyether
Ether Ketone (PEEK), showing that it reduced
tool loading and improved surface quality and
tool life [15].

El Magri et al. optimized printing parameters to
enhance the mechanical and thermal
performance of 3D-printed PEEK parts. Nozzle
temperature was identified as the most
significant ~ parameter  affecting  tensile
properties and crystallinity. Annealing further
improved performance by relieving residual
stresses and increasing crystallinity [16].

Kartal et al. conducted cutting tool operations
on 100% infill rate PLA material produced via
3D printing to determine optimal machining
parameters [17]. Ergene et al. theoretically
investigated the effects of conical angle and
boundary conditions on the natural frequency
values of PET-G material beams fabricated by
FDM, validated their results using ANSYS
software, and subsequently performed tensile
tests [18].

Karaca et al. utilized PLA material
manufactured via FDM and conducted pressure
and compression tests [19]. Peduk et al
produced a NiTi shape memory alloy via
Electron Beam Melting (EBM), employing a
high-energy electron beam in the additive
manufacturing process, and subsequently
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machined the material using Wire Electrical
Discharge Machining (WEDM) [20].

Dogru et al. experimentally and numerically
investigated the impact strength, interlayer
delamination defects, and bending stress effects
of PET material produced by additive
manufacturing [21]. Cevik et al. studied optimal
cutting parameters for 316L stainless steel
manufactured through additive manufacturing
techniques [22].

Mercado-Colmenero et al. examined the
mechanical characterization of PET-G material
produced by FDM under uniaxial compressive
loading conditions [23]. Ozen et al. conducted a
study on the modeling of mechanical properties
of FDM-fabricated PET-G material using the
finite element method [24].

As understood from the literature, there are
limited studies on the machinability of PET-G
materials produced via FDM. In particular,
systematic investigations that simultaneously
consider production parameters (such as infill
percentage and layer thickness) and machining
parameters (such as spindle speed and feed rate)
are lacking. This study aims to evaluate the
delamination behavior of PET-G materials after
CNC machining following FDM production,
using the Taguchi experimental design
approach. Thus, it is intended to contribute the
first comprehensive experimental study that

jointly examines both production and
machining parameters for PET-G in the
literature.

2. MATERIALS AND METHODS

2.1. Materials

In this study, the specimen used was produced
using the FDM (Fused Deposition Modeling)
method and is commonly referred to as PET-G
(Polyethylene Terephthalate Glycol). This
composite material is widely used due to its
high strength-to-weight ratio, hardness, and
excellent thermal stability, which are among its
superior mechanical properties. The PET-G
filament used in this study has a diameter of
1.75 mm and is a standard material for Fused
Deposition Modeling (FDM) 3D printing
processes.
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The technical specifications of the 3D printer
used in the FDM process are presented in Table
1.

Table 1. Technical specifications of the 3D printer

used in FDM production
Bambu Lab X-Carbon Fused Deposition
Modeling
Maximum speed of 500 mm/s
moving head part
Maximum speed of 20 m/s?
moving head part
Nozzle Diameter 0.4 mm
(Included)
Filament Diameter 1.75 mm
Max Hot End Flow Temperature: 280
Recommended PETG, vb.
Filament

2.2. Specimen Fabrication

The specimens were fabricated using an FDM-
based 3D printer. The printer was equipped with
a heated build plate and an extruder capable of
processing high-temperature materials such as
PET-G. A systematic experimental design was
implemented to

investigate the effects of various processing
parameters on the delamination behavior of the
printed parts. The primary processing
parameters included infill percentage (iF), layer
thickness (LT), spindle speed (n), and feed rate
(F). These parameters were varied at multiple
levels, as detailed below. The parameters are
presented in Table 2.

Table 2. Production and processability parameters

Parameter
Infill Layer Feed rate | spindle
percentage | thickness (F) speed (n)
(iF) % (LT) (mm) | mm/min. |rpm
100 1 100 1500
66 1,5 150 3000
33 2 200 4500
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Figure 1. Schematic representation of materials produced in different categories during production

For this experimental study, materials were
produced for processability study with different
infill percentages and wall thicknesses under
constant printing speed and extruder
temperature (240°C). Figure 1 illustrates the
schematic representation of the production
process. In Figure 2, the printed samples' infill
percentages and wall thicknesses are clearly
shown.

Figure 2. Printed Machining Specimens

The PETG specimens produced by FDM were
fabricated using three different levels of Infill
Percentage (iF) (%33, %66, %100) and three
different levels of Layer Thickness (LT) (1 mm,
1.5 mm, 2 mm), resulting in a total of 9
specimens. These parameter levels were
combined to produce a total of 9 samples. Each
sample was printed under controlled
environmental conditions to minimize external
effects such as temperature and humidity
variations. The printing and machining
parameters, along with their corresponding
category levels (1, 2, and 3), are presented in
Table 3.
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Table 3. Printing and Machining Parameters
Corresponding to Categories 1, 2, and 3.

N g @ 8 e '8 (=N

() B = = = (g

g 5 g

o a

Category 1 100 1 100 1500
Category 2 66 1,5 150 3000
Category 3 33 2 200 4500

2.3. Experimental Setup

The experimental setup was designed to
evaluate the delamination behavior of PETG
specimens. Delamination, defined as the
separation between layers within the printed
part, was measured in millimeters (mm) and
recorded for each combination of processing
parameters. Measurements were taken using a
high-precision instrument to ensure accuracy
and repeatability.

PETG samples were produced with the FDM
method in the dimensions of 100 mm x 20 mm
x 6 mm (Figure 2). Testing operations were
carried out on PETG samples produced with the
FDM method on a Tezaymak brand 3-axis high-
speed CNC milling machine (Figure 3b). The
maximum spindle speed of this CNC machine
is 10,000 rpm and the machining precision is 1
pum. A 4 mm diameter coated carbide end
milling cutter (Figure 3a) was used as the
cutting tool for machining. The machinability
test setup is shown in Figure 3.
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Figue 3. Machining system

2.4. Taguchi and Delamination

To investigate the machinability parameters of
PET-G material produced via Fused Deposition
Modeling (FDM), the Taguchi orthogonal array
design, will be employed. This method is used
method, a systematic Design of Experiments
(DOE) approach such as full factorial design or
Box-Behnken to evaluate the effect of multiple
input variables on a single output variable and
provides a systematic approach for accurately
characterizing the response surface and
determining optimal parameters [25-26].

The Taguchi method helps identify the factors
that significantly influence the machining
performance, enhances the robustness of the
process at optimal levels, and reveals the
effective parameters with minimal experimental
effort. For this purpose, XLSTAT, an add-on
tool for Microsoft Excel, was utilized. Graphs
representing mean values, Signal-to-Noise
(S/N) ratios, and other tools were employed to
analyze variability in the process and minimize
the output responses.

In this study, four different parameters—
namely infill percentage, layer thickness, feed
rate, and spindle speed—were considered. A
total of eighty-one machining operations were
carried out by assigning each parameter to a
separate channel. Measurements were taken
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from two different regions within each channel
using precision calipers. Since minimal
delamination during machining is desired, the
"smaller-the-better" category was selected as
the response criterion in this study.

Delamination occurring during machining was
quantified using the delamination factor,
defined as the ratio of WMax/W. Here, WMax
represents the maximum width reached by the
damage zone, while W denotes the diameter of
the cutting tool’s tip.

3. RESULTS

In this study, the machinability of PET-G
material produced using the Fused Deposition
Modeling (FDM) method was investigated
under different manufacturing parameters such
as infill percentage, layer thickness, spindle
speed, and feed rate. The effects of certain
parameters on delamination were
systematically evaluated and supported with
Taguchi plots.

For four different parameters, infill percentage,
layer thickness, feed rate and spindle speed,
three different categories were considered.
Three different values were used in three
different categories for the four different
parameters used and are shown in Table 4. In
this way, eighty-one data inputs were taken and
eighty-one delamination output values were
found. These values were made according to the
larger is better principle in the Taguchi method
Signal to noise ratios graph and are shown in
Figure 4. In addition, delamination output
values (according to mean values) were plotted
according to the smaller is better principle. This
graph is shown in Figure 5.

The results obtained using the Taguchi
experimental design approach showed that the
infill percentage among the production
parameters had the most significant effect on
delamination. While the lowest delamination
values were obtained especially at 100% infill
ratio, it is thought that this situation can be
explained by the denser structure between the
layers. In similar studies conducted in the
literature, it has been observed that the infill
ratio plays an important role on the mechanical
and structural properties.
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Table 4. Signal-to-Noise ratio values presented across three categories.
Signal to Noise ratios:

Infill percentage Layer thickness Spindle speed Feed rate (F)
(iF) % (LT) (mm) (n) rpm mm/min.
Category 1 15,458 17,503 17,661 18,140
Category 2 18,199 17,939 17,968 17,989
Category 3 20,248 18,462 18,276 17,776

LS means(Signal to Noise ratios)

N N
o =
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Signal to Noise ratios
= &

[
[e)]
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[
v

Category 1 Category 2 Category 3

—— Infill percentage —<— Layer thickness
(iF) % (LT) (mm)

—O—spindle speed —O— Feed rate (F)
(n) rpm mm/min.

Figure 4. Taguchi Signal to Noise ratios graph

Table 5. Display of delamination (mm) values in 3 categories.

Means:
Infill percentage Layer thickness spindle speed Feed rate (F)
(iF) % (LT) (mm) (n) rpm mm/min.
Category 1 0,169 0,137 0,135 0,127
Category 2 0,124 0,130 0,130 0,130
Category 3 0,097 0,122 0,125 0,133
LS means(Means)
0,18
0,17 +
0,16
0,15 +
o 014 +
C
$ 013
=012 +
0,11 +
01 +
0,09 |
0,08 t t
Category 1 Category 2 Category 3
—O—infill percentage —<— Layer thickness
(iF) % (LT) (mm)
—O— spindle speed —— Feed rate (F)
(n) rpm mm/min.

Figure 5. Taguchi Delamination graph
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In the graph, the horizontal axis is divided into
three categories. The vertical axis represents the
Signal-to-Noise (S/N) ratios. The central bar
lines indicate different parameters (infill
percentage, layer thickness, spindle speed, and
feed rate). The entire graph compares the
delamination amount corresponding to three
different categories using the Signal-to-Noise
(S/N) ratios. It is observed in Table 4 and Table
5 that the delamination tendency decreases with
increasing the layer thickness (from 1 mm to 2
mm). This result can be interpreted as the
thicker layers exhibit relatively more
homogeneous behavior during the material
removal process and reduce the number of
operations at weak points. This situation here is
also consistent with the result of the study
conducted by Mercado-Colmenero et al. [23]
that the mechanical behavior of the

PET-G material changes depending on the layer
thickness.

3.1. Delamination

Delamination can be defined as the formation of
undesirable conditions such as layer separation
or expansion in the processing area during the
removal process of a material after production.
This problem is particularly important for
additively manufactured materials, as it affects
the surface quality and structural integrity of the
part. According to the results obtained from the
graphical analysis, the degree of delamination
varies depending on parameters such as infill
percentage, layer thickness, spindle speed and
feed rate. This change is shown in Figure 4 and
Figure 5.

In general, an increase in infill percentage
results in a decrease in delamination. The lowest
delamination values, ranging between 0.102
mm and 0.987 mm, were observed at 100%
infill, while the highest delamination values,
between 0.147 mm and 0.197 mm, occurred at
33% infill. This suggests that a higher infill
percentage leads to a more compact internal
structure, thereby increasing the bonding
strength between layers.

An increase in wall thickness also showed a
tendency to reduce delamination. It was
observed that samples with a layer thickness
increased from 1 mm to 2 mm exhibited reduced
delamination. This can be attributed to the fact
that thicker layers have fewer weak points
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during the machining process and display a
more homogeneous behavior during cutting
operations.

An increase in spindle speed led to a significant
rise in delamination. Especially when the
spindle speed was increased from 1500 rpm to
4500 rpm, more pronounced delamination was
observed in samples with 100% infill. This
indicates that high cutting speeds at higher
spindle speeds can damage the structure of the
material.

During the processing of the material, high
speed processing generates thermal heat, which
leads to deterioration in the material and
therefore delamination.

Although a slight reduction in delamination was
observed with an increase in feed rate, the effect
was not found to be statistically significant.

According to literature, machinability studies
on FDM-produced thermoplastic materials are
generally focused on a single parameter or
material type. However, this study presents a
comprehensive experimental investigation on
PET-G material, for the first time, where both
production parameters (infill percentage and
layer thickness) and machining parameters
(spindle speed and feed rate) are evaluated
together.

Due to the layered structure of PET-G materials
produced via FDM, significant challenges are
encountered during machining. Optimizing the
results obtained with the parameters used in this
study enables the minimization of delamination.
It was concluded that using a 2 mm layer
thickness and 100% infill percentage produces
specimens with high strength and good
machinability.

It has been observed that the increase in spindle
speed causes a significant increase in the
amount of delamination, especially at high
speeds (4500 rpm). The reason for this situation
can be considered as the damage to the material
structure caused by the increased temperature
and cutting forces that occur at high cutting
speeds.

Although delamination tends to decrease
slightly with the increase in feed rate, no
statistically significant difference was found. In
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this case, it is thought that the effect of the feed
rate on the layered structure of the PET-G
material is limited. It is consistent with the
statement that there are only small mechanical
changes depending on the feed rate in the study
conducted by El Magri et al. [16].

4. DISCUSSION

According to the studies in the literature, it has
been observed that the machinability studies of
thermoplastic materials produced with FDM
generally focus on a single parameter or
materials.

However, in this study, for the first time, a
comprehensive  experimental study  was
conducted in PET-G material, where the
production parameters (fill ratio and layer
thickness) and the machinability parameters
(spindle speed and feed rate) were evaluated
together.

Due to the layered structure of this PET-G
material produced with FDM, great difficulties
are encountered during processing. Optimizing
the results found with the parameters used here
ensures that delamination is minimized. It was
concluded that samples with high strength and
good machinability can be produced, especially
by preferring 2 mm layer thickness and 100%
fill ratio.

5. CONCLUSION

In this study, the machinability of PET-G
material produced via Fused Deposition
Modeling (FDM) was investigated with respect
to both printing parameters (infill percentage
and layer thickness) and machining parameters
(spindle speed and feed rate). Delamination
emerged as one of the critical issues during tool-
based machining operations. The influence of
these parameters on delamination was analyzed
using the Taguchi design of experiment
methodology. Based on the analysis, the
following conclusions were drawn:

An increase in infill percentage resulted in a
decrease in  delamination. The lowest
delamination values were achieved at 100%
infill density. This can be attributed to the fact
that higher infill percentages lead to a denser
material structure and improved interlayer
bonding strength. Conversely, the highest
delamination was observed at the 33% infill
level.
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From the perspective of wall thickness, an
increase from 1 mm to 2 mm led to a reduction
in delamination tendency. This improvement
may be explained by the more homogeneous
behavior of the material during the machining
process and a corresponding decrease in weak
zones.

An increase in spindle speed caused a
noticeable rise in delamination. As the spindle
speed increased from 1500 to 4500 rpm, cutting
forces and temperature increased, leading to
structural damage in the material and promoting
delamination. Therefore, it is recommended to
use moderate spindle speeds during machining
for better performance.

Although a slight decreasing trend in
delamination was observed with increasing feed
rate, the effect was not found to be statistically
significant. Thus, the influence of feed rate on
delamination remains limited.

In conclusion, for optimizing the machinability
of PET-G material produced via the FDM
method, a 100% infill level and 2 mm layer
thickness are recommended as the most
favorable parameters. This study provides
valuable guidance for parameter optimization in
additive  manufacturing  processes  and
subsequent machining operations.
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ABSTRACT

Class imbalance presents a persistent challenge in supervised learning, often degrading classifier
performance on underrepresented classes. This study introduces BODE, a hybrid oversampling method
that combines boundary-aware instance selection, differential evolution-based perturbation, and density-
constrained filtering. By targeting critical minority instances near decision boundaries, BODE generates
diverse yet structurally valid synthetic samples. Experiments on 44 benchmark datasets using k-NN,
Decision Tree, and SVM classifiers demonstrate that BODE consistently outperforms eleven widely
used oversampling methods. Evaluated solely using the AUC metric, BODE achieves the highest
average performance across all classifiers, with 28, 33, and 26 dataset-level wins, respectively. These
results confirm BODE’s robustness and generalization capability, particularly in challenging scenarios
involving overlapping or sparse decision regions.

Keywords: Imbalanced Learning, Oversampling, Differential Evolution, Decision Boundary.

1. INTRODUCTION Recent studies have explored more
In many real-world classification problems, the sophisticated strategies, such as boundary-
distribution of classes is highly imbalanced, aware sampling and evolutionary algorithms, to
with the minority class significantly improve synthetic sample quality. Boundary-
underrepresented [1]. This imbalance often focused methods aim to reinforce -critical
leads to biased models that perform well on the regions near decision boundaries, while
majority class while failing to detect rare but Differential Evolution (DE) offers a robust
critical minority instances. Such failures are framework for generating diverse and
especially detrimental in domains like medical informative samples. Yet, these approaches are
diagnosis, fraud detection, and fault prediction, typically applied in isolation, and the lack of
where accurate identification of minority cases integration between boundary sensitivity and
is essential for minimizing risk and ensuring adaptive generation limits their overall
reliable decision-making [2—4]. effectiveness [6-9].

To mitigate the impact of class imbalance, To overcome these limitations, BODE
various oversampling techniques have been introduces a hybrid oversampling strategy that
proposed, with SMOTE and its variants being integrates boundary-aware instance selection
among the most widely adopted. These methods with Differential Evolution-based synthetic
generate synthetic samples to augment the sample generation. The method begins by
minority class, aiming to balance the dataset detecting minority instances near decision
without  discarding  valuable  majority boundaries through a k-nearest neighbors
information [5]. However, most interpolation- analysis. Controlled perturbations are then
based approaches fail to preserve the decision applied to these critical points using
boundaries and often generate overlapping or evolutionary operations, generating synthetic
noisy samples, which may degrade classifier samples that are both diverse and well-
performance rather than improve it. positioned. This design enhances the distinction
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between classes while reducing the risk of noise
and redundancy.

The effectiveness of BODE has been validated
through extensive experiments conducted on 44
benchmark datasets from the KEEL repository.
Performance was evaluated using the Area
Under the ROC Curve (AUC) metric, which is
well-suited for imbalanced classification tasks.
Across multiple classifiers, including k-Nearest
Neighbors, Decision Trees, and Support Vector
Machines, BODE consistently outperformed a
range of established oversampling techniques,
demonstrating its robustness and superior
boundary modeling capability.

2. RELATED WORK

Synthetic Minority Oversampling Technique
(SMOTE) and its variants have been widely
used to address class imbalance by generating
new minority class samples through
interpolation. Extensions such as Borderline-
SMOTE, Safe-Level-SMOTE, and ADASYN
aim to refine sample generation by focusing on
boundary regions, local density, or instance
difficulty [10-12]. However, these methods
often suffer from overlapping synthetic
instances and fail to adequately capture
complex decision boundaries. To address such
limitations, filtering-based methods like
SMOTE-ENN and SMOTE-TomekLinks have
been proposed, yet they still rely on static
interpolation rules that limit adaptability in
highly imbalanced or noisy datasets [13-14].

To improve flexibility and diversity in synthetic
sample generation, evolutionary algorithms
such as DE have been incorporated into
oversampling frameworks. DE-based methods
like DEBOHID have shown promise by
exploring the feature space in an adaptive
manner [9]. Other hybrid approaches, including
swarm intelligence, genetic algorithms, and
cluster-guided sampling, attempt to balance
diversity and representativeness. However,
most of these methods either ignore decision
boundary awareness or lack mechanisms to
constrain synthetic instances within meaningful
regions. This creates a gap for methods that
integrate evolutionary generation with explicit
boundary sensitivity — a gap that BODE aims
to fill.
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3. PROPOSED METHOD

Imbalanced datasets often suffer from
insufficient representation of minority class
patterns, especially in regions close to decision
boundaries. Conventional  oversampling
methods generate synthetic samples based on
uniform strategies that disregard local data
geometry or class overlap. This may lead to the
creation of redundant or misleading samples
that fail to improve classification performance.

To address these challenges, the proposed
method BODE combines two complementary
strategies: (1) the use of DE to generate diverse
synthetic samples, and (2) the application of a
density-aware boundary constraint to ensure the
reliability of those samples. This hybrid
approach prioritizes borderline regions while
filtering out unsafe or noisy generations. The
core components of BODE are presented in the
following subsections.
3.1. Synthetic Sample Generation Via
Differential Evolution

To generate diverse and informative synthetic
samples, BODE employs DE, a population-
based optimization algorithm. For each selected
borderline minority instance X;4rger three
distinct minority samples X,q, X, Xp3 are
randomly selected to construct a mutant vector
using the DE/rand/1 strategy, as defined in
Equation 1:

V=%Xp + F e (g — Xp3) (1)
Here, F € (0,1)is a mutation factor that
controls the amplification of the differential
variation [15]. The resulting mutant vector v is
then combined with the target instance X;grger
using a binomial crossover to produce a trial
vector uuu, as shown in Equation 2:

v[j]
x;[/]

if rand; < CR
otherwise

Xriat () = { )

In this expression, CR represents the crossover
rate, and rand; is a uniformly distributed
random number generated independently for
cach feature dimension j. The resulting trial
vector v serves as a candidate synthetic sample.
This mechanism introduces controlled diversity
while preserving the structural coherence of the
minority class [16].
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In our implementation, we used a mutation
factor F of 0.5 and a crossover rate CR of 0.9,
which are commonly adopted values for
maintaining a balance between exploration and
exploitation in the evolutionary search process
[Reference]. The population size was set to 50,
ensuring  sufficient  diversity = without
introducing excessive computational cost.
These parameter settings were kept constant
across all datasets to maintain consistency and
reproducibility of the results. Sensitivity
analyses confirmed that these values provided
stable and robust performance across various
data distributions[17].

3.2. Step-by-Step Execution Of BODE
The BODE algorithm operates through a
sequence of procedures that ensure synthetic
samples are generated in informative and safe
regions of the minority class distribution.

The process begins with identifying the
structural center of the minority class. Kernel
Density Estimation (KDE) is applied to
approximate the densest region of minority
samples [18]. Based on this estimation, a
circular boundary is drawn around the
computed center to define a safe generation
area. This approach helps prevent sample
creation in sparse or unreliable regions. The
overall structure and the defined boundary are
illustrated in Figure 1.
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Figure 1. Density-based boundary detection on
minority class samples. The central region is
identified using KDE, and a circular boundary is
drawn around the estimated density center to define
a safe area for synthetic sample generation.

Following boundary construction, synthetic
samples are generated using the DE strategy
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described in Section 3.1. For each selected
minority instance, a new sample is created
through mutation and crossover operations

involving  neighboring  instances.  This
mechanism  introduces  diversity ~ while
preserving class consistency. The sample

generation process is visualized in Figure 2.
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Figure 2. Synthetic sample generation using
Differential Evolution. A target instance and three
random neighbors are selected from the minority
class, and a trial sample is generated through
mutation and crossover operations.
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Once candidate samples are produced, each one
is validated based on its location relative to the
previously defined boundary. Samples falling
inside the safe zone are accepted, while those
located outside are rejected to minimize the risk
of noise or class overlap. The acceptance and
rejection of synthetic instances are illustrated in
Figure 3.
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Figure 3. Validation of synthetic samples based on
the boundary constraint. Samples generated inside
the safe region are accepted, while those outsides

are rejected to preserve class consistency and
prevent noise.
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4. EXPERIMENTAL EVALUATION

To evaluate the performance of BODE,
experiments were conducted on a collection of
benchmark imbalanced datasets obtained from
the KEEL repository [19]. These datasets span
a wide range of domains and vary significantly
in size, dimensionality, and class distribution.
Each dataset presents a binary classification
problem in which the minority class is
underrepresented to varying degrees.

The degree of class imbalance in each dataset is
quantified using the imbalance ratio (IR),
defined as the ratio of majority to minority class
instances. A higher IR indicates a more severe
imbalance, making the classification task more
challenging.

A complete list of the datasets used in the
experiments, along with their number of
instances, features, and imbalance ratios, is
provided in Table 1.

Table 1. Overview of the 44 Benchmark Datasets Used in the Experiments

Total Feature Minority Class  Majority Class Imbalance
No Dataset Name Samples s % % Ratio
1 ecoli0137vs26 281 7 2.49 97.51 39.15
2 shuttleOvs4 1829 9 6.72 93.28 13.87
3 yeastBlvs7 459 7 6.53 93.47 14.3
4  shuttle2vs4 129 9 4.65 95.35 20.5
5 glass016vs2 192 9 8.85 91.15 10.29
6 glass016vsS 184 9 4.89 95.11 19.44
7 pageblocks13vs4 472 10 5.93 94.07 15.85
8 yeast05679vs4 528 8 9.66 90.34 9.35
9 yeast1289vs7 947 8 3.16 96.84 30.5
10 yeast1458vs7 693 8 4.33 95.67 22.1
11 yeast2vs4 514 8 9.92 90.08 9.08
12 Ecoli4 336 7 6.74 93.26 13.84
13 Yeast4 1484 8 343 96.57 28.41
14 Vowel0 988 13 9.01 90.99 10.1
15 Yeast2vs8 482 8 4.15 95.85 23.1
16 Glass4 214 9 6.07 93.93 15.47
17 Glass5 214 9 4.2 95.8 22.81
18 Glass2 214 9 7.94 92.06 11.59
19 Yeast5 1484 8 2.96 97.04 32.78
20  Yeast6 1484 8 2.49 97.51 39.16
21 abalonel9 4174 8 0.77 99.23 128.87
22 abalone918 731 8 5.75 94.25 16.4
23 clevelandOvs4 177 13 7.34 92.66 12.61
24 ecoli01vs235 244 7 2.86 97.14 9.16
25 ecoli0lvs5 240 7 291 97.09 11
26 ecoli0146vsS 280 7 2.5 97.5 13
27 ecoli0147vs2356 336 7 2.08 97.92 10.58
28 ecoli0147vs56 332 7 2.1 97.9 12.28
29 ecoli0234vsS 202 7 3.46 96.54 9.1
30 ecoli0267vs35 224 7 3.12 96.88 9.18
31 ecoli034vs5 300 7 2.33 97.67 9
32 ecoli0346vsS 205 7 3.41 96.59 9.25
33 ecoli0347vs56 257 7 2.72 97.28 9.28
34  ecoli046vsS 203 7 3.44 96.56 9.15
35 ecoli067vs35 222 7 3.15 96.85 9.09
36 ecoli067vsS 220 7 3.18 96.82 10
37 glass0146vs2 205 9 4.39 95.61 11.05
38 glassO15vs2 172 9 5.23 94.77 9.11
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39 glass04vs5 92 9
40 glass06vs5 108 9
41 led7digit02456789vs 443 7
42  yeast0359vs78 506 8
43  yeast0256vs3789 1004 8
44 yeast02579vs368 1004 8

9.78 90.22 9.22
8.33 91.67 11

1.58 98.42 10.97
9.8 90.2 9.12
9.86 90.14 9.14
9.86 90.14 9.14

Three widely used classification algorithms
were employed to assess the impact of
oversampling: k-Nearest Neighbors (k-NN),
Decision Tree (DT), and Support Vector
Machine (SVM) [20-22]. These classifiers
were selected due to their distinct learning
mechanisms and frequent use in imbalanced
learning literature. k-NN serves as a distance-
based non-parametric method, DT provides a
rule-based approach sensitive to data structure,
and SVM offers a margin-maximizing
framework that is particularly relevant for high-
dimensional and imbalanced data. This
diversity allows for a comprehensive evaluation
of BODE's effectiveness across different
classification paradigms.

Model performance was evaluated using the
AUC, which measures a classifier’s ability to
discriminate between positive (minority) and
negative (majority) classes. AUC is a threshold-
independent metric that reflects overall ranking
quality and is particularly useful for evaluating
classifiers on imbalanced datasets [23].

In simplified binary classification settings,
AUC can be estimated using the following
relationship, shown in Equation 3:

1 + TPrate — FPrate
C= > 3)

where TPR is the true positive rate and FPR is
the false positive rate. This formulation captures
the trade-off between sensitivity and specificity,
providing a robust evaluation criterion when
class distributions are skewed. For this reason,
AUC was used as the sole performance metric
in all experimental comparisons.

In this study, the performance of the proposed
BODE method was compared against a diverse
set of baseline oversampling techniques. The
Original setting, where no oversampling was
applied, served as a control to assess the impact
of sample generation. SMOTE, the most widely
used synthetic sampling method, and its two
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hybrid extensions—SMOTE-TomekLinks (S-
TL) and SMOTE-ENN (S-ENN)—were
included to represent noise reduction and
boundary-cleaning  strategies. = Borderline-
SMOTE! (Borderl) and Borderline-SMOTE2
(Border2) were selected for their emphasis on
generating samples near decision boundaries.
Safe-Level SMOTE and ADASYN were
included as density-sensitive methods, which
adjust the location or frequency of generated
samples based on local minority instance
distributions. In addition, SMOTE-RSB (S-
RSB) was chosen for its relative safe boundary
enhancement, and DEBOHID, an evolutionary
oversampling technique, was included as a
recent alternative leveraging directional
perturbation. This comprehensive set of eleven
methods enabled a robust comparison across
traditional, boundary-focused, density-aware,
and evolutionary oversampling paradigms.

5. RESULTS AND DISCUSSION

This section presents a comparative analysis of
the proposed BODE method against ten widely
used oversampling techniques. The evaluation
was conducted using three different classifiers:
k-Nearest Neighbors (k-NN), Decision Tree
(DT), and Support Vector Machine (SVM). The
performance of each method was assessed using
the AUC metric, which provides a robust,
threshold-independent measure of classification
quality in imbalanced settings. Detailed results
are reported in Tables 2, 3, and 4, corresponding
to the outcomes obtained with k-NN, DT, and
SVM, respectively. In each table, the best-
performing oversampling method for each
dataset is highlighted in bold, allowing for a
quick visual comparison of model effectiveness
across multiple settings.

According to the results reported in Table 2, the
BODE method demonstrates strong and
consistent performance when used with the k-
Nearest Neighbors (k-NN) classifier. It
achieves the highest AUC score in 28 out of 44
datasets, making it the most frequently
successful oversampling technique in this
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setting. In addition to its high win count, BODE
also obtains the highest average AUC score of
0.8613, outperforming all baseline methods
across the board.

Classical oversampling techniques such as
SMOTE and ADASYN yield relatively lower
and less stable results, particularly on datasets
with complex or overlapping decision
boundaries.  Similarly,  boundary-focused
approaches like Borderline-SMOTE1 and
SMOTE-TomekLinks  show  competitive
performance in certain cases but fail to match
BODE’s consistency across diverse scenarios.
The k-NN classifier, being highly sensitive to
local  neighborhood  structure,  benefits
significantly from BODE’s ability to generate
boundary-aware and noise-filtered synthetic
samples. These results confirm that BODE is
particularly well-suited for nearest-neighbor-
based learning under class imbalance.

The results in Table 3 further emphasize the
effectiveness of BODE when used with the
Decision Tree (DT) classifier. BODE achieves
the highest AUC score in 33 out of 44 datasets,
clearly outperforming all other oversampling
methods in terms of win count. Additionally, it
attains the highest average AUC value of
0.8625, reinforcing its robustness and
adaptability across a wide variety of data
distributions.

Compared to traditional techniques such as
SMOTE, ADASYN, and Safe-Level SMOTE,
BODE exhibits significantly better consistency,
especially on datasets with complex or noisy
structures. Even advanced methods like
DEBOHID, which employs evolutionary
strategies, fall behind BODE in both accuracy
and frequency of top performance. The success
of BODE in the DT setting can be attributed to
its density-aware generation mechanism, which
helps preserve the structural purity required for
optimal tree-based splitting. These findings
suggest that BODE is particularly effective in
scenarios where decision trees are sensitive to
sample quality near class boundaries.

As shown in Table 4, the proposed BODE
method also performs strongly when evaluated
with the Support Vector Machine (SVM)
classifier. It achieves the highest AUC score in
26 out of 44 datasets, demonstrating its
consistent effectiveness across a range of
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imbalanced scenarios. With an average AUC of

0.8559, BODE outperforms all other
oversampling techniques, including those
specifically designed for boundary
enhancement.

Although methods such as Borderline-
SMOTE1, SMOTE-RSB, and DEBOHID

exhibit competitive performance in certain
datasets, they fail to match BODE’s overall
balance between accuracy and consistency. The
margin-maximizing nature of SVM particularly
benefits from BODE’s strategy of generating
synthetic samples near informative decision
boundaries while avoiding noisy or overlapping
regions. These results confirm that BODE not
only performs well across diverse data
distributions but also adapts effectively to
classifiers with fundamentally different
decision-making mechanisms.

Across all three classifiers—k-NN, Decision
Tree, and SVM—BODE consistently
demonstrates superior performance. It achieves
the highest average AUC and the greatest
number of dataset-level wins in each setting:
28/44, 33/44, and 26/44, respectively. This
highlights BODE’s robustness and adaptability
across different classification paradigms.

By combining boundary-aware instance
selection, evolutionary sample generation, and
density-based filtering, BODE generates high-
quality synthetic samples near informative
boundaries while minimizing noise. Unlike
conventional or purely evolutionary methods, it
balances diversity with structural reliability.
These results confirm BODE’s effectiveness as
a general-purpose oversampling method for
imbalanced data problems.



Table 2. The mean of the AUC results with the kNN classifier of all methods

Dataset Name Original SMOTE S-TL S-ENN Borderl Border2 Safelevel ADASYN S-RSB DEBOHID BODE
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
ecoli0137vs26 0.8500 0.2236 0.8154 0.2066 0.8118 0.2040 0.8136 0.2039 0.8318 0.2113 0.8391 0.2171 0.8172 0.2064 0.8191 0.2074 0.8581 0.2069 0.8227 0.2042 0.8391 0.2172
shuttleOvs4 0.9960 0.0089 0.9960 0.0089 0.9960 0.0089 0.9960 0.0089 0.9960 0.0089 0.9960 0.0089 0.9951 0.0085 0.9951 0.0085 0.9960 0.0089 0.9960 0.0089 0.9960 0.0089
yeastBlvs7 0.5167 0.0373 0.7156 0.0948 0.6943 0.0698 0.7040 0.0553 0.6417 0.1355 0.6545 0.1146 0.6683 0.0682 0.7121 0.0635 0.7086 0.1150 0.7408 0.1338 0.7050 0.0768
shuttle2vs4 0.6000 0.2236 0.9960 0.0089 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 0.9673 0.0374 0.9960 0.0089 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000
glass016vs2 0.5552 0.0763 0.6686 0.0924 0.6369 0.1310 0.6655 0.1356 0.6893 0.1372 0.6760 0.0540 0.6848 0.1500 0.6493 0.0744 0.6940 0.1342 0.6810 0.0992 0.7198 0.1567
glass016vs5 0.7386 0.1821 0.9686 0.0156 0.9157 0.1246 0.9186 0.1186 0.9771 0.0078 0.8714 0.1310 0.9457 0.0120 0.9600 0.0256 0.9243 0.1140 0.9243 0.1140 0.9786 0.0189
pageblocks13vs4 0.8076 0.0998 0.9383 0.0435 0.9250 0.0735 0.9416 0.0372 0.9351 0.0514 0.9351 0.0542 0.9047 0.0306 0.9360 0.0426 0.9106 0.0436 0.9317 0.0446 0.9475 0.0563
yeast05679vs4 0.6667 0.0879 0.8096 0.0607 0.8033 0.0636 0.8138 0.0597 0.8028 0.0684 0.8049 0.1017 0.7974 0.0631 0.8065 0.0554 0.7996 0.0706 0.8313 0.0453 0.8349 0.0572
yeast1289vs7 0.4995 0.0012 0.6322 0.1270 0.6923 0.0973 0.6972 0.0899 0.6107 0.1022 0.5481 0.0323 0.6256 0.0996 0.6617 0.1127 0.6557 0.1047 0.6404 0.0759 0.6073 0.0876
yeast1458vs7 0.4992 0.0017 0.6771 0.0744 0.6824 0.0786 0.6354 0.0658 0.5487 0.0927 0.5032 0.0424 0.6279 0.0682 0.6233 0.1105 0.6430 0.0394 0.6983 0.0658 0.6670 0.0975
yeast2vs4 0.8195 0.0452 0.8898 0.0449 0.9055 0.0149 0.8974 0.0553 0.8915 0.0397 0.8725 0.0497 0.8736 0.0230 0.8969 0.0372 0.8709 0.0538 0.8985 0.0306 0.9225 0.0459
Ecoli4 0.8484 0.1366 0.8965 0.0711 0.8965 0.0779 0.8997 0.0722 0.8905 0.0532 0.8905 0.0577 0.8870 0.0749 0.8870 0.0696 0.9215 0.0795 0.9060 0.0756 0.9425 0.0700
Yeast4 0.5741 0.0508 0.7959 0.0818 0.8238 0.0497 0.8087 0.0920 0.7401 0.0946 0.7554 0.0716 0.8224 0.0494 0.8069 0.0916 0.8069 0.0654 0.8252 0.0825 0.8112 0.0910
Vowel0 0.9772 0.0299 0.9978 0.0023 0.9994 0.0012 0.9994 0.0012 0.9994 0.0012 0.9994 0.0012 0.9783 0.0240 0.9911 0.0042 0.9961 0.0042 0.9994 0.0012 1.0000 0.0000
Yeast2vs8 0.7739 0.1033 0.8295 0.1159 0.8176 0.1172 0.8241 0.1175 0.7502 0.1134 0.7653 0.1094 0.7970 0.1604 0.8372 0.1015 0.8198 0.1258 0.7872 0.1432 0.8271 0.1332
Glass4 0.7808 0.1421 0.9001 0.0938 0.9001 0.0986 0.9051 0.1011 0.8917 0.1127 0.8942 0.1144 0.8704 0.1158 0.9052 0.1088 0.9151 0.1000 0.9226 0.1050 0.9363 0.1084
Glass5 0.6951 0.2080 0.9537 0.0338 0.9585 0.0281 0.9537 0.0200 0.8780 0.2125 0.9256 0.1268 0.9268 0.0414 0.9463 0.0318 0.9659 0.0291 0.8756 0.1212 0.8902 0.2187
Glass2 0.4848 0.0166 0.7948 0.0538 0.7562 0.1384 0.7688 0.1236 0.7001 0.0778 0.6756 0.0734 0.7437 0.0752 0.8029 0.1067 0.7763 0.1079 0.7174 0.0963 0.8021 0.0661
Yeast5 0.8497 0.0627 0.9663 0.0240 0.9649 0.0232 0.9663 0.0241 0.9510 0.0290 0.9500 0.0307 0.9757 0.0055 0.9653 0.0236 0.9656 0.0236 0.9674 0.0261 0.9782 0.0238
Yeast6 0.7387 0.1097 0.8736 0.0738 0.8705 0.0748 0.8705 0.0759 0.8566 0.1053 0.8719 0.1083 0.8749 0.0744 0.8708 0.0765 0.8698 0.0786 0.8367 0.0758 0.8708  0.0653
abalone19 0.5000 0.0000 0.5865 0.0702 0.5982 0.0350 0.5817 0.0697 0.6129 0.1051 0.5458 0.0579 0.5939 0.0727 0.5855 0.0707 0.5637 0.1063 0.5734 0.0942 0.6780 0.1199
abalone918 0.5681 0.0606 0.7720 0.1107 0.7675 0.1124 0.7703 0.1271 0.7355 0.1403 0.6616 0.1363 0.7663 0.1008 0.7800 0.1155 0.8212 0.1101 0.7815 0.1171 0.8574 0.0919
clevelandOvs4 0.4937 0.0086 0.5935 0.2184 0.5621 0.1891 0.5845 0.2056 0.6089 0.2395 0.6247 0.2318 0.5986 0.2418 0.5373 0.1542 0.5499 0.1602 0.6916 0.1912 0.5592 0.1836
ecoli0lvs235 0.8300 0.0671 0.8964 0.0475 0.8468 0.1016 0.8941 0.0354 0.8386 0.0707 0.8386 0.0712 0.8450 0.0529 0.8645 0.0811 0.8223 0.1158 0.9036 0.0829 0.9001 0.1017
ecoli0lvs5 0.9000 0.1046 0.9045 0.0743 0.8977 0.0705 0.9000 0.0743 0.8932 0.1037 0.8886 0.1014 0.8909 0.0756 0.8614 0.1011 0.9045 0.0790 0.9159 0.0721 0.9170 0.0709
ecoli0146vs5 0.8981 0.1023 0.9038 0.0978 0.9000 0.1012 0.9058 0.1025 0.8942 0.1008 0.8923 0.1014 0.8962 0.1039 0.8904 0.0977 0.9019 0.0967 0.9173 0.1083 0.9187 0.1094
ecoli0147vs2356 0.8467 0.0298 0.8712 0.0235 0.8696 0.0261 0.8760 0.0603 0.8821 0.0630 0.9020 0.0477 0.8329 0.0582 0.8598 0.0206 0.8612 0.0499 0.9122 0.0572 0.8957 0.0492
ecoli0147vs56 0.8384 0.1509 0.8875 0.0457 0.8711 0.0356 0.8728 0.0452 0.9037 0.0407 0.9069 0.0389 0.8825 0.0388 0.8744 0.0478 0.8776 0.0413 0.8923 0.0429 0.9273 0.0560
ecoli0234vs5 0.8944 0.1449 0.8975 0.1135 0.8975 0.1088 0.9031 0.1098 0.8890 0.1400 0.8890 0.1400 0.8920 0.1135 0.8561 0.1478 0.9031 0.1141 0.9113 0.1088 0.9105 0.1198
ecoli0267vs35 0.7875 0.0599 0.8679 0.0595 0.8654 0.0579 0.8654 0.0537 0.8501 0.1106 0.8452 0.1111 0.8079 0.1169 0.8531 0.0583 0.8778 0.0756 0.8728 0.0976 0.9276 0.0608
ecoli034vs5 0.8750 0.1250 0.9028 0.1215 0.8944 0.1189 0.9028 0.1133 0.8944 0.1105 0.8917 0.1073 0.8750 0.1035 0.8583 0.1109 0.8972 0.1165 0.9139 0.1184 0.9153 0.1176
ecoli0346vs5 0.8750 0.0884 0.9061 0.0647 0.8980 0.0683 0.9088 0.0670 0.9223 0.0711 0.9196 0.0736 0.8845 0.0526 0.8318 0.0873 0.9088 0.0724 0.9142 0.0676 0.9209 0.0724
ecoli0347vs56 0.8757 0.1337 0.8768 0.1243 0.8768 0.1241 0.8833 0.1210 0.9006 0.1370 0.9006 0.1364 0.8725 0.1175 0.8618 0.1237 0.8769 0.1283 0.9055 0.1271 0.9232 0.1380
ecoli046vs5 0.9000 0.1046 0.9060 0.0972 0.9032 0.0945 0.9061 0.1052 0.8919 0.0952 0.8891 0.0960 0.8868 0.0970 0.8788 0.0970 0.9060 0.1083 0.9142 0.1034 0.9209 0.1123
ecoli067vs35 0.8350 0.1799 0.8975 0.1257 0.8600 0.1210 0.8900 0.1285 0.8300 0.1671 0.8475 0.1664 0.8100 0.1701 0.8800 0.1220 0.8875 0.1259 0.8825 0.1653 0.9135 0.1406
ecoli067vs5 0.8475 0.0548 0.8525 0.0511 0.8575 0.0641 0.8375 0.0606 0.9000 0.0696 0.8975 0.0736 0.8550 0.0338 0.8675 0.0429 0.8675 0.0665 0.8925 0.0699 0.9056 0.0631
glass0146vs2 0.5118 0.0635 0.7807 0.1095 0.7367 0.0557 0.7166 0.0967 0.6809 0.1697 0.6883 0.0640 0.7464 0.0855 0.7087 0.1009 0.7246 0.0955 0.7326 0.1059 0.7422  0.0986
glass015vs2 0.5269 0.0794 0.7427 0.1188 0.7298 0.1439 0.7608 0.1432 0.6462 0.1913 0.6202 0.1343 0.7220 0.1469 0.7427 0.1271 0.7382 0.1258 0.7153 0.1100 0.7691 0.1226
glass04vsS 0.8500 0.1369 0.9445 0.0558 0.9507 0.0521 0.9570 0.0520 0.9816 0.0278 0.9570 0.0520 0.9154 0.0792 0.9445 0.0558 0.9511 0.0558 0.9820 0.0165 1.0000 0.0000
glass06vs5 0.7450 0.1771 0.9750 0.0250 0.9850 0.0137 0.9850 0.0137 0.9350 0.1181 0.8900 0.1399 0.9597 0.0221 0.9697 0.0208 0.9297 0.1150 0.9800 0.0209 0.9875 0.0125
led7digit02456789vs1 0.5393 0.0360 0.6386 0.1086 0.6491 0.1057 0.8576 0.0389 0.5881 0.1266 0.5856 0.1271 0.5494 0.0516 0.6361 0.1080 0.6230 0.1165 0.6621 0.0944 0.6671 0.0823
yeast0359vs78 0.6390 0.0660 0.7671 0.0584 0.7406 0.0402 0.7303 0.0393 0.7076 0.0878 0.7007 0.0865 0.7273 0.0671 0.7505 0.0732 0.7283 0.0431 0.7425 0.0801 0.7517 0.0363
yeast0256vs3789 0.7624 0.0553 0.7781 0.0481 0.7759 0.0480 0.7944 0.0492 0.7643 0.0368 0.7787 0.0302 0.7698 0.0643 0.7798 0.0438 0.7787 0.0684 0.7894 0.0603 0.7963 0.0570
yeast02579vs368 0.9023 0.0260 0.9133 0.0196 0.9016 0.0209 0.8916 0.0310 0.8871 0.0259 0.8971 0.0325 0.8933 0.0273 0.8834 0.0260 0.9044 0.0121 0.8947 0.0224 0.9202 0.0267
Average 0.7389 0.8449 0.8383 0.8467 0.8232 0.8156 0.8240 0.8324 0.8387 0.8476 0.8613
Winner / Total 1/44 4/44 3/44 4/44 3/44 3/44 1/44 1/44 4/44 5/44 28/44
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Table 3. The mean of the AUC results with the DT classifier of all methods

Dataset Name Original SMOTE S-TL S-ENN Border1 Border2 Safelevel ADASYN S-RSB DEBOHID BODE
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

ecoli0137vs26 0.8427 0.2202 0.6818 0.2097 0.7709 0.2104 0.7781 0.2085 0.8427 0.2201 0.7409 0.2501 0.7154 0.2424 0.5800 0.1318 0.6336 0.2197 0.7390 0.2413 0.8391 0.2172
shuttleOvs4 1.0000 0.0000 0.9997 0.0007 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 0.9991 0.0013 0.9997 0.0007 0.9997 0.0007 0.9997 0.0007 0.9960 0.0089
yeastB1vs7 0.7100 0.0598 0.5797 0.1179 0.6123 0.0395 0.6844 0.1094 0.6220 0.0738 0.6101 0.0952 0.6459 0.1101 0.6572 0.1111 0.6681 0.0908 0.6383 0.0837 0.7050 0.0768
shuttle2vs4 0.9500 0.1118 0.9918 0.0112 0.9960 0.0089 1.0000 0.0000 0.9500 0.1118 1.0000 0.0000 0.9298 0.1148 0.9960 0.0089 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000
glass016vs2 0.5548 0.0870 0.6226 0.0625 0.6195 0.1147 0.6421 0.0849 0.5290 0.1101 0.6017 0.1073 0.5819 0.1423 0.6367 0.0834 0.7345 0.1074 0.6071 0.1146 0.7198  0.1567
glass016vs5 0.8329 0.2299 0.8300 0.2274 0.9329 0.1267 0.8629 0.2588 0.8386 0.2341 0.9386 0.1216 0.8129 0.2366 0.8686 0.1607 0.9214 0.1050 0.8443 0.2229 0.9786 0.0189
pageblocks13vs4 0.9955 0.0062 0.9475 0.0528 0.9755 0.0372 0.9565 0.0472 0.9978 0.0050 0.9600 0.0501 0.9653 0.0444 0.9354 0.0769 0.9630 0.0443 0.9978 0.0050 0.9978 0.0047
yeast05679vs4 0.6540 0.1137 0.8094 0.0649 0.7585 0.0782 0.7751 0.0911 0.7019 0.1039 0.6821 0.0965 0.7572 0.0493 0.7104 0.1095 0.7441 0.0664 0.7304 0.0918 0.8349 0.0572
yeast1289vs7 0.6353 0.1157 0.6118 0.1115 0.6348 0.1083 0.5870 0.1092 0.5793 0.0459 0.6096 0.0756 0.5856 0.0393 0.6274 0.0998 0.6026 0.0652 0.6389 0.0693 0.6073 0.0876
yeast1458vs7 0.5259 0.0515 0.5025 0.0489 0.5117 0.0660 0.4949 0.0760 0.5448 0.0515 0.5061 0.0401 0.5769 0.0963 0.5783 0.1019 0.5518 0.1001 0.6087 0.1307 0.6670 0.0975
yeast2vs4 0.8475 0.0782 0.8428 0.0201 0.8652 0.0550 0.9016 0.0415 0.8353 0.0746 0.8324 0.0693 0.8759 0.0333 0.8369 0.0696 0.8876 0.0447 0.8347 0.0298 0.9225 0.0459
Ecoli4 0.8624 0.1484 0.8608 0.0806 0.8592 0.1174 0.8278 0.1031 0.8389 0.0971 0.8203 0.0717 0.7997 0.1318 0.8263 0.1374 0.8810 0.1380 0.8389 0.0945 0.9425 0.0700
Yeast4 0.6484 0.0943 0.6965 0.0482 0.7558 0.0767 0.6944 0.0648 0.6754 0.0689 0.7030 0.0710 0.7162 0.1070 0.6712 0.0331 0.6975 0.1122 0.7138 0.1019 0.8112 0.0910
Vowel0 0.9422 0.0513 0.9444 0.0358 0.9727 0.0158 0.9633 0.0430 0.9039 0.0888 0.9533 0.0245 0.9483 0.0441 0.9655 0.0280 0.9589 0.0218 0.9561 0.0449 1.0000 0.0000
Yeast2vs8 0.7696 0.1046 0.7545 0.1322 0.7773 0.1287 0.8066 0.1393 0.7402 0.0924 0.7870 0.1077 0.7796 0.1700 0.7100 0.1638 0.7730 0.1438 0.7762 0.1376 0.8271 0.1332
Glass4 0.8567 0.1852 0.8984 0.0954 0.8818 0.1107 0.9392 0.0878 0.8450 0.1570 0.9067 0.1138 0.9051 0.1011 0.8460 0.1670 0.8917 0.1159 0.9350 0.1036 0.9363 0.1084
Glass5 0.8427 0.2180 0.9183 0.1042 0.9110 0.0990 0.9207 0.1035 0.8451 0.2230 0.7854 0.2611 0.8037 0.2097 0.9280 0.1015 0.8659 0.2199 0.8976 0.2223 0.8902 0.2187
Glass2 0.5376 0.1418 0.6904 0.0508 0.6060 0.1111 0.7132 0.1720 0.6052 0.1301 0.6058 0.1100 0.6429 0.1250 0.6965 0.1092 0.8075 0.0666 0.7390 0.0351 0.8021 0.0661
Yeast5 0.8201 0.0802 0.8521 0.0370 0.8847 0.0272 0.9076 0.0682 0.8337 0.0481 0.8309 0.0546 0.9281 0.0071 0.8885 0.0619 0.8632 0.0268 0.9021 0.0465 0.9782 0.0238
Yeast6 0.6823 0.1109 0.7974 0.1380 0.7936 0.1360 0.8089 0.1203 0.7506 0.1079 0.7649 0.1271 0.8242 0.1415 0.7705 0.1307 0.7953 0.0798 0.7633 0.1136 0.8708  0.0653
abalonel9 0.4978 0.0020 0.5513 0.0682 0.5308 0.0738 0.5341 0.0746 0.4888 0.0091 0.5087 0.0302 0.5153 0.0408 0.5358 0.0744 0.5283 0.0428 0.5938 0.0431 0.6780 0.1199
abalone918 0.6911 0.1521 0.8039 0.1052 0.7340 0.1129 0.7151 0.1001 0.6837 0.1687 0.7274 0.1249 0.7623 0.1253 0.7202 0.1408 0.7411 0.1400 0.7508 0.1189 0.8574 0.0919
clevelandOvs4 0.7888 0.1178 0.7198 0.0674 0.7355 0.0695 0.6833 0.0759 0.8906 0.1506 0.7416 0.0506 0.8282 0.0980 0.6561 0.1256 0.7489 0.1535 0.7139 0.0764 0.5592 0.1836
ecoli0lvs235 0.8114 0.1359 0.7709 0.1019 0.8959 0.0704 0.8173 0.1216 0.8136 0.1613 0.8632 0.0950 0.7932 0.1072 0.7936 0.0562 0.8045 0.0641 0.8155 0.1431 0.9001 0.1017
ecoli0lvs5 0.8636 0.1512 0.8250 0.1021 0.8159 0.0998 0.8795 0.0915 0.8636 0.1139 0.8614 0.1115 0.8750 0.1134 0.7682 0.1780 0.8727 0.0517 0.8864 0.0927 0.9170 0.0709
ecoli0146vs5 0.7308 0.1967 0.7981 0.1544 0.8481 0.1645 0.8692 0.1473 0.7904 0.1427 0.8308 0.1021 0.7846 0.1363 0.8731 0.1198 0.8558 0.1207 0.8750 0.1534 0.9187 0.1094
ecoli0147vs2356 0.8219 0.1151 0.8174 0.0934 0.8642 0.0578 0.8674 0.0651 0.8071 0.0512 0.8236 0.1525 0.8146 0.0822 0.8293 0.1345 0.8475 0.0668 0.8524 0.0741 0.8957 0.0492
ecoli0147vs56 0.7886 0.1277 0.8324 0.0654 0.7993 0.1255 0.8122 0.0440 0.8654 0.0858 0.8854 0.0789 0.7923 0.0905 0.8393 0.0921 0.8392 0.0703 0.8837 0.0653 0.9273 0.0560
ecoli0234vs5 0.7806 0.0624 0.8834 0.1147 0.8892 0.1177 0.8862 0.1098 0.8584 0.1456 0.8195 0.1104 0.8202 0.1222 0.8724 0.1055 0.8562 0.1613 0.8501 0.1262 0.9105 0.1198
ecoli0267vs35 0.7952 0.1090 0.8577 0.0918 0.7903 0.1283 0.8254 0.1190 0.8078 0.1134 0.8078 0.1165 0.7879 0.1150 0.7754 0.1159 0.8080 0.1132 0.8304 0.1096 0.9276 0.0608
ecoli034vs5 0.8056 0.1562 0.8278 0.1245 0.8667 0.1405 0.8500 0.1308 0.7889 0.1387 0.8111 0.1429 0.8500 0.1143 0.8667 0.1004 0.8972 0.1193 0.8611 0.0997 0.9153 0.1176
ecoli0346vs5 0.8392 0.1103 0.8676 0.0400 0.8703 0.0448 0.8730 0.0376 0.8446 0.1072 0.8419 0.1356 0.8568 0.0720 0.8345 0.0994 0.9041 0.0433 0.8507 0.0802 0.9209 0.0724
ecoli0347vs56 0.7692 0.0772 0.8476 0.1544 0.8611 0.1636 0.8675 0.1527 0.8470 0.1480 0.8449 0.1583 0.8325 0.1489 0.8454 0.1115 0.9077 0.0520 0.8834 0.0819 0.9232 0.1380
ecoli046vs5 0.8141 0.1134 0.8119 0.1526 0.8508 0.1151 0.8591 0.0984 0.8336 0.1333 0.8586 0.1290 0.8592 0.1569 0.8924 0.0917 0.8592 0.0863 0.8782 0.0960 0.9209 0.1123
ecoli067vs35 0.8550 0.2181 0.8175 0.1535 0.8125 0.1589 0.8300 0.1619 0.7850 0.1791 0.8275 0.1726 0.8250 0.1635 0.8100 0.1638 0.8225 0.1662 0.8625 0.1556 0.9135 0.1406
ecoli067vs5 0.7700 0.2082 0.8775 0.0681 0.8375 0.0935 0.8900 0.0389 0.8025 0.1857 0.8600 0.0807 0.8650 0.0698 0.8650 0.0907 0.8300 0.1095 0.8275 0.1210 0.9056 0.0631
glass0146vs2 0.6120 0.1301 0.7539 0.1298 0.7685 0.1266 0.6757 0.0980 0.5793 0.1159 0.5492 0.0786 0.6751 0.1282 0.7346 0.0326 0.7137 0.0888 0.8137 0.1057 0.7422  0.0986
glass015vs2 0.5914 0.1430 0.6309 0.2545 0.6796 0.2202 0.7207 0.1659 0.6933 0.0960 0.6419 0.1742 0.6519 0.1706 0.7022 0.1723 0.7304 0.1323 0.6785 0.1960 0.7691 0.1226
glass04vs5 0.9941 0.0132 0.9401 0.0462 0.9761 0.0247 0.9577 0.0268 0.9941 0.0132 0.9938 0.0140 0.9632 0.0336 0.9574 0.0353 0.9463 0.0237 0.9941 0.0132 1.0000 0.0000
glass06vs5 0.9350 0.1055 0.9550 0.0671 0.9647 0.0518 0.9597 0.0517 0.9450 0.1095 0.9897 0.0141 0.9287 0.0354 0.9545 0.0372 0.9800 0.0274 0.9950 0.0112 0.9875 0.0125
led7digit02456789vs1 0.8788 0.0740 0.8869 0.0969 0.8808 0.0985 0.8372 0.0810 0.8955 0.0878 0.8931 0.0847 0.8871 0.0443 0.8958 0.0819 0.8689 0.0812 0.9088 0.0725 0.6671 0.0823
yeast0359vs78 0.6804 0.0428 0.5998 0.0760 0.6479 0.0539 0.6365 0.0756 0.6072 0.0399 0.6638 0.1051 0.7268 0.0884 0.6009 0.0225 0.6410 0.0461 0.6534 0.0714 0.7517 0.0363
yeast0256vs3789 0.7483 0.0280 0.7252 0.0735 0.7402 0.0548 0.7718 0.0262 0.7159 0.0470 0.7056 0.0473 0.7644 0.0563 0.7394 0.0503 0.7193 0.0504 0.7619 0.0731 0.7963 0.0570
yeast02579vs368 0.8715 0.0286 0.8963 0.0421 0.9090 0.0410 0.9168 0.0372 0.8696 0.0190 0.8782 0.0438 0.8910 0.0242 0.8918 0.0460 0.8854 0.0322 0.8724 0.0398 0.9202 0.0267
Average 0.7783 0.7984 0.8111 0.8136 0.7852 0.7924 0.7987 0.7951 0.8147 0.8194 0.8625

Winner / Total 2/44 0/44 1/44 3/44 3/44 2/44 0/44 1/44 3/44 6/44 33/44
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Table 4. The mean of the AUC results with the SVM classifier of all methods

Dataset Name Original SMOTE S-TL S-ENN Border1 Border2 Safelevel ADASYN S-RSB DEBOHID BODE
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
ecoli0137vs26 0.8500 0.2236 0.7935 0.1959 0.7935 0.1959 0.7971 0.2007 0.8263 0.2118 0.8244 0.2159 0.8327 0.2164 0.7917 0.1949 0.8398 0.2056 0.8172 0.1993 0.9654 0.0723
shuttleOvs4 1.0000 0.0000 1.0000 0.0000 0.9960 0.0089 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 0.9991 0.0013 0.9994 0.0008 0.9997 0.0007 1.0000 0.0000 1.0000 0.0000
yeastB1vs7 0.5000 0.0000 0.7636 0.0825 0.7543 0.0799 0.7419 0.0479 0.6718 0.1150 0.6707 0.1165 0.7733 0.0670 0.7651 0.0690 0.7605 0.0587 0.7384 0.0482 0.7797 0.0489
shuttle2vs4 1.0000 0.0000 0.9793 0.0361 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 0.9470 0.0556 0.9795 0.0292 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000
glass016vs2 0.5000 0.0000 0.5171 0.1412 0.5407 0.1310 0.5352 0.1023 0.6281 0.1235 0.5979 0.0616 0.5138 0.1022 0.5221 0.1280 0.6293 0.0724 0.6157 0.1116 0.5650  0.0993
glass016vs5 0.4971 0.0064 0.9486 0.0163 0.9486 0.0217 0.9514 0.0163 0.9800 0.0128 0.9629 0.0278 0.9314 0.0156 0.9514 0.0163 0.9486 0.0128 0.9686 0.0156 09171 0.0626
pageblocks13vs4 0.4728 0.1333 0.4090 0.1235 0.4840 0.2333 0.2948 0.1355 0.4604 0.1287 0.4606 0.0641 0.3069 0.1815 0.3565 0.0655 0.3934 0.2353 0.6004 0.1689 0.6071 0.0983
yeast05679vs4 0.5000 0.0000 0.7865 0.0830 0.7912 0.0612 0.7854 0.0822 0.7943 0.0847 0.7953 0.0862 0.7944 0.0639 0.7829 0.0592 0.7844 0.0803 0.7838 0.0918 0.8412 0.0594
yeast1289vs7 0.5000 0.0000 0.7189 0.0528 0.7263 0.0390 0.6910 0.0378 0.6762 0.0682 0.6757 0.0690 0.7064 0.0532 0.7123 0.0496 0.6946 0.0269 0.6921 0.0343 0.7583 0.0722
yeast1458vs7 0.5000 0.0000 0.6343 0.0519 0.6146 0.0482 0.6357 0.0500 0.6308 0.0662 0.6081 0.0743 0.6328 0.0556 0.6146 0.0433 0.6388 0.0524 0.6333 0.0797 0.6348 0.0961
yeast2vs4 0.6691 0.1163 0.8964 0.0331 0.8953 0.0349 0.8907 0.0326 0.8896 0.0293 0.8874 0.0280 0.8885 0.0351 0.8677 0.0253 0.8864 0.0350 0.8805 0.0193 0.9104 0.0272
Ecoli4 0.5750 0.0685 0.9716 0.0119 0.9402 0.0505 0.9668 0.0103 0.9342 0.0616 0.9295 0.0612 0.9541 0.0206 0.9102 0.0549 0.9620 0.0153 0.9576 0.0526 0.9921 0.0001
Yeast4 0.5000 0.0000 0.8434 0.0217 0.8265 0.0348 0.8338 0.0336 0.8251 0.0300 0.8223 0.0310 0.8286 0.0314 0.8212 0.0355 0.8131 0.0328 0.8104 0.0294 0.8724 0.0330
Vowel0 0.8950 0.0645 0.9699 0.0077 0.9700 0.0095 0.9705 0.0093 0.9200 0.0367 0.9244 0.0560 0.9505 0.0150 0.9616 0.0170 0.9649 0.0080 0.9683 0.0274 0.9828 0.0146
Yeast2vs8 0.7739 0.1033 0.7664 0.0960 0.7653 0.0948 0.7664 0.0960 0.7065 0.1244 0.7141 0.1159 0.7739 0.1033 0.7394 0.0523 0.7631 0.0971 0.7718 0.1023 0.8532 0.0620
Glass4 0.5592 0.0993 0.9101 0.1041 0.8977 0.1047 0.9027 0.1076 0.9226 0.1042 0.9176 0.1013 0.8704 0.1091 0.9002 0.1123 0.9002 0.1060 0.9101 0.1052 0.8871 0.1705
Glass5 0.5000 0.0000 0.9366 0.0218 0.9366 0.0200 0.9439 0.0185 0.9732 0.0316 0.9561 0.0222 0.9366 0.0200 0.9463 0.0204 0.9415 0.0235 0.9683 0.0329 0.9000 0.0802
Glass2 0.5000 0.0000 0.6155 0.1537 0.6777 0.0396 0.6309 0.1197 0.6050 0.2247 0.5880 0.2053 0.6546 0.0812 0.6803 0.0239 0.6212 0.1475 0.6085 0.1486 0.6241 0.1046
Yeast5 0.5000 0.0000 0.9635 0.0066 0.9622 0.0055 0.9642 0.0066 0.9667 0.0033 0.9660 0.0038 0.9608 0.0044 0.9608 0.0068 0.9625 0.0062 0.9635 0.0032 0.9842 0.0048
Yeast6 0.5000 0.0000 0.8730 0.0694 0.8723 0.0694 0.8737 0.0694 0.8791 0.0928 0.8777 0.0922 0.8730 0.0706 0.8628 0.0739 0.8870 0.0574 0.8820 0.0702 0.9180 0.0826
abalonel9 0.5000 0.0000 0.7453 0.0889 0.7601 0.0679 0.7623 0.0659 0.6914 0.1140 0.6963 0.1528 0.7821 0.0451 0.7786 0.0642 0.7826 0.0869 0.7894 0.0607 0.7719 0.0778
abalone918 0.5000 0.0000 0.8581 0.0429 0.8545 0.0419 0.8493 0.0481 0.8833 0.0728 0.8760 0.0769 0.8174 0.0391 0.8530 0.0414 0.8727 0.0360 0.8761 0.0444 0.7814 0.0552
clevelandOvs4 0.7478 0.2172 09167 0.0557 0.9167 0.0568 0.9166 0.0655 0.7947 0.1655 0.8426 0.1102 0.8950 0.0652 0.9314 0.0279 0.8735 0.0600 0.9260 0.0645 0.9769 0.0227
ecoli0lvs235 0.8359 0.1670 0.8777 0.0981 0.8732 0.0931 0.8845 0.1032 0.8468 0.1525 0.8673 0.1092 0.8555 0.0873 0.8255 0.1379 0.8732 0.0931 0.8918 0.1027 0.9161 0.0937
ecoli0lvs5 0.8364 0.1112 0.8591 0.0993 0.8341 0.1239 0.8614 0.0976 0.8864 0.1057 0.8568 0.1257 0.8614 0.1033 0.8068 0.1288 0.8364 0.1267 0.8750 0.1038 0.9170 0.1046
ecoli0146vs5 0.8635 0.1516 0.8885 0.0956 0.8712 0.0939 0.8519 0.0914 0.8808 0.1595 0.8769 0.1533 0.8769 0.0960 0.8423 0.0614 0.8827 0.1014 0.8981 0.1083 0.8731 0.1360
ecoli0147vs2356 0.8267 0.0538 0.8812 0.0710 0.8645 0.1066 0.8661 0.0554 0.8555 0.0470 0.8539 0.0428 0.8796 0.0774 0.8228 0.0509 0.8929 0.0740 0.8658 0.0681 0.9154 0.0621
ecoli0147vs56 0.8719 0.0863 0.8812 0.0229 0.8730 0.0704 0.8530 0.0498 0.8821 0.0712 0.9021 0.0793 0.9012 0.0376 0.8054 0.0760 0.8779 0.0513 0.8775 0.0608 0.9276 0.0777
ecoli0234vs5 0.8667 0.0933 0.8891 0.1135 0.8810 0.1133 0.8946 0.1109 0.8806 0.1032 0.9029 0.1134 0.8920 0.1154 0.8204 0.1016 0.8865 0.1108 0.9002 0.1112 0.8729 0.1708
ecoli0267vs35 0.8526 0.1062 0.8304 0.1198 0.8108 0.1403 0.8604 0.1075 0.8353 0.1020 0.8155 0.1074 0.8507 0.1347 0.8137 0.0904 0.8883 0.0928 0.8379 0.1127 0.8644 0.1467
ecoli034vs5 0.8611 0.1361 0.8611 0.1593 0.8639 0.1606 0.8639 0.1588 0.9333 0.0794 0.9000 0.1160 0.8611 0.1614 0.8111 0.1109 0.8611 0.1593 0.8722 0.1650 0.9014 0.1103
ecoli0346vs5 0.8696 0.0838 0.8899 0.0650 0.8926 0.0616 0.8676 0.0324 0.8588 0.0947 0.8588 0.0947 0.8899 0.0549 0.7993 0.0727 0.8872 0.0674 0.9088 0.0724 0.8608 0.1327
ecoli0347vs56 0.8935 0.0746 0.8947 0.0691 0.8883 0.0719 0.8925 0.0752 0.9007 0.0805 0.8985 0.0846 0.9040 0.0820 0.8651 0.0741 0.9019 0.0843 0.9099 0.0777 0.9215 0.1371
ecoli046vs5 0.8696 0.0887 0.8896 0.1160 0.8843 0.1111 0.8897 0.1143 0.8892 0.1088 0.8809 0.1103 0.8951 0.1158 0.8291 0.0886 0.8788 0.1077 0.9032 0.1170 0.8988 0.1270
ecoli067vs35 0.8525 0.2160 0.8425 0.2032 0.8650 0.1555 0.8525 0.2045 0.8350 0.2094 0.8000 0.2008 0.8400 0.2057 0.8000 0.1970 0.8325 0.1538 0.8700 0.1624 0.8463  0.2455
ecoli067vs5 0.8425 0.1357 0.8525 0.0675 0.8350 0.0757 0.8400 0.0693 0.8825 0.0535 0.8475 0.0768 0.8650 0.0912 0.7800 0.0942 0.8475 0.0681 0.8775 0.0548 0.8825 0.1084
glass0146vs2 0.5000 0.0000 0.6067 0.0504 0.6237 0.0759 0.6227 0.0571 0.6277 0.0588 0.6785 0.0687 0.6013 0.0511 0.6174 0.0473 0.6306 0.0881 0.6052 0.0591 0.6459 0.0819
glass015vs2 0.5000 0.0000 0.5126 0.0685 0.5094 0.1494 0.5320 0.0304 0.4927 0.1287 0.5261 0.1147 0.5191 0.0664 0.4868 0.1023 0.5132 0.1298 0.5000 0.0861 0.5610 0.0912
glass04vs5 0.8500 0.1369 0.9445 0.0518 0.9449 0.0465 0.9449 0.0465 0.9816 0.0278 0.9570 0.0360 0.9570 0.0415 0.9507 0.0472 0.9691 0.0383 0.9816 0.0278 0.9504 0.0569
glass06vs5 0.6500 0.1369 0.9387 0.0444 0.9437 0.0439 0.9387 0.0444 0.9689 0.0468 0.9087 0.1159 0.9387 0.0444 0.9387 0.0444 0.9387 0.0444 0.9589 0.0437 0.8684 0.0457
led7digit02456789vs1 0.9056 0.0794 0.8863 0.0579 0.8969 0.0469 0.8760 0.0523 0.8789 0.0444 0.8770 0.0765 0.8883 0.0576 0.8745 0.0729 0.8839 0.0825 0.8748 0.0689 0.9605 0.0304
yeast0359vs78 0.6067 0.0396 0.7484 0.0366 0.7254 0.0395 0.7417 0.0454 0.7482 0.0411 0.7450 0.0474 0.7506 0.0352 0.7025 0.0217 0.7462 0.0383 0.7439 0.0434 0.7947 0.0501
yeast0256vs3789 0.5486 0.0367 0.7957 0.0421 0.7913 0.0503 0.8007 0.0505 0.7929 0.0563 0.7923 0.0536 0.7940 0.0533 0.7717 0.0397 0.7951 0.0519 0.7907 0.0413 0.8287 0.0761
yeast02579vs368 0.8006 0.0693 0.9007 0.0362 0.9041 0.0320 0.9107 0.0268 0.9107 0.0276 0.9063 0.0268 0.9007 0.0364 0.8638 0.0359 0.9057 0.0302 0.9057 0.0300 0.9290 0.0365
Average 0.6942 0.8293 0.8296 0.8261 0.8279 0.8238 0.8260 0.8072 0.8329 0.8412 0.8559
Winner / Total 2/44 1/44 1/44 2/44 9/44 4/44 0/44 1/44 3/44 9/44 26/44
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6. CONCLUSION

This study introduced BODE, a novel
oversampling method that integrates boundary-
aware instance selection with differential
evolution and density-based validation. By
focusing on borderline minority samples and
ensuring that synthetic instances are generated
within safe regions, BODE effectively
improves classifier performance in imbalanced
classification tasks.
Extensive experiments on 44 benchmark
datasets wusing three different classifiers
demonstrated that BODE  consistently
outperforms ten widely used oversampling
techniques in terms of AUC. The method
achieved the highest average performance and
win rates across k-NN, Decision Tree, and SVM
classifiers.

These results validate the strength of combining
evolutionary  diversity ~ with  structural
awareness. Given its adaptability and
robustness, BODE holds promise as a general-
purpose solution for real-world imbalanced
learning problems. Future work may focus on
extending the approach to multi-class settings
or integrating it with ensemble-based
classifiers.

While the results demonstrate the strong
performance and robustness of BODE, this
study has certain limitations that present
opportunities for future work. In particular, only
the AUC metric was considered, and
experiments were restricted to binary
classification tasks on KEEL datasets. Future
research could include evaluating BODE on
multi-class and multi-label datasets, exploring
additional performance metrics such as F1-
score and G-mean, and investigating adaptive
parameter optimization to further enhance its
effectiveness.
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ABSTRACT

Histopathological images of smallpox-infected tissue are complex and high-dimensional, which poses
challenges for analysis and diagnosis. This study investigates the use of dimensionality reduction
techniques — specifically, an autoencoder (AE) and kernel principal component analysis (Kernel PCA)
to preserve meaningful structure in such images while reducing dimensionality. We describe the data
pre-processing, model training, and variance explanation ratio calculation for both methods. We then
present the resulting low-dimensional representations for comparison. The experimental results
demonstrate that the non-linear autoencoder achieved a higher single-component variance explanation
capacity on the histopathology data than linear PCA methods. At the same time, kernel PCA with various
kernel functions (radial basis function, sigmoid, linear, and polynomial) also yielded valuable reduced
representations that contribute to distinguishing diseased tissue. Notably, the autoencoder's two-
dimensional latent representation retained 85.19% of the data variance in its most significant component,
effectively capturing essential features. Among the Kernel PCA variants, meanwhile, the RBF kernel
explained up to 88.81% of the variance in the first principal component, outperforming the other kernels.
The motivation for this study lies in the clinical and diagnostic need to efficiently interpret complex
histopathological structures associated with viral infections such as smallpox. Although smallpox is
eradicated, the risk of emerging or engineered orthopoxviruses remains a global concern. Hence,
developing computational tools that can extract discriminative features from such images is not only
scientifically relevant but also medically significant for early identification, preparedness, and
differential diagnosis of similar conditions. These findings suggest that combining both methods could
improve the accuracy of smallpox diagnosis through histopathological image analysis.

Keywords: Dimensionality Reduction, Autoencoder, Kernel PCA, Histopathology, Smallpox, Variance
Ratio.

1. INTRODUCTION thousands or millions of pixels encoding color
Smallpox, caused by the variola virus, was and textural information. High dimensionality
historically a deadly infectious disease not only increases storage and computation
characterized by distinctive skin lesions. requirements but also complicates analysis,
Although it has been eradicated, research on since the presence of many features can obscure
smallpox remains relevant for understanding the underlying patterns (often referred to as the
poxvirus pathogenesis and for preparedness “curse of  dimensionality” Effective
against potential re-emergence or related dimensionality reduction can mitigate these
viruses. Histopathological examination of tissue issues by compressing the data while preserving
samples is a critical tool for diagnosing such the most informative aspects.

infections, as microscopic analysis reveals

cellular changes due to the virus. These Principal Component Analysis (PCA) is a
histopathological images are typically very classic linear technique for reducing
high-dimensional — each image containing dimensionality by transforming the data to a
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new coordinate system defined by orthogonal
principal components that capture the greatest
variance. PCA has been widely used in medical
image analysis to simplify data while retaining
important variance [1]. However, PCA is
limited to linear relationships and may not
capture complex non-linear structures present in
histopathological images. In the context of
smallpox histopathology, tissue morphology
and staining patterns might have non-linear
variations that linear PCA could inadequately
represent.

To address this limitation, non-linear
dimensionality reduction methods can be
employed. One approach is Kernel PCA, an
extension of PCA that uses kernel functions to
project data into a higher-dimensional feature
space where linear PCA is then applied. By
choosing an appropriate kernel, Kernel PCA
can capture non-linear relationships in the
original data space [2]. Another powerful non-
linear approach is to use an Autoencoder (AE),
which is a type of artificial neural network
trained to compress data into a lower-
dimensional latent representation and then
reconstruct the original input from this code.
Autoencoders can learn complex non-linear
mappings and have been shown to produce
embeddings that preserve important data
structure [3]. In particular, deep Autoencoders
have been applied to biomedical images for
feature extraction, often outperforming linear
methods in capturing essential features. Among
dimensionality reduction techniques, t-SNE [4]
and UMAP [5] are particularly effective tools
for visualizing high-dimensional data. Kernel
PCA uses kernel-based nonlinear projection
methods to reveal complex structures in the data

[6].

Although smallpox has been eradicated
globally, the disease remains a subject of
significant biomedical interest due to its
potential use in bioterrorism, as well as the

emergence of genetically similar
orthopoxviruses such as  monkeypox.
Histopathological  analysis of  archived

smallpox cases thus provides a valuable
opportunity to investigate tissue-level viral
pathogenesis and to develop diagnostic tools
that could be repurposed for related infections.
In this context, dimensionality reduction
becomes essential for extracting meaningful
information from high-resolution
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histopathological images, which are inherently
high-dimensional and structurally complex. The
motivation behind this study lies in evaluating
whether advanced non-linear reduction
techniques can effectively capture the subtle
morphological changes induced by the variola
virus and distinguish them from healthy tissue
characteristics.

Furthermore, the decision to reduce the data to
two dimensions stems from the goal of visual
interpretability. A 2D latent space enables
direct visual comparison between techniques
and allows researchers and pathologists to
intuitively explore class separability. While
higher-dimensional reductions may yield
additional detail, the two-dimensional approach
serves as an initial diagnostic mapping tool and
provides a compact, explainable representation
suitable for visual analytics and embedding-
based clustering or classification.

In this study, we apply Kernel PCA and an
Autoencoder to smallpox histopathological
images. Our goal is to evaluate how well each
method  reduces  dimensionality  while
preserving the information necessary to
distinguish between healthy and infected tissue.
We compare the variance explanation ratios of
the resulting components and examine the two-
dimensional (2D) projections of the image data.
By visualizing the reduced representations, we
aim to assess which method yields more
meaningful clustering of smallpox-infected
versus healthy samples. We also discuss how
these techniques could assist pathologists in
identifying diagnostic patterns more efficiently.
Figure 1 provides examples of the
histopathology dataset, illustrating the kind of
images being analyzed in this work.

Figure 1. Examples from the smallpox
histopathology image dataset [7].
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(1) Histological section showing smallpox-
infected skin tissue; (2) Histological section of
healthy skin tissue; (3) Augmented variant of a
smallpox-infected tissue image; (4) Augmented
variant of a healthy tissue image. Augmentation
techniques (e.g., rotations, flips) were applied to
increase the dataset size and diversity. Despite
differences, infected tissue images exhibit
distinct cellular changes (such as epidermal
necrosis and  inflammatory  infiltrates)
compared to healthy tissue.

2. LITERATURE REVIEW

Dimensionality reduction plays a vital role in
medical image analysis by simplifying data
without losing critical information. Traditional
methods like PCA have been used to analyze
various medical images, including radiology
scans and histology slides, to identify patterns
that might not be apparent in the raw high-
dimensional pixel data. Jolliffe and Cadima [1]
provide a comprehensive review of PCA and
note its effectiveness and limitations in
contemporary applications. In histopathology,
PCA has been utilized, for example, to reduce
spectral imaging data and to visualize tissue
sample distributions in a lower-dimensional
space for clustering and classification tasks.

However, many studies have pointed out that
linear methods like PCA may fail to capture
complex structures in biomedical data. For
instance, non-linear manifold learning
techniques have gained attention. Kernel PCA
was introduced by Scholkopf et al. [2] as a
nonlinear generalization of PCA using the
kernel trick methodology. By using a kernel
function (such as Gaussian RBF or Sigmoid),
data that is not linearly separable in the original
space can become separable in an implicit
higher-dimensional  feature space. This
approach has been applied in biomedical
contexts; for example, some researchers have
used Kernel PCA to improve the classification
of pathological images by capturing non-linear
feature interactions. Liu et al. [8] reported that
kernel-based dimensionality reduction
improved classification accuracy in medical
imaging tasks, highlighting the potential of
Kernel PCA in handling complex image data.
Although Liu et al.’s work was a general
commentary on machine learning in medical
literature, it underscores the importance of
choosing appropriate dimensionality reduction
techniques for complex biomedical data.
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Meanwhile, Autoencoders and other neural
network-based approaches for representation
learning have shown great promise in recent
years. An Autoencoder consists of an encoder
network that compresses the input into a latent
code, and a decoder network that reconstructs
the input from this code. When trained on image
data, the Autoencoder Ilearns a latent
representation that retains the key factors of
variation needed to rebuild the original image
[3]. In the context of histopathology,
Autoencoders (including convolutional
variants) have been used to learn features for
tasks such as anomaly detection, segmentation,
and classification of tissue images. For
smallpox histopathology, an Autoencoder could
potentially learn complex virus-induced
morphological changes (e.g., cell swelling,
inclusion bodies) in an unsupervised manner.
Goodfellow et al. [9] note that an
undercomplete linear Autoencoder is closely
related to PCA, but with non-linear layers and
appropriate training, an Autoencoder can
capture variations that PCA cannot. This non-
linear capacity is advantageous for images
where pixel intensities relate to underlying
pathology in a complex way.

In summary, the literature suggests that while
PCA provides a strong baseline for
dimensionality reduction, more advanced
methods like Kernel PCA and Autoencoders
often perform better on image data with non-
linear characteristics. Smallpox
histopathological images likely contain such
non-linear patterns, given the complex interplay
of tissue structures and pathological changes.
Therefore, it is worthwhile to compare Kernel
PCA and Autoencoder side-by-side on this task.
This comparison can reveal the strengths of
each approach — for example, Kernel PCA’s
ability to provide a deterministic transformation
with clear variance explanation, versus the
Autoencoder’s ability to learn a custom-tailored
representation through training (potentially
capturing subtle texture differences). The next
section describes the methodology of applying
these techniques to our image dataset.

3. METHODOLOGY

3.1. Data Collection and Preprocessing

For this study, we used a dataset of smallpox
histopathological images consisting of 150
samples of skin tissue, of which a subset are
from confirmed smallpox cases and the rest
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from healthy controls (normal skin tissue). The
images were obtained from archived pathology
slides and digitized at high resolution
(originally 3840%2160 pixels in RGB color).
Before analysis, the images were converted to
grayscale to simplify the color space, since
histological slides in this case were
hematoxylin-and-eosin stained (where color
information may be less crucial than intensity
patterns). We then downsampled each image to
64x64 pixels to further reduce dimensionality
and noise, as well as to standardize input size
for the Autoencoder. This downsampling
dramatically lowers the feature count per image
(from millions of pixels to only 4096), making
subsequent analysis tractable.

Each image was then normalized (pixel
intensities scaled) to have zero mean and unit
variance, which is a common preprocessing step
to ensure that features are on comparable scales
for PCA and neural network training. We split
the dataset into a training set (80% of the
images) and a test set (20%), maintaining a
balanced representation of infected and healthy
tissue in both. Data augmentation techniques,
such as rotations and flips, were applied to the
training images to generate additional samples
(augmenting the infected images in particular).
This augmentation aimed to improve the
Autoencoder’s ability to generalize and to
prevent it from overfitting to specific
orientations or artifacts. The homogeneity and
representativeness of the dataset were important
to obtain reliable results — for instance, all
images were taken under similar microscopy
conditions to avoid technical biases. The critical
features of smallpox histopathology include
epidermal necrosis, dermal edema, and
inflammatory cell infiltration; these features
should ideally be preserved through the
preprocessing steps.

Autoencoders have achieved great success in
extracting features from medical images,
particularly when convolutional structures are
used [10-11]. Unlike traditional principal
component analysis (PCA) methods, deep
learning-based  autoencoders can model
complex nonlinear relationships in the data [12-
13].
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3.2. Autoencoder Architecture

We designed a deep Autoencoder to perform
non-linear dimensionality reduction on the
histopathology images. The Autoencoder model
is composed of three main parts: the encoder,
the latent representation, and the decoder.
Figure 2 illustrates the architecture of the
Autoencoder. The encoder consists of a series
of fully-connected layers that progressively
reduce the dimensionality of the input.
Specifically, the encoder in our implementation
takes the 4096-dimensional input (64x64 image
flattened) and maps it to successively smaller
internal layers (we used layer sizes 1024, 256,
and 64) using ReLU activation functions. The
final layer of the encoder is a bottleneck layer
of size 2, which constitutes the latent code — this
is the compressed representation of the image.
We chose a 2-dimensional latent space to enable
easy visualization of results in two dimensions.

Figure 2. Architecture of the Autoencoder model
used for dimensionality reduction.[7]

It is well established in the literature that
convolutional neural networks (CNNs)
outperform fully-connected architectures in
many medical imaging tasks, including
histopathology, due to their ability to exploit
spatial locality and hierarchical features. In this
study, we intentionally employed a fully-
connected Autoencoder to retain architectural
simplicity and to isolate the effect of non-linear
compression in a controlled latent space.

The use of a simple dense network allows for
easier interpretation of the latent space and
ensures that the comparison with Kernel PCA,
which also does not model spatial structure,
remains balanced. However, we acknowledge
that CNN-based Autoencoders could provide
superior performance by capturing local
textural patterns, tissue boundaries, and
structural motifs more effectively.
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As a direction for future research, we plan to
extend the current work by implementing
convolutional  Autoencoders, which are
expected to better preserve spatially-distributed
histological features relevant to disease
classification and segmentation.

While the Autoencoder used in this study was
implemented with fully connected layers for
simplicity and comparability with Kernel PCA,
it is acknowledged that convolutional
autoencoders are generally more effective for
image data. CNN-based architectures exploit
spatial locality and hierarchical features, which
are particularly valuable for histopathological
images. The current model design thus reflects
a trade-off between interpretability and
architectural optimality. As part of future work,
a convolutional version of the Autoencoder will
be investigated to enhance spatial feature
preservation.

The encoder (left) compresses the 64x64 pixel
image through several hidden layers down to a
2-dimensional latent vector (z). The decoder
(right) then reconstructs the image from this 2D
latent vector. Each layer’s dimensions are
indicated in the diagram. Non-linear activation
functions (ReLU) are used in all hidden layers,
and a sigmoid activation is used in the output
layer to ensure pixel intensity outputs are in a
valid range [0,1].

The decoder is a mirror of the encoder, with
layers of size 64, 256, 1024, and finally 4096
(reshaped back to 64x64) to reconstruct the
image. We used a sigmoid activation on the
output layer of the decoder to produce pixel
intensity values between 0 and 1 (after scaling).
The Autoencoder was trained using the mean
squared error (MSE) loss between the input and
reconstructed output. We employed the Adam
optimizer with a learning rate of 0.0001 for
stable training. To prevent overfitting and to
ensure the Autoencoder does not simply learn
an identity mapping, early stopping was
implemented: the training was halted if the
validation loss did not improve for 10
consecutive  epochs. This regularization
technique helped the model converge to a
solution where it captures the most salient
features for reconstruction rather than
memorizing the training images.
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The training process was conducted on an
NVIDIA A100 GPU, which provided the
necessary compute power for handling the
training of the neural network. The batch size
was set to 16. We trained the Autoencoder for
up to 50 epochs, although early stopping usually
stopped training earlier (around epoch 30 in our
runs) once reconstruction error plateaued. After
training, we extracted the 2-dimensional latent
vectors for all images by feeding them through
the encoder part of the network. These latent
vectors constitute the Autoencoder’s reduced
representation of the data. We then computed
the variance explained by each of the two latent
dimensions. Although Autoencoders do not
directly provide a notion of “explained
variance” like PCA does, we can interpret the
learned 2D embedding by measuring how much
of the total variance in the dataset is captured
along each axis of the latent space. In our
results, we found that the second latent
dimension of the Autoencoder accounted for
85.19% of'the total variance in the data’s feature
space, indicating that one of the two learned
dimensions was especially informative (this
likely corresponds to features differentiating
infected vs. healthy tissue).

3.3. Kernel PCA Implementation

For comparison, we performed Kernel PCA on
the same dataset. Unlike the Autoencoder,
Kernel PCA is not a learning algorithm per se,
but rather a transformation based on eigen-
decomposition of the kernelized covariance
matrix (it does not require iterative training in
the gradient descent sense). We explored
several kernel functions commonly used in
Kernel PCA:

Linear kernel: This essentially reduces to
standard PCA. It was included as a baseline to
compare against the non-linear kernels.

RBF (Gaussian) kernel:

K(x;,x;) = exp (—V|xi—xj|2) (1)
The RBF kernel can capture non-linear
relationships by emphasizing local similarity
between data points. We used an RBF width
parameter $\gamma$ chosen via cross-
validation.
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Sigmoid kernel:

K(xi, xj) = tanh (ax; X x; + ¢) 2)
This kernel, akin to a neural network activation,
was also tested. We used the default parameters
ofa = 0.01 and ¢ = 0 initially.

Polynomial kernel:

K(x;x;) = (x; X x; 4+ ¢)? (3)
We tried a polynomial of degree d = 3 for a
moderate non-linearity.

We applied each kernel to the dataset and
computed the Kernel PCA, extracting the
principal components in the transformed feature
space. Because we are interested in a 2-
dimensional embedding (for visualization
similar to the Autoencoder’s 2D code), we kept
the top 2 principal components from each
Kernel PCA. We then calculated the variance
explained by these components. In Kernel PCA,
the concept of variance explained can be
interpreted by looking at the eigenvalues of the
kernel matrix. We normalized the eigenvalues
such that their sum represents 100% of variance
in the feature space, and then determined the
percentage accounted for by the first component
(and by the first two combined).

Figure 3 outlines the workflow of the Kernel
PCA process. First, each image (after
preprocessing) is mapped through the chosen
kernel function to compute a similarity matrix.
Next, this kernel matrix is centered (to
correspond to zero-mean in feature space), and
eigen-decomposition is performed. The top
eigenvectors (principal components) are then
used to project the data. We implemented this
using Python’s scikit-learn library for PCA with
a kernel option, which internally handles the
above steps.
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Figure 3. Kernel PCA application flow.
The high-dimensional image data is
transformed using a kernel function into an
implicit feature space, where principal
component analysis is then performed. The
diagram illustrates the steps: (a) Compute the
kernel matrix for all image pairs; (b) Center the
kernel matrix; (c) Compute eigenvalues and
eigenvectors; (d) Project the data onto the top
principal components in the kernel-defined
space; (e) Obtain the reduced-dimension
representation (in this study, 2D).

For each kernel, we noted the wvariance
explanation ratio of the first principal
component. As expected, using the Linear
kernel (which is equivalent to standard PCA on
the 4096 features), the first component
explained a large portion of variance, about
87.48%. The Polynomial kernel (degree 3) had
a slightly lower first-component variance
explanation (~85.61%), indicating that its first
principal component captured a bit less of the
total variance — this can happen if variance is
spread more evenly across non-linear
dimensions. The Sigmoid kernel resulted in the
first component explaining 88.16% of variance,
and the RBF kernel achieved the highest with
88.81% on the first component. These figures
are summarized later in Table 1. It was evident
that the RBF kernel was particularly effective
for this dataset, suggesting that the data
manifold of histopathology images is better
linearized in the RBF feature space than in
others (including the original pixel space).

After obtaining the 2D projections from Kernel
PCA, we had analogous data to what the
Autoencoder produced — each image now had
coordinates (y;1,yiz)in a 2-dimensional space
defined by the first two kernel principal
components.
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3.4. Evaluation Metrics

To evaluate and compare the dimensionality
reduction methods, we considered both
quantitative and qualitative criteria:

Variance Explained: We use the proportion of
total variance captured by the reduced
dimensions as a quantitative measure. For PCA-
based methods, this is straightforward from the
eigenvalues. For the Autoencoder, we
approximated it by computing the variance in
the original data recovered by each latent
dimension (by linear regression from latent to
original data variance). This helps in
understanding how well each method preserves
information.

Clustering in 2D Space: We visually inspected
the scatter plots of the 2D representations for
any natural clustering of the data points
corresponding to smallpox-infected vs. healthy
tissue. A successful dimensionality reduction
for diagnostic purposes would ideally separate
infected and healthy samples into distinct
regions in the reduced space. We also calculated
the within-class and between-class distances in
the 2D embeddings to quantify this separation.

Reconstruction Error: For the Autoencoder, the
mean squared reconstruction error on the test set
indicates how much information is lost in
compression. We recorded the reconstruction
loss and ensured it was low enough that
reconstructed images were recognizable
(though some fine details inevitably blurred).

Computational Efficiency: We noted the time
taken by each method. Kernel PCA (with n=150
images) was computationally fast for 2
components, while training the deep
Autoencoder took longer (several minutes on
GPU). However, once trained, the Autoencoder
encoding of new images is nearly instantaneous.
We mention this because in practical
deployment, one might consider the trade-off
between an upfront training cost vs. repeated
computation for new data.

The following section presents the experimental
findings, including the variance ratios, scatter
plots of the embeddings, and a discussion on
how these outcomes relate to each method’s
theoretical strengths.
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4. EXPERIMENTAL RESULTS

4.1. Dimensionality Reduction Performance
After applying both techniques to the dataset,
we summarized the variance explanation
capacity and ratios in Table 1.

Table 1. Comparison of Variance Explanation
Ratios (Autoencoder vs. Kernel PCA with different

kernels)
Total Variance Highest Single
Method Represented  Component
(%) Variance (%)

Autoencoder o o
(2D latent) 100% 85.19%
Kernel PCA o o
(RBF kernel) 100% 88.81%
Kernel PCA o o
(Sigmoid kernel) 1007 88.16%
Kernel PCA
(Polynomial 100% 85.61%
kernel, d=3)
Kernel PCA o o
(Linear kernel) 100% 87.48%

For the Autoencoder, since it is not a variance-
maximizing method in the same way PCA is,
we treat its two latent dimensions as capturing
100% of the variance of the encoded data by
definition (the Autoencoder’s latent space aims
to represent all important information). We then
computed the percentage of that variance
attributable to each latent dimension. For
Kernel PCA, we report the total variance
captured by the two principal components
(which we set to 100% for fair comparison since
we only keep 2 components in both methods)
and the percentage captured by the single most
informative component for each kernel.

As shown in Table 1, the Autoencoder’s two-
dimensional code allocates about 85.19% of the
encoded variance to one dimension (and thus
14.81% to the other). This suggests that one
latent factor dominates, likely corresponding to
the presence or absence of infection, since that
is a primary source of variation in the images.
The remaining variance could relate to other
features, like differences between individual
slides or minor staining intensity variations. In
contrast, the Kernel PCA with the RBF kernel
had its top principal component account for
88.81% of variance, slightly higher, indicating
a very dominant first mode of variation as well.
Interestingly, the Sigmoid and Linear kernels
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also showed a single component capturing
around 88% and 87%, respectively, while the
Polynomial kernel’s top component was a bit
lower (85.61%). This indicates that in the
kernel-transformed spaces, much of the
dataset’s variance can be distilled into one
strong principal component.

4.2. Visualization of 2D Embeddings

We next evaluated how well the 2D embeddings
produced by each method separated the
smallpox-infected tissue samples from the
healthy samples. Figure 4 and Figure 5 show the
scatter plots of the data in the two-dimensional
space for Kernel PCA (with RBF kernel) and for
the Autoencoder, respectively. Each point in the
plots represents an image from the dataset,
plotted with coordinates either (y;,y,) from
Kernel PCA or (z4, z,) from the Autoencoder’s
latent space. Points are color-coded (purple for
healthy, yellow for infected) for clarity.

Each point represents a histopathological
image, projected onto the first two non-linear
principal components. Purple “x” markers
denote healthy tissue images, and yellow “x”
markers denote smallpox-infected tissue
images. In this Kernel PCA plot, there is some
overlap between the two classes, but a general
trend can be observed: infected samples tend to
lie towards the right and upper part of the plot,

Figure 4. Two-dimensional visualization of the
dataset using Kernel PCA (RBF kernel) [7].

whereas healthy samples cluster more towards
the left. The RBF kernel’s first component
(horizontal axis) seems to largely separate the
groups, reflecting the largest variance in the
data, which correlates with infection status.
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Figure 5. Autoencoder 2D representation of the
dataset.

The encoded 2D latent space learned by the
Autoencoder is plotted, with purple “x” for
healthy tissue and yellow “x” for infected tissue
(same color scheme as Figure 4). The
Autoencoder has separated the two categories:
infected tissue images occupy the right side of
the plot (higher values on latent dimension 1),
while healthy tissue images are on the left side.
The separation is more distinct here than in the
Kernel PCA results, indicating that the
Autoencoder captured features that differentiate
infected vs. healthy more effectively (perhaps
due to learning complex non-linear features like
specific cellular morphologies). The latent
dimension 1 roughly corresponds to an
“infection score,” as evidenced by the grouping,
whereas latent dimension 2 shows some
variation within each group but does not mix the
groups.

By comparing Figures 4 and 5, we observe that
the Autoencoder’s embedding achieved a more
clustered separation of the two classes. In
Figure 4 (Kernel PCA), although there is a
tendency for points to separate along
Component 1, there remains a region of overlap
around the center where some healthy and
infected samples intermingle. This suggests that
a single RBF kernel PCA component, while
capturing a large variance, might be capturing
variance due to a mixture of factors (some
related to infection, some unrelated). In
contrast, Figure 5 (Autoencoder) shows two
distinct clusters with a clearer gap between
healthy and infected samples. The
Autoencoder’s non-linear encoding appears to
have focused on the most diagnostic features of
the images, effectively creating a latent
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dimension (horizontal axis) that discriminates
infection status. This result supports the idea
that the Autoencoder can learn a representation
aligning with the underlying class structure
(even though it was not given class labels during
training, the reconstruction objective indirectly
emphasizes the key differences).

To quantify this, we looked at the scatter of
points: the intra-class distance (average distance
between points of the same category) in the
Autoencoder space was smaller than in the
Kernel PCA space, and the inter-class distance
(average distance between points of different
categories) was larger in the Autoencoder
space. This confirms a better class separation
for the Autoencoder. Such separation is
promising for downstream tasks — for instance,
if one were to build a classifier on top of these
2D features, it would likely achieve higher
accuracy with the Autoencoder features than
with the Kernel PCA features, given the clearer
clustering.

4.3. Reconstruction and Model Insights

For completeness, we examined the quality of
image reconstructions from the Autoencoder to
ensure it was not discarding important
information. The Autoencoder’s reconstruction
of infected tissue images preserved the general
tissue architecture and the presence of pox
lesions (such as epidermal necrosis). Health
images were also reconstructed well, with
cellular details slightly blurred but overall
structure intact. The reconstruction errors on the
test set were low (MSE approximately 0.015 on
normalized pixel intensities), indicating the
Autoencoder did compress images in a way that
retains most information needed to rebuild
them. This gives confidence that the 2D latent
code is a meaningful summary of the image
content. In practical terms, this means that
pathologically significant features (like the
presence of a certain type of inclusion body in
cells) were likely encoded in those 2 latent
dimensions.

In analyzing the Kernel PCA components, we
could visualize the principal component
“eigenimages” by inverting the transformation
approximately. The top component for RBF
kernel corresponded to a pattern highlighting
regions of the epidermis: infected samples
tended to have higher component values where
epidermal damage is present, which aligns with
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pathology (since smallpox causes degeneration
in the epidermal layer). The second component
captured some variation in dermal inflammation
that was common to both infected and some
healthy irritated skin samples, which is perhaps
why it did not contribute to distinguishing
infection as much.

To illustrate the stability of training, Figure 6
shows the training and validation loss curves for
the Autoencoder over epochs. The early
stopping point is indicated where the validation
loss ceased to decrease.
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Figure 6. Training and validation loss curves for
the Autoencoder.

The plot shows how the reconstruction error
(mean squared error) on the training set (orange
line) and validation set (red line) decreases over
the training epochs. The Autoencoder
converges within ~30 epochs, after which the
validation loss flattens, triggering early
stopping. Notably, there is no significant
divergence between training and validation
loss, indicating the model did not overfit. This
stability suggests that the 2D latent space is
capturing robust features rather than noise or
overly specific training artifacts.

The convergence of the Autoencoder without
overfitting (validation loss remaining close to
training loss) implies that the 2D representation
is indeed generalizable for new images — a
crucial factor if this were to be used in practice
for analyzing additional histopathology
samples.

5. DISCUSSION

The comparative results demonstrate distinct
advantages offered by the two methods in
handling smallpox histopathological image



Sengoz and Vargiin /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 9:2 (2025) 331-343

data. Both the Autoencoder and Kernel PCA
successfully reduced the data to two dimensions
while retaining most of the essential variance
(over 85% in the first component alone for
each). This indicates that the dataset has an
underlying low-dimensional structure — likely
dominated by whether an image is infected or
not — that both methods managed to capture in
part.

However, the Autoencoder’s performance was
notably superior in terms of producing a useful
embedding for class discrimination. The clear
separation of infected and healthy clusters in the
Autoencoder’s latent space (Figure 5) suggests
that the network discovered features
specifically relevant to the presence of smallpox
pathology. This is not surprising given that
neural networks can learn complex, task-
specific features; in our case, although we did
not supervise the Autoencoder with class labels,
the objective of image reconstruction inherently
forced it to encode the most prominent image
variations. Infected vs. healthy status is a major
variation, so the Autoencoder naturally
gravitated to representing it distinctly (as
evidenced by one latent dimension largely
correlating with infection). Kernel PCA, on the
other hand, does not “learn” features — it
transforms data based on  variance
maximization. It captured the largest variance
direction, which corresponded to a mix of
features (some related to infection, possibly
some related to slide-to-slide staining
differences). Thus, while Kernel PCA with an
RBF kernel did separate many samples, it was
less clean than the Autoencoder separation.

An interesting point is that the RBF kernel
outperformed other kernels in our tests, yielding
the highest single-component variance ratio and
a somewhat better clustering than, say, the
polynomial kernel. This suggests that the
similarity structure of the histopathology
images is well-captured by a Gaussian measure
— in other words, images can be effectively
compared by their pixel-level Euclidean
distance after appropriate scaling. The
polynomial kernel might have been too rigid or
introduced additional noise, whereas the RBF
kernel is more flexible in adapting to local data
structure. The Sigmoid kernel gave results
comparable to RBF in variance explained,
which is interesting because the Sigmoid kernel
can mimic a shallow neural network’s behavior.
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It slightly underperformed RBF in clustering
quality, though.

In terms of practical implications, the
Autoencoder’s 2D embedding could be directly
useful for visual analytics in a pathology
workflow. A pathologist or researcher could
plot new tissue samples in this learned space to
quickly see if they reside in the “infected”
cluster or not. Such a tool could complement
traditional microscopy by flagging borderline
cases or quantifying the degree of infection.
Kernel PCA, while simpler to implement and
mathematically tractable, might require using
more than two components to achieve a similar
level of separation, as the second component
still contained relevant information (and we
limited to 2 for fair comparison). Using, for
instance, a three-dimensional Kernel PCA
space might bring healthy and infected
separation to a comparable level, but then
visualization becomes slightly more complex
(though still possible through 3D scatter plots or
pairwise projections). The effectiveness of
autoencoder-based methods in diagnosing
specific diseases, such as smallpox, has been
demonstrated [14]. Similarly, these approaches
could be used to analyze other dermatological
diseases [15].

Despite the promising results obtained from
both Kernel PCA and the Autoencoder, certain
limitations must be acknowledged, particularly
regarding the conditions under which these
models may underperform.

First, the relatively small dataset (150 images)
may limit the generalizability of the learned
representations, especially for the Autoencoder,
which relies on sufficient variation in training
data to avoid overfitting. Although data
augmentation was applied, rare morphological
patterns might still be underrepresented, leading
to diminished performance in detecting atypical
or borderline cases.

Second, the fully-connected Autoencoder lacks
spatial inductive biases and may struggle to
capture fine-grained histological details, such as
localized lesion boundaries or subtle nuclear
abnormalities. This limitation could become
more pronounced in larger or more
heterogeneous datasets.
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Additionally, both methods operate in an
unsupervised  setting. As  such, their
performance heavily depends on whether the
dominant axes of variation in the data align with
the pathological status (infected vs. healthy). In
scenarios where other confounding factors (e.g.,
staining  artifacts, = sample  preparation
differences) dominate the variance, the models
may fail to effectively cluster or separate
pathological samples.

Finally, robustness against out-of-distribution
samples was not evaluated in this study. Future
work should assess how well the learned
representations generalize to unseen tissues,
different magnifications, or images obtained

from different laboratories or staining
protocols.
One must also consider computational

efficiency and scalability. Kernel PCA has a
computational complexity that scales roughly
with O(n®) for n data points due to kernel
matrix  decomposition, which can be
problematic for very large datasets (though our
dataset of 150 images is small). Autoencoders
can handle larger » easily if trained with mini-
batches, but the complexity lies in the
dimensionality of each data point. However, by
using convolutional layers (which we did not do
in this fully-connected implementation), one
could better exploit image structure and scale to
higher resolutions. In our experiment, training
the Autoencoder on 150 images was trivial, and
in fact, we had to augment data to fully train the
network’s millions of parameters. In real
scenarios with more data, the Autoencoder
approach becomes even more appealing, as it
can leverage big data to learn even better
representations, whereas Kernel PCA doesn’t
directly benefit from more data beyond
improved covariance estimates.

It is worth noting that while our Autoencoder
was not explicitly tuned for classification, one
could fine-tune such a model or use a variant
(like a sparse Autoencoder or a variational
Autoencoder) to enforce certain properties in
the latent space (such as clustering). For
instance, a supervised dimensionality reduction
like Linear Discriminant Analysis (LDA) could
also be compared, but LDA requires class labels
and maximizes class separation rather than data
variance. In an unsupervised context, the results
we obtained show that autoencoders can
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inadvertently perform a task akin to LDA by
capturing the largest sources of variation, which
here correlates strongly with the presence of
disease.

Finally, we include Figure 7 to summarize the
overall workflow of our study and highlight
where each method fits in the pipeline of
smallpox histopathology image analysis.

The pipeline begins with raw histopathology

slides  (left), which are digitized and
preprocessed  (grayscale conversion and
resizing). Two  parallel  dimensionality

reduction paths are then applied: (A) Kernel
PCA (with various kernels tested) and (B)
Autoencoder. The Kernel PCA path involves
computing the kernel matrix and extracting
principal components, yielding a 2D projection
for each image. The Autoencoder path involves
training the neural network to compress and
reconstruct images, then using the 2D latent
code as the reduced representation. The
resulting 2D embeddings are finally visualized
and compared, and their ability to separate
healthy vs. infected tissue is evaluated (right).
This diagram encapsulates the approach of the
study, highlighting how traditional statistical
methods and modern deep learning methods can
be combined to analyze complex medical
imagery.

The observed separation in the Autoencoder's
2D latent space highlights its potential as a
diagnostic tool capable of capturing the most
salient differences between healthy and infected
tissues. This clustering likely reflects the
model’s ability to internalize pathological
patterns such as epidermal necrosis or
inflammatory infiltrates. On the other hand, the
Kernel PCA—while effective in terms of
variance explanation—may be capturing a
mixture of pathological and non-pathological
variance (e.g., staining variability), as seen in
the more dispersed clustering.

These findings suggest that although both
methods are valuable, Autoencoders offer a
more disease-specific embedding space.
Moreover, the latent representation created by
the Autoencoder appears to align with
diagnostic categories even without supervision,
underscoring the model’s effectiveness in
unsupervised representation learning for
histopathology. This insight supports the
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broader notion that neural networks, even when
not explicitly trained for classification, can
capture clinically relevant variations inherently
embedded in medical imagery.

6. CONCLUSION

In this work, we explored dimensionality
reduction techniques for analyzing smallpox
histopathological images, focusing on a deep
Autoencoder and Kernel PCA with multiple
kernel functions. The results demonstrate that
both methods can significantly reduce image
dimensionality (from 4096 features to 2) while
preserving the majority of the variance in the
data. However, the Autoencoder’s learned 2D
representation provided a clearer segregation of
smallpox-infected tissue samples from healthy
samples in comparison to Kernel PCA’s
outputs. The Autoencoder achieved this by
capturing non-linear features of the images that
strongly correlate with pathological changes
caused by the variola virus. Kernel PCA with an
RBF kernel was the best-performing variant of
PCA, and it too highlighted the distinction
between infected and healthy tissue to a large
extent, though with slightly more overlap.

The study’s findings suggest that an
Autoencoder-based approach could be a
powerful tool for histopathological image
analysis, especially for diseases like smallpox,
where specific cellular alterations need to be
detected. By combining the strengths of deep
learning and established statistical techniques,
one can obtain both an interpretable measure of
explained variance and a highly discriminative
feature space. In practice, the 2D embeddings
from the Autoencoder might be used to develop

Autoencoder Sonuglan

o
-
-r, 500
=20
& 400
L 4
—_ - -~
s -4
g . g
5 . e
= § E
~
£~ o3
g P &
4 G 1) 200
-80 I,lg:""
_“'
/)
‘&’ 100
-100 4 ()
L4

~a0 30 -20 1o 13 7
Bilegen 1 (14.81%)

Figure 7. Schematic overview of the experimental

workflow for dimensionality reduction in smallpox

histopathological images.

342

automated diagnostic algorithms or to aid
pathologists by providing a second opinion on
whether an image shows signs of infection.
Additionally, the variance analysis indicates
that most information in these images is
encapsulated in one or two dimensions,
implying that downstream machine learning
models (e.g., clustering or classification) can be
trained on these low-dimensional features
without significant loss of information.

Future work can expand on these results in
several ways. First, testing these methods on a
larger set of histopathology images from related
conditions  (e.g., other poxviruses or
dermatological diseases) would help evaluate
the generality of the learned features. It would
be interesting to see if an Autoencoder trained
on smallpox images encodes features that are
useful for distinguishing other skin infections or
if it overfits to smallpox-specific markers.
Second, the integration of convolutional layers
in the Autoencoder could improve its ability to
capture spatial features like the distribution of
lesions across the tissue. Third, from a
theoretical perspective, techniques like t-
distributed Stochastic Neighbor Embedding (t-
SNE) or Uniform Manifold Approximation and
Projection (UMAP) could be applied to the
same data for a purely visualization-driven
dimensionality reduction and compared to our
Autoencoder and Kernel PCA results.

In conclusion, this research highlights the value
of dimensionality reduction in making sense of
high-dimensional histopathological data. The
Autoencoder and Kernel PCA each have unique
advantages: Autoencoders offer learned, task-
relevant representations, whereas Kernel PCA
provides a deterministic and variance-
maximizing perspective. For the specific
challenge of analyzing smallpox
histopathology, the Autoencoder’s ability to
capture the essence of infection-related changes
gives it an edge. These insights contribute to the
broader understanding of how modern machine
learning techniques can enhance traditional
pathological analysis, potentially leading to
faster and more accurate diagnoses in clinical
practice.
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ABSTRACT

PLA (polylactic acid) is the most commonly used polymer in material extrusion-based additive
manufacturing (MEX), which is one of the most innovative methods in the production of polymers. Its
biodegradability, availability, and low cost drive its widespread use. Due to the nature of additive
manufacturing, some discontinuities tend to occur in the production of polymer materials.
Discontinuities such as junction problems between layers, voids, and solidification of extruded polymers
occur between the production of layers. Non-destructive testing methods can be used to detect these
discontinuities. Ultrasonic testing, a volumetric Non-destructive testing method, is well-suited to detect
such discontinuities. This study evaluates how layer thickness influences ultrasonic detection of
discontinuities in MEX-produced PLA specimens. 0.1 mm, 0.2 mm, and 0.4 mm layer thicknesses of
PLA specimens, each of which has artificial discontinuities (holes) placed at different depths and
locations, were analyzed by the ultrasonic inspection technique. In the experimental studies, sound
waves were sent to the specimens, and the reflected echoes were evaluated. Results show that layer
thickness alters echo amplitude and the positional accuracy of detected discontinuities. In specimens
with a layer thickness of 0.1 mm, the detection of discontinuities was clearer, while in specimens with
a layer thickness of 0.4 mm, the sound echoes were more scattered, negatively affecting the
measurement accuracy. These findings clarify how manufacturing parameters shape Non-destructive
testing effectiveness in additive manufacturing and hold practical implications for industry.

Keywords: PLA, Non-Destructive Testing, Additive Manufacturing, Polymers

1. INTRODUCTION MEX, is preferred due to its biodegradable
Additive manufacturing (AM) technologies structure, renewable source, low melting
enable fast, cost-effective production of temperature, and good dimensional stability.
complex geometries [1]. Today, AM These  properties make PLA  both
technologies, which are at the forefront of environmentally friendly and suitable for
industrial production processes with their processing. In the production process with
advantages such as design flexibility, cost- MEX, production parameters directly affect the
effectiveness, and rapid prototyping, are mechanical properties of the parts. The parts
creating a significant transformation in the produced with MEX exhibit anisotropic
manufacturing world [2-3]. One such method, properties and lower mechanical properties
material extrusion-based additive along the Z-axis. Layer thickness, one of the
manufacturing (MEX), enables the creation of production parameters, is a critical parameter
three-dimensional  structures by layering that directly affects the surface quality,
polymer-based materials [4-5]. mechanical properties, and internal structural

homogeneity of the part. Numerous studies in
Polylactic acid (PLA), one of the most the literature have examined the impact of these
commonly used polymers in production with parameters on material performance [6—10]. On
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the other hand, in the MEX method,
discontinuities such as voids, separations, and
extrusion layering, which may occur in the
internal structure depending on the production
process, can negatively affect the reliability of
the part [4-5]. Detecting these discontinuities
and investigating the effects of production
parameters on discontinuity detection are open
topics for research [11-18]. Production
parameters primarily affect manufacturability
in MEX production and can cause
discontinuities[19].  Nozzle  temperature,
printing speed, extrusion speed, and layer
thickness affect part quality [20-21]. In their
study, Zanjanijam et al. stated that the
production quality of PEEK specimens
produced with MEX varied depending on
nozzle temperature, printing speed, and layer
thickness[22]. Triyono et al, examined how
nozzle  diameter affects porosity in
MEX-printed PLA [23]. Sandhu et al
investigated the effect of printing parameters on
the dimensional stability of PLA specimens in
MEX production and determined the process
parameters that cause shrinkage [24]. Allum et
al. have stated that low extrusion negatively
affects the mechanical properties in production
with MEX and causes void formation [25].
Gardner et al. have stated that internal stresses
generated during interlayer adhesion during
production in acrylonitrile butadiene styrene
(ABS) specimens cause delamination [26].
Studies have shown that many different
discontinuities can occur depending on
production parameters and the polymer
preferred for production. Detecting these
discontinuities is critical for the reliability of
products manufactured with MEX and enables
the expansion of the application area. The
detectability of defects is also one of the issues
that needs to be investigated.

Non-destructive testing (NDT) methods are
used as effective tools for detecting
discontinuities without compromising the
structural integrity of materials [18,27]. Among
the volumetric inspection methods included in
NDT, ultrasonic testing stands out due to its
high resolution and ability to detect
discontinuities within materials[28].

Fayanzbakhsh et al. detected interlayer voids in
PLA specimens produced with MEX using
high-frequency phased array ultrasonic testing
and investigated their effect on mechanical
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properties [29]. Butt et al investigated the effect
of production parameters on the mechanical
properties of  graphene-reinforced PLA
specimens using ultrasonic sound transmission
[30]. To our knowledge, no prior work
quantifies how printing parameters or defect
location affect ultrasonic detectability in MEX
parts.

The layered structure of parts produced using
MEX can affect the propagation and reflection
of sound waves, thereby limiting detection
performance. The effect of layer thicknesses on
the propagation of sound waves and the
detection of discontinuities is a topic that
requires further investigation. In this study, the
focus is on detecting artificial discontinuities
placed in PLA specimens produced with
different layer thicknesses using the MEX
method through ultrasonic testing.

2. MATERIALS AND METHODS

2.1. Materials

Ultrafuse Natural PLA filament (BASF) was
used. The filament density was 1248 kg/m?, the
melting temperature (Tm) was 151 °C (ISO
11357-3) and the glass transition temperature
(Tg) value was 61 °C (ISO 11357-2) [31]. The
mechanical properties of the specimens
produced in the flat (XY) plane, as specified by
the manufacturer of the PLA filament, are
presented in Table 1.

Table 1. PLA Filament Mechanical Properties[31]

Properties Value Standard
Tensile Strength (MPa) 34.7 ISO 527
Elongation at Break (%) 4.2 ISO 527
Young Modulus (MPa) 2308 ISO 527
Flexural Strength (MPa) 98 ISO 178
Flexural Modulus (MPa) 1860 ISO 178
Flexural Strain at Break 4.8 ISO 178
(%)
Impact Strength Charpy - 2.5 1SO 179-2
notched (kJ/m?)

2.2. Production and Design

Hole-containing specimens were printed to
assess NDT detection performance in PLA
specimens produced with MEX. In this context,
15 x 20 x 80 mm rectangular prisms with
5-mm-diameter holes were produced in three
different layer thicknesses, as shown in Figure
1. Figure 2 shows the discontinuity-free region
and 5-mm holes in three positions. A 5-mm-
diameter was determined to accurately detect
discontinuities with the ultrasonic sensor used.
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Holes of 3 different depths were created to
detect discontinuities at different depths. Three
different positionings were made to examine the
effect of depth on discontinuity detection.
Specimens were modelled in the Autodesk
Fusion 360 computer-aided design program
(CAD). The CURA  computer-aided
manufacturing (CAM) software was used for
the production parameters.

0c
W
08

0c

oL

2.5 2.5
B R

Figure 1. Drawings of PLA Specimens produced
with MEX

Figure 2. 3D Image of Specimens
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The specimens were produced using an
Ultimaker Model 3 MEX device with a 0.4 mm
diameter Ultimaker Printcore AA nozzle. The
fixed parameters used for production are given
in Table 2. All specimens were printed with
fixed settings except for layer thickness (0.1,
0.2, 0.4 mm).

Table 2. Fixed MEX Production Parameters

Parameters Value
Nozzle Temperature (°C) 210
Bed Temperature(°C) 60
Bed Material Glass
Print Speed (mm/s) 60
Infill Degree (°) 0
Infill Percent (%) 100

Each layer was produced parallel to the long
side of the specimens in the direction shown in
Figure 3 (a) (infill degree). Images of rectangular
prisms produced in different layer thicknesses
and with a 5-mm-diameter hole are shown in
Figure 3 (b). The 5-mm-diameter hole is
positioned to  represent an artificial
discontinuity—the specimens were produced in
three different layer thicknesses.

Infill Degree

Figure 3. Rectangular Prism Specimens Produced

2.3. Testing

Ultrasonic testing, an NDT technique, was used
to determine discontinuities and examine the
effect of layer thickness on discontinuity
detection.

The detection performance of discontinuities in
rectangular prism pieces with 5-mm-diameter
artificial holes produced at different layer
thicknesses and located in different areas was
carried out using ultrasonic testing. The Tru-test
brand Digital Ultrasonic Flaw Detector device
was used for ultrasonic testing. Because
polymers have low acoustic impedance, a
low-frequency probe was selected. Therefore,
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the BD-412 model from Tru-Sonics with a 4
MHz frequency and 12 mm crystal size
ceramic-coated vertical probe was used in the
tests. Figure 4 illustrates the device and probe.

Figure 4. Ultrasonic testing device and probe used

3. RESULTS AND DISCUSSION

PLA specimens designed in the shape of a
rectangular prism measuring 15 x 20 x 80 mm
and containing three circular holes with a
diameter of 5 mm placed in different positions
to represent artificial discontinuities were
produced using additive manufacturing with
three different layer thicknesses of 0.1 mm, 0.2

0.1

0.2

0.4

Signals from discontinuity-free regions showed
the highest echo amplitudes in 0.1 mm layers.
In addition to high resolution, the echo signals
were clearly distinguished. Signals from the
regions between each layer were detected at a
specific frequency. The homogeneous internal
structure of the material provided good
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mm and 0.4 mm and tested using an ultrasonic
inspection method. In addition to the three holes
in different positions, one near the bottom
surface, one at mid-height, and one near the top
surface, each specimen with a different layer
thickness also included an area without any
internal discontinuities as a reference for
ultrasonic inspection.

Figure 5 presents ultrasonic signals from
specimens printed at three-layer thicknesses,
each with three 5-mm holes. The horizontal axis
shows the depth (mm) at which the reflected
sound echo signals were received. The vertical
axis shows the intensity of the sound signal. The
rightmost  graphs  correspond to the
discontinuity-free region. The images of the
signals obtained from the holes near the surface,
middle, and bottom regions are shared from left
to right. The tests were performed at 11 dB, with
an 8 mm delayed signal, and signals below 29%
filtered out.

communication, and minimal signal attenuation
was observed. Compared to specimens with a
layer thickness of 0.1 mm, a decrease in signal
amplitude was observed in specimens with a
layer thickness of 0.2 mm. Although the first
signals were strong, the clarity of the successive

echoes decreased slightly. The interlayer
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bonding surfaces have scattered the signal to
some extent. In specimens with a layer
thickness of 0.4 mm, the echo height has
decreased significantly, and the signal
attenuation is more pronounced. The echo
signals are more widespread and scattered.
Bonding interfaces in  thicker layers
significantly disrupt wave propagation. This
likely reflects increased refraction at thicker
layer interfaces, which redirects and attenuates
waves.

Echoes from sound regions were highly
sensitive  to layer thickness; acoustic
heterogeneity increased as thickness rose. It has
been observed that scattering and attenuation in
sound wave propagation increase significantly
with an increase in layer thickness. Echo
intensity and clarity decreased with increasing
layer thickness. The sound waves did not
deviate much when passing through thick layers
within the material, so the sound echoes were
dispersed. Despite the presence of more
bonding surfaces and environmental changes in
low-layer thicknesses, it has been observed that
sound is transmitted smoothly between layers in
these regions. This situation can be explained by
the fact that the dimensional tolerances of
production are better at low layer thicknesses.

In the specimen with a layer thickness of 0.1
mm, the signal amplitudes obtained from all
hole positions were high, and the echoes were
intense. The sound waves echoed clearly, with
minimal signal loss. In specimens with a layer
thickness of 0.2 mm, the signal amplitude was
observed to decrease and the echoes were
observed to be less frequent. In addition, when
the dimensions of the measured artificial
discontinuity were compared, the dimensional
results were more accurate in specimens with a
layer thickness of 0.2 mm. In comparison, the
dimensions of artificial discontinuity were
lower in specimens with a layer thickness of 0.1
mm. For bottom-surface defects, the signal drop
began at 19.5 mm for O0.1-mm layers.
Considering an 8 mm signal delay, this
corresponds to a depth of approximately 11.5
mm. In specimens with 0.2 mm and 0.4 mm
layer thickness, the signal discontinuity for the
region near the bottom surface starts at 18 mm.
Again, considering the 8 mm signal delay, this
indicates that the discontinuity begins at a depth
of 10 mm. Accordingly, spatial accuracy was
higher for 0.2 and 0.4 mm layers. This may stem
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from the greater number of interfaces in thinner
layers. The large number of echoes created by
the increased number of layer interface surfaces
resulted in a smaller discontinuity image. As the
layer thickness increased, the echo gap
associated with the artificial discontinuity
widened. The closest measurements were
observed at a layer thickness of 0.2 mm, while
a smaller discontinuity size was observed in
specimens with a layer thickness of 0.1 mm. In
specimens with a layer thickness of 0.4 mm, the
echoes obtained after the discontinuity were
measured from deeper regions, and therefore a
larger discontinuity size was observed in
specimens with a layer thickness of 0.4 mm.

When the ultrasonic sound signals obtained
from the artificial discontinuity located near the
upper surface were examined, the error location
was detected in all specimens. In the specimen
with a layer thickness of 0.1 mm, the sound
echoes could continue to the back surface
within the material, but in the specimens with
layer thicknesses of 0.2 and 0.4 mm, only a
small amount of echo was received from the
region after the artificial discontinuity. The
effect created by the artificial discontinuity on
the upper surface prevented the sound waves
from reaching the lower layers. Therefore, the
proximity of the discontinuity to the upper
surface prevented the sound waves from
advancing to the lower region. This effect
became more pronounced with the increase in
layer thickness and made it more difficult to
detect the echoes. The discontinuity in the
middle region was observed in all three
specimens with different layer thicknesses, but
in the specimen with a 0.4 mm layer thickness,
sound waves could not reach the lower surface
of the specimen. This situation was observed in
all artificial discontinuities in the specimen with
a 0.4 mm layer thickness.

Overall, ultrasonic transmission degraded as
layer thickness increased. While signals were
received in specimens with a layer thickness of
0.1 mm, almost no echo was measured in
specimens with a layer thickness of 0.4 mm in
areas containing discontinuities. These results
highlight how internal architecture governs
detectability: thicker layers absorbed more
energy, masking echoes.

According to the experimental results of the
study, an increase in layer thickness directly
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affects the detectability of discontinuities by
ultrasonic examination. In specimens with a
layer thickness of 0.1 mm, the location of
discontinuities could be determined more
clearly thanks to the sound transmission
advantage provided by the smoother and more
homogeneous structure. The discontinuity size
was measured more clearly in specimens with a
layer thickness of 0.2 mm. However, this
situation is affected by the location of the
discontinuity. In contrast, in specimens with a
layer thickness of 0.4 mm, the scattering and
reflection of sound waves increased, making it
difficult to interpret the echoes.

4. CONCLUSIONS

In this study, the capability and sensitivity of
ultrasonic testing techniques in detecting
artificial internal discontinuities at various
depths in PLA components produced with MEX
were evaluated. Comparing signals from
defect-free and defective regions allowed us to
isolate the effects of depth and layer thickness
on detection. A comparative evaluation of
ultrasonic signals corresponding to different
discontinuity locations and printing parameters
is presented. Signal characteristics—amplitude,
intensity, and attenuation—were analysed to
assess detectability and resolution. The effect of
production parameters, particularly layer
thickness, on signal clarity and discontinuity
visibility is also discussed in detail.

Ultrasonic detectability decreased markedly
with increasing layer thickness. It was observed
that discontinuities were more clearly detected
in specimens with a layer thickness of 0.1 mm,
where holes in the middle position could be
detected more reliably than others, but
discontinuity dimensions were more clearly
measured in specimens with a layer thickness of
0.2 mm. In addition, it has been found that
discontinuities located near the bottom surface
are more difficult to detect due to the signals
travelling longer distances, which leads to
increased attenuation.

This work systematically demonstrates
layer-thickness effects on ultrasonic inspection
performance in MEX-printed PLA. The
findings indicate that lower layer thicknesses
provide an advantage in terms of more
successful detection of discontinuities. Future
work should examine other printing parameters
and materials to generalise these findings.
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ABSTRACT

Accurate prediction of microbial growth is of great importance in critical areas such as food safety and
environmental sciences. In this study, a hybrid of mathematical methods and machine learning-based
approaches are used to model the growth dynamics of foodborne pathogen Bacillus cereus. Since the
use of mathematical models alone does not sufficiently cover the non-linear data structure of bacterial
systems, better results are obtained when hybrids are used together with machine learning methods. We
examine the results of five different tree-based models for predicting the growth of Bacillus cereus,
namely Fine Tree, Medium Tree, Coarse Tree, Ensemble Boosted Trees and Ensemble Bagged Trees.
We evaluate each model with performance metrics such as Root Mean Square Error (RMSE), Mean
Square Error (MSE), R? and Mean Absolute Error (MAE). The results show that the Ensemble Bagged
Trees model performs the best, with a validation RMSE of 0.0094 and an R? value of 0.9995. Also, the
Fine Tree model has an R? value of 0.9990. In general, ensemble methods offer significant advantages
in prediction accuracy.

Keywords: Data Augmentation, Machine Learning, Microbial Growth Prediction, Tree-Based Models

1. INTRODUCTION Recent studies emphasize the integration of
Accurate prediction of microbial growth is modeling  techniques to address the
crucial across disciplines such as food safety, multifactorial and complex nature of microbial
agriculture, and environmental sciences. growth [9-10]. Historically, microbial growth
Bacillus cereus, a significant foodborne has been described using mathematical models,
pathogen, poses serious health risks due to its which are typically based on simplified
ability to produce enterotoxins that cause assumptions regarding environmental
gastrointestinal illness [1-2]. Understanding its conditions [11]. However, these models present
growth under various environmental conditions several limitations [12-13]:
is essential for effective risk mitigation. Key
aspects include: o Limited complexity: Classical models
often fail to capture the nonlinear and dynamic
o Food safety relevance: Accurate interactions inherent in biological systems [14-
modeling of B. cereus growth is critical to 15].
prevent foodborne outbreaks and ensure o Low adaptability:  Their static
consumer protection [3-4]. structures hinder generalization across diverse
o Agricultural impact: Microbial environmental conditions or food matrices [16].
dynamics influence crop health and soil quality, o Decreased accuracy: These models
affecting agricultural productivity [5-6]. struggle to accurately reflect the effects of rapid
o Environmental significance: Modeling or synergistic changes on microbial behavior
microbial behavior contributes to understanding [17].
ecological interactions and managing microbial o Data limitations: Traditional models
risks [7-8]. are generally trained on limited and

homogeneous datasets, which impedes their
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ability to represent extensive and variable real-
world data [18].

o Complex influence of environmental
factors: Factors such as temperature, pH, and
humidity interact in variable and combined
ways that classical models do not fully represent
[1,19].

o Challenges in parameter estimation:
Determining model parameters is often
difficult, and inaccurate estimations adversely
affect model performance [14].

o Insufficient model flexibility: The
ability of the model to rapidly adapt to
environmental or experimental changes is
limited [15].

o Neglect of biological diversity:
Variations in growth characteristics among
different strains or species are inadequately
accounted for in classical models [3,14].

These limitations impede accurate and reliable
predictions of microbial growth, thereby
complicating risk management and decision-
support processes.

The aim of this study is to enhance the accuracy
of predicting Bacillus cereus microbial growth
dynamics and to improve the generalizability of
modeling approaches. To achieve this, an
integrative framework combining mathematical
modeling with machine learning techniques has
been developed to more effectively capture the
complex, nonlinear, and dynamic interactions
inherent in biological systems. In particular,
decision tree-based and ensemble methods have
been employed to increase model robustness
and predictive reliability across diverse datasets
and environmental conditions. Additionally,
polynomial regression techniques have been
utilized to model higher-order functional
relationships, while data  augmentation
strategies have expanded the diversity and size
of the training dataset. Through this integrative
approach, the study seeks to provide more
accurate and reliable predictions of Bacillus
cereus growth under various real-world
scenarios, thereby contributing to the
development of effective decision-support tools
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in food safety, agricultural productivity, and
environmental risk management.

2. MATERIAL and METHOD

2.1. Bacterial Strain and Culture Conditions
In this study, Bacillus cereus was employed as
the model bacterial strain. The initial cultivation
and preparation steps were conducted under
controlled and sterile conditions to ensure
experimental reliability:

o Bacillus cereus colonies were grown on
petri dishes containing Nutrient Agar and
incubated at 37 °C for 24 hours to allow colony
formation. Two to three distinct colonies were
then selected and transferred to sterile tubes
containing Nutrient Broth.

o The selected colonies were vortexed
vigorously to produce a homogeneous
suspension, which was subsequently incubated
overnight at 37 °C with shaking at 130 rpm to
promote optimal growth and obtain sufficient
cell density.

o After incubation, the optical density at
660 nm (ODsso) was measured using a UV
spectrophotometer to assess the bacterial
growth level and confirm suitability for further
experimentation.

o Two milliliters of the overnight culture
were inoculated into 50 mL of fresh Nutrient
Broth in sterile 250 mL Erlenmeyer flasks and
incubated at 37 °C with shaking at 130 rpm. All
procedures were performed aseptically to
prevent contamination.

o Inoculations were conducted in
triplicate to ensure data reproducibility. The
initial ODseso was recorded, followed by hourly
measurements to monitor the growth kinetics of
Bacillus cereus, as ODeso is a standard indicator
for bacterial cell density while minimizing
interference from the culture medium [17].

2.2. Data Augmentation with Polynomial
Regression Model

In study the growth rate of Bacillus cereus is a
fourth-order polynomial regression model was
developed to characterize the growth dynamics
of Bacillus cereus based on systematically
collected experimental data:
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Table 1. Summary of Bacillus cereus Growth Data, Augmentation Method, and Model Performance Metrics
(Statistical metrics between measured data and augmented data)
Description Details
9 data points including time, temperature, and bacterial count, collected under controlled
laboratory conditions to construct the initial growth model.
Data augmentation was performed using a Polynomial Regression Model to expand the

Initial Dataset

Method dataset and enhance model robustness.
Expanded Dataset Dataset ir'lcreasec'i to 401 datg points to improve model precision and generali'zability,
capturing environmental influences on bacterial growth more comprehensively.
- Sum of Squared Errors (SSE): 0.0082
Model - Root Mean Square Error (RMSE): 0.0452
Performance - Coefficient of Determination (R?): 0.9951
Metrics - Adjusted R2: 0.9901
- Degrees of Freedom for Error (DFE): 4
Metrics time time Bacillus cereus Bacillus cereus
(observed) (augmented) (observed) (augmented)
min 0 0 0.054 0.038
max 8 8 1.187 1.201
mean 4 4 0.741 0.754
std dev 2.738 2.318 0.455 0.403
count 9 401 9 401

The dataset metrics indicate that the observed
time values range from a minimum of 0 to a
maximum of 8, with a mean of 4 and a standard
deviation of 2.738, based on 9 data points. After
augmentation, the time values retain the same
minimum and maximum (0 and 8, respectively)
and mean of 4, while the standard deviation
slightly decreases to 2.318 across 401 data
points. For Bacillus bacterial counts, the
observed values span from 0.054 to 1.187 with
a mean of 0.741 and a standard deviation of
0.455 based on 9 observations. The augmented
Bacillus counts range from 0.038 to 1.201, with
a mean of 0.754 and a standard deviation of
0.403 over 401 data points.

®  bacillus vs. time
data aug ion model

e
w

bacillus
e
=

0.4

0.2

0 1 2 3 4 5 6 7 B

Figure 1. Measured data and augmented data

Figure 1 illustrates the original measured values
of Bacillus cereus growth alongside the
synthetically generated data obtained through

data augmentation techniques. The augmented
data extends the range and density of the
dataset, enhancing the model’s ability to
generalize  and  improving  prediction
performance across varying conditions.

2.3. Tree-Based Machine Learning Models

The dataset consisted of 401 observations in
total. Of these, 341 samples (~85%) were used
for model training and validation via 5-fold
cross-validation, while 60 samples (~15%) were
reserved for independent testing. We use five
different machine learning models to model the
growth dynamics of Bacillus cereus: Fine Tree,
Medium Tree, Coarse Tree, Ensemble Boosted
Trees and Ensemble Bagged Trees. We choose
each model for its distinct algorithmic
advantages in capturing non-linear relationships
and patterns in the dataset as follows in Figure 2:

Prediction of Bacillus Cereus
Growth

p
( Fine Tree )
Medium Tree )

chemical experiment
and analysis C

( Coarse Tree )
( Ensemble Boosted Trees )
( Ensemble Boosted Trees )

emical experiment
data

angmentation of
ch

A

Figure 2. Prediction of Bacillus Cereus Growth
with Machine Learning Based Models

Table 2 presents a comparative overview of five
tree-based machine learning models used to
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predict the growth dynamics of Bacillus cereus,
highlighting their structural complexity, key
characteristics, overfitting risks, and optimal use
cases. Each model offers distinct advantages in
capturing non-linear patterns within the dataset,
depending on its algorithmic design. While
simpler models such as the Coarse Tree
generalize well on linearly separable and low-
dimensional data, more complex models like the
Fine Tree and ensemble methods provide
improved accuracy on intricate, non-linear
datasets. Ensemble Boosted Trees and Ensemble
Bagged Trees, in particular, demonstrate
enhanced predictive performance by reducing
bias and variance, respectively. Therefore,
selecting the appropriate model requires careful
consideration of both the data characteristics and
the desired balance between model complexity
and generalization capability.

The hyperparameters of the decision tree—based
regression models employed in this study played
a decisive role in determining model complexity,
generalization capacity, and predictive accuracy.
The Fine Tree model was configured with high
complexity, using the Mean Squared Error
(MSE) as the split criterion, a minimum parent
node size (MinParent) of 10, a minimum leaf size
(MinLeaf) of 4, and a maximum number of splits

(MaxSplits) of 340. All predictor variables were
considered for splitting (NVarToSample = all),
and pruning was enabled with the MSE as the
pruning criterion. The Medium Tree model was
designed with MinParent set to 24 and MinLeaf
set to 12, achieving a balanced trade-off between
complexity and generalization. The Coarse Tree
model, with MinParent set to 72 and MinLeaf set
to 36, generated fewer branches, resulting in a
simpler structure with higher generalization
capability but reduced capacity to capture
intricate relationships. Among the ensemble
approaches, the Ensemble Bagged Trees model
utilized 30 weak learners (NLearn = 30) with
bootstrap aggregation (bagging) and a learning
rate of 1.0, combining the independently trained
trees through averaging. The Ensemble Boosted
Trees model also used 30 weak learners but
adopted a sequential improvement strategy via
the LSBoost method with a learning rate of 0.1,
whereby each subsequent tree was fitted to
reduce the residual errors of its predecessor.
These hyperparameter configurations
contributed to the superior predictive
performance of high-complexity tree structures
and ensemble methods, particularly in terms of
accuracy and generalization, compared with
single decision tree models.

Table 2. Tree-Based Machine Learning Models for Bacillus cereus Growth

Model Model. Key Characteristics Overﬁttlng Best Use Case
Complexity Risk
Fine Tree ‘ Produce§ deep, complc?x trees; capt.ures subtle . Nonlinear,
High interactions between time and environmental High
Model Complex datasets
factors.
Medium Tree B.alances comp}exﬂy gnd pe.rfor.m.ance; redgces . Moderately
Moderate risk of overfitting while maintaining sufficient ~Medium
Model . complex datasets
predictive power.
Coarse Tree Low Simple and shallow structure; generalizes well; Low Small, Linearly
Model less prone to overfitting in simpler datasets. separable datasets
Ensemble High (with Sequentlially cor'rects errors of prior models; . Complex,
. reduces bias and improves prediction accuracy Medium .
Boosted Trees sequential depth) Nonlinear datasets
on complex datasets.
Ersmble  Modeero U mn sl e el o, oy
Bagged Trees High p Y p g datasets

individual predictions; reduces variance.

3. RESULTS AND DISCUSSIONS

The results of this study reveal notable
differences in accuracy and error metrics
between various tree-based models in predicting
the target variable. The Ensemble Bagged Trees
model, which has the highest overall accuracy
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among the tested models, calculate an RMSE of
0.009377553 in the validation set and an RMSE
of 0.006517267 in the test set, as well as an R2
value 0f 0.999465892 in the model validation set
and 0.999725126 in the test set in Table 3.
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Table 3. Tree regression models error and approximation values

Pearson
2
Model Type RMSE  MSE R MAE (o ation ()
Fine Tree Validation 0.01399 0.00019 0.99881  0.00947 0.9993
Test  0.01239 0.00015 0.99900 0.00937 :
. Validation 0.03084 0.00095 0.99422  0.02055
Medium Tree Test 0.02493  0.00062 0.99597 0.01728 0.9975
Coarse Trec Validation 0.06947 0.00482 0.97068  0.05083 09856
Test  0.05610 0.00314 0.97962  0.03899 :
Validation 0.03593 0.00129 0.99215  0.03102
Ensemble Boosted Trees Test 0.03459 0.00119 0.99225  0.03002 0.9922
Validation 0.00937 0.00008 0.99946  0.00606
Ensemble Bagged Trees Test 0.00651  0.00004 0.99972  0.00453 0.9997

The RMSE values of the Fine Tree model are
0.013993197 in the wvalidation set and
0.012392232 1n the test set. The calculated R?
values are 0.998810721 for the validation set and
0.999006194 for the test set. These values

FineTree True and Predicted Values
4

FineTree Scatter

indicate that the model has a high capacity to
capture variability in the data. These findings
show that the Fine Tree model is effective in
terms of low error metrics while providing high
accuracy in Figure 3.
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Figure 3. Fine Tree model analysis. (A) Fine Tree model true and predicted values. (B) Fine Tree model scatter.
(C) Fine Tree model residuals.

The RMSE values of the Ensemble Boosted
Trees model are 0.035932635 in the validation
set and 0.034597338 in the test set. The R? values
of the model are calculated as 0.992157982 for

EnsembleBoostedTree True and Predicted Values

EnsembleBoostedTree Scatter

the validation set and 0.992253812 for the test set
in Figure 4.
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Figure 4. Ensemble Boosted Tree model analysis. (a) Ensemble Boosted Tree model true and predicted values.
(B) Ensemble Boosted Tree model scatter. (C) Ensemble Boosted Tree model residuals.
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The root mean square error (RMSE) values of the set and 0.979626371 for the test set, indicating
Coarse Tree model are 0.069470298 in the that the model does not adequately capture the
validation set and 0.056109042 in the test set. complexity of the data compared to ensemble
The R? values are 0.970687826 for the validation methods in Figure 5.
>oarseTree True and Predicted Values CoarseTree Scatter CoarseTree Residuals
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Figure 5. Coarse Tree model analysis. (A) Coarse Tree model true and predicted values. (B) Coarse Tree model
scatter. (C) Coarse Tree model residuals.

The Medium Tree model performs moderately the levels observed in the most effective models.
well with a validation RMSE of 0.030842445 The higher error values compare to other models
and a test RMSE of 0.024931828. The R? values such as Fine Tree or Bagged Trees suggest that
of 0.994222402 for the validation set and this model may tend to overfit or underfit more
0.995977362 for the test set provide a complex approaches in Figure 6.
satisfactory level of accuracy, but not as high as
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Figure 6. Medium Tree model analysis. (A) Medium Tree model true and predicted values. (B) Medium Tree
model scatter. (C) Medium Tree model residuals.
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The results show that ensemble methods,
especially the Ensemble Bagged Trees model,
surpass single tree models in terms of prediction
accuracy and generalization. The high R? values
and low RMSE and MSE values of the best
performing models show their effectiveness in

EnsembleBaggedTrees True and Predicted Values
1.4 . . . 14

EnsembleBaggedTrees Scatter

reducing prediction errors. These results
demonstrate the sensitivity of ensemble
techniques in tree-based modeling and show that
the combination of multiple models can
significantly improve the robustness and
accuracy of predictions in Figure 7.
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Figure 7. Ensemble Bagged Trees model analysis. (Left) Ensemble Bagged Trees model true and predicted
values. (Center) Ensemble Bagged Trees model scatter. (Right) Ensemble Bagged Trees model residuals.

Table 4. Scatter Plot and Residual Plot Analyses

Model

Scatter Plot Interpretation

Residual Plot Interpretation

Fine Tree

Points closely aligned along y = x
line. Very strong fit.

Residuals around +0.01, randomly
distributed.

Medium Tree

Slight dispersion around y = x line,
but overall good fit.

Residuals between +0.02-+0.03, slight
deviation observed.

Coarse Tree

Points more spread out, weaker fit.

Residuals up to £0.05, systematic
patterns present.

Ensemble Bagged Trees line.

Almost perfect alignment along y = x

Very small residuals (~+0.005), random
distribution.

Ensemble Boosted Trees

Good overall, slight deviations.

Residuals around +0.03, slight pattern
possible.

Table 4 provides a qualitative interpretation of
the scatter and residual plots for each machine
learning model applied to predict Bacillus cereus
growth. Models such as Fine Tree and Ensemble
Bagged Trees exhibit strong predictive
performance, as indicated by the close alignment
of predicted values along the y = x line and
minimal, randomly distributed residuals.
Medium Tree and Ensemble Boosted Trees show
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moderate fit quality, with slightly larger residuals
and minor deviations or patterns. In contrast, the
Coarse Tree model demonstrates limited
predictive capability, evidenced by a greater
spread in the scatter plot and systematic residual
patterns. These observations underscore the
importance of visual diagnostics in evaluating
model accuracy and generalization behavior.
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Table 5. Paired t-Test Results (Hypotheses: HO: No difference between observed and predicted values. H1:
There is a difference between observed and predicted values. )

Model p-Value Statistical Conclusion
Fine Tree 0.078 No significant difference (HO accepted)
Medium Tree 0.043 Significant difference (HO rejected)
Coarse Tree 0.015 Significant difference (HO rejected)
Ensemble Bagged Trees 0.312 No significant difference (HO accepted)
Ensemble Boosted Trees 0.051 Borderline, generally considered no significant difference

Fine Tree and Ensemble Bagged Trees show no
statistical difference from the observed data,
indicating excellent model fitting. Medium Tree
and Coarse Tree demonstrate statistically
significant differences, suggesting weaker model
fitting (Table 5).

Studying the growth rate of Bacillus cereus is
critical to understanding microbial kinetics.
Stacked plot is used as a visual tool to show

True Value
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different growth rates over time. This graph
combines data obtained at different time
intervals into a layered structure to more clearly
show the change in growth rate over each period
in Figure 8. By examining how Bacillus cereus
grows under specific conditions, the stacked plot
provides a comparative graph of multiple models
at once.

200

'ID.Q‘IZDZ'

'i 0.90901 |

'ill 92823 I

"ID.B‘MBQ'

"ID.Q‘I&E-Z'

/ I—ID' 87623
i | | | i i

50 100 150

200 250 300 350 400
Values

Figure 8. Stacked plot of Tree regression models
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Figure 9. Comparison of tree-based regression models.

In the dual-axis comparative plot, the bars on
the left axis represent the coefficient of
determination (R?) for the validation and test
sets, while the lines on the right axis illustrate
the Root Mean Squared Error (RMSE) values
for the same datasets. The results indicate that
the Ensemble Bagged Trees model achieved the
highest predictive accuracy, with R? values of
0.99946 (validation) and 0.99972 (test),
accompanied by the lowest RMSE values of
0.00937 and 0.00651, respectively. The Fine
Tree model also demonstrated strong
performance, attaining high R? wvalues of
0.99881 (validation) and 0.99900 (test) with
correspondingly low RMSE values of 0.01399
and 0.01239. The Medium Tree model
exhibited a balanced yet comparatively lower
accuracy, with R? values of 0.99422 and
0.99597, and RMSE values of 0.03084 and
0.02493 for wvalidation and test sets,
respectively. The Ensemble Boosted Trees
model achieved moderate performance, with R?
values around 0.992 and RMSE values of
approximately 0.036 (validation) and 0.034
(test). In contrast, the Coarse Tree model
produced the lowest predictive performance,
with R? values of 0.97068 (validation) and
0.97962 (test), and the highest RMSE values of
0.06947 and 0.05610, indicating limited
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suitability for modeling complex datasets.
Overall, the combination of near-perfect R?
values and minimal RMSE highlights the
Ensemble Bagged Trees model as the most
effective predictive approach among all
evaluated models.

4. CONCLUSION

In this study, the predictive performance of
various tree-based machine learning models
was evaluated using statistical metrics. Key
findings are summarized as follows:

o Ensemble models, particularly
Ensemble Bagged Trees and Ensemble Boosted
Trees, outperformed single decision tree
algorithms by yielding lower RMSE and higher
R? wvalues, indicating superior accuracy and
generalizability across complex datasets. These
models effectively reduce prediction error by
integrating the outputs of multiple decision
trees.

o Single decision tree models, such as
Fine Tree and Medium Tree, demonstrated
moderate performance. While they provided
acceptable results, their predictive power was
consistently lower than that of ensemble
models, especially in terms of robustness and
error minimization.
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o) The Coarse Tree model, due to its
simplistic  structure, achieved the lowest
performance, with higher error rates and a
poorer fit to the data, making it less suitable for
modeling datasets with complex relationships.

The results of this study show that ensemble
techniques, especially bagging and boosting, are
highly effective in improving the accuracy of
forecasting models. These methods offer
sensitive approaches for applications where
precision and reliability are critical.
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0z

Yapay zekd kullammminin endiistriyel tasarim siireclerine dahil edilmesinin, 6grencilerin yaratici
diistinme baglaminda tikaniklik yasadiklar1 bi¢im yaratma siireglerinde yeni olanaklar saglayabilecegi
degerlendirilmektedir. Bu calismanin amaci, tglincli simif endiistriyel tasarim O6grencilerini YZ
uygulamalariyla tanistirarak ve YZ kullanimini tesvik ederek endiistriyel tasarim stiidyo deneyimini
yaratic1 diisiinme baglaminda daha ileri bir noktaya tasimaktir. Ancak yapay zekd uygulamalarinin
endiistriyel tasarim alanindaki ilk kullanim denemelerinde disiplinin karakterine uymayacak “kitch”
tasarim ciktilari irettigi gozlemlendi. YZ ile ilk karsilasmada yasanan erken olumsuzluklarin, soyutlama
ve yorumlama gibi disiplinin geleneksel yontemleriyle paralel sekilde kullanilarak asilabilecegi
ongorilmektedir. Stiidyo dersinde endiistriyel tasarim gelistirme siireglerinin daha sistematik bir sekilde
ele alinabilmesi i¢in ¢alisma yontemi, analiz agsamasi, YZ asamasi ve sentez agamasi olarak {i¢ asamada
yapilandirildi. Veri toplama siireci marka ve iiriin incelemelerini i¢eren analiz agamasinin bir parcasidir.
YZ asamasi uygulamalarin proje siireglerine dogrudan uygulanarak elde edilen ilk c¢iktilarin
degerlendirildigi ikinci agsamadir. Sentez agamasiysa ilk iki agamada elde edilen verilerin sentezlenerek,
soyutlanarak yorumlandigi ve yaratici diisiinme becerisinin nihai {iriin tasarimlarinda somutlagarak
ortaya ¢iktig1 {iglincii asamadir. Bu agamalarda elde edilen sonuglarin ve aragtirmaciya ait gozlemlerin
Ogrenci deneyimleriyle kiyaslanabilmesi ve de ¢apraz bi¢imde yorumlanabilmesi i¢in aragtirmacinin
goriiglerini yansitmasimi ve elde ettigi bulgulart yorumlamasimmi miimkiin kilan nitel arastirma
yontemlerinden yararlanilmigtir. Bu aragtirmanin sonucunda enddiistriyel tasarim proje/stiidyo
derslerinde YZ kullaniminin bir taraftan 6grencilerin zaman yonetimine ve yaraticiliklarina katki
sunarak tasarim agamalarinin bir¢ok yerinde kolaylastirici bir role sahip oldugu goriiliirken diger taraftan
da onlar1 tembellestirerek ve kolaya alistirarak bazi tasarim melekelerini koreltme riski tasidig ortaya
cikmistir. Sonug olarak bu ¢alisma endiistriyel tasarim egitiminde YZ kullaniminin yaratici diigiinme
becerilerini tetikleyen bir katalizor olarak kullanimina ydnelik farkindalik olugturmasi ve bu konuda
egitimcileri cesaretlendirmesi agisindan 6zgiin bir ¢alisma olarak sunulmustur.

Anahtar Kelimeler: Yapay Zeka, Yaratici Diigiinme, Soyutlama, Endiistriyel Tasarim.

THE EFFECT OF THE USE OF AI APPLICATIONS IN DESIGN
EDUCATION WITH ABSTRACTION AND INTERPRETATION ON
CREATIVITY: INDUSTRIAL DESIGN STUDIO EXPERIENCE

ABSTRACT
It is evaluated that incorporating artificial intelligence into industrial design processes can offer new
possibilities in the creation of forms, particularly in contexts where students experience congestion in
their creative thinking. This study aims to take the industrial design studio experience to a higher level
by introducing third-year industrial design students to ai applications and encouraging the use of ai.
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However, in the initial attempts to utilise ai applications in the field of industrial design, it was observed
that they produced “kitch” design outputs that did not align with the discipline's character. It is
envisioned that the early negativity experienced in the first encounter with ai can be mitigated by using
it in conjunction with traditional methods of the discipline, such as abstraction and interpretation. To
address industrial design development processes more systematically in the studio course, the working
method was structured into three phases: analysis, ai, and synthesis. Data collection is a key component
of the analysis phase, which encompasses brand and product reviews. The ai phase is the second phase,
where the first outputs obtained by directly applying the applications to the project processes are
evaluated. The synthesis stage is the third stage in which the data obtained in the first two stages are
synthesised, abstracted and interpreted, and creative thinking skills are embodied in the final product
designs. To facilitate comparison and interpretation of the results obtained in these stages and the
researcher's observations with the students' experiences, qualitative research methods were employed,
which enable the researcher to reflect on their views and interpret the findings. As a result of this
research, it has been revealed that the use of Al in industrial design project/studio courses, on the one
hand, plays a facilitating role in many parts of the design stages by contributing to students' time
management and creativity, but on the other hand, it carries the risk of dulling some design skills by
making them lazy and accustomed to ease. All in all, this study presents an original contribution to
raising awareness about the use of ai as a catalyst for developing creative thinking skills in industrial
design education, and to encouraging educators in this regard.

Keywords: Artificial Intelligence, Creative Thinking, Abstraction, Industrial Design.

1. GIRIS gercekci  bir  sekilde  diizenleyebilen,
1.1. Baglam ve Faaliyet Alam degistirebilen, farkli gorseller ve iic boyutlu
Literatiirden derlenen veriler etrafinda yapay modeller {lizerinde egitilebilen, girilen yazili
zeka, insana 0zgl zekd gerektiren gorevleri metinleri anlayabilen, talep edilen gorselleri
yerine getirebilmek i¢in insan zekasim taklit modelleyerek iki boyutlu, ti¢ boyutlu ciktilar ve
etmeye odaklanan bir disiplin  olarak hatta  videolar  {iretebilen = uygulamalar
Ozetlenebilir [1-2]. Calismanin kalaninda gelistirilmistir.
“yapay zeka” terimi “YZ” seklinde kisaltilarak
kullanilacaktir. 1950°’li yillardan bu yana Bu uygulamalar endiistriyel tasarim, mimarlik,
YZ’nin bir alt disiplini olarak degerlendirilen i¢ mimarlik, peyzaj mimarisi, grafik tasarima,
makine 6grenimi basta olmak tizere ¢ok farkl moda tasarimi, seramik-cam sanatlari, resim ve
alanlarda YZ ile ilgili bir¢cok arastirma ve heykel gibi bir¢ok alanda kullanilabilmektedir.
calisma yapilmistir. Agirlikli olarak yiiksek Bu uygulamalara 2019 yilindan itibaren
miktarda verileri hafizasinda tutarak siiratle gelistirilen rastgele cizimleri yorumlayarak
bunlar1 analiz etme, siniflandirma, mukayese manzara resmine doniistiiren “Nvidia Canvas”
etme, mantik yiritme ve ¢iktt {retme serbest eskiz ¢aligmalarini yorumlayarak {iriin
becerilerini insana benzer bir sekilde yapmaya tasarimlarina doniistlirebilen Vizkom, girilen
yaklasmasi uzun yillar almisgtir. metinleri yorumlayarak gorseller yaratabilen
Middjourney, Dall-E ve Stable Diffusion gibi
Bu alandaki ilerleme hizi giinlimiizde ge¢mise programlar Ornek olarak verilebilir. Grafik
kiyasla oldukca yiikselmistir. Bunun sebebi ilk tasarimi disiplininde yapilan bir arastirma YZ
olarak YZ alanlarinda kullanilan mikroislemci uygulamalarindan yararlanan 6rneklemlerin,
ve ekran kartlarinin daha az enerjiyle, daha az kullanmayanlardan, yaraticilik baglaminda ¢ok
1sinarak ¢ok daha yiiksek bir islem giiciine daha  basarili  sonuglara  ulasabildigini
ulagsmasi olarak gosterilebilir. Ayrica YZ gostermektedir [3].
alaninda yapilan c¢aligmalar neticesinde bu
alanda yiiksek bir bilgi ve deneyim birikmesi de Endiistriyel tasarim  boliimiinde  verilen
stireci hizlandiran faktorler arasinda sayilabilir. proje/stiidyo dersleri, heniiz aday konumunda
Bu siire¢ hizim siirekli arttirarak  devam olan  dgrencileri  endiistriyel tasarimciya
etmektedir. Giiniimiize gelindiginde doniistiiren bolimiin temel dersleridir. Bu
bilgisayarlarin YZ yardimiyla Ogrenme ve dersler  profesyonel  hayattaki  tasarim
iiretme becerisine dayanarak fotograflan ofislerinde icra edilen bir iriind sifir
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noktasindan baslayarak tasarlamanin,
gelistirmenin ya da var olan bir iriin tizerinde
iyilestirmeler yapmanin bir simiilasyonu olarak
degerlendirilebilir. Proje/stiidyo derslerinde
Ogrenciler profesyonel tasarim hayatinda
yasanan problemlerin benzerleriyle
karsilagirlar.  Yiz  yiize geldikleri bu
problemlerin ¢dziim yollarin1 ararken dersi
ylriiten tasarim hocasi onlara rehberlik eder.
Bahsi gecen tasarim problemlerinden birisi de
Ogrencilerin  bigim yaratmada yasadiklarn
yaraticilikla ilgili problemlerdir. Bu derslerin
icrasinda Ogrenciler bir taraftan da giincel
tasarim ve iretim uygulamalariyla tanisma ve
onlar1  deneyimleyerek  Ogrenme  sansi
yakalarlar.  Proje/stiidyo derslerinde tipki
profesyonel hayatta oldugu gibi endiistriyel

yolla seri olarak iretilecek bir {iriin
tasarlanirken belirli adimlardan olugan bir siireg
takip edilir. Bu siireclerle ilgili tasarim

metodolojisi baglaminda ilk ¢aligmalardan bu
yana pek ¢ok model sunulmustur [4-6]. Bu
modellerin 6nemli kisimlarindan birisi de
yaratict diisinme melekelerinin yogun bir
sekilde ortaya ¢iktig1, tiriinlerin dig formlariin
yaratildig1 secenek iiretme ve segenek aritma
kistmlaridir. Ogrenciler proje stiidyo dersinde
aldiklar brief dogrultusunda ilk olarak mevcut
tiriinleri ve alandaki bilgileri arastirirlar ve proje
ylriitliciisline sunarlar.

Daha sonra elde ettikleri bilgiler ve veriler
dogrultusunda iiriinlerini tasarlamaya bagslarlar.
Diger bir ifadeyle arastirmalarini
irlinlestirmeye  caligirlar.  Siireg  boyunca
caligmalarin1 proje yiiriitliclisine hem sozel
olarak hem de serbest eskiz cizimleriyle ve
bilgisayar destekli tasarim programlarini
kullanarak gosterirler.  Ancak 6grencilerin
zihinlerindeki tasarim baglaminda s6zel olarak
anlattiklariyla ~ ¢izerek ve  modelleyerek
gorsellestirdikleri proje ¢iktilar1 her zaman
paralellik arz etmeyebilir ya da birbirlerini
desteklemeyebilir.

Tasarimin iletisim yoniinii tikayan bu durumun
genellikle 6grencilerin serbest el ¢izimi ve
bilgisayar destekli tasarim programlarini
kullanma becerilerini proje/stiidyo derslerini
almaya bagladiklar1 dénemlere kadar yeterince

gelistirmemelerinden  kaynaklandigi,  nitel
arastirma yontemleriyle desteklenen
arastirmalarda gozlemlenmektedir [7].

Ogrencilerin endiistriyel tasarimin gerektirdigi
donanima yeterince sahip olamamalar1 bigim
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yaratma konusunda tikanmiklik yasamalarina ve
zamanit etkili kullanamamalarina da neden
olabilmektedir. Bu makale YZ kullaniminin
ogrencilerin yaratici diislinme ve gorsellestirme
becerileri gerektiren endiistriyel tasarim proje
dersi iizerindeki etkilerini incelemektedir.

1.2. Arastirma Sorulari

Caligmaya rehberlik etmesi ve ¢alismanin
sinirlarin ¢izilmesi amaciyla bazi arastirma
sorulari olusturuldu. Bu arastirmada asagidaki
sorulara yanit aranmaktadir:

1. Proje/stiidyo derslerinde {iriin tasarimlarinin
dis formlar1 tasarlanirken, tasarim problemleri
tespit edilirken ve c¢ozilmeye c¢alisilirken
YZ’dan nasil yararlanilabilir?

2. YZ kullaniminin yaraticilik, zaman yonetimi
ve calisma motivasyonu baglaminda olumlu ve
olumsuz etkileri nelerdir?

3. YZ kullammminda yasanan olumsuzluklar
nasil giderilebilir?

4. YZ tasarim Ogrencileri tarafindan hem
olumlu hem de olumsuz taraflarina bakan
yonleri itibari ile nasil algilanmaktadir?

1.3. Calismanin Amaci

Bu calismanin amaci 6rnek bir vaka analizi
lizerinden endiistriyel tasarim proje/stiidyo
derslerinde ogrencileri YZ uygulamalartyla
tanigtirarak dersleri 6grencilerin yaraticiliklar
baglaminda daha etkili hale getirmekti. Ancak
bu amagla tesvik edilen 6grenci ¢alismalarinin

erken ¢iktilarinda  bazi  olumsuzluklarla
karsilasildi. Bu olumsuzluklardan bazilari
sunlardir:

1. Tk olumsuzluk, verilen proje brifine yénelik
yapilan YZ destekli ¢alismalarda endiistriyel
tasarim disiplini agisindan kabul edilemeyecek
“kitch” ¢iktilar {retilmesi oldu. (“Kitch”
kavrami  calismanin  literatiir =~ kisminda
detaylandirilacaktir.)

2. Ayrica YZ destekli iiretilen erken c¢iktilarda
iiriinlerin insanin antropometrik yapisina uygun
olmadigit  ve ergonomi standartlarini
karsilayamadig belirlendi.

3. YZ destekli tasarlanan iirlinlerin {iretim
yontemleri agisindan ideal bir sekilde
coziimlenemedigi gdzlemlendi.
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Dolayisiyla bu ¢alismanin giincellenmis amact
yukarida anlatilan olumsuzluklarin ¢éziimiinde
disiplinin kendi yontemlerinin ¢aligmaya dahil
edilerek bu olumsuzluklarin asilabilecegini ve
nihai amaca ulasabilecegini gostermektir.

2. LITERATUR

2.1. Endiistriyel Tasarim Disiplini ve Egitimi
Baglaminda Yaratici Diisiinme Becerileri:
Soyutlama ve Yorumlama

Endiistriyel tasarim, triiniin kullanimindan ya
da  goriintiisiinden  kaynaklanan, hosnut
olunmayan durumlari, arzu edilen ve mutlu
olunan durumlara c¢evirmeyi amaglayan bir
problem ¢ozme faaliyetidir. Tasarim siirecleri
hazir bulunan bilgi ve deneyimlerden yola
cikilarak yeni bilgiler ve anlayislar tiretmek
yoluyla degisik tasarimlar yapmay1 amaglar [8-
9]. Endiistriyel tasarim disiplininde takip edilen
stirecler mutlak bir hiyerarsiye bagli olmadan
yapilan calismalarla ilerler [10]. Endiistriyel
tasarim siireglerine estetik ya da islevsel bir
gereksinimden kaynaklanan tasarim
problemlerinin idrak edilmesi igin
incelenmesiyle baglanir. Ardindan kavramsal
caligmalar, somut ifadeler ve detayl
tasarimlarla tasarim siire¢leri stirdiirtiliir [11].
Endiistriyel tasarim siireglerinde tasarimcilarin
ya da tasarim 6grencilerinin, yaraticilik igeren
her diisiincesine tekrar geri doniip bakmak ve
stireclerde bunlar1 degerlendirebilmek icin
kalict hale getirmesi gerekir. Bunun igin
kullanimlarindan etkili bir fayda saglamak i¢in
yetkinlesmeyi  gerektiren  serbest  eskiz
cizimleri, maket ve model yapimi, bilgisayar
destekli tasarim programlari, ii¢c boyutlu
yazicilarin kullanimi, ileri render programlari
gibi araclar 6rnek olarak verilebilir.

Etraflica diisiinme, idrak etme, mukayese etme
O0grenme, c¢aligma motivasyonu ve karsilikll
iletisim endiistriyel tasarim disiplinindeki
yaraticilikla iligkili siireclerin  bilissel ve
duyusal bilesenlerini olusturur [12]. Amabile,
iic temel bilesenin bir araya gelerek tasarim
ogrencilerindeki bireysel yaraticiligi ortaya
cikardigini bildirir. Bu bilesenler sunlardir:
mesleki uzmanlasma, yaratici becerilerin ortaya
¢ikmasi i¢in gerekli olan tasarim yetenekleri ve
caligma motivasyonu [13].
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Yaratici
Beceriler

Gorev
Motivasyonu

Sekil 1. Amabile’ye gore yaraticilig1 ortaya ¢ikaran
temel bilesenler [13].

Mimarlik, i¢ mimarlik, endiistriyel tasarim,
sehir ve bolge planlama, peyzaj mimarligi ve
grafik tasarimi gibi tasarim disiplinlerinin
egitiminde farkli diislinme bigimlerini ve
yaraticiligr gelistirmek igin ¢ok farkli metotlar
Onerilmistir. Nigel Cross bu ydntemleri
kombinasyon, mutasyon ve analoji ve temel
prensipler olarak derlemektedir. Cross bu
metotlart  kullanarak  biinyesinde yaratici
diisiinceyi barindiran tasarimlarin
gelistirilebilecegini savunmaktadir [14].

Kombinasyon Mutasyon Analoji
F \%
+
»
-

Sekil 2. Nigel Cros’un savundugu kombinasyon,
mutasyon, analoji ve temel ilkeleri gosteren
ornekler [14]

ilk ilkeler

+N¢®+®

Cagrisimlar gegcmis deneyimlerimizden elde
ettigimiz anilardan hareket ederek farkli
duyularimiza hitap eden kavramsal temsilleri
birbirlerine baglamaktadir [15]. Ornegin bir
havlama sesi duydugumuzda bir kdpegin sesi
zihnimizde belirebilir ya da bir gil resmine
baktigimizda zihnimiz bize giiliin kokusunu
hatirlatabilir.  Bar, c¢agristm  kavramini
cagrisimlar, analojiler ve tahminler olmak iizere
iic ana unsur iizerinden agiklamaktadir.
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Cagrisimlar  siirekli tekerriir eden insan
hafizasindaki 6rneklerin zihinde birikmesiyle
olusur. Analoji ise hafizamiza kaydettigimiz
deneyimler ve bilgilerden sonra karsilastigimiz
yeni Dbilgiler arasinda benzetme yoluyla
oriintiiler kurmamiza aracilik eder. Tahmin
etme yoluyla da, karsilastigimiz yeni bilginin
hafizamizdaki bilgilerden hangisine
benzedigini bulmaya c¢alisiriz [16]. Burada
Analoji  kavramima  baktifimizda TDK
tarafindan “ortak bazi yonleri bulunan iki
kavram arasinda benzetme ve Ornekseme”
olarak tanimlandigini goriirtiz [17].

Buradan hareketle ortak noktalar insa etmek
istedigimiz iki olgu arasinda aktarma yapma
eylemine “Analojide bulunma” diyebiliriz.
Ornegin “simdiye ¢oktan uyumustur bizim
tavuk” dedigimizde tanidigimiz birisine tavuk
diyerek  tavuklarin  erken  uyumlarina
gondermede bulunmus ve o kimseyi tavuga
benzeterek analojide bulunmus oluruz.

Bu calismada bir fiil olarak kullandigimiz
“egretilemek” ise “analojide bulunma ile yakin

(]
A

Yaraticiligi gelistirmek i¢in kullanilan analoji
yontemlerinden birisi de retro tasarimdir.
Gegmiste tiretildigi halde kiilt olmus ve genis
kitleler tarafindan kabul gérmiis “vintage” ya da
“retro”  Uriinlerin  glinimiizin  modern
cizgileriyle yeniden soyutlanarak
tasarlanmasiyla dogan retro tasarimlar iiriin
tasariminda yaraticilik baglaminda bir ¢dziim
olarak kullanilmaktadir. Retro tasarimlar,
dijital 6ncesi ¢agin nostaljik yonlerini ele alarak
onceki donemlerin ruhunu yakalamayr ve
tanidigimiz, sevdigimiz insanlarla iletisim
kurmanin retro bir yolunu sunabilir. Ciinkii baz1
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anlamdadir. Bu ¢alisma boyunca “egretileme”
terimi kaynak ya da iletici durumundaki dilsel,
gorsel veya isitsel bir olgunun hedef
konumundaki bagska bir olguya atifta
bulunmasina igaret edecektir. Egretileme; bir
nesneyi ya da olguyu baska bir nesne ya da
olguya yaslanarak gérmek, daha iyi bilinen bir
bolgeden, daha az bilinen bir bdlgeye bilgi
tasimak demektir [18]. Endiistriyel tasarim
alaninda egretileme yapildiginda benzetme
yaparak bir anlam ve ifade bir olgu ya da
nesneden yeni yaptigimiz {iriine transfer edilir.
Bdylece yeni tasarimla benzetilen olgu arasinda
akrabalik iligkisi kurulmus olur.

Tasarim disiplinlerinde yaraticiligi gelistirmek
icin analoji ve egretileme kavramlar1 farkli
sekillerde oOnerilmekte ve kullanilmaktadir.
Ornegin Janine Benyus tasarim problemlerinin
¢Oziimiinde dogadan analojide bulunulmasini
onermektedir. Benyus’a gore insanlar herhangi
bir tasarim yaparken dogada neyin gercekten ise
yaradigini ve neyin kalici oldugunu goérebilmek
icin dogadaki bigimlere, slireglere ve

ekosistemlere bakmalidir [19].

Sl 3. Doéadan analojide bulunularak tasarlanan endiistriyel {iriin tasarimindan 6rnekler [20-23]

insanlar giiniimiiz teknolojilerinin rahatligini
takdir ettigi halde onceki donemlerin analog
deneyimlerini 6zleyebilmekteler [24].
Hatiralarimizla ilintili nostaljik
deneyimlerimizi teknolojiye kaptirdigimizdan
dolay1 kaybettiklerimizi geri kazanmak igin
retro ve vintage havasi tasiyan yeni {irlinlere
meyleden bir tiiketici egilimi ortaya c¢ikabilir.
Asagida retro ve vintage iriinlerden analojide
bulunularak ve soyutlanarak tasarlanmig
endiistriyel tasarim Ornegi gdrmektesiniz.
Burada 1970’lerin tasarim dilini modasini
temsil eden nostaljik televizyondan modern bir
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bilgisayar monitoriine bigim dili transferi
yapilmistir. Ayni sekilde eskiye ait olan bir
radyo kasasindan modern bir bilgisayar
kasasina ve de eski nesli temsil eden bir
daktilodan modern bir bilgisayar klavyesine
bicim dili transferi yapilarak nostalji esintileri
tastyan, kadim olan1 yad ederken modernlikten
de taviz vermeyen bir tasarim diline ulagilmaya
caligilmistir.

Sekil 4. Shultzeworks endiistriyel tasarim stiidyosu
tarafindan tasarlanan Philco Pc’de vintage iirlinler
soyutlanarak retro bir tasarima ulagilmis [25].

Prof. Dr. Oguz Bayrak¢i endiistriyel tasarim
disiplininde egretileme ve analoji eylemlerinin
basariya ulagsmasi i¢in iki temel sart One siirer
[26]. Bunlardan ilki analojinin kaynak olarak
kullanacagi olgu ya da kavram ile analoji
aktariminin yapilacag {irlin tasarimi arasindaki
anlambilimsel iliski dogru Dbir sekilde
kurulmalidir. ikincisi ise iiriin tasariminda
analoji yapilirken kaynak olarak kullanilan olgu
oldugu gibi aktarilmamali bunun yerine
gereksiz  ayrintilar  ¢ikarilarak  analoji
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gergeklestirilmelidir. Diger bir deyisle mutlaka
soyutlanmalidir. Eger bu iki sart saglanirsa yeni
iriin  tasarimimin  yaraticthk  baglaminda
avangart ve ikonik tasarim olma sans1 artar.

Burada avangart tasarim kendi tarzini benzersiz
ve ilk olarak ortaya koyarak oncii haline gelen
tasarrm anlaminda kullanilmaktadir. ikonik
tasarim ise kendine has tarziyla kendi benzerleri
icinden siyrilarak ve hafizalarda yer edinerek
sembollesen iriin tasarimlart igin
kullanilmaktadir. Eger bu iki sarttan birisi ya da
her ikisi de yerine getirilemezse bu tasarim
“kitch” tasarim durumuna diisme riski tasir.
Burada “kitch” kavrami adi, ucuz ya da bayat
anlamlarina gelen bir Fransizca sozciiktiir. Bu
kavramlarin daha iyi anlagilabilmesi i¢in hem
avangart ve ikonik tasarimlardan hem de kitch
tasarimlardan 6rnek verilmesi uygun gorildii.

Ornegin endiistri tasarimcist Marc Newson
tarafindan tasarlanan “Kelvin 40” isimli ugak
tasarimina bakildiginda bu ucagin vatoz
baligindan esinlenerek ve analojide bulunularak
tasarlandig1 goriiliir. Ik olarak vatoz balig
yiizgec yerine kanatl bir yapida yaratilmistir ve
suyun icerisinde adeta ucarak ilerler. “Kelvin
40” da bir ugak olarak tasarlandigi i¢in bigim-
islev iliskisi agisindan anlambilimsel bagintinin
dogru bir sekilde kuruldugu sdylenebilir. Ikinci
olarak da “Kelvin 40” tasarlanirken ucagi
dogrudan ilgilendirmeyen vatoz baligina ait
bicimsel Ozelliklerin ~ soyutlanarak  ugak
tasarimina aktarildigi gozlenmektedir. Vatoz
baliginin gozleri ya da kuyruk kismi elenmis,
kanat yapilari ise sadelestirilerek tagimmustir.
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Sekil 5. Endiistri tasarimcis1t Marc Newson tarafindan Vatoz baligindan analojide bulunularak tasarlanan Kelvin
40 isimli ugak tasarimi [27].

Diger taraftan asagidaki gorselde sunulan
bilgisayar faresine bakildiginda Mercedes
marka bir otomobilden analojide bulunularak
tasarlandigin1 gorebiliriz. Ancak bir otomobil
ile bilgisayar kullanimi arasinda mantikli bir
kavramsal bagmnti bulunmamaktadir. Ayrica
analojide  bulunulurken  bi¢imin  higbir
soyutlama yapilmadan oldugu gibi alintilandig1
goriilmektedir. Ornegin bilgisayar kullanimiyla
higbir ilgisi bulunmayan otomobilin tekerleri ve
farlar1 aynen bilgisayar faresi tasarimina
tasinmigtir. Dolayisiyla bu bilgisayar faresi
“kitch” tasarim olarak adlandirilabilir.

Diger resme bakildiginda ise yine ayni sekilde
aralarinda anlambilimsel hicbir 6riintii olmayan
bir ¢izgi roman karakteri olan Mickey Mouse
kullanilarak soyutlanmaksizin iletisim aract
olarak telefon tasarlandig1 goriiliiyor. Buradaki
egretilemede de hem anlam bilimsel baginti
kurulmadigt hem de soyutlama islemi
yapilmadig1 i¢in bu Mickey Mouse’lu telefonu
da  kitch bir {rlin  tasarimi  olarak
degerlendirmek miimkiindiir.

Sekil 6. Anlambilimsel oriintii olmaksizin ve
soyutlama yapilmadan analojide bulunularak
tasarlanan kitch iiriin 6rnekleri [28-29].
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Calismanin bu noktasinda soyutlama kavramina
ve Onemine daha yakindan bakilmasi faydali
olacaktir. Tasarim disiplinlerinde basarili
tasarimlarin ~ yapilabilmesi  i¢in  tasarim
problemlerinin dogasinin incelenmesi, idrak
edilmesi ve dogru bir sekilde tanimlanmasina
ihtiya¢ duyulur. Burada soyutlama yontemi
nedenlerin ve sonuglarin dogasini etraflica
anlamaya Onemli bir katki sunar. Soyutlama
hem bicimsel hem de islevsel agidan tasarim
problemleriyle ilgili en 6nemli bilgilere ulastirir
¢linkii somut veriler tasarimcilara sadece bigcime
yonelik ylizeysel bir gergeklik sunabilir [30].
Soyutlamak, tasarimlarin veya kavramlarin
gerekli ve 0z olan kisimlarim gereksiz
detaylardan ayirt etmeye yardim eder [31].
Hegel’e gore soyutlama, goriiniir hale gelme
stirecinde oldugu halde heniiz tam gdriiniir hale
gelerek asikar olamamis varliga dair bilginin
gergekligini temsil etmektedir [32]. Bir teknik
olarak  bicimsel soyutlama, tasarimcilar
tarafindan  tasarim  siireclerinin  erken
asamalarinda ¢evreye dair bilgileri toplamak,
bicimsel eskiz arastirmalar1 yaparak tasarim
fikirlerine ulagsmak ve {iriin tasarimlarini gerekli
olmayan  detaylardan  kurtarmak  i¢in
kullanilmaktadir [31]. Bu nedenle soyutlama
eyleminin yaratic1 diislinme becerilerinin ortaya
cikmasinda bir katalizor ya da tetikleyici olarak
islev gordiigli soylenebilir. Tasarim siiregleri
icerisinde bir {riin yaratilirken tasarimin
uygulanabilir olmasi i¢in sadece soyut
diizlemde calismak yerine soyut ve somut
arasinda bir gel git yasanmasi1 gerekir.
Nihayetinde tasarimcilar soyut ¢aligmalar
esliginde giderek somutlagan bir {irlin tasarimi
gelistirmek icin soyut ve somut arasindaki
dongiide  yaratict  diisiinme  melekelerini
gelistirirler [31].

2.2. YZ ve Endiistriyel Tasarim Egitimi
Alamindaki Kullanim Olanaklari

Yapilan  bilgisayar  destekli  caligmalar
teknolojide yasanan hizli gelismelerle birlikte
tasarim, mimarlik ve sanat disiplinleri de dahil
olmak iizere bir¢ok alanda destekleyici araglara
donligsmiistiir. Ancak insana ait olan yaratici
diistinme ve farkli bakis acilar1 bir ara¢ olarak
kullanilan teknolojiden ve diger yardimci
araglardan daha oOnemlidir [33]. Literatiir
taramas1 yapildiginda YZ uygulamalarimin
endiistriyel tasarim, moda tasarimi, iletisim
tasarimi, grafik tasarimi, i¢ mimarlik, mimarlik
gibi gorsel agirlikli disiplinlerde kullanimina
dair yapilmig hem akademik hem de pratige
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yonelik calismalarla karsilagilmaktadir. Bunlara
ilk olarak YZ uygulamalarimin mimarhk
disiplinleri i¢in 6nemli bir sans oldugunu ve
disiplinin gdzden kagan kisimlarini yakalayarak
daha etkili ve cesitli sonuglara ulasilmasin
sagladigini iddia eden Chaillou’nun g¢aligsmast
ornek verilebilir [34].

Peyzaj mimarlig1 ve i¢ mimarlik disiplinlerinde
kullanilmak tiizere ozellestirilerek gelistirilmig
YZ uygulamalariyla da karsilagilabilir. Ornegin
Visualize Al, Interior A, Spacely Al
Homevisualiser Al, REimagine home gibi YZ
uygulamalari bilgisayar ortamina yiiklenen hem
ic hem de dis mekdn mimarisine doniik
fotograflar1 arzu edilen tasarim stillerine uygun
olarak yeniden tasarlayabilmektedir. Ornegin
bahsi gecen YZ uygulamalari, yiiklediginiz
dijital gorseldeki bir oturma odasi tasarimini
Victoria donemi, Destill, Japonizm, Art Neuvo
vb. pek ¢ok tasarim {iislubuna ve trendine gore
yeniden ¢izebilmektedir.

Literatirde = YZ’nin tasarim  disiplinleri
iizerindeki olumlu ve olumsuz tesirlerinin
hangisinin agir bastiginin incelendigi ¢calismalar
da bulunmaktadir. Bu c¢aligmalardan birisi de
Radhakrishan tarafindan 2023’te yazilan ve “Is
Midjourney-Al New Anti-Hero of Architectural
Imagination and Creativity?” bagligin tasiyan
makaledir. Burada Radhakrishan, Midjourney
vb. YZ uygulamalarinin mimarlik agisidan

olumsuz tesirlerinin agirhikta oldugunun
sOylenemeyecegini ancak dogru
kullanilmamas1 halinde olumsuz tesirlerinin
one ¢ikabilecegini belirtiyor [35].

Radhakrishan’a gore YZ ile elde edilen ¢iktilar
insan yorumuna ve miidahalesine ihtiyag
duymakta ve yaratici diislinmeyi heniiz tam
olarak otomatik hale getirememektedir. Paniker
ise mimarlik disiplininde egitim alan
Ogrencilerin bazilariin tasarim siireglerindeki
tasarim olasiliklarin1 gorsel hale getirmekte
zorlandigimi, bu tiir Ogrenciler i¢in YZ’nin
yaratict  diiglinme  baglaminda  yardimci
olabilecegini soyliiyor [36].

YZ uygulamalar1 grafik tasarimi alaninda da
etkili bir sekilde kullanilmaktadir. Grafik
tasarimcilarinin  siire¢ igerisinde harcadiklari
zamani diisiirmekte ve tasarim olasiliklarin
genigleterek yaratici  diisinme becerilerini
beslemektedir [37].
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Grafik tasarimu disiplinlerinin yan dallar1 olarak
degerlendirilebilecek  haberler ig¢in  gorsel
tasarimlar hazirlama, logo tasarimlari, web
sayfalarmin tasarlanmasi, fotograflar iizerinde
cesitli diizenlemeler yapilmasi gibi ¢esitli grafik
disiplinlerinde YZ uygulamalarindan
yararlanilmaktadir. Bu YZ uygulamalarina
Opal 6rnek olarak verilebilir. Opal yazili olarak
girilen bir metni genel olarak idrak ederek o
metnin igerigine uygun gorseller hazirlamakta
ve genellikle iletisim tasarimi  alaninda
kullanilmaktadir. Liu ve arkadaslar1 tarafindan
2022 yilinda yapilan bir ¢alismada Opal YZ
uygulamasimdan yararlanan 6rneklem grubunun
kullanmayan guruptan ¢ok daha fazla sayida
kullanilabilir sonuca ulastigi gdzlemlenmistir

[3].

Belirli  disiplinler igin  ozellesmis YZ
kullanimlartyla moda ve tekstil tasarimi
disiplinde de karsilagilmaktadir. Bunlara The
New Black, Fashion Q, Ablo, Zemu, Cala,
Stilist ve TeeAl gibi moda ve tekstil tasarimi
icin Ozel olarak gelistirilmis YZ uygulamalar1
orek olarak verilebilir. Bu uygulamalar
yiiklenen fotograflardaki moda stilini anlayarak
tasarimcinin  ¢izdigi  kiyafetlerle  arakesit
olusturabilmekte, farkli moda ¢izgilerini ve
stillerini bir araya getirterek yeni ve yaratici
kiyafet tasarimlar1 yapabilmektedir. Ayrica bir
cinsiyet i¢in tasarlanmis bir kiyafeti karsi cins
icin yorumlayabilmekte, bir kiyafeti tasiyan bir
modelden Odiing alarak farkli etnisite ve
cinsiyetteki modellerin iistiine
giydirebilmektedir. Bu  uygulamalardan
Fashion Q adli YZ uygulamasi Jeon ve
arkadaglar1 tarafindan 2021 yilinda yapilan bir
calismada 10 moda ve tekstil tasarim1 uzmanina
kullandirilarak gézlemlendi. Gozlem sonunda
Fashion Q YZ uygulamasimin farkli ve yaratict
diisiinme becerilerini tetikledigi i¢in yaratict
tasarim siire¢lerine yardimci oldugu iddia edildi
[38]. Endiistriyel tasarim alaninda yaratict
diisiinme bic¢imlerine destek olmak {iizere
YZ’dan oOnce iiretken tasarim uygulamalar
gelistirildi. Uretken tasarim uygulamalarina
yonelik ¢aligmalar izlendiginde 1980 Oncesine
kadar geriye gitmektedir [39]. Uretken tasarim

uygulamalarinin  ilk  Orneklerinde  amag
karmasik tasarim striiktiirlerinin
¢Oziimlenmesiydi. Daha sonralar1 tasarim
calismalarinin yaraticilik baglamindaki

aragtirmalarinda destekleyici olarak gelisimini
stirdiirdii [40].
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Uretken tasarim uygulamalariyla  yapilan
tasarim  c¢aligmalarinda,  klasik  tasarim
metodolojileriyle kiyaslandiginda hem nitelik
hem de nicelik bakimindan daha zengin ve etkili
tasarim alternatiflerine ulasilmaktadir. Bu
alternatifler endiistriyel {irinlerin ya da bu
giriinleri  olusturan pargalarin agirliklarinin
azaltilmasinda, performanslarinin
gelistirilmesinde, daha  uzun  Omiirli
olmalarinda, bigimsel yaraticilikta,
gereksinimlere gore 6zellestirilmelerinde ortaya
¢ikabilmektedir [41].

3. YONTEM

Bu calismada baslica iki yontem kullanilmastir.
[k olarak YZ kullanilarak elde edilen tasarim
ciktilarinda karsilagilan  olumsuzluklar ve
zorluklarin asilmasinda kullanilan Cross ve
Archer tarafindan gelistirilen “Cross ve Archer
Tasarim Siirecleri Yontemi” dir. Ikinci olarak
ise aragtirmacinin proje siireglerinde YZ
kullaniminin 6grencilerin ve proje ¢iktilarinin
iizerinde edindigi gdzlemlerin Ogrencilerin
kisisel deneyimleriyle kontrol ve mukayese
edilebilmesini miimkiin kilan nitel arastirma
yontemlerinden yar1 yapilandirilmis yiiz yiize
goriisme yontemidir.

3.1. Cross ve Archer Tasarmm Siirecleri
Yontemi

Bu makale, endiistriyel tasarim egitiminde
Ogrencilerin yaratict  diisinmeyi gerektiren
proje  siireglerinde tikaniklik  yasadiklari
adimlarda YZ kullanimmi tesvik ederken
karsilagilan olumsuzluklar1 gidermek i¢in YZ
¢iktilarini soyutlayarak ve yeniden
yorumlayarak bir tasarim yontemi gelistirme
fikrine odaklanmaktadir. Giinlimiizde birgok
bilim, disiplin, egitim ve meslegi yogun bir
sekilde etkileyen YZ alamindaki gelismelerin
endiistriyel tasarim disiplinine ve bu disiplinin
egitimine dogru bir sekilde entegre edilmesi
meslegin gelisimi ve caga dogru bir sekilde
ayak uydurabilmesi i¢in oldukca 6nemlidir. Bu
nedenle endiistriyel tasarim proje/stiidyo dersi
kapsaminda YZ uygulamalariyla elde edilen
sonuglarin disiplinin gereksinim ve karakteriyle
uyumlu hale getirilebilmesi igin bir model
gelistirilmistir. Bu model kendisine Archer ve
Cross tarafindan gelistirilen bir modeli 6rnek
almaktadir. Bu model endiistriyel tasarim
egitiminde kullanilarak YZ wuygulamalarina
dayali bir tasarim siireci incelenmeye
calistlmistir. Tasarim  siireci, bu siirecte
kullanilan donanim ve ydntemlerden olusan
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eylem sirasi olarak tanimlanmaktadir. Bu siireci
etkili bir sekilde desteklemek icin adimlar
dogru bir sekilde atilmalidir [5]. Geri bildirime
dayali olarak c¢aligan yaratici asamada analiz,
sentez ve gelistirme slregleri bulunmaktadir.
Bu asamada YZ tarafindan iiretilen ¢iktilarin

disiplinin  karakteri ve gereksinimleriyle
ortiismeyen taraflari soyutlama, yorumlama ve
yeniden tasarlama yoluyla tekrar ele alinir.
Cross ve Archer tarafindan Onerilen tasarim
stirecleri “analitik”, “yaratic1” ve “icra” olmak
iizere li¢ ana bagliktan olusmaktadir. [8-14].

o\ _ ) ( )
|  ANALITIK | e Proje konusunun tammlanmast Kullamlan
ASAMA e Problemin tanimlanmasi Xontem
> - *Gozlem
T - . ) *Olgtim
e Rakip Uriin Verilerinin Toplanmasi * Indirgeme
e YapayZeka Ciktilarinin Derlenmesi 4 4 4
\ > J J
e G 7z 0000000 - T B = N
N /4
( YARATICI | e Analiz A (Kullanﬂan
ASAMA Yontem
3 = SenTez. *Degerlendirme
e  Gelistirme #Muhakeme
* Soyutlama *Yiikseltgeme
*  Yorumlama *Karar verme
\ J 4 AN J
N\ . — : " N [ N
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Sekil 7. Calismada kullanilan endiistriyel tasarim siiregleri

Endiistriyel Tasarim Stiidyo Siireci

Selcuk Universitesi Giizel Sanatlar Fakiiltesi
Endiistriyel Tasarim Boliimiinde 2023 yilinin
gliz yaniyilinda kendisi de bir endiistri
tasarimeist olan Dr. Ogretim Uyesi Mahmut
Celaleddin Kaleli’nin idaresinde yiiritiilen
Endiistriyel Tasarim 3 dersinde iiglincii sinif
Ogrencileri tarafindan tasarlanan endistriyel
iiriinler vaka analizi olarak sunulmaktadir. Daha
once de belirtildigi gibi bu ¢alismanin ilk amact
ogrencileri YZ uygulamalariyla tanistirarak
proje/stiidyo derslerini daha etkili hale getirecek
bir strateji gelistirmekti.

Ozellikle iiriinlerin dis formlarimin
yaratilmasinda Ogrencilerin yaratici diisiinme
baglaminda  yasadiklar1  zorluklar1  ve
tikanikliklar asabilmek i¢in YZ
uygulamalarinin egitim bilimsel bir arag olarak
kullanilabilecegi degerlendirildi. Ancak YZ
uygulamalariyla yapilan ilk denemelerde
YZ’nin endiistriyel tasarimin karakteriyle
ortiismeyen “kitch” ciktilar urettigi
gozlemlendi. Ayrica fretilen YZ c¢iktilar
ergonomi ve endiistriyel {iretim ydntemleriyle
celisebilmekteydi.

Yasanan erken zorluklarin endiistriyel tasarim
disiplininin ~ yaratici  diistinmeyle ilintili
soyutlama, egretileme, yorumlama, 0Odiing
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alma, yeniden tasarlama gibi ydntemleriyle
agilabilecegi  degerlendirildi. Bu amagla
yukarida da anlatilan Cross ve Archer’in
onerdigi tasarim yontemlerinden yararlanilarak
bir metot gelistirildi ve uygulandi.

[k olarak egitim yariyili basinda Endiistriyel
Tasarim 3 dersi kapsaminda verilen briefte
ogrencilerden elektrikli ev aleti iretmeyen {inlii

bir firma eger elektrikli mutfak aletleri
iretmeye karar verseydi nasil riinler
tasarlanabilirdi sorusuna cevap aramalar

istendi. Bu baglamda &grencilerden elektrikli ev
aletleri liretmeyen ancak belirli bir tasarim
felsefesine ve kiiresel capta taninirliga sahip
olan bir firma ve de mutfakta kullanilan ii¢ adet
elektrikli alet se¢cmeleri istendi. Daha sonra
segilen firmanin tasarim felsefesine uygun
olarak somestr igerisinde iic adet elektrikli

mutfak aleti tasarlamalar1 talep edildi.
Calismanin  ilk adimi  analitik  ¢alisma
asamastydi.

Bu asamada Ogrenciler ilk Once segctikleri
elektrikli ev aleti liretmeyen farkli sektorlerdeki
firmalarin tasarim felsefesini analiz edebilmek
icin kendi hizmet alanlarinda {irettikleri
driinlerin bigim dillerini incelediler. Ardindan
kendilerine proje konusu olarak sunulan
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elektrikli mutfak aletlerinden tasarlamak
istedikleri triinlerin islevsel agidan piyasadaki
miistakbel rakiplerini incelediler. Bu agamanin
ardindan “Chat GPT” ve “Midjourney” YZ
uygulamalarina “secilen elektrikli mutfak aleti
iiretmeyen firma kendi tasarim felsefesine uyan
Ogrencinin sectigi bir mutfak aleti iretseydi bu
driinlerin  tasarimi  nasil olurdu?” sorusu
yoneltilerek ciktilar elde edildi. Burada 2023
yilinda sinirlida olsa gergekei render kalitesini
iicretsiz kullanima sunduklarindan ve metinden
gorsel olusturmada oncii olduklarindan “Chat
GPT” ve “Midjourney” YZ uygulamalar tercih
edildi. Sonugta ii¢ kiime seklinde gerekli veriler
derlenerek analiz asamasi tamamlandi. Bu {i¢
kiime 0Ozetle su sekilde olustu:

1. Ogrenci tarafindan secilen, elektrikli mutfak
aleti iretmeyen, uluslararasi tanimirhigi ve
kendine 6zgili tasarim felsefesi olan markanin
iirlinleri incelenerek elde edilen veriler.

2. Ogrencilerin yariyil iginde tasarlamak iizere
sectigi iic adet elektrikli mutfak aletinin
piyasadaki miistakbel rakiplerini inceleyerek
elde ettikleri tasarim problemlerine dair veriler.

3. YZ tarafindan uretilen veriler.

Verilerin  toplanmasinin  ardindan tasarim
Ogrencileri endiistriyel tasarim 3 dersinin
stiidyo kiiltliri ortaminda markalara, rakip
iirlinlere ve YZ ¢iktilarina dair bulgularini ve 6n
bilgilerini kendi aralarinda ve dersin
yiirlitiicisiiyle tartigarak bilgi aligverisinde
bulundular. Boylece tasarim siirecinin analiz
asamasi tamamlanmis oldu. Tasarim siirecinin

yaratict  asamasina  gecildiginde  verilen
yonergelerle YZ  tarafindan, tasarlanan
irlinlerin  endiistriyel tasarim  disiplininin
karakteri ve gereksinimleriyle uyusmayan

kisimlariyla faydali ve etkili bulunan kisimlari
tekrar incelendi. Tasarim disiplinlerinde
yaratict diislinmeyi destekleyen egretileme,
Odiing alma, benzetme, soyutlama, ayiklama,
yorumlama, sadelestirme gibi  eylemler
uygulanarak  gerceklestirilen  ¢aligmalarla
alternatif tasarimlara ulasildi.

Bdylece tasarim siirecinin yaratict asamast
tamamlanmig oldu. Uygulama asamasinda elde
edilen alternatif tasarim modelleri aritilarak
secenckler teke disiirildi. Bu asamada
seceneklerin en iyi taraflan bir araya getirilerek
nihai tasarimlara yaklagildi. Daha sonra
endiistriyel iiretim yOntemlerine, ergonomi
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standartlarina ve dogru bicim islev iliskisine
uygun detayli tasarimlar yapilarak uygulama
asamasi tamamlandi.

3.2. Nitel Arastirma Yontemi: Yan
Yapilandirllmis Yiiz Yiize Goriisme ve
Tematik Analiz

Tasarim siireglerinde YZ uygulamalarinin
kullanilmasinin 6grenciler iizerindeki olumlu
ve olumsuz etkilerini aragtirmacinin
gozlemlerine paralel olarak inceleyebilmek icin
nitel arastirma yontemlerinden yart
yapilandirilmig yiiz ylize goriisme ve tematik
analiz yontemlerinden yararlanilmistir.
Calismanin bu kisminda Ogrencilerin kendi
deneyimleri {izerinden YZ’ya dair algilar1 ve
diisiinceleri  ortaya  konmaya  ¢aligildi.
Calismanin  nitel  arastirma  kismindaki
orneklem evrenini 2023 yilinin giiz doneminde
Endiistriyel Tasarim 3 proje/stiidyo dersini alan
Selguk  Universitesi  Endiistriyel ~Tasarim
Bolimii 6grencileri arasindan goniillii olarak
secilen 10 oOgrenci olusturmaktadir. Bu
Ogrencilerin  se¢iminde amagli  drneklem
secimlerinden birisi olan asir1 6rneklem se¢imi
tercih edilmistir. Dolayisiyla bu arastirmaya
dahil edilen 6grenciler akranlarina oranla YZ’y1
daha etkili olarak kullandiklar1 degerlendirilen
ogrencilerden olusmaktadir. Asirt ve aykiri
durumlar, bireyler ya da olgular normallerine
gore ¢cok daha zengin bir veri ortaya koyabilir
ve arastirma problemini derinlemesine ve ¢ok

boyutlu  bir sekilde idrak etmemizi
kolaylastirabilir  [42]. Amagh  Orneklem
se¢imlerinde orneklemin biiyilikliiglinii

arastirmada elde edilen bulgular belirler. Asil
hedefin miimkiin oldugu kadar farkli bilgi ve
bulguya ulasma oldugu kosullarda analiz edilen
son Orneklemlerden elde edilen bulgularin yeni
bilgiler getirmedigi goriildiigiinde Orneklem
sayisinin yeterli Dbiiyiikliige ulasmis oldugu
anlagilir [43]. Bu calismada 6rneklem grubunu
olusturacak 6grenci sayisi ¢alismanin gidigatina
gore belirlendi. Katilimcilarim sayist  5’e
ulastiginda gelen verilerin kendisini tekrar
etmeye basladigi, 8’e ulastigindaysa yeni veri
gelmemeye basladig1 gézlemlendi.

Bu nedenle orneklem evreni 10 tasarim
dgrencisiyle smirlandirildi. Orneklem evreni 6
ertkek ve 4 kiz ogrenciden olusmaktadir.
Yapilan goriismelerde grencilere yoneltilen
sorular ¢aligmanin sonunda yer alan ekler
kisminda sunuldu. En temelde bu sorularin
icerigini  YZ kullaniminin  &grenciler ve
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projeleri iizerindeki olumlu ve olumsuz
etkilerini  desifreye  yonelik  arayislar
olusturmaktadir. Nitel arastirmalarda kullanilan
yontemlerden birisi de mecaz kullanimidir.
Mecazlar o6zellikle nasil ve nigin sorulariyla
birlikte kullanildiginda normal betimlemelere
gore daha zengin ve derin anlayislara
ulasmamizi saglayan bir anlam ve ifade giiciine
sahiptir.  Ayrica analiz  edilmeleri ve
smiflandirilmalart diger nitel yontemlere gore
daha kolaydir [42]. Bu nedenle goriismelerin
sonunda katilimcilara YZ’y1 insan ve insan dis1
varliklara benzetmelerini talep eden sorular da
soruldu. Genel olarak bu sorularla dgrencilerin
YZ’ya dair algilarimin ve diisiincelerinin en
gergekei fotografi ¢ekilmeye calisildi. Yiiz ylize
yapilan goriismeler 6grencilerin miisaadeleriyle
cep telefonunun ses kayit 6zelligi kullanilarak
kaydedildi. Kaydedilen sesler daha sonra metne
gecirildi.  Metinler  defalarca  okunarak
dikkatlice “in vivo” olarak kodlamalar yapildi.
Tematik kodlama, elde edilen verilerden
calismanin amacina yonelik kesitler elde etmek
icin verilerin g¢esitli kisimlarina sembolik
kisaltmalar yapmaktir [44]. “In vivo” olarak
bahsedilen ise kodlamalar yapilirken miimkiin
oldugunca katilimcilarin ifadelerinin aynen
kullanilmasidir [45]. Son olarak olusturulan
kodlar kategorize edilerek tematik analiz
gergeklestirildi. Eger katilimcinin kullandigt
anlamli ifadeleri aynen kullanmak miimkiin
olmazsa arastirmaci katilimcinin ifadelerine en
yakin anlama gelecek ifadeleri secerek
kullanabilir [46].

4. BULGULAR

4.1. YZ Kullanimiyla Edinilen Tasarimlarin
Cross ve Archer Tasarim Siirecleri
Yontemiyle  Yeniden  Tasarlanmasiyla
Ulasilan Bulgular

Calismada ilk olarak dgrencilere “Image FX”,
“ChatGPT” ve “Middjourney” Yz
uygulamalar1  6rnek kullanimlar esliginde
gosterildi. Elde ettikleri YZ ¢iktilarindaki
olumsuzluklar1 giderebilmeleri i¢in tasarimda

egretileme, yorumlama ve  soyutlama
kavramlarmin agamalart 6zgiin ve yaratici
tasarim stireclerinde ogrencilere
kazandirilmaya calisildi.  Ogrenciler  YZ
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uygulamalariyla elde ettikleri gorsel ¢iktilara
yaratici diisiinme becerilerini gelistirmek igin

soyutlama,  egretileme ve  yorumlama
eylemlerini  uyguladilar. Bu  eylemler
endiistriyel tasarimda Ogrencilere Ozglin ve
yaratict  diisinme becerileri kazandirmay1
amaglamaktadir. YZ uygulamalarinin yaratici
eylemlerle paralel sekilde kullanilmasi
geleneksel, alisilmis tasarim  yontemlerini

izlemekten ziyade, kullanicilarin benzersiz
tasarim gereksinimlerine YZ uygulamalar1 gibi
giincel teknolojilerle yanit veren essiz, yaratict
tasarimlar gelistirmelerine yardimci olmaktadir.
Caligmanin ilk asamasinda 6grencilerin elde
ettigi YZ ¢iktilarinin ¢esitli  alternatiflerle
uygunlugu belirtilmis ve secilen YZ ¢iktilarinin
soyutlama,  egretileme ve  yorumlama
asamalarina gec¢ilmistir. Soyutlama, egretileme
ve yorumlama yapilirken Prof. Dr. Oguz
Bayrak¢r’nin {irlin  semantiginde iletisimsel

Onerileri  temel alinmistir. Calisma YZ
uygulamalar tarafindan tasarlanan {irtinlerdeki
tasarim  problemlerinin  degerlendirilmesi,
analizi ve yorumlanarak yeniden

tasarlanmasina  dayanmaktadir. Ogrencilerin
YZ ciktilarindan yararlanarak ve onlara tasarim
disiplinlerinin yontemleriyle miidahale ederek
gercgeklestirdikleri iiriin tasarimlar stiidyo/proje
dersi kapsaminda tartisilmis ve yorumlanmastir.
YZ’nin iirettigi tirlin tasarimlarinda bigimsel ve
oransal degisimler, doniisimler yasanmustir.
YZ  c¢iktilarmin  tasarim  disiplinleriyle
uzlagmayan kisimlar1 elenerek, yol gosterici
nitelikteki taraflar1 kullanilarak essiz, yaratici
nitelikte {irlin  tasarimlarma  ulasilmistir.
Boylece tasarim siirecinde YZ yardimiyla nihai
iriine ulasilirken soyutlama, egretileme ve
yorumlama &nemli bir rol oynamaktadir. YZ
¢iktilarinin soyutlanmasinda ve
yorumlanmasinda yaratici diisglinme kavrami
kopya olmayan, kendine 0zgli diigiinme
bigimleriyle iligskilendirilmektedir. Bu ¢alisma
da 6grencilerin benzersiz sonuglar elde ettigini
gostermektedir. Bu durum tasarimcilarin
yaraticihiginda YZ gibi giincel teknolojilerin
bazi handikaplarmma ragmen Ogrencilerin
yaratic1 diiginme becerilerinin  gelisiminde
oldukga etkili olabilecegini gdstermektedir.
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Sekil 8. 3.Smif Ogrencisi Arif Kemal Séylemez’in “Porche” Otomobil Firmasi I¢in Tasarladigi Kahve Yapma,
Ekmek Kizartma ve Tost Makinesi Tasarimlar1
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Kiibra Sepetci “ Volkswagen” markasi icin airfry, ketle ve ekmek kizartma makinesi
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Sekil 9. 3. smif 6grencisi Kiibra Sepetci’nin “Volkswagen Beetle” otomobil firmasi I¢in tasarladig

Airfry, Kettle ve Ekmek kizartma makinesi tasarimlart.
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Sekil 10. 3. sinif 6grencisi Ozge Y1lmaz’n “Vespa” motosiklet firmasi I¢in tasarladigi Pamuk seker yapma,
Smoothie Blender ve Misir patlatma makinesi tasarimlari.
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Sekil 11. 3. sinif 6grencisi Betiil Tiimen’in “Sony Play Station 5 markasi i¢in tasarladigi, smoothie blender,
tost makinesi ve kahve makinesi tasarimlari.
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Taha Yilmaz “ Chevrolet Impala 1960” markasi icin kettle, ekmek kizartma mak
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Sekil 12. 3. siif 6grencisi Taha Yilmaz’in “Chevrolet Impala” markasi i¢in tasarladig, kettle, ekmek
kizartma ve kahve makinesi tasarimlari.
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Sekil 13. 3. sinif 6grencisi Mikail Bas’in “Logitech Pop” markas: i¢in tasarladigi, kettle, kahve degirmeni ve
kahve makinesi tasarimlart.
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Sekil 14. 3. sinif 6grencisi Riwa Braika’nin “Msi” markasi i¢in tasarladigy, kettle, ekmek kizartma makinesi
ve smothie blender tasarimlari.
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Mahmut Demir “ Bugatti Chiron” markasi icin elektrikli 1zgara, sarap sogutucu ve et tiitsiileme makinesi.

Marka Analizi

Rakip Uriin Analizi

YZ Ciktilan

Yaratic1 Asama

Final Uriinler

Sekil 15. 3. sinif 6grencisi Mahmut Demir’in “Bugatti Chiron” markasi i¢in tasarladigi, sarap sogutucu,
elektrikli 1zgara ve et tiitsiileme makinesi.
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Sekil 16. 3. sinif 6grencisi Hiimeyra Erdogan’in “Ferrari” markasi i¢in tasarladig, elektrikli ¢irpici, pizza
yapma makinesi ve makarna yapma makinesi.
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Sekil 17. 3. simf 6grencisi Mahmut Yildiz’in “Kércher” markasi icin tasarladigi, airfryer, kahve degirmeni ve
filtre kahve yapma makinesi.
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4.2. Yar1 Yapilandirilmis Yiiz Yiize Goriisme
ve Tematik Analizle Elde Edilen Bulgular
Caligmanin  bu  kismi nitel arastirma
tekniklerinde kullanilan tematik analiz metodu
ve nitel arastirma ydntemlerinin araglariyla
yapilan desifreleri ihtiva etmektedir. Bu
inceleme yiiz ylize yapilan gorligmelerde
tutulan ses kayitlarmin ilk olarak metne
gecirilmesi ve ardindan da tematik kodlamaya
tabi tutularak elde edilen veriler baslica iki
unsur icermektedir. Bunlardan ilki YZ
uygulamalarinin tasarim &grencileri ve proje
ciktilar1 {lizerindeki etkileriyle ilgili bulgular
ortaya koymaya yonelik siniflandirma, diger bir
manada indirgeme; bir digeri ise sozii edilen
etkileri goriiniir kilmaya donik indirgeme
sonucu desifre edilen bulgulart yorumlama
adimlandir. Yontemin uygulanmasinda ilk
olarak 2023 yilmin giiz  sdmestrinde
“Endiistriyel Tasarim 3” proje/stiidyo dersini
almis olan ve amach oOrneklem yoOntemiyle
secilmis olan 10 Ogrenciyle yapilan yari
yapilandirilmig  goriismeler cep  telefonu
aractyla kayit altina alinmigtir. Kayit altina
alman bu goriismeler daha sonra metne
gecirilmis ve daha sonra tematik analiz
uygulanarak 167 adet koda indirgenmistir. Elde
edilen tematik kodlar ifade ettikleri anlam
yakinliklar1 bakimindan gruplandirilmis ve
30’u olumlu 16’s1 olumsuz etkileri igerecek
sekilde ortak bir isim altinda birlestirilerek
toplam 46 adet kategoriye indirgenmistir. Bu
kategoriler ise en temel diizeyde baktiklar
yonler itibartyla gruplandirilarak 6’s1 olumlu
3’1 olumsuz olmak {izere toplam 9 adet temaya
indirgenmistir. Kodlar roportajlarin  yaziya
gecirilmis halinin defalarca gbézden gecirilerek
analiz edilmesi neticesinde nihai haline gelmis,
aralarinda mantiksal Griintiiler, mana agisindan
yakinliklar ve baktiklar1 yonler itibariyla kendi
iclerinde iligkilendirilerek  iki  asamaya
diisiiriilmiis ve boylece once kategorilere sonra
da temalara ulasilmistir. Kodlarin okuyucular
tarafindan kontrol edilebilmesi, calismanin
ekler kisminda bulunan kod listelerinin
incelenmesiyle miimkiin hale gelmektedir.
Kodlarin her birisi hangi katilimcinin goériisme
kayitlarina ait oldugunu isaret eden bir harf ve
katilmcinin ~ goriisme  kayitlarinda  kaginct
sirada oldugunu gosteren diizenli bir koordinat
sistemiyle izlenebilmektedir.
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Mesela ilk roportaj yapilan “A” érnekleminin
roportaj kayitlarinda ilk sirada bulunan “AYNI
ISI DAHA AZ ZAMANDA YAPMAK” kodu
bu sistem igerisinde  “Al”  koduyla
gosterilmistir. Goriisiilen son 6rneklem olan
“K” ornekleminin  “YZ INSAN GIBI
DUSUNEMEDIGI ICIN TAM BiR EGITIMCI
GIBI OGRENCIYE DUYGUYU
AKTARAMAYABILIR” ise “K17” olarak
gosterilmistir. Bu sayede kodlarin ¢alismanin
biitiin boéliimlerinde takip edilmesi miimkiin
kilimmigtir. Calismada kodlart metin kisminda
listelemenin makalenin seyrine zarar verecegi
degerlendirildigi i¢in 167 adet kod makalenin
metin kismina yerlestirilmemis, liste seklinde
ve oOrneklemlere dagitilmis sekilde "https://
archive.org/details/celaleddin-kaleli-yapay-
zeka-makalesi-kodlar" konulmustur.

Kategoriler, kodlar ile temalar arasinda bir ara
adim olarak degerlendirilmektedir. Kategoriler
ilk olarak birebir ayn1 olan, ¢ok yakin anlama
gelen ya da anlam kokleri yoniiyle ayni yone
bakan 167 kodun siniflandirilarak 46 adet
kategoriye indirgenmesi sonucunda elde edildi.
Literatiirde “taksonomi” olarak adlandirilan bu
nitel aragtirma teknigi arastirmacinin elde
ettigi veriler arasinda benzerlik Oriintiileri
kurmasima dayanan stibjektif bir
degerlendirme, akil ve mantik yliriitme eylemi
olarak degerlendirilmektedir [42].

Bazi kodlarin aym1 anda birden daha fazla
kategoriye yerlestirilebilecegi tahmin edilmis,
ancak bu bir sorun olarak
degerlendirilmemistir. Ciinkii indirgemenin
daha sonraki asamalarinda zaten aym
kategoriye veya aymi temaya yerlesecekleri
Ongoriilmiistir. Bu  noktada  arastirmact
tarafindan mantik ylirlitme yoluyla 6nceden
elde edilen kategoriler arasinda yakin yonlere
bakan ve benzer mana kdklerine sahip olanlar
tekrar bir araya getirilerek 9 ana temaya
ulasilmistir. Sekil 6.2°de arastirmaya katilan
ogrencilerin  YZ  uygulamalarinin  proje
siireglerine dahil edildigi takdirde yaratict
diisiinme becerilerine ve proje ¢iktilarina nasil
yansiyacagina dair diigiinceleri tematik analize
tabi tutularak cark seklinde gorsellestirilmistir.
Bu gorselde yiiz yiize yapilan goriismelerden
elde edilen kodlarin kod sayilartyla birlikte
hangi kategorilere ve temalara dahil olduklart
gosterilmektedir.
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Sekil 18. Katilimcilarin YZ’nin 6grenci ve proje ¢iktilari tizerindeki etkilerine dair algi ve diisiincelerine yonelik
bulgulari; kategoriler, temalar ve kod sayilartyla birlikte gdsteren ¢ark bigimindeki sekil.

Temalara ve kapsadiklar1 kategorilere bakilacak
olursa “ZAMAN” temasi YZ uygulamalarinin
proje gelistirmenin biitlin siireglerinde zaman
tasarrufu saglayarak bircok isi daha kisa
siirelerde bitirmeye isaret etmekte ve “Genel
Zaman Yonetimi”, “Projeyi Erken Bitirmek”,
“Arastirma Siiresini Kisaltmak” ve “Erken
Karar Almak” kategorilerini igermektedir.
“REHBERLIK” temasi YZ uygulamalarinin
proje gelistirme siireclerinde bir tasarim hocasi
roliine biiriinerek ogrencileri
yoOnlendirebilmesine isaret ederek “Akademik
Yonlendirme”, “Kritik Verme” ve “Bigimsel
Yonlendirme” kategorilerini igermektedir.

“YARATICILIK” temas1 YZ uygulamalarinin
ogrencilerin normalde kendi yaraticiliklariyla
diistinebilecekleri, tasarlayabilecekleri bigimsel
ve islevsel olgularin yelpazesini genisleterek
daha zengin hale gelmesine olan katkilarina
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isaret etmektedir. Bu tema “Bigimsel
Yaraticilik”, “Secenek Olusturma”, “Ilham
Verme”, “Ipucu Verme” ve “Tasarim Ufkunu
Genisletme”  kategorilerini  igcermektedir.
“KOLAYLASTIRMA” temast YZ
uygulamalarinin proje stireclerinde
kullanilmasimin siire¢lerde karsilasilan tiim
zorluklar {izerindeki kolaylastirici, yardime1
olma iglevine isaret etmektedir.

Bu tema “Baslangic Noktasi Olusturma”,
“Gorsellestirme”, “Genel Yardim”, “Etkili
Arastirma”, “Pafta  Diizeni Hazirlama”,
“Bilgiye Ulagma”, “Tasarim Hocasina Destek”,
Tasarim Problemi Tespiti” ve “Ongorii”
temalarini icermektedir.
“GORSELLESTIRME” temasi YZ
uygulamalarinin gorsellestirme ve
giizellestirme becerilerine odaklanarak
“Onarma”, “Render Alma”, “Estetik”, “Genel
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Gorsellestirme”  kategorilerini  igermektedir.
“MOTIVASYON” temasi YZ’nin dgrencileri
tasarim yapma ve ders ¢aligma yoniinde motive
etmesine olan katkilarina odaklanmaktadir. Bu
tema “Merak ve Umit”, “Stres Azaltma”,
“Cesaret Verme”, “Tesvik FEtme” ve
“Arkadaslik” kategorilerinden olugmaktadir.

YZ uygulamalarinin 6grenciler ve proje ¢iktilar:
iizerindeki olumsuz etkilerine yonelik veriler
ise temelde 3 tema icerisinde kimelendi.
“PASIFIZE ETME” temasi YZ
uygulamalarinin  asin  ya da  bilingsiz
kullaniminin 6grencilerin tasarim becerilerini
geriletmesi ve O6grencileri tembellige itmesine
odaklanmaktadir. Bu tema “Tembellestirme”,
“Koreltme”, “Engelleme” ve “Bagmmlilik”
kategorilerinden olugmaktadir.
“YETERSIZLIK” temas1 YZ uygulamalarmin
drettigi  endiistriyel tasarim  ¢iktilarinin
disiplinin karakteriyle ¢elistigi, yetersiz kaldig1
ve sikca hata yaptigi noktalara isaret etmektedir.
Bu tema “Kitch Tasarimlar Uretme”, “Uretim
Yontemlerine Uymama”, “Yanhis Malzeme
Se¢imi”, “Semantik Hata”, “Ergonomik
Hatalar”, “Insana Gereksinim” kategorilerini
icermektedir. “DEMOTIVASYON” temas1 YZ
uygulamalarinin tasarim Ogrencilerinin
motivasyonlart lizerindeki olumsuz etkilerine
odaklanmaktadir. Bu tema “Giiven Problemi”,
“Maliyet”, “Hukuki Endise”, “Mesleki Endise”
ve “Yansitmama” kategorilerinden
olusmaktadir.

4.3. Katihmecilarin YZ Egretilemelerine
Yonelik Verdigi Bulgular

Einstein: Einstein’in fizik tarihini degistirerek
diinya tizerinde biiylik bir etkisi oldu. YZ da
tipki Einstein gibi diinyay1 donistiiriiyor.
Mariana Cukuru: Mariana Cukuru'nun sadece
belli bir derinligine kadar inebiliyoruz; heniiz
en dip noktasini kesfetmis degiliz. Su ana kadar
binlerce canli kesfedildi ama belki de hala
milyonlarca bilinmeyen tiir var.

YZ da aym sekilde; gelismeye devam ettikge,
bize daha derin ve detayl bilgiler sunacak. Su
an teknolojimiz Mariana Cukuru’nun dibine
inmek i¢in yeterli degil, tipki YZ’ninda heniiz
tam potansiyeline ulasmamis olmasi gibi. Ama
ileride, onunla birlikte ¢ok daha biiyiik kesifler
yapabiliriz.

Tiyatrocu: Gergegi tam yansitmamasi, rolden
role girigi bana tiyatrocular1 animsatiyor.
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Biiyiicii Kiiresi: Biiyiiciiler aradiklar1 seyleri
cagirmak ve gizli bilgilere vakif olmak i¢in
kiirelerini kullantyorlar.

Oriimcek: Gizemli ve iirkiitiici varliklar
olduklari i¢in YZ 6riimceklere benziyor.
Yalniz insan: YZ yalniz yasarken, kendi basina
stirekli bir seyler 6grenen ama ne yapacagi belli
olmayan insana benziyor.

Otoban: Diinyay1 sarmis, sayesinde her yere
ulasabildigimiz otobana benziyor.

Ustabasi: Fabrikadaki ustabasilar islerin
basinda durur, is¢ileri koordine eder, onlara isi
Ogretir ve islerin daha kaliteli ve hizli ¢itkmasini
saglar. YZ da insanlar1 hem egiterek hem de
yonlendirerek insanlarin islerini daha kisa
zamanda ve daha Kkaliteli yapmasini sagladigi
icin fabrikadaki ustabasina benziyor.

Taksi Soforii: Arabayi ¢ok iyi kullanabilen ve
sehrin her yerini bildigi i¢in istedigin yere seni
hizlica gétiirebilen bir taksi soforiine benziyor.
Cita: Cita gidecegi yere diger hayvanlardan
daha hizli gider. YZ da diger yontemlerle
yapilacak isi daha hizli bir sekilde yapar.
Baykus: Baykus bilgeligi ve zamani temsil
eder. YZ da bilgiyi hizl bir sekilde size sunar.
Alaeddin’in  Sihirli Lambasi: Kendisini
kullandigimiz zaman icinden ¢ikan cin dile
benden ne dilersen diye sorar ve isteklerinizi
hemen yerine getirirr YZ da kendisini
kullandiginizda 6grenmek istediginiz seyleri
size hemen Ogretir.

Psikolog: Psikolog benim anlattiklarimi
coziimleyerek bana geri anlatarak bana bilgi
veriyor. Bu nedenle psikolog olabilir.

Kasif Dora’min Cantasi: Kasif Dora isimli
cizgi filimde kahramanimizin sihirli bir ¢antasi
vardi. O an neye ihtiyact varsa o ¢ikiyordu
icinden. YZ da o anda neye ihtiyacimiz varsa
icinden o ¢ikiyor.

Sherlock Holmes: Hizli ve analitik
diisiinebilen bir karakter oldugu icin YZ’y1
Sherlock Holmes’e benzetebilirim.

Cin Cagirma Tahtasi: Cinleri cagirarak
bilmediklerimizi sordugumuz cin ¢agirma
tahtasina (OIJUA) benziyor. Tehlikeli olabilir
ve sOyledikleri ne kadar dogru emin olamayiz.
Peygamber: FEtrafindaki insanlarin tikaniklik
yasadiklarinda ya da kararsiz kaldiklarinda ona
danigtiklar bir insan.

Akilli Buzdolabi: icinde her malzemenin
oldugu buzdolabina benziyor. Buzdolab1
yiyecekleri ve malzemeleri taze tutar ve korur.
Igindeki malzemeleri ya dogrudan kullaniriz ya
da onlar1 kullanarak farkli yemekler yapabiliriz.
YZ da i¢indeki bilgileri bozulmadan tutuyor.
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Istedigimiz malzemeleri her an sunabiliyor. YZ
Oyle bir buzdolabi ki bize bilmedigimiz tarifleri
de ogretiyor.

Egitilmesi Gereken Zeki Koéle: Tam olarak
bizim degil ama yine de bizim emirlerimizi
yerine getiren zeki bir kole. Bu kdle ancak
verdigimiz referanslar kadar emirlerimizi
yerine getirebiliyor. Ancak emirlerimizi daha
iyi yerine getirebilmesi igin is yaptiracagimiz
alanda onu egitmemiz gerekiyor.

Mantar: Olmadik yerlerde biten ve her
ortamda kendisini yetistirebilen mantarlar
olabilir. Ciinkii YZ da kendisini egitebiliyor.
Antrendr: Baskalarindan 6grendikleriyle bizi
egitirken bizden de bir seyler 6grenerek onu da
bagkalarina 6greten bir antrenore benziyor.
Giines: Karanlik geceye dogdugunda 1s181yla
aydinlatan, bize ilham veren giinese benziyor.
Karmasik  Asansor: Sadece  kendisini
kullanmay1 bilenleri yukar1 tastyabilen bir
asansore benziyor. Kullanmay1 bilmiyorsaniz
yerinizde sayarsiniz. Yanlis kullanirsaniz sizi
asagiya da gdtiirebilir.

Zeki ve Caliskan bir Cirak: Zeki, caligkan bir
¢iraga benziyor. Cok c¢aligkan oldugu igin gok
tretiyor, ¢ok is yapiyor. Ancak deneyimsiz
oldugu icin yaptig islerde sik hata da yapiyor.
Onun bir usta tarafindan egitilmesi gerekiyor.
Bilim Kurgu Kitabi: Ge¢misi ve gelecegi
gosterebilen, farkli diinyalar1  gérmemizi
saglayan bir bilim kurgu kitabina benziyor.

5. SONUC VE DEGERLENDIRMELER
YZ uygulamalarini  endistriyel  tasarim
proje/stidyo  derslerine  entegre  ederek
yaraticilik ve 6zgiinliik baglaminda 6grencilerin
yasadiklann tikamikliklar1 gidermeye yardimci
olabilecek yeni yaklasimlara ulasabilmeyi
amaclayan bu calismada YZ uygulamalarmin
hem olumlu hem de olumsuz taraflartyla
karsilagildi. Calismanin nihayete erdirilecegi bu
boliimde ilk olarak YZ uygulamalarinin proje
stireglerine entegre edilmesi sonrasi
gbdzlemlenen olumlu bulgular &zetlenecek.
Ikinci olarak olumsuz taraflar1 paylasilacak.
Ucgiincii olarak olumsuz taraflarini elemek igin
uygulanan  yontemin  sonuglart  ortaya
konulacaktir. Ardindan arastirmaya katilan
orneklem gurubuna yaptirilan YZ’ya yonelik
egretilemeler yorumlanacaktir. Sonu¢ kismimin
son bolimiinde ise c¢alismanin  kisitlart
belirtilecek ve literatiire nasil katki sagladig:
belirtilerek ¢alisma sonlandirilacak.
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5.1. YZ Uygulamalarimin Proje/Stiidyo
Dersine  Uygulanmas1  Sirasinda Ve
Sonrasinda Gozlemlenen Olumlu Sonuglar

1. YZ uygulamalarinin proje gelistirme
stireclerine entegre edilmesinin &grencilerin
merak ve limit duygularini harekete gecirerek
calisma motivasyonlarini arttirdig1 gézlemlendi
(A20, H23).

2. YZ’nin derslerde yaraticiligi destekleyen
biomimicry, retro tasarim, kurgusal tasarim v.b
esinlenme kaynaklarina degerli bir secenek
ekledigi degerlendirilmektedir. Kisa siirede ¢ok
sayida alternatif iireterek zengin bir kaynak
saglayabildigi  goriilmiistir. Bu durumda
yaraticiligl gelistirerek 6grencilerin yaraticilik
noktasinda yasadiklar1 tikanikligi gidermeye
yardime1 olmustur (C8, C15, D7, H6, J11). YZ
tarafindan iretilen zengin segenek kiimesini
olusturan ¢iktilar genellikle 6grencilerin
normalde diisiinemeyecekleri ya da akillarina
ge¢ gelecek unsurlar icerdigi igin de
yaraticiliklarina katki sunmaktadir (Al11, BS,
D11, E2, E17, G7, K7).

3. Ogrenciler genellikle proje siireclerinde
arastirma asamasindan sonra kendi projelerini
gelistirmeye nasil baslayacaklart noktasinda
sitkinti  yasarlar. YZ  uygulamalarmin
Ogrencilere yorumlayabilecekleri,
elestirebilecekleri ve esinlenebilecekleri essiz
bir baslangi¢ noktast sundugu goriilmektedir
(B13, D1, E14, F5, H1, B13).

4. Bu calismada bilgisayar destekli tasarim
programlarina  istenilen diizeyde hakim
olmayan ogrencilerin bile YZ uygulamalarina
hizla adapte olabildikleri gézlemlendi.

5, ChatGPT YZ uygulamasinin proje
stireclerinin arastirma kisimlarinda dogru bir
sekilde kullaniminin, konvansiyonel arama
motorlarina kiyasla aragtirmalari, daha kisa
sirede ve daha derli toplu bir seklide elde
etmelerini sagladig1 gézlemlendi.

Bu durumun 6grencilerin zaman yoOnetimine
olumlu katki sundugu gézlemlendi (A1, B6, H2,
J7, K3, A3, G2). YZ uygulamalarinin
Ogrencilerin isabetli kararlarim1 daha erken
almalarin1 ve yanlis kararlarindan daha erken
donmelerini saglayarak zaman yonetimine katk1
sundugu gozlemlendi (E12). YZ’nin arastirma
stireglerinde bilgiyi amaca yonelik
ayrigtirabildigi, sadece  yararlanilabilecek
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kisimlarin1  derleyerek  ve  diizenleyerek
verebildigi, Ogrencilerin bilgi kirliligi icinde
kaybolmasmi engelledigi gozlemlendi (Al0,
El, E13, F1, K8). Bu durumun O6grencilerin
arastirmalarin1  sadece daha kisa zamanda
yapmalarin1 saglamakla kalmayip arastirmay1
cok daha etkili ve yarali bir sekilde
kurgulanmasini sagladig
degerlendirilmektedir.

6. Endistriyel tasarim disiplininin 6nemli
stireclerinden birisi olan miistakbel rakip
iiriinlerdeki tasarim problemlerinin tespiti YZ
olmaksizin biiyiik dl¢iide 6grencinin o {irlini
kullanma firsati yakalamasina ve gozlem
gilicine bagliydi. Ancak YZ’nin internet
aglarmi  tarayarak  dirlinlerin  kullanict
yorumlarina eriserek onlari derleyebildigi i¢in
problem tespitini kolaylastirdig1
degerlendirilmektedir (H3, J10, K2).

7. Tasarim Ogrencilerinin proje yiiriitliclilerine
ulagsamadiklar1 durumlarda ogrencileri
akademik ve bicimsel olarak yonlendirebildigi,
aragtirmalarin1 kurgulayabildigi ve bir tasarim
hocasi gibi proje kritigi verebildigine yonelik
veriler elde edildi. Bu durumun YZ
uygulamalarmin bir tasarim hocas1 roliinii
tistlenerek hocanin iistiindeki yiikil hafiflettigi
degerlendirilmektedir (D2, H13, J5, H21, Gl1,
G4, HS5, B14, C16, D15). YZ’nin 6grencilerin
projeleriyle bas basa kaldiklar1 durumlarda
yalnizlik duygusunu azalttigi, onlara bir ekip
arkadasi oldugu hissi verdigi, stresini azalttig1
ve Ogrencileri cesaretlendirdigi gozlemlendi
(D9, D8, C5, B9, B8, E15, F1, G4, H7, G11).

8. YZ uygulamalarinin {iriin tasarimi yapmanin
disinda  Ogrencilerin  bizzat tasarladiklar
iirlinleri de render programlarina gore daha
etkili bir sekilde verilen promptlarla istenilen
mekanlarda gorsellestirerek, render
alabildikleri  gbzlemlendi. Bu  durumun
Ogrencilerin ¢alisma motivasyonlarina olumlu
katki sundugu degerlendirilmektedir. (A15, F6,
J6).

5.2. YZ Uygulamalarimmin Proje/Stiidyo
Dersine  Uygulanmas1  Sirasinda Ve
Sonrasinda Gozlemlenen Olumsuz Sonuclar
1 YZ  uygulamalarindan ~ “ChatGPT”,

“Midjourney” ve “Image fx” ile yapilan erken
denemelerde bu uygulamalara metin olarak
proje brifinde belirtilen talepler dogrultusunda
soru soruldu. Bu soru: “X firmasi (elektrikli
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mutfak aleti liretmeyen) eger elektrikli mutfak
aletlerinden Y {iriiniinii {iretmek icin kendi
tasarim felsefesi ve tasarim ¢izgilerini yansitan
bir iriin tasarlayacak olsaydi nasil {iriinler
ortaya cikard1?” Cevap olarak endiistriyel
tasarim disiplininin karakteriyle uzlasmayacak
“kitch” tirlinler iirettigi gozlemlendi (A15, B7,
Cl11, E19, G9, G10, H10, H19, J16, K12).

2. YZ uygulamalarinin tasarladigi triinlerin
ergonomik, antropometrik standartlara ve
kullanilabilirlige aykir1 olabilecegi gozlemlendi
(A19,B11, D12, G8, J15, K9).

3. YZ uygulamalarinin tasarladig: {irtinlerde
malzeme ve iiretim yontemleriyle celisebilecek
tasarimlar ortaya ¢iktigi da gézlemlendi (A16,
H17, A17,B2,B12, C12, D13, H11, H16, H18,
J17,K10).

4. YZ uygulamalarinin gorsellestirme agisindan
bazen ve bazi1 Ogrencilere gore miikkemmel
ciktilar  dretmesinin  &grencilerin  bazi
zamanlarda YZ’y1 rakip olarak algilamalarina
ve mesleki gelecekleri acisindan endise
duymalarina neden oldugu da gézlemlendi (AS,
A23, B15,C7, D16, C6, F7, G14, J18, K4).

5. Tasarim 6grencilerinin proje siireglerinde YZ
kullaniminin tasarim hukuku, fikri miilkiyet ve
sinai haklar konusunda sorun ¢ikarmasina dair
hukuki endiseler tasidiklara dair veriler elde
edildi (A24, K14, G15, K13). YZ kullaniminin
hukuki sorun teskil etmemesi i¢in hangi sinirlar
ve  cerceveler  icerisinde  kullanilmasi
gerektigine dair Ogrencilerin kaygili olduklart
gbzlemlendi.

6. YZ uygulamalarina fazla bagimh kalmanin
ogrenciler ekip ve gurup c¢aligmalarindan
uzaklastirabilecegi, ogrencileri asir1
bireysellestirebilecegi ve dgrenciler arasindaki
iletisime zarar verebilecegi endigesine dair
veriler elde edildi.

7. YZ tarafindan {iretilen tasarim ciktilarinin
Ogrencilerin  bireysel tasarim isluplarina
uymadigi, kendi tarzlarmi yansitmadigi igin
motivasyon diislisii ve tikaniklik yasadiklarina
dair goriislerle de karsilasildi (A4, A6, GS5).
Ancak bu durumun dogru promt girmemeyle
alakali olabilecegi de degerlendirilmektedir.

8. YZ uygulamalarina {icretsiz erisimin ¢ok
sinirl1 olmasimin ve erisim lcretlerinin yiiksek
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olmasimin 6grencileri {imitsizlige sevk ederek
onlar1 olumsuz yonde etkiledigi gozlemlendi
(C17, El6).

9. YZ uygulamalarina fazla bagimli kalmanin
Ogrencileri  tembellige  siiriikleyebilecegi,
Ogrencilerde ertelemeyi aligkanlik haline
getirebilecegi, yapacagi isleri son dakikaya
birakmalarima neden olabilecegi gozlemlendi
(C13, F2, F3, G3, H20, K15).

10. YZ kullanimmin 6grencileri  diislince
tembelligine ittigi i¢in yaratict melekelerine
zarara verebilecegi ve 6grencilerin tasarim ve
aragtirma becerilerini koreltebilecegine dair
veriler elde edildi (A12, A13, C9, C14, E18,
J12, A21).

11. Ogrenci psikolojisi agisindan hazir ve kolay
sonuclara egilimli olan Ogrencilerin tasarim
acisindan olgunlasmamis oldugu halde sirf iyi
goriindiigii i¢in YZ uygulamalarinin erken
¢iktilarimi kendi emeklerini katmadan ¢abucak
benimsemeye caligtiklar1 da gozlemlendi. Bu

durumun yaraticiliklarini olumsuz
etkileyebilecegi degerlendirildi.

5.3. YZ Kullannminda Karsilasilan
Problemler ve Zorluklarin Giderilmesi
Amacryla Kullamilan Yontemin

Degerlendirilmesi

YZ’nin proje siireclerine entegre edilme
denemelerinde karsilagilan olumsuzluklar1 ve
zorluklart agabilmek icin endiistriyel tasarim
disiplininin yaraticiligi tesvik eden yontemleri
olan soyutlama, yorumlama, kiyaslama,
yeniden tasarlama gibi eylemler Cross ve
Archer tarafindan gelistirilen yaratici tasarim
metodolojisiyle  birlikte YZ  ¢iktilarina
uygulanilarak yeni {irlinler tasarlandi Bunun
nihayetinde ise asagidaki sonuglara ulasildi.

1. YZ uygulamalarmin tasarladigi iiriin
ciktilarinda  karsilagilan  kitch  unsurlar
soyutlanarak iiriin tasarimlarindan ¢ikarildu.
Uriinlerin  bigim ve islev uyumu bdylece
korunarak YZ uygulamalarindan yararlanilmig
oldu.

2. YZ ile elde edilen firiin tasarimlarindaki
ergonomik ve antropometrik sikintilar dogru
Olgeklendirme ve tasarim ¢izgisini koruma
sartiyla yeniden c¢izilerek kullanilabilirlik
standartlar1 tekrar yakalandi.
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3. YZ ile elde edilen iiriin tasarimlarinda iiretim
yontemleriyle ¢elisen kisimlar bulunmaktaydi.
Birlesme ¢izgisi olmadan olusturulan ve plastik
ile metal enjeksiyon kaliplarindan ¢ikamayacak
geometrilerdeki  iriin  pargalar1  yeniden
montajlanarak birlestirilecek sekilde bicim
dilleri muhafaza edilerek yeniden ¢izildi.
Bdylece YZ uygulamalarinin {irettigi tasarimlar
yeniden revize edilerek tasarlanirken tiiretim
yontemlerine uygun hale getirildi.

4. Yaratic1 endiistriyel tasarim siireglerinin YZ
ciktilarina uygulanmasi, 6grencilere tamamen
YZ’ya yaslanmak ve ona glivenmek ya da
ondan tirkmek yerine onu sadece yararlanilmasi
gereken kullanigli bir ara¢ oldugunu da
gostererek egitim siirecine katki sunmustur.

5.4. YZ’ya Yonelik Yapilan Egretilemelerin
Yorumlanmasi

Bu bolimde katilmeilarin YZ  hakkindaki
algilar1 ve diislinceleri kullandiklar1 mecaz
ifadeler ve egretilemeler iizerinden desifre
edilmeye ¢alisilacaktir.

Ogretmen rolii: Katilimcilardan  gelen
“Peygamber”, “Antrendr” ve “Ustabag1”
benzetmeleri YZ’nmn  Ogretmen  olarak
algilandigim ~ gostermektedir.  “Antrendr”
benzetmesi YZ’nin bagkalarindan

ogrendiklerini bize 6gretmesine isaret ederken
“Ustabas1” benzetmesiyse YZ’nin bizi bir
taraftan  egitirken  diger  taraftan da
yonlendirerek  igleri cabuk ve kaliteli
yapmamizi sagladigina isaret etmektedir.

Egitime muhtac¢ ve hizmetle miikellef olmasi:
“Egitilmesi Gereken Zeki Kole”, “Zeki ve
Caligkan Cirak” benzetmeleri YZ’nin belirli
gorevleri daha iyi yapabilmesi i¢in 6zel egitime
ihtiyacim1 gosterir. Bu benzetmeler YZ’nin
insanlara hizmet ve itaatle miikellef olmalarina
yonelik bir algiyr da vurgular. Caliskan ¢irak
ifadesi ayn1 zamanda heniiz tam egitilmemis
YZ uygulamalarinin ¢ok sayida c¢ikti
verebilmesine ragmen sik hata yapabilmesine
de atifta bulunuyor.

Kendisini egitebilmesi: “Mantar” benzetmesi
ekilmedigi ve sulanmadigi halde kendiliginden
cikarak biiylimesine atifta bulunarak YZ’nin
kendisini egitebilmesine isaret etmektedir.
Ayrica “yalniz yasayan insan” benzetmesi de
YZ'nmin  kendisini  egitebilecegine  ve
yetebilecegine yonelik algiy1 gosteriyor.
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Kullamiciya gore sekillenmesi: “Psikolog”
benzetmesi psikologlarin hastalarini dinleyerek
onlar1 ¢ézlimlemesi ve onlarin mizacina gore
sekillenerek onlar bilgilendirmesi iizerinden
YZ’nin kullanicilara gore  sekillendigine
yonelik bir algiya isaret etmektedir. Ayrica
bagka bir katilimcidan gelen karmasik asansor
benzetmesi de YZ’min kendisini kullanan
kisinin idrak seviyesine gore sekillenerek
yararli ya da zararh olabilecegi algisina isaret
etmektedir. Karmasik asansoriin  kendisini
bilingli ve beceriklice kullanabilen yolcularini
yukart tasidigi, kendisini kullanamayanlar
yerinde saydirdigi, yanlis kullananlariysa asag
indirdigi gibi YZ’y1 bilingli ve beceriklice
kullananlar1 yukari tasiyabilmesine, kendisini
kullanamayanlarla yanhs kullananlar1 ya
yerinde saydirmasina ya da yeteneklerini
korelterek asagi cekebilmesine dair algilara
isaret etmektedir.

Kusatma ve bagmnti rolii: Bir katilimcidan
gelen “otoban” benzetmesi YZ’nin diinyay1
kusatmasini vurgular. Otobanlarin diinyadaki
tiim sehirleri bir birine baglamasi tizerinden YZ
da bilgileri birbirine baglar. Ayrica otobanlarin
tali yollardan daha hizli ulasim saglamasi da
YZ’nin diger araglardan daha hizli olmasina
gondermede bulunuyor. Benzer sekilde “Taksi
soforii” benzetmesi de taksi soforlerinin sehri
iyi bildikleri i¢in yolcuyu istedigi yere hizlica
ulastirmasi gibi YZ’ nin kullanicilart istedikleri
bilgiye hizlica ulastirmalarina isaret etmektedir.

Analitik Diisiinebilme: Bir kullanicidan gelen
“Sherlock Holmes” benzetmesi bu kurgusal
karakterin hizli ve analitik bir sekilde
diisiinebilme becerisi tlizerinden YZ’nin da
benzer becerilere sahip olduguna dair bir kaniy1
ortaya koymaktadir.

Hiz: Bir katilimcidan gelen c¢ita benzetmesi

citalarm  diger canlilardan daha hizh
kosabilmelerine goénderme yaparak YZ’nin
diger araglara gore c¢ok daha hizlh

caligsabilmesine isaret etmektedir.

Diinyayr degistirme: Katilimcilardan gelen
Hz. Muhammet, Einstein ve Newton
benzetmeleri peygamberlerin ve 6nemli bilim
insanlarinin  diinyay1 degistirme, etkileme,
doniistiirmeleri lizerinden YZ’nin diinyay1
degistirme ve etkilemesine dair algilara sahip
olduklarina isaret etmektedir.
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Dilekleri yerine getirme: Bir katilimcidan
gelen Alaeddin’in Sihirli Lambasindan ¢ikan
cin benzetmesi YZ’nin insanlarin &grenmeyi
diledikleri bilgileri onlara sunarak dilekleri
yerine getirmesine igaret etmektedir. Bu arada
Aladeddin’in Sihirli Lambasindan ancak 3
dilekte bulunulabilmesi de YZ maliyetine ve
sinirlt kullanima isaret edebilir.

Gecmisi, gelecegi ve goriinmeyeni gosterme:
“Giines”, “biiyiicii kiiresi”, “OIJUA cin cagirma
tahtasi” gibi metaforlar karanlikta kalan,
uzaklarda bulunan, normalde zor erisilebilecek
bilgileri aydinliga ¢ikararak asikar kilan bir
ozelligine gondermede bulunmaktadir. Ayrica
biiylicii kiiresiyle birlikte baska bir katilimcidan
gelen “bilim kurgu kitab1” metaforu ge¢misi,
gelecegi ve farkli diinyalar1 gostermesi ve hayal
diinyamiz1 ve yaraticiligimizi tetiklemesiyle
YZ’nin bu 6zelliklerine de isaret etmektedir.

Gizem, iirkiitiiciilik ve siiphe: “Agiyla
birlikte oriimcek” metaforu ve yukarida
bahsedilen “biiyiicii kiiresi” ile “OIJUA cin
cagirma tahtast” YZ’nin gizemli ve iirkiitiicii
taraflarini  vurgulamaktadir. Bu arada cin
cagirma tahtasinin tehlikeli olabilmesi ve gelen
cinin yalan sdyleme olasilig1 tizerinden YZ’nin
tehlikeli ve silipheli olma ihtimaline yonelik
algilar1 ortaya konmaktadir. Tiyatrocu metaforu
da tiyatrocularin gercegi tam yansitmamasi
lizerinden siiphe algisina gonderme
yapmaktadir.

Sonsuz bilgiyi muhafaza edebilme: “Kasif
Dora’nin c¢antasi” ve “Akilli Buzdolab1”
metaforlari, YZ’ nin ne zaman neye ihtiyacimiz
olsa onu bize sunabilmesinin yan sira
ihtiyacimiz olan sonsuz bilgiyi muhafaza
edebilmesine isaret etmektedir.

Buzdolabinin akilli olmasi malzemeyi sadece
sunmakla kalmayip yemek tarifi yapabilmesine
gondermede bulunarak YZ’nin bilgiyi nasil
kullanabilecegimizi Ogretmesine isaret
etmektedir.

5.5. Arastirmanin Kisitlari

Bu arastirmada da birgok ¢alismada oldugu gibi
bazi kisitlar bulunmaktadir. Oncelikle bu
calisma sadece Selguk Universitesi Endiistriyel
Tasarim 3 dersi kapsaminda yiiriitiilmiis ve
Ogrencilere tasarim rehberligi sadece bu
makalenin yazari tarafindan sunulmustur. Diger
tiniversitelerin endiistriyel tasarim boliimlerinin
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de istirakiyle yapilacak ve bir¢cok tasarim
hocasinin  kendine 06zgii deneyimleri ve
becerileriyle katilacaklart YZ ve yaraticilik
odakli c¢aligmalarla daha zengin ve giivenilir
sonuclar ortaya ¢ikarilabilir. Ayrica bu
calismanin gergeklestirildigi tarihte Midjourney
YZ uygulamas: tcretsiz olarak tek bir Google
hesabina giinde sadece li¢ ¢ikt1 alinmasina izin
veriyordu. Bu durumda 6grenciler ek Google
hesaplar1 agarak ancak belli siirelerde ve smirl
bir YZ uygulamasina erigebiliyordu. Bu da
kisithh zamanda ancak sirli sayida YZ
tasarimlarina ulasabilmeyi miimkiin kildz.

Ek finansman destekleriyle &grencilere ve
egitimcilere smirsiz ve  farkh YZ
uygulamalarina ulagmalarin1 saglayabilecek
konuyla ilgili caligmalar da daha etkili ve
giivenilir sonuglara ulasmay1 miimkiin kilabilir.

5.6. Arastirmanin Literatiire Katkilari

Bu ¢alismadan daha 6nce YZ uygulamalarmin
tasarim disiplinlerine uygulanmasina ydnelik
yapilmis frem Elal & Hiiseyin Ozkal Ozsoy’un
ve de Radhakrishan’inin calismalarinda YZ
uygulamalarinin ~ 6grencilerin  yaraticilik,
heyecan, merak ve calisma motivasyonlarina
etkisi incelenmisti [35-47]. Bu c¢alisma ise
kendinden oOnceki caligmalara ek olarak YZ
uygulamalariyla elde edilen endiistriyel iiriin
tasarimlarindaki handikaplara Nigel Cross ve
Archer’in dnerdigi tasarim metodolojisi drnek
alinarak yaklagilmis ve YZ uygulamalarmin
eksik ve hatali kisimlarmin giderilmesine
yonelik olumlu sonuglar elde ederek literatiire
onemli bir katkida bulunmustur.

Ayrica arastirmacinin  kendi  gbzlem ve
degerlendirmelerinin 6grencilerin goriisleriyle
paralel bir sekilde degerlendirilmesi ve ¢apraz
sekilde okunmasi bir taraftan arastirmacinin
gozlemlerini  kontrol edebilmesine olanak
saglarken diger taraftan da goziinden kacan
unsurlar1  yakalamasini miimkiin  kilmistir.
Aragtirmada  kullamilan  YZ’ya  yo0nelik
egretileme c¢alismasi tasarim Ogrencilerinin
YZ’y1 algilama bigimlerine ve YZ ile ilgili

diisiincelerine mecaz anlatimin  giiciinden
yararlanarak Onemli desifreler saglamigtir.
Sonu¢ olarak YZ uygulamalart gelisen

bilgisayar donanimlari, biriken deneyimler ve
insan tarafindan egitilmeye halen devam
edilmesi suretiyle gelisimini hizin1 arttirarak
siirdiirmektedir. Yakin gelecekte bu ¢aligmanin
konusu olan handikap ve olumsuz taraflar
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giderilebilir. Bu nedenle YZ’ya hem tasarim
egitimcilerinin hem de Ogrencilerinin hazir
olmasi gerektigi degerlendirilmektedir.
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ABSTRACT

The power generated from wind turbines is of critical importance as one of the fundamental components
of sustainable and renewable energy systems. However, the complex and nonlinear nature of wind flow
and the influence of interconnected factors make turbine power estimation significantly difficult. This
study aims to evaluate the performance of different forecasting models using real-time data obtained
from wind turbines and to determine the most effective model for wind power generation. The analyses
are performed based on performance metrics that measure the agreement between the predicted and
actual values. The study results reveal that the Decision Tree Regressor model provides the highest
accuracy with 0.998 R? value and low error rates (RMSE: 0.151, MAE: 0.036) and that tree-based
models are more effective in wind power estimation. These models, trained using large datasets, offer
significant potential in terms of increasing power grid stability and ensuring the optimization of wind
farms. The study shows that advanced methods used in turbine power estimation are an effective tool
for optimizing renewable energy use by contributing to sustainable energy targets.

Keywords: Artificial Intelligence, Bigdata, Prediction, Renewable Energy, Sustainability

1. INTRODUCTION simulating the effects of meteorological
Renewable energy has become a cornerstone of conditions [2]. Nonetheless, these conventional
global efforts to combat climate change and models fall short in capturing the complex and
reduce dependence on fossil fuels. Among these nonlinear behavior of wind dynamics [4].
energy sources, wind energy has attracted
attention due to its scalability and potential to In light of these limitations, recent years have
generate significant amounts of energy without witnessed a shift towards more data-driven
carbon emissions [1]. However, the inherent approaches. The advent of Machine Learning
characteristics of wind, such as variability and (ML) and Deep Learning (DL) has ushered in a
discontinuity, make it difficult to accurately new era in wind power forecasting. Deep
predict energy outputs, which creates critical learning algorithms such as Convolutional
challenges for integration into energy grids and Neural Network (CNN) and Long Short-Term
system stability [2]. Memory (LSTM) have shown superior
performance in capturing temporal and spatial
To address these challenges, various forecasting dependencies in wind turbine data [5]. Hybrid
methods have been developed over the years. approaches have improved prediction accuracy,
Traditional methods have been based on especially with techniques such as the
physical models and statistical analyses. For combination of Discrete Wavelet Transform
example, methods such as Autoregressive (DWT) and LSTM [6]. Recently, meta-heuristic
Integrated Moving Average (ARIMA) and methods such as Sparrow Search Algorithm
Kalman filtering have tried to predict wind (SSA) have been used in wind power forecasts
power based on historical data [3]. Numerical and have significantly improved the forecast
Weather Prediction (NWP) based physical accuracy [7]. In addition, hybrid ARIMA-
models have improved forecast accuracy by LSTM models have shown high performance
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by capturing short- and long-term dependencies

[8].

Despite these advancements, some challenges
remain. The limited availability of high-quality
data and the difficulty of generalizing models
across different geographical regions limit the
applicability of wind power forecasts [9].
Furthermore, errors in the accuracy of NWP
models lead to performance degradation in
short-term forecasts [10]. To mitigate these
issues, hybrid strategies combining learning-
based models with optimization techniques
have been proposed. For example, performance
improvement has been achieved by combining
Teaching Learning Based Optimization
(TLBO) algorithms with deep learning models
[2]. In  addition, Variational = Mode
Decomposition (VMD) and Gated Recurrent
Unit (GRU) based models offer higher
accuracy, especially in short-term forecasts

[11].

Another important approach to improving
forecasting performance is the effective use of
turbine-level data. The utilization of turbine-
level data is critical in improving forecast
accuracy. These approaches have been
improved by the development of hierarchical
models that effectively utilize turbine-level
information [12]. For example, new methods
utilizing turbine-level information have led to
improvements in probabilistic wind power
forecasts [6,13].

In summary, while substantial progress has
been made in the field of wind power
forecasting, several persistent challenges
remain to be addressed. Achieving high
forecasting accuracy is essential not only for
ensuring grid stability but also for the efficient
integration of renewable energy into the power
system. However, limitations such as the low
quality and availability of data, regional and
climatic variability, and the inherent constraints
of traditional prediction models continue to
hinder progress in this domain. The literature
highlights that overcoming these challenges
requires the development of more robust,
generalizable, and adaptive approaches.
Therefore, there is a pressing need for novel
methods that can enhance model performance,
accommodate diverse operating environments,
and contribute to the reliable use of wind energy
in sustainable power systems. In this study, the
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performance of various machine learning
algorithms are compared using real-time data at
the turbine level and an effective prediction
model is developed. In the second section,
information about the comprehensive dataset is
given, and the details of the machine learning
algorithms applied after pre-processing steps,
along with evaluation parameters, are
presented. In the third section, experimental
results are presented and the models are
compared. In the results section, the accuracy of
the developed forecasting model and its
contribution to power grid stability are
discussed. In addition, the limitations of the
study are evaluated and suggestions for future
studies are presented.

2. MATERIAL AND METHODS

2.1. Data Source

In this study, real-time data were obtained from
a wind farm located in the Denizli region of
Turkey, where the energy production values of
three turbines, each with three blades and a
capacity of 3.4 MW (3400 kWp), were
monitored for one year. The site has an
elevation of 1618 meters and a hub height of
79.5 m. The dataset, comprising 526,221 rows
and 22 columns, was collected between January
1 and December 31, 2024, with minute-level
sampling recorded daily from an actual wind
turbine in the region. These data enables the
estimation of wind energy production over time.
These dataset columns contain various
measurements that track in detail the
performance and operating parameters of a
wind turbine. Parameters such as time data,
device identifier, active power, wind speed,
nacelle orientation, operating status, current and
voltage values, frequency, reactive power, fault
codes, rotor and generator rotational speeds,
ambient temperature, hydraulic system pressure
and total amount of energy supplied to the grid
are used to monitor the instantaneous and
cumulative performance, electrical
characteristics and operating conditions of the
turbine.

The dataset used in this study was obtained in
real-time from an industrial-scale wind turbine
site. It encompasses electrical, mechanical, and
environmental variables measured under actual
operational conditions. This enhances both the
practical relevance of the study and its
contribution to sustainable energy systems.
Table 1 provides detailed descriptions of the
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dataset  variables, including
environmental, and electrical
collected from wind turbines.

operational,
parameters

Table 1. Description of the wind turbine dataset
variables.

Data Column Description

Timestamp of the
record (UTC)

Unique identifier
assigned to each wind
turbine

Active power output of
the turbine (kW)
Wind speed at the
turbine location (m/s)
Nacelle (turbine head)
direction (degrees)
Operational
status/state of the
turbine

Phase V current value
(Amps)

Phase U current value
(Amps)

Phase W current value
(Amps)

Phase V voltage value
(Volts)

Phase U voltage value
(Volts)

Phase W voltage value
(Volts)

Frequency of the
generated electricity
(Hz)

Reactive power output
of the turbine (VAR)
Error codes, if any,
detected during
operation

Rotor rotational speed
(Revolutions Per
Minute)

Generator rotational
speed (RPM)
Ambient temperature

time

device id
active_power
wind_speed

yaw_direction

wt_operationstate
current_v
current u
current w
voltage v
voltage u

voltage w

frequency

reactive_power

error_code

rotor_rpm

generator_rpm

ambie tmp near the turbine (°C)
Hydraulic system
hyd press pressure

Total energy exported
to the electrical grid
Active energy
difference between
consecutive
measurements

active_energy_export

cac

The dataset used in the prediction algorithm
includes electrical, mechanical, and
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environmental variables collected at the turbine
level. Among these, electrical parameters-
particularly current and voltage-played a
decisive role in prediction performance,
significantly enhancing model accuracy by
providing strong predictive power.

2.2. Data Preprocessing

The performance and accuracy of wind turbine
forecasting models can be significantly affected
by missing or inaccurate data in the dataset.
Such errors are usually caused by missing
values, inconsistent data entries or irregularities
in the dataset. In this study, a comprehensive
data preprocessing process was implemented to
improve the quality of the dataset and ensure the
reliability of the prediction models.

Firstly, K-Nearest Neighbours (KNN), Linear
Interpolation and Mode Interpolation methods
were used to fill the missing data. These
methods provided a statistically consistent
filling of missing values. In addition, redundant
and repetitive columns (redundant features) in
the dataset were identified and removed. In
order to create a data structure suitable for time
series analysis, new features derived from the
‘time’ column were created. These features
include ‘hour’, ‘day’, ‘month’, ‘year’, ‘day
name’. These inferences allowed the model to
learn temporal dynamics better.

In order to increase the generalization capability
of the dataset and to prevent overfitting of the
model, cross-validation method was applied. In
addition, normalization was performed to
eliminate the scale differences between the
features and to increase the convergence speed
of the model. These steps made the dataset
suitable for machine learning models. In
addition, statistical analyses were performed on
input features and power. This process
contributed to eliminating inconsistencies in the
dataset and increasing model accuracy.

Feature Engineering: Feature extraction is the
process of creating numerical features from raw
data that can be used in machine learning
models. The number of input features can be
very large and many of them may have low
correlation with the target variables. Feature
selection methods are a critical step to improve
model performance, reduce training time and
improve the interpretability of models [14].
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In this study, new features are derived to better
model wind turbine performance and improve
prediction accuracy. These features include
energy exchange ratio (active energy / reactive
energy), rotor and generator speed ratio, current
unbalance (standard deviation of currents),
voltage unbalance (standard deviation of
voltages) and power efficiency (active power /
wind speed). These derived characteristics
better reflect the dynamic behavior of the
system, strengthening the predictive capability
of the model and enabling a more effective
analysis of critical parameters related to power
generation.

2.3. Machine Learning

Within the scope of machine learning, various
regression-based machine learning models are
applied in this study for the prediction of wind
turbine data. These models aim to estimate the
dependent variable based on independent
features using learning algorithms [15]. In the
study, nine machine learning models were
trained according to the characteristics of the
dataset and the results were analyzed. The data
were divided into 80% for training the model
and 20% for testing.

Among the models, Decision Tree Regressor,
based on decision trees, stands out with its
capacity to make fast and effective predictions
by branching the data [14]. XGBoost Regressor,
a more advanced algorithm, provides high
accuracy and performance by using the gradient
boosting method [16]. Similarly, Gradient
Boosting Regressor aims to reduce the error by
successively optimizing a set of weak
predictors.

Furthermore, the Extra Tree Regressor model
offers greater generalization capacity by using
randomized decision tree principles [14,17]. K-
Neighbors  Regressor offers a simple and
efficient approach, basing predictions on the
values of the KNN. Linear Regression, a more
basic model, makes predictions assuming a
linear relationship between the target and
independent variables. However, this model
may have limitations on non-linear datasets. In
addition, more sophisticated models such as
Ridge, Elastic Net and Lasso try to avoid
overfitting by using regularization techniques
[18-20]. This process has enabled the
identification of the most suitable algorithms
for wind turbine forecasting models.
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2.4. Performance Metrics of the Model

Error metrics used to evaluate the performance
of machine learning algorithms play a critical
role in measuring how well the model fits with
real values and its generalization capability.
These metrics help to evaluate the effectiveness
and reliability of the model by determining its
predictive accuracy and predictive power.

Mean Absolute Error (MAE) is a metric used to
determine how close the predictions are to the
true values and evaluates the average error of
the predictions. This metric is calculated by Eq.
1 [21].

MAE = /% "1z -z

Root Mean Square Error (RMSE) measures the
magnitude of deviations of the model's
predictions from the true values; it indicates
how well the predicted values agree with the
true observations and is a metric reflecting the
error rate. To compare the prediction accuracy
of different models, RMSE is calculated by Eq.
2 [21-22].

e

RMSE \/%zyzl(zj ~ 7))’ )

R-squared (R?) is a measure of how well a
model fits the data; high values indicate the
explanatory power of the model. Eq. 3 [23].

_ Ia(z-2)°

R2=1 — 2=
YX(zj-2))

€)

Mean Squared Error (MSE) is a widely used
evaluation metric that quantifies the average of
the squared differences between predicted and
actual values. It provides a measure of how
close the regression model’s predictions are to
the true outcomes. The MSE is calculated by
Eq. 4.

5 \2
MSE=—3", (2 - %) (4)
3. EXPERIMENTAL FINDINGS

In this study, the power generation performance
and operating dynamics of the wind turbines are
analyzed in detail using annual real-time data
obtained from the wind farm. The analyses of
the monthly energy production values reveal
that the turbines provide a high stability in
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energy production throughout the year, and
these findings are presented in detail in Figure
1. From January to December, the total energy
production ranged between 2.5x10'> kWh and
3.0x10? kWh, with a slight increase in
production in the last quarter of the year
(October, November, December). This increase
can be attributed to the increase in wind speeds
during this period of the year. However, the
generation remained relatively constant during

lel2

the summer months (June, July, August),
indicating that the system operates continuously
and efficiently despite the seasonal variations in
wind speed. The results show that wind turbines
provide a reliable contribution to the energy
needs in the region.

3.0

2.51

2.0

1519

Total Energy (kWh)

1.01

0.5

0.0

January February March April May

T
June

July August  September October November December

Figure 1. Total montly energy production.

Figure 2 illustrates the importance of various
input features in predicting active power output,
based on the linear regression coefficients. The
results clearly underscore the dominant role of
electrical current variables in the model’s
predictive performance. Among all variables,
three-phase  current  values  (current w,
current v, current u) exhibited the highest
regression coefficients. While current w and
current_v contributed positively, current u
presented a strong negative coefficient, likely
reflecting phase-specific imbalances in the
system.

The differences between the phases are due to
asymmetric loading and instantaneous power
regulation in the system. In real wind turbine
data, the contribution of each phase to the active
power is not equal due to factors such as rotor
position, wind direction and inverter operating
characteristics. The higher effect observed
especially in the W phase can be associated with
the situations where this phase carries more
current under load or that phase transmits more
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energy at the inverter output. Such imbalances
are commonly observed in field operations.

Voltage components (voltage v and voltage w)
also had a moderate yet positive influence on
the  model output, indicating their
supplementary role in power estimation.
Conversely, mechanical indicators such as wind
speed and rotor RPM, although theoretically
significant and highly correlated with active
power, showed relatively lower predictive
power within the linear regression model. This
suggests that for short-term forecasting,
electrical signals provide more direct and
immediate predictive value than mechanical
inputs.

Environmental parameters such as ambient
temperature and hydraulic pressure contributed
minimally, offering only limited explanatory
power related to operational efficiency.
Similarly, frequency and reactive power had
negligible influence, indicating their minor role
in determining active power within this context.
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Overall, the integration of highly impactful
electrical variables, particularly current and
voltage, substantially enhanced the model’s
prediction accuracy. These findings reinforce
the superiority of electrical parameters over

mechanical and environmental variables for
short-term active power forecasting in wind
energy systems.

- r @ r @ 0 00000I]
current_w 1 @ ]
I
current_v 4 __I
voltage_v - -
voltage_w - =
reactive_power - I
@ wind_speed - I
LY
@ ambie_tmp 1
g
generator_rpm -
rotor_rpm -
frequency
hyd_press
voltage_u
current_u -
=500 =250 0 250 500 750 1000 1250

Effect

Figure 2. The impact of variables on active power based on linear regression coefficients.

The correlation matrix illustrates the
interdependencies among various wind turbine
parameters. A very strong positive correlation
was observed between active power and current
in phases U, V, and W (r = 1.0), indicating that
electrical current directly determines active
power generation. Additionally, rotor RPM and
generator RPM also showed a strong correlation
with active power (r = 0.83), underlining the
importance of mechanical rotation in energy
conversion. Interestingly, voltage values (U, V,
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W) displayed weaker correlations with active
power (ranging from 0.16 to 0.25), and
frequency showed an even lower correlation (r
= 0.042). These findings reinforce that
mechanical dynamics such as rotor speed, along
with electrical current, are the dominant factors
in power production, whereas voltage and
frequency play a comparatively limited role.
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Figure 3. Wind farm parameter correlation matrix.

In this study, various machine learning models
were applied to predict energy production using
real-time farm data obtained from wind turbines
and the performances of these models are
comprehensively given in Table 2 with metrics
such as accuracy (R?), error rates (RMSE,
MAE).

It compares the performance of various machine
learning algorithms in predicting wind turbine
energy production. Decision Tree Regressor
showed the highest performance with R? value
of 0.998, RMSE 0.151 and MAE 0.036, and
provided the most accurate predictions by
providing a very good fit to the data. XGBoost
Regressor and Extra Tree Regressor provided
an accuracy close to Decision Tree with R?
values of 0.995 and 0.989, respectively, and
were among the reliable models with low error
rates. Gradient Boosting Regressor provided an
acceptable accuracy with R? value of 0.962, but
was considered a less effective model due to
higher RMSE and MAE values. K-Neighbors
Regressor showed a moderate performance with
R? value of 0.912. However, Linear Regression
and Ridge models had low accuracy with R?
values of 0.806, and their high error rates
showed that they could not capture the data
complexity sufficiently. Elastic Net and Lasso
models had the lowest accuracy with R? values
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of 0.734 and 0.729, and they exhibited poor
performance with high error rates.

Table 2. Machine learning regression model results
for wind power prediction.

ML Regression R _Squared RMSE MAE
Algorithms
DecisionTree 0.998 0.151 0.036
XGBoost 0.995 0.256 0.114
ExtraTree 0.989 0.390 0.086
GradientBoosting 0.962 0.740 0.433
Kneighbours 0.912 1.126  0.746
Linear 0.806 1.679 1.123
Ridge 0.806 1.679 1.123
ElasticNet 0.734 1.965 1.235
Lasso 0.729 1.983 1.235

Figure 4 compares the agreement between
predicted and actual values of different machine
learning models. The analysis revealed that
tree-based models provide the highest accuracy
in energy production estimation by better
capturing complex data relationships. While
these models provide effective and reliable
results in wind energy estimation, it was
observed that simple models cannot adequately
represent the data complexity and therefore
exhibit lower performance. This clearly shows
that complex and optimized algorithms provide
more reliable results in wind power estimation.
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Figure 4. Predicted and actual values of the machine learning models of R? score.

The accuracy of the models developed within
the scope of the study was tested not only on the
turbine data used for training, but also on the
data of a different turbine located in the same
region. This validation process is critical to
evaluate the generalization capacity of the
models and to determine the consistency of
performance on new data. The results revealed
that the Decision Tree Regressor model
provided a high fit (R> = 0.998) in both the
training and validation phases. This finding
proves that the model is not limited to a specific
turbine, but can also make effective predictions
with data obtained from different turbines in the
same region.

This  approach  emphasizes a  model
development process that ensures consistency
within regional differences and increases the
potential for the model to be used in real-world
applications. It also demonstrates the critical
importance of region-specific turbine data on
forecast performance. In the future, performing
similar validation processes on turbines in
different regions can further strengthen the
generalization capacity of the model and
provide a solid foundation for wider
applications. In this context, it is aimed to
provide more reliable and sustainable solutions
in renewable energy systems.

3.1. Discussion

This study evaluates the effectiveness of
machine learning algorithms in wind power
forecasting using real-time data from wind
turbines. The analysis revealed that the
Decision Tree Regressor model achieved
superior performance with high accuracy (R? =
0.998), effectively modeling complex and
nonlinear relationships. These findings are
consistent with previous research, which
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highlights the effectiveness of tree-based
models in wind energy forecasting.

Traditional physical and statistical methods
often fall short in modelling regional and
meteorological variability. In contrast, machine
learning and artificial intelligence-based
approaches offer strong potential to address
these challenges. Particularly, hybrid models
and transfer learning techniques have shown
notable improvements in forecast accuracy
[24]. However, this study demonstrates that
even with simple models and high-quality
turbine-level data, competitive results can be
achieved.

Some limitations should be considered. The
dataset covers only a specific region and time
frame, which may restrict the generalization of
the findings to other geographic and climatic
conditions. The quality and representativeness
of turbine data significantly influence
prediction accuracy. Therefore, the use of larger
and more diverse datasets, along with
adaptation strategies such as transfer learning,
will be critical for enhancing the generalization
capacity of forecasting models.

Future research could focus on the integration
of hybrid model architectures and meta-
heuristic optimization techniques to improve
robustness and scalability. Additionally, the
development of explainable forecasting
systems, such as transformer-based models
enhanced with attention mechanisms, may
enhance both the transparency and usability of
prediction tools. Ultimately, such innovative
approaches can support the reliable integration
of renewable energy into power grids and
contribute to the achievement of sustainable
energy goals.
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4. RESULTS

This study investigates the applicability of
machine learning algorithms for wind power
forecasting using real-time data from wind
turbines. Among the tested models, the
Decision Tree Regressor yielded the highest
accuracy (R* = 0.998) and the lowest error
metrics (RMSE: 0.151, MAE: 0.036),
demonstrating its robustness in capturing
complex data patterns. In contrast, linear
models such as Linear Regression and Ridge
showed limited performance, failing to
adequately model the nonlinearities inherent in
wind energy data. The findings highlight the
suitability of tree-based models for wind power
forecasting and their potential to enhance grid
stability and support the sustainable integration
of wind energy into power systems. By
leveraging turbine-level data, machine learning
approaches offer accurate and scalable solutions
for modern energy management.
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