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Research Article 

Abstract − By combining the properties of fuzzy and soft set theories, hybrid structures provide a 

more flexible framework for handling uncertainty. In this work, we define hybrid subalgebras of 𝐵𝑑-

algebras and investigate related properties. We examine the properties of some special sets with 

hybrid structures. More precisely, we investigate situations where we can describe these sets as 𝐵𝑑-

subalgebras. We show that the hybrid intersections of hybrid 𝐵𝑑-subalgebras are also hybrid 𝐵𝑑-

subalgebras, but we give an example that hybrid union of hybrid 𝐵𝑑-subalgebras may not be a hybrid 

𝐵𝑑-subalgebra. Furthermore, we prove that every homomorphic preimage of a hybrid 𝐵𝑑-algebra is 

a hybrid 𝐵𝑑-subalgebra. 

Keywords − Hybrid subalgebra, 𝑑-algebra, B𝑑-algebra, B𝑑-ideal, hybrid intersection 
 

1. Introduction  

Fuzzy set theory, which deals with uncertainty of situations and preferences, was introduced by Zadeh [1]. 

Subsequently, this theory became an active research area in many fields such as artificial intelligence, control 

engineering, computer science, and robotics. The concept of soft sets was introduced by Molodtsov as a new 

mathematical tool for dealing with uncertainties [2]. Jun et al. introduced the concept of hybrid structure by 

combining fuzzy sets and soft sets in the initial universe [3]. Ideal theory of 𝐵𝐶𝐾/𝐵𝐶𝐼-algebras based on 

hybrid structures and the notions of hybrid ideals and hybrid closed ideals in 𝐵𝐶𝐾/𝐵𝐶𝐼-algebras were 

introduced and related properties were investigated in [4].  

Imai and Iseki initiated theory of 𝐵𝐶𝐾/𝐵𝐶𝐼 algebras as a generalization of the concepts of set theoretical 

differences and propositional calculus [5-6].  In this rapidly developing theory, more focus was placed on the 

ideal theory of 𝐵𝐶𝐾/𝐵𝐶𝐼 algebras. 

One of the generalizations of 𝐵𝐶𝐾-algebras, 𝑑-algebras, was presented by Neggers and Kim [7]. The notions 

of 𝑑-subalgebra, 𝑑-ideal, and some related concepts were defined, and relations among them were investigated 

by Neggers et al. [8]. Shortly after, Neggers and Sik gave properties of B-algebras [9], Kim and Park showed 

that 0-commutative 𝐵-algebras are semisimple 𝐵𝐶𝐼-algebras [10]. 𝐵𝑑-algebras were introduced by Bantaojai 

et al. in 2022 [11]. Studies in which hybrid structures have been applied to many algebraic structures have 

been studied in recent years. As examples of these studies, we reference the studies of hybrid 𝑘-ideals of 

semirings [12], hybrid ordered ideals of ordered semirings [13], hybrid ideals of near rings [14], regularity of 

semigroups with the help of hybrid ideals [15], hybrid nil radical of a ring [16], hybrid bi-ideals in near-

subtraction semigroups [17], hybrid ideals of 𝐵𝐶𝐾/𝐵𝐶𝐼-algebras [18]. 
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In this work, we introduce a new notion called hybrid structures of 𝐵𝑑-algebras and examine some of its basic 

properties and some special cases for 𝐵𝑑-subalgebras. The rest of the paper is organized as follows: Section 2 

provides the basic definitions that will be used in the article about 𝐵𝑑-algebras and hybrid structures. Section 

3 presents properties and examples obtained when hybrid structures are applied to subalgebras of 𝐵𝑑-algebras. 

Section 4 discusses the possibility of working on generalizations of this type of algebra where hybrid structures 

are applied.  

2. Preliminaries  

The basic structures used in the creation of this article are listed in this section. We reference sources [3, 7, 9, 

11] for the information used in these requirements. 

Definition 2.1. If an algebra 𝐴 = (𝐴;∗ ,0) of type (2,0) satisfies: 

i. (∀𝑏 ∈ 𝐴) (𝑏 ∗ 𝑏 = 0) 

ii. (∀𝑏 ∈ 𝐴) (𝑏 ∗ 0 = 𝑏) 

iii. (∀𝑏, 𝑐, 𝑑 ∈ 𝐴) ((𝑏 ∗ 𝑐) ∗ 𝑑 = 𝑏 ∗ (𝑑 ∗ (0 ∗ 𝑐))) 

then, we call 𝐴 a 𝐵-algebra. 

Definition 2.2. A 𝑑-algebra is an algebra 𝐴 = (𝐴;∗ ,0) of type (2,0) satisfying the following conditions: 

i. (∀𝑏 ∈ 𝐴) (𝑏 ∗ 𝑏 = 0) 

ii. (∀𝑏 ∈ 𝐴) (𝑏 ∗ 0 = 𝑏) 

iii. (∀𝑏, 𝑐 ∈ 𝐴) (𝑏 ∗ 𝑐 = 0, 𝑐 ∗ 𝑏 = 0 ⇒ 𝑏 = 𝑐) 

In 2022, Bantaojai et al. created a combination of 𝐵-algebras and 𝑑-algebras and presented 𝐵𝑑-algebras. 

Definition 2.3. A 𝐵𝑑-algebra is an algebra 𝐴 = (𝐴;∗ ,0) of type (2,0) satisfying the following conditions: 

i. (∀𝑎 ∈ 𝐴) (𝑎 ∗ 0 = 𝑎) 

ii. (∀𝑎, 𝑏 ∈ 𝐴) (𝑎 ∗ 𝑏 = 0, 𝑏 ∗ 𝑎 = 0 ⇒ 𝑎 = 𝑏) 

Note that every 𝐵𝐶𝐼/𝐵𝐻/𝐵𝑍-algebra is a 𝐵𝑑-algebra. It has been shown that the inverse is not true. 

Definition 2.4. A non-empty subset 𝑆 of a 𝐵𝑑-algebra 𝐴 is called a 𝐵𝑑-subalgebra of 𝐴 if 

i. 0 ∈ 𝑆 

ii. (∀𝑎, 𝑏 ∈ 𝑆) (𝑎 ∗ 𝑏 ∈ 𝑆) 

Definition 2.5. A subset 𝐾 of a 𝐵𝑑-algebra 𝐴 is called a 𝐵𝑑-ideal of 𝐴 if it satisfies: 

i. 0 ∈ 𝐾 

ii. (∀𝑎, 𝑏 ∈ 𝐾) (𝑎 ∗ 𝑏, 𝑏 ∈ 𝐾 ⇒ 𝑎 ∈ 𝐾) 

iii. (∀𝑎 ∈ 𝐾, 𝑏 ∈ 𝐴) (𝑎 ∗ 𝑏 ∈ 𝐾) 

We know that {0} is a 𝐵𝑑-subalgebra, but it is not a 𝐵𝑑-ideal. 

Definition 2.6. Let 𝐴 = (𝐴;∗, 0𝐴) and 𝐵 = (𝐵; . , 0𝐵) be 𝐵𝑑-algebras. A function 𝜂: 𝐴 → 𝐵 defined by  

i. 𝜂(0𝐴) = 0𝐵 

ii. (∀𝑎1, 𝑎2 ∈ 𝐴) (𝜂(𝑎1 ∗ 𝑎2) = 𝜂(𝑎1). 𝜂(𝑎2)) 

is a homomorphism between 𝐵𝑑-algebras. 
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In this paper, the power set of an initial universe set 𝐸, a set of parameters, and the unit interval are denoted 

by 𝑃(𝐸), 𝐵 and 𝐼,  respectively.  

Hybrid structure in 𝐵 over 𝐸 defined by the following map: 

𝛷𝜆
~ ≔ (𝛷~, 𝜆): 𝐵 → 𝑃(𝐸) × 𝐼,     𝑏 ↦( 𝛷~(𝑏), 𝜆(𝑏)) 

where 𝛷~: 𝐵 → 𝑃(𝐸) and 𝜆: 𝐵 → 𝐼 are mappings.  

The set of all hybrid structures in 𝐵 over 𝐸 is denoted by the symbol 𝐻(𝐵). In 𝐻(𝐵), we define an order “≤” 

as follows: 

(∀𝛷𝜆
~, 𝛹𝛾

~ ∈ 𝐻(𝐵)) (𝛷𝜆
~ ≤ 𝛹𝛾

~ ⇔ 𝛷~ ⋐ 𝛹~, 𝜆 ≿ 𝛾) 

where 𝛷~ ⋐ 𝛹~,  𝜆 ≿  𝛾 mean 𝛷~(𝑏) ⊆ 𝛹~(𝑏), 𝜆(𝑏) ≥ 𝛾(𝑏) for all 𝑏 ∈ 𝐵, respectively. Hence, (𝐻(𝐵), ≤) 

is a poset. 

Let 𝛷𝜆
~ and 𝛹𝛾

~ be hybrid structures in 𝐵 over 𝐸. Hence, the hybrid intersection of  𝛷𝜆
~ and 𝛹𝛾

~ is defined to 

be a hybrid structure  

𝛷𝜆
~ ⋒ 𝛹𝛾

~: 𝐵 → 𝑃(𝐸) × 𝐼,   𝑏 ↦((𝛷~ ∩~ 𝛹~)(𝑏), (𝜆⋁𝛾)(𝑏)) 

for all 𝑏 ∈ 𝐵, where  

𝛷~ ∩~ 𝛹~: 𝐵 → 𝑃(𝐸), 𝑏 ↦ 𝛷~(𝑏) ∩ 𝛹~(𝑏) 

𝜆 ⋁ 𝛾 : 𝐵 → 𝐼, 𝑏 ↦⋁{𝜆(𝑏), 𝛾(𝑏)} 

Let 𝛷𝜆
~ and 𝛹𝛾

~ be hybrid structures in 𝐵 over 𝐸. Hence, the hybrid union of  𝛷𝜆
~ and 𝛹𝛾

~ is defined to be a 

hybrid structure  

𝛷𝜆
~ ⋓ 𝛹𝛾

~: 𝐵 → 𝑃(𝐸) × 𝐼,   𝑏 ↦((𝛷~ ∪~ 𝛹~)(𝑏), (𝜆 ∧ 𝛾)(𝑏)) 

for all 𝑏 ∈ 𝐵, where  

𝛷~ ∪~ 𝛹~: 𝐵 → 𝑃(𝐸),   𝑏 ↦𝛷~(𝑏) ∪ 𝛹~(𝑏) 

𝜆 ∧ 𝛾: 𝐵 → 𝐼, 𝑏 ↦⋀{𝜆(𝑏), 𝛾(𝑏)} 

3. Hybrid Structures Applied to Subalgebras in 𝑩𝒅-Algebras  

In this section, we apply hybrid structures to subalgebras of 𝐵𝑑-algebras. We explore the key properties they 

provide and give examples. 

Definition 3.1. Assume that 𝐵 is a 𝐵𝑑-algebra and 𝛷𝜆
~ is a hybrid structure in 𝐵 over 𝐸. Thus, 𝛷𝜆

~ is called 

hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸 if it satisfies 

i. (∀𝑏 ∈ 𝐵)(𝛷~(𝑏) ⊆ 𝛷~(0), 𝜆(𝑏) ≥ 𝜆(0)) 

ii. (∀𝑏, 𝑐 ∈ 𝐵)(𝛷~(𝑏 ∗ 𝑐) ⊇ 𝛷~(𝑏) ∩ 𝛷~(𝑐), 𝜆(𝑏 ∗ 𝑐) ≤ ⋁{𝜆(𝑏), 𝜆(𝑐)}) 

Example 3.2. Let 𝐵 = {0, 𝑏1, 𝑏2, 𝑏3} be a set of parameters and 𝐸 = {𝑒1, 𝑒2, 𝑒3, 𝑒4} be the initial universe set 

given by the following Cayley table: 

Table 1. Cayley table of the binary operation “∗” 

 

 

 

∗ 𝟎 𝐛𝟏 𝐛𝟐 𝐛𝟑 

𝟎 0 𝑏1 𝑏1 𝑏1 

𝐛𝟏 𝑏1 𝑏1 𝑏1 𝑏1 

𝐛𝟐 𝑏2 𝑏2 𝑏2 𝑏2 

𝐛𝟑 𝑏3 𝑏1 𝑏1 𝑏1 
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Then, (𝐵;∗ ,0) is a 𝐵𝑑-algebra. Let 𝛷𝜆
~ be hybrid structure in 𝐵 over 𝐸 which is given by the following table: 

Table 2. The hybrid structure 𝛷𝜆
~ 

 

 

 

 

It is routine to verify that 𝛷𝜆
~ is a 𝐵𝑑-subagebra of 𝐵 over 𝐸.  

Proposition 3.3. Let 𝐵 be a 𝐵𝑑-algebra and 𝛷𝜆
~ be a hybrid 𝐵𝑑-subalgebra in 𝐵 over 𝐸. Then, the following 

assertions are equivalent: 

i. (∀𝑏1, 𝑏2 ∈ 𝐵)(𝛷~(𝑏1 ∗ 𝑏2) ⊇ 𝛷~(𝑏2), 𝜆(𝑏1 ∗ 𝑏2) ≤ 𝜆(𝑏2)) 

ii. (∀𝑏1 ∈ 𝐵)(𝛷~(0) = 𝛷~(𝑏1), 𝜆(0) = 𝜆(𝑏1)) 

PROOF. If we write 𝑏2 = 0 in (i), then we get 𝛷~(0) ⊆ 𝛷~(𝑏1 ∗ 0) = 𝛷~(𝑏1) and  𝜆(𝑏1 ∗ 0) = 𝜆(𝑏1) ≤  𝜆(0) 

for all 𝑏1 ∈ 𝐵. Combining this and definition of hybrid 𝐵𝑑-subalgebra, we get 𝛷~(0) = 𝛷~(𝑏1) and 𝜆(0) =

𝜆(𝑏1), for all 𝑏1 ∈ 𝐵. 

Suppose that (ii) is valid. Then 

𝛷~(𝑏2) = 𝛷~(0) ∩ 𝛷~(𝑏2) = 𝛷~(𝑏1) ∩ 𝛷~(𝑏2) ⊆ 𝛷~(𝑏1 ∗ 𝑏2) 

and 

𝜆(𝑏2) = ⋁{𝜆(0), 𝜆(𝑏2)} = ⋁{𝜆(𝑏1), 𝜆(𝑏2)} ≥ 𝜆(𝑏1 ∗ 𝑏2) 

for all 𝑏1 ∈ 𝐵. 

Proposition 3.4. Let 𝐵 be a 𝐵𝑑-algebra. Then every hybrid 𝐵𝑑-subalgebra 𝛷𝜆
~ in 𝐵 over 𝐸 satisfies the 

following assertion: 

(∀𝑏1, 𝑏2 ∈ 𝐵)(𝛷~(𝑏1 ∗ (0 ∗ 𝑏2)) ⊇ 𝛷~(𝑏1) ∩ 𝛷~(𝑏2), 𝜆(𝑏1 ∗ (0 ∗ 𝑏2)) ≤ ⋁{𝜆(𝑏1), 𝜆(𝑏2)}). 

PROOF. By the definition of hybrid 𝐵𝑑-subalgebra, we get  

𝛷~(𝑏1 ∗ (0 ∗ 𝑏2)) ⊇ 𝛷~(𝑏1) ∩ 𝛷~(0 ∗ 𝑏2) ⊇ 𝛷~(𝑏1) ∩ 𝛷~(0) ∩ 𝛷~(𝑏2) = 𝛷~(𝑏1) ∩ 𝛷~(𝑏2) 

and  

𝜆(𝑏1 ∗ (0 ∗ 𝑏2)) ≤ ⋁{𝜆(𝑏1), 𝜆(0 ∗ 𝑏2)} ≤ ⋁{𝜆(𝑏1), ⋁{𝜆(0), 𝜆(𝑏2)}} = ⋁{𝜆(𝑏1), 𝜆(𝑏2)} 

for all 𝑏1, 𝑏2 ∈ 𝐵. 

Definition 3.5. For a hybrid structure 𝛷𝜆
~ in 𝐵 over 𝐸, we define two sets: 

𝛷𝜆
~(𝛼) = {𝑏 ∈ 𝐵|𝛼 ⊆ 𝛷~(𝑏)} and 𝛷𝜆

~(𝑡) = {𝑏 ∈ 𝐵|𝜆(𝑏) ≤ 𝑡}, where 𝛼 ∈ 𝑃(𝐸) and 𝑡 ∈ 𝐼. 

Theorem 3.6. Let 𝐵 be a 𝐵𝑑-algebra and 𝛷𝜆
~be a hybrid structure in 𝐵 over 𝐸. Thus, the following assertions 

are equivalent: 

i. 𝛷𝜆
~ is a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. 

ii. For any 𝛼 ∈ 𝑃(𝐸) and 𝑡 ∈ 𝐼, 𝛷𝜆
~(𝛼) and 𝛷𝜆

~(𝑡) are 𝐵𝑑-subalgebra of 𝐵 whenever they are non-empty sets.  

PROOF. Assume that condition (𝑖) of the theorem is satisfied. Let 𝛼 ∈ 𝑃(𝐸) and 𝑡 ∈ 𝐼 be such that 𝛷𝜆
~(𝛼) ≠ ∅ 

and 𝛷𝜆
~(𝑡) ≠ ∅. Let 𝑏 ∈ 𝛷𝜆

~(𝛼) ∩ 𝛷𝜆
~(𝑡). Then 𝛷~(𝑏) ⊇ 𝛼, 𝜆(𝑏) ≤ 𝑡. It follows from the definition of hybrid 

𝐵𝑑-subalgebra that 𝛷~(0) ⊇ 𝛷~(𝑏) ⊇ 𝛼 and 𝜆(0) ≤ 𝜆(𝑏) ≤ 𝑡. Thus, 0 ∈ 𝛷𝜆
~(𝛼) ∩ 𝛷𝜆

~(𝑡).  

𝐁 𝚽 𝛌 

𝟎 𝐸 0,3 

𝐛𝟏 {𝑒1, 𝑒2, 𝑒4} 0,6 

𝐛𝟐 {𝑒1} 0,9 

𝐛𝟑 {𝑒1, 𝑒4} 0,8 
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If 𝑏, 𝑐 ∈ 𝛷𝜆
~(𝛼) ∩ 𝛷𝜆

~(𝑡), then we have 𝛷~(𝑏) ⊇ 𝛼, 𝜆(𝑏) ≤ 𝑡 and 𝛷~(𝑐) ⊇ 𝛼, 𝜆(𝑐) ≤ 𝑡. Using Definition 

3.1.ii, we have 

𝛷~(𝑏 ∗ 𝑐) ⊇ 𝛷~(𝑏) ∩ 𝛷~(𝑐) ⊇ 𝛼 

and  

𝜆(𝑏 ∗ 𝑐) ≤ ⋁{𝜆(𝑏), 𝜆(𝑐)} ≤ 𝑡. 

Thus, 𝑏 ∗ 𝑐 ∈ 𝛷𝜆
~(𝛼) ∩ 𝛷𝜆

~(𝑡) and so the required results are obtained.  

Conversely, suppose that (ii) is valid. Let 𝑏, 𝑐 ∈ 𝐵 be such that 𝛷~(𝑏) = 𝛼𝑏 and 𝛷~(𝑐) = 𝛼𝑐. If we take 𝛼 =

𝛼𝑏 ∩ 𝛼𝑐, then 𝑏, 𝑐 ∈ 𝛷𝜆
~(𝛼) and so 𝑏 ∗ 𝑐 ∈ 𝛷𝜆

~(𝛼). Thus, we get 𝛷~(𝑏 ∗ 𝑐) ⊇  𝛼 = 𝛼𝑏 ∩ 𝛼𝑐 = 𝛷~(𝑏) ∩

𝛷~(𝑐). Let 𝑡 ≔  ⋁{𝜆(𝑏), 𝜆(𝑐)} for any 𝑏, 𝑐 ∈ 𝐵. Thus, we get 𝑏, 𝑐 ∈ 𝛷𝜆
~(𝑡). It implies that 𝑏 ∗ 𝑐 ∈ 𝛷𝜆

~(𝑡) and 

so 𝜆(𝑏 ∗ 𝑐) ≤ 𝑡 = ⋁{𝜆(𝑏), 𝜆(𝑐)}. Therefore, 𝛷𝜆
~ is a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. ◻ 

Theorem 3.7. Let 𝐵 be a 𝐵𝑑-algebra. If 𝛷𝜆
~ and 𝛹𝛾

~ are hybrid 𝐵𝑑-subalgebras of 𝐵 over 𝐸, then the hybrid 

intersection 𝛷𝜆
~  ⋒ 𝛹𝛾

~ is a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. 

PROOF. For any 𝑏1 ∈ 𝐵, 

(𝛷~ ∩~ 𝛹~)(𝑏1) = 𝛷~(𝑏1) ∩ 𝛹~(𝑏1) ⊆ 𝛷~(0) ∩ 𝛹~(0) = (𝛷~ ∩~ 𝛹~)(0) 

and 

(𝜆 ⋁ 𝛾)(𝑏1) = ⋁{𝜆(𝑏1), 𝛾(𝑏1)} ≥ ⋁{𝜆(0), 𝛾(0)} = (𝜆 ⋁ 𝛾)(0) . 

Let 𝑏1, 𝑏2 ∈ 𝐵. Then 

(𝛷~ ∩~ 𝛹~)(𝑏1 ∗ 𝑏2) = 𝛷~(𝑏1 ∗ 𝑏2) ∩ 𝛹~(𝑏1 ∗ 𝑏2) 

                                                                                  ⊇ (𝛷~(𝑏1) ∩ 𝛷~(𝑏2)) ∩ (𝛹~(𝑏1) ∩ 𝛹~(𝑏2)) 

                                                                                  = (𝛷~(𝑏1) ∩ 𝛹~(𝑏1)) ∩ (𝛷~(𝑏2) ∩ 𝛹~(𝑏2)) 

                                                                                  = (𝛷~ ∩~ 𝛹~)(𝑏1) ∩ (𝛷~ ∩~ 𝛹~)(𝑏2) 

and  

(𝜆⋁𝛾)(𝑏1 ∗ 𝑏2) = ⋁{𝜆(𝑏1 ∗ 𝑏2), 𝛾(𝑏1 ∗ 𝑏2)} 

                                                                              ≤ ⋁{⋁{𝜆(𝑏1), 𝜆(𝑏2)}, ⋁{𝛾(𝑏1), 𝛾(𝑏2)}} 

                                                                              = ⋁{⋁{𝜆(𝑏1), 𝛾(𝑏1)}, ⋁{𝜆(𝑏2), 𝛾(𝑏2)}} 

                              = ⋁{(𝜆 ⋁ 𝛾)(𝑏1), (𝜆 ⋁ 𝛾)(𝑏2)}  

Therefore, 𝛷𝜆
~  ⋒ 𝛹𝛾

~ is a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸.  

The following example shows that the hybrid union of hybrid 𝐵𝑑-subalgebras may not be a hybrid 𝐵𝑑-

subalgebra. 

Example 3.8. Let 𝐵 = {0, 𝑏1, 𝑏2, 𝑏3} be a set of parameters and 𝐸 = {𝑒1, 𝑒2, 𝑒3, 𝑒4, 𝑒5} be the initial universe 

set given by the following Cayley table: 

Table 3. Cayley table of the binary operation “∗” 

 

 

 

∗ 𝟎 𝒃𝟏 𝐛𝟐 𝐛𝟑 

𝟎 0 0 b3 0 

𝐛𝟏 b1 0 b2 b3 

𝐛𝟐 b2 𝑏2 b2 b3 

𝐛𝟑 b3 𝑏2 b2 b3 
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Then, (𝐵;∗ ,0) is a 𝐵𝑑-algebra. Let 𝛷𝜆
~ and 𝛹𝛾

~ be hybrid structures in 𝐵 over 𝐸 which are given by following 

tables, respectively. 

Table 4. The hybrid structure 𝛷𝜆
~ 

 

 

 

 

Table 5. The hybrid structure 𝛹𝛾
~ 

 

 

 

 

Then, the hybrid union 𝛷𝜆
~  ⋓ 𝛹𝛾

~ is represented by following table: 

Table 6. The hybrid structure 𝛷𝜆
~  ⋓ 𝛹𝛾

~ 

𝐁 𝚽𝛌
~ ∪~  𝚿𝛄

~ 𝛌 ∧ 𝛄 

𝟎 E 0,1 

𝐛𝟏 {e1, e2, e4} 0,5 

𝐛𝟐 {e1, e2} 0,4 

𝐛𝟑 {e1, e2,e3, e4} 0,3 

By routine verifications, we see that 𝛷𝜆
~ and 𝛹𝛾

~ are hybrid 𝐵𝑑-subalgebras in 𝐵 over 𝐸. But the hybrid union 

𝛷𝜆
~  ⋓ 𝛹𝛾

~ is not a hybrid 𝐵𝑑- subalgebra in 𝐵 over 𝐸 since 

(𝛷~ ∪~ 𝛹~)(𝑏3 ∗ 𝑏1) = (𝛷~ ∪~ 𝛹~)(𝑏2) =  {𝑒1, 𝑒2} 

                                                                           ⊉ {𝑒1, 𝑒2, 𝑒4} = (𝛷~ ∪~ 𝛹~)(𝑏3) ∩ (𝛷~ ∪~ 𝛹~)(𝑏1). 

Let 𝛷𝜆
~ be a hybrid structure in 𝐵 over 𝐸 and 𝛷𝜆

~∗ ≔ (𝛷~∗, 𝜆∗) a hybrid structure in 𝐵 over 𝐸 defined by: 

𝛷~∗: 𝐵 → 𝑃(𝐸), 𝑏 ↦ {
𝛷~(𝑏), 𝑏 ∈ 𝛷𝜆

~(𝛼)

𝛽, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

and  

𝜆∗: 𝐵 → 𝐼, 𝑏 ↦ {
𝜆(𝑏), 𝑏 ∈ 𝛷𝜆

~(𝛼)

𝑠, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, 

where 𝛼, 𝛽 ∈ 𝑃(𝐸) and 𝑠, 𝑡 ∈ 𝐼 with 𝛽 ⊊ 𝛷~(𝑏) and 𝑠 > 𝜆(𝑏). 

Theorem 3.9. Assume that 𝐵 is a 𝐵𝑑-algebra. If 𝛷𝜆
~ is a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸, then 𝛷𝜆

~∗ is a 

hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. 

PROOF. Let 𝛷𝜆
~ be a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. By Theorem 3.6, 𝛷𝜆

~(𝛼) and 𝛷𝜆
~(𝑡) are 𝐵𝑑-subalgebras 

of 𝐵 for all 𝛼 ∈ 𝑃(𝐸) and 𝜆 ∈ 𝐼 if they are non-empty sets.  

Let 𝑏, 𝑐 ∈ 𝐵. If 𝑏, 𝑐 ∈ 𝛷𝜆
~(𝛼) then 𝑏 ∗ 𝑐 ∈ 𝛷𝜆

~(𝛼). So,   

𝛷~∗(𝑏 ∗ 𝑐) = 𝛷~(𝑏 ∗ 𝑐) ⊇ 𝛷~(𝑏) ∩ 𝛷~(𝑐) = 𝛷~∗(𝑏) ∩ 𝛷~∗(𝑐) and 𝛷~∗(0) = 𝛷~(0) ⊇ 𝛷~(𝑏)=𝛷~∗(𝑏) 

since 0 ∈ 𝛷𝜆
~(𝛼).  

 

𝐁 𝜱~ 𝝀 

𝟎 E 0,1 

𝐛𝟏 {e1} 0,6 

𝐛𝟐 {e1, e2} 0,4 

𝐛𝟑 {e1, e2,e3, e4} 0,3 

𝐁 𝚿~ 𝛄 

𝟎 E 0,3 

𝐛𝟏 {𝑒1, 𝑒2, 𝑒4} 0,5 

𝐛𝟐 {e1, e2} 0,8 

𝐛𝟑 {e1, e2,} 0,8 
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If 𝑏 ∉ 𝛷𝜆
~(𝛼) or 𝑐 ∉ 𝛷𝜆

~(𝛼), then 𝛷~∗(𝑏) = 𝛽 or 𝛷~∗(𝑐) = 𝛽. Thus,  

𝛷~∗(𝑏 ∗ 𝑐) ⊇ 𝛽 = 𝛷~(𝑏) ∩ 𝛷~(𝑐). 

If 𝑏, 𝑐 ∈ 𝛷𝜆
~(𝑡) then 𝑏 ∗ 𝑐 ∈ 𝛷𝜆

~(𝑡). Hence,  𝜆∗(𝑏 ∗ 𝑐) = 𝜆(𝑏 ∗ 𝑐) ≤ ⋁{𝜆(𝑏), 𝜆(𝑐)} = ⋁{𝜆∗(𝑏), 𝜆∗(𝑐)} 

and 𝜆∗(𝑏) = 𝜆(𝑏) ≥ 𝜆(0). If 𝑏 ∉ 𝛷𝜆
~(𝑡) or 𝑐 ∉ 𝛷𝜆

~(𝑡), then 𝜆∗(𝑏) = 𝑠 or 𝜆∗(𝑐) = 𝑠. Thus,  

𝜆∗(𝑏 ∗ 𝑐) ≤ 𝑠 = ⋁{𝜆∗(𝑏), 𝜆∗(𝑐)}. 

If 𝑏 ∈ 𝛷𝜆
~(𝑡), then we have 𝜆(0) ≤ 𝜆(𝑏) < 𝑠 = 𝜆∗(𝑏). Therefore, 𝛷𝜆

~∗ is a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. 

The following example shows that the converse of Theorem 3.9 is not true in general.  

Example 3.10. Consider the 𝐵𝑑-algebra in Example 3.2. Let 𝛷𝜆
~ be a hybrid structure in 𝐵 over 𝐸 =

{𝑒1, 𝑒2, 𝑒3, . . . , 𝑒9, 𝑒10} which is given by the following table: 

Table 7. The hybrid structure 𝛷𝜆
~ 

𝐁 𝚽 𝛌 

𝟎 E 0,3 

𝐛𝟏 {𝑒1, 𝑒2, 𝑒3, 𝑒7, 𝑒8} 0,5 

𝐛𝟐 {e1, e4, e6} 0,8 

𝐛𝟑 {e1, e3} 0,8 

For 𝛼 = {𝑒1, 𝑒2, 𝑒7}, we have 𝛷𝜆
~(𝛼) = {0, 𝑏1} and for 𝑡 = 0,6, 𝛷𝜆

~(𝑡) = {0, 𝑏1}. Suppose that 𝛷𝜆
~∗ ≔

(𝛷~∗, 𝜆∗) is a hybrid structure in 𝐵 over 𝐸 defined by: 

𝛷~∗: 𝐵 → 𝑃(𝐸), 𝑏 ↦ {
𝛷~(𝑏), 𝑏 ∈ 𝛷𝜆

~(𝛼)

∅, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

and  

𝜆∗: 𝐵 → 𝐼, 𝑏 ↦ {
𝜆(𝑏), 𝑏 ∈ 𝛷𝜆

~(𝛼)

0,9, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 

More precisely, we define  

𝛷~∗: 𝐵 → 𝑃(𝐸), 𝑥 ↦ {

          𝐸,                𝑥 = 0
{𝑒1, 𝑒2, 𝑒3, 𝑒7, 𝑒8},                𝑥 = 𝑏1                   

              ∅,              𝑥 ∈ {𝑏2, 𝑏3}
 

and 

𝜆∗: 𝐵 → 𝐼, 𝑥 ↦ {

0,3,     𝑥 = 0
0,5,    𝑥 = 𝑏1

       0,9,    𝑥 ∈ {𝑏2, 𝑏3}
. 

It is clearly that 𝛷𝜆
~∗ ≔ (𝛷~∗, 𝜆∗) is a hybrid 𝐵𝑑-subalgebra in 𝐵 over 𝐸. But 𝛷𝜆

~ is not a 𝐵𝑑-subalgebra in 𝐵 

over 𝐸 since 𝛷~(0) ∩ 𝛷~(𝑏2) = {𝑒1, 𝑒4, 𝑒6} ⊈ {𝑒1, 𝑒2, 𝑒3, 𝑒7, 𝑒8} = 𝛷~(𝑏1) = 𝛷~(0 ∗ 𝑏2). 

Definition 3.11. Let 𝜃: 𝐵 → 𝐶 be a mapping from a set 𝐵 to a set 𝐶. For a hybrid structure 𝛷𝜆
~ in 𝐵 over 𝐸, 

consider a hybrid structure 𝜃−1(𝛷𝜆
~) ≔ (𝜃−1(𝛷~), 𝜃−1(𝜆)) in 𝐵 over 𝐸, where 𝜃−1(𝛷~)(𝑏) = 𝛷~(𝜃(𝑏)) 

and 𝜃−1(𝜆)(𝑏) = 𝜆(𝜃(𝑏)) for all 𝑏 ∈ 𝐵. Then, 𝜃−1(𝛷𝜆
~) is called the hybrid preimage of 𝛷𝜆

~under 𝜃. 

Theorem 3.12. Every homomorphic hybrid preimage of a hybrid 𝐵𝑑-subalgebra is a hybrid 𝐵𝑑-subalgebra. 

PROOF. Let 𝜃: 𝐵 → 𝐶 be a homomorphism of 𝐵𝑑-algebras. Assume that 𝛷𝜆
~ is a hybrid 𝐵𝑑-subalgebra of 𝐵 

over 𝐸 and 𝑏, 𝑐 ∈ 𝐵. Then, we get  

𝜃−1(𝛷~)(0) = 𝛷~(𝜃(0))=𝛷~(0) ⊇ 𝛷~(𝜃(𝑏)) = 𝜃−1(𝛷~)(𝑏) 

and  
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𝜃−1(𝛷~)(𝑏 ∗ 𝑐) = 𝛷~(𝜃(𝑏 ∗ 𝑐)) = 𝛷~(𝜃(𝑏) ∗ 𝜃(𝑐))  ⊇ 𝛷~(𝜃(𝑏)) ∩ 𝛷~(𝜃(𝑐)) 

                                                                             = 𝜃−1(𝛷~)(𝑏) ∩ 𝜃−1(𝛷~)(𝑐). 

Also, we have  

𝜃−1(𝜆)(0) = 𝜆(𝜃(0)) = 𝜆(0) ≤ 𝜆(𝜃(𝑏)) = 𝜃−1(𝜆)(𝑏) 

and  

𝜃−1(𝜆)(𝑏 ∗ 𝑐) = 𝜆(𝜃(𝑏 ∗ 𝑐)) = 𝜆(𝜃(𝑏) ∗ 𝜃(𝑐)) ≤ ⋁{ 𝜆(𝜃(𝑏)), 𝜆(𝜃(𝑐))} 

                           = ⋁{ 𝜃−1(𝜆)(𝑏), 𝜃−1(𝜆)(𝑐)}. 

Therefore, 𝜃−1(𝛷𝜆
~) is a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. 

Remark 3.13. For an onto homomorphism 𝜃: 𝐵 → 𝐶 of 𝐵𝑑-algebras, let 𝜃−1(𝛷𝜆
~) ≔ (𝜃−1(𝛷~), 𝜃−1(𝜆)) be 

a hybrid 𝐵𝑑-subalgebra of 𝐵 over 𝐸. Let 𝑥, 𝑦 ∈ 𝐶. Since 𝜃 is onto, we get 𝜃(𝑏) = 𝑥 and 𝜃(𝑐) = 𝑦, for some 

𝑏, 𝑐 ∈ 𝐵. Thus, 

𝛷~(0) = 𝛷~(𝜃(0)) = 𝜃−1(𝛷~)(0) ⊇ 𝜃−1(𝛷~)(𝑏) = 𝛷~(𝜃(𝑏)) = 𝛷~(𝑥) 

and 

𝛷~(𝑥 ∗ 𝑦) = 𝛷~(𝜃(𝑏) ∗ 𝜃(𝑐)) = 𝛷~(𝜃(𝑏 ∗ 𝑐)) = 𝜃−1(𝛷~)(𝑏 ∗ 𝑐) 

                                                   ⊇ 𝜃−1(𝛷~)(𝑏) ∩ 𝜃−1(𝛷~)(𝑐) = 𝛷~(𝜃(𝑏)) ∩ 𝛷~(𝜃(𝑐)) 

                                                   = 𝛷~(𝑥) ∩ 𝛷~(𝑦). 

Also, we have  

𝜆(0) = 𝜆(𝜃(0)) = 𝜃−1(𝜆)(0) ≤ ⋁{ 𝜃−1(𝜆)(𝑏), 𝜃−1(𝜆)(𝑐)} = ⋁{ 𝜆(𝜃(𝑏)), 𝜆(𝜃(𝑐))} = 𝑉{ 𝜆(𝑥), 𝜆(𝑦)}. 

Hence, we can write the following theorem.  

Theorem 3.14. Let 𝜃: 𝐵 → 𝐶 be an onto homomorphism of 𝐵𝑑-algebras. For every hybrid structure  𝛷𝜆
~ in 𝐶 

over 𝐸, if the preimage 𝜃−1(𝛷𝜆
~) of 𝛷𝜆

~under 𝜃 is a hybrid 𝐵𝑑-subalgebra of 𝐶 over 𝐸. 

4. Conclusion 

Hybrid structures provide a powerful theoretical framework by combining the strengths of fuzzy set theory 

and soft set theory. This integration allows for more flexible and nuanced modelling of uncertainty and 

imprecision within algebraic systems, overcoming some limitations inherent to each individual approach. By 

applying this hybrid approach to  𝐵𝑑-algebras, we open new avenues for capturing complex algebraic 

behaviours that are closer to real-world problems, especially in areas where uncertainty and gradation play a 

critical role. In this study, hybrid structures are applied to 𝐵𝑑-algebras. We present hybrid 𝐵𝑑-subalgebras, 

which are the first structure of hybrid structures of 𝐵𝑑-algebras. Nowadays, many researchers examine these 

properties of algebraic structures. These structures, especially the 𝐵𝑑-algebras examined in this article, are a 

generalization of 𝑀𝑉-(multi-valued) algebras and have many applications in computer science. In future 

studies, this structure can be transferred to the ideals of 𝐵𝑑-algebras. It can also be examined for structures 

that are generalizations of 𝐵𝑑-algebras. We hope that this work will lead to many new studies investigating 

hybrid structures. 
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Research Article

Abstract− In this paper, we prove the existence of Cn-supermagic labeling for the graph
G(n, n) formed by connecting a vertex of n copies of the Cn (n-edge cycle) graph to a vertex
of a main Cn graph. Labeling functions enable the edges and the vertices of the graph to be
labeled with subgraphs that resemble the structure of Cn. Cn-supermagic labeling requires
the sum of the labels to be constant for each Cn-cover, and the labels must be uniquely
distributed across the graph. The study examines different labelings of G(n, n) based on the
value of n modulo 4, demonstrating their validity through examples. The results show that
such labelings are possible and can be applied consistently for specific values of n.

Keywords − Graph labeling, Cn-supermagic labeling, circular graph, magic sum, H-cover

1. Introduction

Graph labeling is a crucial area in graph theory that involves assigning labels (typically numerical
values) to the elements of a graph, such as vertices, edges, or faces [1]. This process is vital in
various applications, including cryptography, coding theory, communication networks, and even
astronomy [2–8]. The labeling of graph elements often results in partial sums or weights, which are
typically asymmetrically distributed. The diverse applications and the theoretical depth of graph
labeling have led to a considerable increase in research in recent years.

In particular, graph labeling has become a significant focus in recent studies due to its numerous
applications and its role in solving complex problems. Notable work in [9] explored antimagic labeling
methods for the product of regular graphs. Furthermore, ELrokh et al. [10] introduced a new labeling
technique combining permutation groups and cordiality concepts in graph theory. These contributions
are a testament to the ongoing evolution of graph labeling techniques, which continue to shape both
theoretical advancements and practical solutions in diverse fields.

Another important study is given by Ashari et al. [11] which investigates the forbidden subgraph
properties of (K2, H)-Sim-(Super)Magic graphs, offering a new perspective to better understand the
structure of these graphs. This research marks a significant step toward understanding supermagic
labeling and exploring restrictive subgraph structures in graph theory.

Recent studies on supermagic labelings [12–14] demonstrate continued interest in this area.
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This growing body of research highlights the complexity and diversity of graph labeling problems and
their broad applicability. Understanding these developments in graph labeling is crucial for advancing
both theoretical knowledge and real-world applications in areas such as computer science, network
theory, and beyond.

In this paper, we explore the Cn-supermagic labeling of the graph G(n, n), which is constructed by
attaching n copies of the cycle graph Cn to a central Cn structure. The objective is to establish
explicit labeling functions that ensure a constant magic sum across all Cn-subgraphs of G(n, n). We
systematically analyze the feasibility of such labelings based on the value of n mod 4 and provide
rigorous proofs for their existence.

The remainder of this paper is structured as follows: Section 2 provides the definition of H-supermagic
labeling and introduces the G(n, n) graph to be examined in this study. Section 3 presents the main
theoretical results on Cn-supermagic labeling, proving its existence for different cases of n. Section 4
provides numerical examples illustrating these labelings with specific values of n. Finally, Section 5
summarizes our findings and discusses potential directions for future research.

2. Preliminaries

A graph G(V, E) admits an H-covering if every edge belongs to a subgraph of G isomorphic to a simple
graph H. A bijection λ : V ∪ E → {1, 2, . . . , |V | + |E|} is called an H-magic labeling of G if there exists
a constant µ(λ) (known as the magic sum) such that, for any subgraph H ′ = (V ′, E′) of G isomorphic
to H: ∑

v∈H′

λ(v) +
∑

e∈H′

λ(e) = µ(λ).

A graph is H-magic if it satisfies this property. Furthermore, an H-magic labeling λ is considered
H-supermagic if the labels assigned to the vertices of G cover the set {1, 2, . . . , |V |} exactly [15].

Let n ≥ 3 be given, where Cn is the cycle graph and n graphs of Cn are provided. The graph G(n, n)
is obtained by attaching the Cn graphs, denoted as Gi for i = 1, · · · , n, to each vertex of the main Cn

graph. This results in a graph with n2 + n edges and n2 vertices. Let us denote these vertices and
edges as follows:

V = {vi : i ∈ {1, . . . , n}} ∪ {vi,j : i ∈ {1, . . . , n} , j ∈ {1, . . . , n − 1}}

and

E = {ei : i ∈ {1, . . . , n}} ∪ {ei,1 : ei,1 = vivi,1, i ∈ {1, . . . , n}}
∪ {ei,j : ei,j = vi,j−1vi,j , i ∈ {1, . . . , n} , j ∈ {2, . . . , n − 1}}
∪ {ei,n : ei,n = vi,n−1vi, i ∈ {1, . . . , n}}
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Figure 1. G(n,n)

There are n + 1 subgraphs in G(n, n) that are isomorphic to Cn. These subgraphs represent a Cn-
structure for G(n, n). Therefore, it can be questioned whether the graph G(n, n) has a Cn- supermagic
labeling.

3. Results

In this section, we examine the Cn-supermagic labeling of these graphs for different values of n.

Theorem 3.1. If n ≡ 0 (mod 4), then the graph G(n, n) has a Cn-supermagic labeling.

Proof. We define the labeling λ as follows:

λ(vi) =


n
2 n + 1 − i, i ∈

{
1, . . . , n

2
}

(n
2 + 1)n + 1 − i, i ∈

{
n
2 + 1, . . . , n

}

λ(vi,j) =



(j − 1)n + i, j ∈
{
1, 3, 5, . . . , n

2 − 1
}

, i ∈ {1, . . . , n}

jn + 1 − i, j ∈
{
2, 4, 6, . . . , n

2 − 2
}

, i ∈ {1, . . . , n}

(j + 1)n + 1 − i, j = n
2 , i ∈

{
1, . . . , n

2
}

jn + 1 − i, j = n
2 , i ∈

{
n
2 + 1, . . . , n

}
jn + i, j ∈

{
n
2 + 1, n

2 + 3, n
2 + 5, . . . , n − 1

}
, i ∈ {1, . . . , n}

(j + 1)n + 1 − i, j ∈
{

n
2 + 2, n

2 + 4, n
2 + 6, . . . , n − 2

}
, i ∈ {1, . . . , n}

λ(ei) = n2 + n

2 n + i, i ∈ {1, . . . , n}
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and

λ(ei,j) =



n2 + (j − 1)n + i, j ∈
{
1, 3, 5, . . . , n

2 − 1
}

, i ∈ {1, . . . , n}

n2 + jn + 1 − i, j ∈
{
2, 4, 6, . . . , n

2
}

, i ∈ {1, . . . , n}

n2 + jn + i, j ∈
{

n
2 + 1, n

2 + 3, n
2 + 5, . . . , n − 1

}
, i ∈ {1, . . . , n}

n2 + (j + 1)n + 1 − i, j ∈
{

n
2 + 2, n

2 + 4, n
2 + 6, . . . , n

}
, i ∈ {1, . . . , n}

For Gi where i ∈ {1, . . . , n}:
Vertex Sum: Case 1: If i ∈

{
1, . . . , n

2
}
, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n
2 −1∑

j=1,3,5
λ (vi,j) +

n
2 −2∑

j=2,4,6
λ (vi,j) + λ

(
vi, n

2

)
+

n−1∑
j= n

2 +1, n
2 +3, n

2 +5
λ (vi,j) +

n−2∑
j= n

2 +2, n
2 +4, n

2 +6
λ (vi,j) + λ (vi)

=
n
2 −1∑

j=1,3,5
((j − 1)n + i) +

n
2 −2∑

j=2,4,6
(jn + 1 − i) + ((j + 1)n + 1 − i)

+
n−1∑

j= n
2 +1, n

2 +3, n
2 +5

(jn + i) +
n−2∑

j= n
2 +2, n

2 +4, n
2 +6

((j + 1)n + 1 − i)) +
(

n

2 n + 1 − i

)

= n3 + n

2
Case 2: If i ∈

{
n
2 + 1, . . . , n

}
, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n
2 −1∑

j=1,3,5
λ (vi,j) +

n
2 −2∑

j=2,4,6
λ (vi,j) + λ

(
vi, n

2

)
+

n−1∑
j= n

2 +1, n
2 +3, n

2 +5
λ (vi,j) +

n−2∑
j= n

2 +2, n
2 +4, n

2 +6
λ (vi,j) + λ (vi)

=
n
2 −1∑

j=1,3,5
((j − 1)n + i) +

n
2 −2∑

j=2,4,6
(jn + 1 − i) + (jn + 1 − i)

+
n−1∑

j= n
2 +1, n

2 +3, n
2 +5

(jn + i) +
n−2∑

j= n
2 +2, n

2 +4, n
2 +6

((j + 1)n + 1 − i)) +
((

n

2 + 1
)

n + 1 − i

)

= n3 + n

2
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Edge Sum:∑
e∈Gi

λ (e) =
n∑

j=1
λ (ei,j)

=
n
2 −1∑

j=1,3,5
λ (ei,j) +

n
2∑

j=2,4,6
(ei,j) +

n−1∑
j= n

2 +1, n
2 +3, n

2 +5
λ (ei,j) +

n∑
j= n

2 +2, n
2 +4, n

2 +6
λ (ei,j)

=
n
2 −1∑

j=1,3,5

(
n2 + (j − 1)n + i

)
+

n
2∑

j=2,4,6

(
n2 + jn + 1 − i

)
+

n−1∑
j= n

2 +1, n
2 +3, n

2 +5

(
n2 + jn + i

)

+
n∑

j= n
2 +2, n

2 +4, n
2 +6

(
n2 + (j + 1)n + 1 − i

)

= 3n3 + n2 + n

2
Magic Sum:

µ(λ) =
∑

v∈Gi

λ (v) +
∑

e∈Gi

λ (e)

= n3 + n

2 + 3n3 + n2 + n

2

= 2n3 + n2

2 + n

For Cn:
Vertex Sum:

∑
v∈Cn

λ (v) =
n∑

i=1
λ (vi) =

n
2∑

i=1

(
n

2 n + 1 − i

)
+

n∑
i= n

2 +1

((
n

2 + 1
)

n + 1 − i

)

= n3 + n

2
Edge Sum: ∑

e∈Cn

λ (e) =
n∑

i=1
λ (ei) =

n∑
i=1

(
n2 + n

2 n + i

)

= 3n3 + n2 + n

2
Magic Sum:

µ(λ) =
∑

v∈Cn

λ (v) +
∑

e∈Cn

λ (e)

= n3 + n

2 + 3n3 + n2 + n

2

= 2n3 + n2

2 + n
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Theorem 3.2. If n ≡ 2 (mod 4), then the graph G(n, n) has a Cn-supermagic labeling.

Proof. We define the labeling λ as follows:

λ(vi) =


n
2 n + i, i ∈

{
1, . . . , n

2
}

(n
2 − 1)n + i, i ∈

{
n
2 + 1, . . . , n

}

λ(vi,j) =



(j − 1)n + i, j ∈
{
1, 3, 5, . . . , n

2 − 2
}

, i ∈ {1, . . . , n}

jn + 1 − i, j ∈
{
2, 4, 6, . . . , n

2 − 1
}

, i ∈ {1, . . . , n}

(j − 1)n + i, j = n
2 , i ∈

{
1, . . . , n

2
}

jn + i, j = n
2 , i ∈

{
n
2 + 1, . . . , n

}
(j + 1)n + 1 − i, j ∈

{
n
2 + 1, n

2 + 3, n
2 + 5, . . . , n − 2

}
, i ∈ {1, . . . , n}

jn + i, j ∈
{

n
2 + 2, n

2 + 4, n
2 + 6, . . . , n − 3

}
, i ∈ {1, . . . , n}

(j + 1)n + 1 − i, j = n − 1, i ∈ {1, . . . , n}

λ(ei) = n2 + n

2 n + i, i ∈ {1, . . . , n}

and

λ(ei,j) =



n2 + (j − 1)n + i, j ∈
{
1, 3, 5, . . . , n

2
}

, i ∈ {1, . . . , n}

n2 + jn + 1 − i, j ∈
{
2, 4, 6, . . . , n

2 − 1
}

, i ∈ {1, . . . , n}

n2 + (j + 1)n + 1 − i, j ∈
{

n
2 + 1, n

2 + 3, n
2 + 5, . . . , n

}
, i ∈ {1, . . . , n}

n2 + jn + i, j ∈
{

n
2 + 2, n

2 + 4, n
2 + 6, . . . , n − 1

}
, i ∈ {1, . . . , n}

For Gi where i ∈ {1, . . . , n}:
Vertex Sum: Case 1: If i ∈

{
1, . . . , n

2
}
, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n
2 −2∑

j=1,3,5
λ (vi,j) +

n
2 −1∑

j=2,4,6
λ (vi,j) + λ

(
vi, n

2

)

+
n−2∑

j= n
2 +1, n

2 +3, n
2 +5

λ (vi,j) +
n−3∑

j= n
2 +2, n

2 +4, n
2 +6

λ (vi,j) + λ (vi,n−1) + λ (vi)

=
n
2 −2∑

j=1,3,5
((j − 1)n + i) +

n
2 −1∑

j=2,4,6
(jn + 1 − i) +

((
n

2 − 1
)

n + i

)

+
n−2∑

j= n
2 +1, n

2 +3, n
2 +5

((j + 1)n + 1 − i) +
n−3∑

j= n
2 +2, n

2 +4, n
2 +6

(jn + i) +
(
n2 + 1 − i

)
+
(

n

2 n + i

)

= n3 + n

2
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Case 2: If i ∈
{

n
2 + 1, . . . , n

}
, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n
2 −2∑

j=1,3,5
λ (vi,j) +

n
2 −1∑

j=2,4,6
λ (vi,j) + λ

(
vi, n

2

)

+
n−2∑

j= n
2 +1, n

2 +3, n
2 +5

λ (vi,j) +
n−3∑

j= n
2 +2, n

2 +4, n
2 +6

λ (vi,j) + λ (vi,n−1) + λ (vi)

=
n
2 −2∑

j=1,3,5
((j − 1)n + i) +

n
2 −1∑

j=2,4,6
(jn + 1 − i) +

(
n2

2 + i

)

+
n−2∑

j= n
2 +1, n

2 +3, n
2 +5

((j + 1)n + 1 − i) +
n−3∑

j= n
2 +2, n

2 +4, n
2 +6

(jn + i) +
(
n2 + 1 − i

)
+
((

n

2 − 1
)

n + i

)

= n3 + n

2
Edge Sum:∑
e∈Gi

λ (e) =
n∑

j=1
λ (ei,j)

=
n
2∑

j=1,3,5
λ (ei,j) +

n
2 −1∑

j=2,4,6
(ei,j) +

n∑
j= n

2 +1, n
2 +3, n

2 +5
λ (ei,j) +

n−1∑
j= n

2 +2, n
2 +4, n

2 +6
λ (ei,j)

=
n
2∑

j=1,3,5

(
n2 + (j − 1)n + i

)
+

n
2 −1∑

j=2,4,6

(
n2 + jn + 1 − i

)
+

n∑
j= n

2 +1, n
2 +3, n

2 +5

(
n2 + (j + 1)n + 1 − i

)

+
n−1∑

j= n
2 +2, n

2 +4, n
2 +6

(
n2 + jn + i

)

= 3n3 + n2 + n

2
Magic Sum:

µ(λ) =
∑

v∈Gi

λ (v) +
∑

e∈Gi

λ (e)

= n3 + n

2 + 3n3 + n2 + n

2

= 2n3 + n2

2 + n
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For Cn:
Vertex Sum:

∑
v∈Cn

λ (v) =
n∑

i=1
λ (vi) =

n
2∑

i=1

(
n

2 n + i

)
+

n∑
i= n

2 +1

((
n

2 − 1
)

n + i

)

= n3 + n

2
Edge Sum: ∑

e∈Cn

λ (e) =
n∑

i=1
λ (ei) =

n∑
i=1

(
n2 + n

2 n + i

)

= 3n3 + n2 + n

2
Magic Sum:

µ(λ) =
∑

v∈Cn

λ (v) +
∑

e∈Cn

λ (e)

= n3 + n

2 + 3n3 + n2 + n

2

= 2n3 + n2

2 + n

Theorem 3.3. If n ≡ 1 (mod 4), then the graph G(n, n) has a Cn-supermagic labeling.

Proof. We define the labeling λ as follows:

λ(vi) =


n+1

2 n + i, i ∈
{

1, . . . , n+1
2

}
(n+1

2 − 1)n + i, i ∈
{

n+1
2 + 1, . . . , n

}

λ(vi,j) =



(j − 1)n + i, j ∈
{

1, 3, 5, . . . , n+1
2 − 2

}
, i ∈ {1, . . . , n}

jn + 1 − i, j ∈
{

2, 4, 6, . . . , n+1
2 − 1

}
, i ∈ {1, . . . , n}

(j − 1)n + i, j = n+1
2 , i ∈

{
1, . . . , n+1

2

}
jn + i, j = n+1

2 , i ∈
{

n+1
2 + 1, . . . , n

}
(j + 1)n + 1 − i, j ∈

{
n+1

2 + 1, n+1
2 + 3, n+1

2 + 5, . . . , n − 1
}

, i ∈ {1, . . . , n}

jn + i, j ∈
{

n+1
2 + 2, n+1

2 + 4, n+1
2 + 6, . . . , n − 2

}
, i ∈ {1, . . . , n}

λ(ei) = n2 + (n + 1
2 − 1)n + i, i ∈ {1, . . . , n}

and

λ(ei,j) =



n2 + jn + 1 − i, j ∈
{

1, 3, 5, . . . , n+1
2 − 2

}
, i ∈ {1, . . . , n}

n2 + (j − 1)n + i, j ∈
{

2, 4, 6, . . . , n+1
2 − 1

}
, i ∈ {1, . . . , n}

n2 + (j + 1)n + 1 − i, j ∈
{

n+1
2 , n+1

2 + 2, n+1
2 + 4, . . . , n

}
, i ∈ {1, . . . , n}

n2 + jn + i, j ∈
{

n+1
2 + 1, n+1

2 + 3, n+1
2 + 5, . . . , n − 1

}
, i ∈ {1, . . . , n}

For Gi where i ∈ {1, . . . , n}:
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Vertex Sum: Case 1: If i ∈
{

1, . . . , n+1
2

}
, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n+1

2 −2∑
j=1,3,5

λ (vi,j) +
n+1

2 −1∑
j=2,4,6

λ (vi,j) + λ
(
vi, n+1

2

)

+
n−1∑

j= n+1
2 +1, n+1

2 +3, n+1
2 +5

λ (vi,j) +
n−2∑

j= n+1
2 +2, n+1

2 +4, n+1
2 +6

λ (vi,j) + λ (vi)

=
n+1

2 −2∑
j=1,3,5

((j − 1)n + i) +
n+1

2 −1∑
j=2,4,6

(jn + 1 − i) +
(

(n + 1
2 − 1)n + i

)

+
n−1∑

j= n+1
2 +1, n+1

2 +3, n+1
2 +5

((j + 1)n + 1 − i) +
n−2∑

j= n+1
2 +2, n+1

2 +4, n+1
2 +6

(jn + i) +
(

n + 1
2 n + i

)

= n3 − 1
2 + i

Case 2: If i ∈
{

n+1
2 + 1, . . . , n

}
, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n+1

2 −2∑
j=1,3,5

λ (vi,j) +
n+1

2 −1∑
j=2,4,6

λ (vi,j) + λ
(
vi, n+1

2

)

+
n−1∑

j= n+1
2 +1, n+1

2 +3, n+1
2 +5

λ (vi,j) +
n−2∑

j= n+1
2 +2, n+1

2 +4, n+1
2 +6

λ (vi,j) + λ (vi)

=
n+1

2 −2∑
j=1,3,5

((j − 1)n + i) +
n+1

2 −1∑
j=2,4,6

(jn + 1 − i) +
(

n + 1
2 n + i

)

+
n−1∑

j= n+1
2 +1, n+1

2 +3, n+1
2 +5

((j + 1)n + 1 − i) +
n−2∑

j= n+1
2 +2, n+1

2 +4, n+1
2 +6

(jn + i) +
((

n + 1
2 − 1

)
n + i

)

= n3 − 1
2 + i
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Edge Sum:∑
e∈Gi

λ (e) =
n∑

j=1
λ (ei,j)

=
n+1

2 −2∑
j=1,3,5

λ (ei,j) +
n+1

2 −1∑
j=2,4,6

(ei,j) +
n∑

j= n+1
2 , n+1

2 +2, n+1
2 +4

λ (ei,j) +
n−1∑

j= n
2 +1, n

2 +3, n
2 +5

λ (ei,j)

=
n+1

2 −2∑
j=1,3,5

(
n2 + jn + 1 − i

)
+

n+1
2 −1∑

j=2,4,6

(
n2 + (j − 1)n + i

)
+

n∑
j= n+1

2 , n+1
2 +2, n+1

2 +4

(
n2 + (j + 1)n + 1 − i

)

+
n−1∑

j= n
2 +1, n

2 +3, n
2 +5

(
n2 + jn + i

)

= 3n3 + n2 + 3n + 1
2 − i

Magic Sum:

µ(λ) =
∑

v∈Gi

λ (v) +
∑

e∈Gi

λ (e)

=
(

n3 − 1
2 + i

)
+
(

3n3 + n2 + 3n + 1
2 − i

)

= 2n3 + n2 + 3n

2
For Cn:
Vertex Sum:

∑
v∈Cn

λ (v) =
n∑

i=1
λ (vi) =

n+1
2∑

i=1

(
n + 1

2 n + i

)
+

n∑
i= n+1

2 +1

((
n + 1

2 − 1
)

n + i

)

= n3 + n2

2 + n

Edge Sum: ∑
e∈Cn

λ (e) =
n∑

i=1
λ (ei) =

n∑
i=1

(
n2 +

(
n + 1

2 − 1
)

n + i

)

= 3n3 + n

2
Magic Sum:

µ(λ) =
∑

v∈Cn

λ (v) +
∑

e∈Cn

λ (e)

=
(

n3 + n2

2 + n

)
+
(

3n3 + n

2

)

= 2n3 + n2 + 3n

2
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Theorem 3.4. If n ≡ 3 (mod 4), then the graph G(n, n) has a Cn-supermagic labeling.

Proof. We define the labeling λ as follows:

λ(vi) =


n+1

2 n + 1 − i, i ∈
{

1, . . . , n+1
2 − 1

}
(n+1

2 + 1)n + 1 − i, i ∈
{

n+1
2 , . . . , n

}

λ(vi,j) =



(j − 1)n + i, j ∈
{

1, 3, 5, . . . , n+1
2 − 1

}
, i ∈ {1, . . . , n}

jn + 1 − i, j ∈
{

2, 4, 6, . . . , n+1
2 − 2

}
, i ∈ {1, . . . , n}

(j + 1)n + 1 − i, j = n+1
2 , i ∈

{
1, . . . , n−1

2

}
jn + 1 − i, j = n+1

2 , i ∈
{

n−1
2 + 1, . . . , n

}
jn + i, j ∈

{
n+1

2 + 1, n+1
2 + 3, n+1

2 + 5, . . . , n − 2
}

, i ∈ {1, . . . , n}

(j + 1)n + 1 − i, j ∈
{

n+1
2 + 2, n+1

2 + 4, n+1
2 + 6, . . . , n − 1

}
, i ∈ {1, . . . , n}

λ(ei) = n2 + (n + 1
2 − 1)n + i, i ∈ {1, . . . , n}

and

λ(ei,j) =



n2 + jn + 1 − i, j ∈
{

1, 3, 5, . . . , n+1
2 − 1

}
, i ∈ {1, . . . , n}

n2 + (j − 1)n + i, j ∈
{

2, 4, 6, . . . , n+1
2 − 2

}
, i ∈ {1, . . . , n}

n2 + jn + i, j ∈
{

n+1
2 , n+1

2 + 2, n+1
2 + 4, . . . , n − 1

}
, i ∈ {1, . . . , n}

n2 + (j + 1)n + 1 − i, j ∈
{

n+1
2 + 1, n+1

2 + 3, n+1
2 + 5, . . . , n − 2

}
, i ∈ {1, . . . , n}

2n2 + i, j = n, i ∈ {1, . . . , n}

For Gi where i ∈ {1, . . . , n}:
Vertex Sum: Case 1: If i ∈

{
1, . . . , n+1

2 − 1
}

, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n+1

2 −1∑
j=1,3,5

λ (vi,j) +
n+1

2 −2∑
j=2,4,6

λ (vi,j) + λ
(
vi, n+1

2

)
+

n−2∑
j= n+1

2 +1, n+1
2 +3, n+1

2 +5
λ (vi,j) +

n−1∑
j= n+1

2 +2, n+1
2 +4, n+1

2 +6
λ (vi,j) + λ (vi)

=
n+1

2 −1∑
j=1,3,5

((j − 1)n + i) +
n+1

2 −2∑
j=2,4,6

(jn + 1 − i) +
(
(n+1

2 + 1)n + 1 − i
)

+
n−2∑

j= n+1
2 +1, n+1

2 +3, n+1
2 +5

(jn + i) +
n−1∑

j= n+1
2 +2, n+1

2 +4, n+1
2 +6

((j + 1) n + 1 − i) +
(

n+1
2 n + 1 − i

)
= n3+2n+1

2 − i
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Case 2: If i ∈
{

n+1
2 , . . . , n

}
, then

∑
v∈Gi

λ (v) =
n−1∑
j=1

λ (vi,j) + λ (vi)

=
n+1

2 −1∑
j=1,3,5

λ (vi,j) +
n+1

2 −2∑
j=2,4,6

λ (vi,j) + λ
(
vi, n+1

2

)

+
n−2∑

j= n+1
2 +1, n+1

2 +3, n+1
2 +5

λ (vi,j) +
n−1∑

j= n+1
2 +2, n+1

2 +4, n+1
2 +6

λ (vi,j) + λ (vi)

=
n+1

2 −1∑
j=1,3,5

((j − 1)n + i) +
n+1

2 −2∑
j=2,4,6

(jn + 1 − i) +
(

n + 1
2 n + 1 − i

)

+
n−2∑

j= n+1
2 +1, n+1

2 +3, n+1
2 +5

(jn + i) +
n−1∑

j= n+1
2 +2, n+1

2 +4, n+1
2 +6

((j + 1) n + 1 − i) +
(

(n + 1
2 + 1)n + 1 − i

)

= n3 + 2n + 1
2 − i

Edge Sum:∑
e∈Gi

λ (e) =
n∑

j=1
λ (ei,j)

=
n+1

2 −1∑
j=1,3,5

λ (ei,j) +
n+1

2 −2∑
j=2,4,6

(ei,j) +
n−1∑

j= n+1
2 , n+1

2 +2, n+1
2 +4

λ (ei,j) +
n−2∑

j= n
2 +1, n

2 +3, n
2 +5

λ (ei,j) + λ (ei,n)

=
n+1

2 −1∑
j=1,3,5

(
n2 + jn + 1 − i

)
+

n+1
2 −2∑

j=2,4,6

(
n2 + (j − 1) n + i

)
+

n−1∑
j= n+1

2 , n+1
2 +2, n+1

2 +4

(
n2 + jn + i

)

+
n−2∑

j= n
2 +1, n

2 +3, n
2 +5

(
n2 + (j + 1) n + 1 − i

)
+ 2n2 + i

= 3n3 + n2 + n − 1
2 + i

Magic Sum:

µ(λ) =
∑

v∈Gi

λ (v) +
∑

e∈Gi

λ (e)

=
(

n3 + 2n + 1
2 − i

)
+
(

3n3 + n2 + n − 1
2 + i

)

= 2n3 + n2 + 3n

2
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For Cn:
Vertex Sum:

∑
v∈Cn

λ (v) =
n∑

i=1
λ (vi) =

n+1
2 −1∑
i=1

(
n + 1

2 n + 1 − i

)
+

n∑
i= n+1

2

((
n + 1

2 + 1
)

n + 1 − i

)

= n3 + n2

2 + n

Edge Sum: ∑
e∈Cn

λ (e) =
n∑

i=1
λ (ei) =

n∑
i=1

(
n2 +

(
n + 1

2 − 1
)

n + i

)

= 3n3 + n

2
Magic Sum:

µ(λ) =
∑

v∈Cn

λ (v) +
∑

e∈Cn

λ (e)

=
(

n3 + n2

2 + n

)
+
(

3n3 + n

2

)

= 2n3 + n2 + 3n

2

The following corollary directly follows from the preceding theorems and provides an immediate
consequence of our main findings.

Corollary 3.5. G (n, n) has a Cn-supermagic labeling.

4. Examples

To illustrate the theoretical results established in the previous sections, we present specific examples of
Cn-supermagic labeling for different values of n. The following cases demonstrate how the labeling
functions ensure a constant magic sum across all Cn-subgraphs in the graph G(n, n).

We consider examples where n ≡ 0, 1, 2, 3 (mod 4), showing that our labeling method holds for various
values of n. The tables provided detail the assigned labels for vertices and edges, verifying the
correctness of our constructions. Additionally, graphical representations illustrate the labeled structures
for better visualization.

These examples not only validate the theoretical framework but also serve as a guide for extending
Cn-supermagic labeling to larger and more complex graph families.

Example 4.1. Consider the graph G(8, 8). By Theorem 3.1, µ(λ) = 1064 and C8-supermagic labeling
of G(8, 8) is illustrated in Figure 2 and detailed in Table 1.
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Table 1. Labeling for the vertices and edges of G(8, 8)
Gi graphs

vi vi,1 vi,2 vi,3 vi,4 vi,5 vi,6 vi,7 ei,1 ei,2 ei,3 ei,4 ei,5 ei,6 ei,7 ei,8 µ(λ)

G1 32 1 16 17 40 41 56 57 65 80 81 96 105 120 121 136 1064
G2 31 2 15 18 39 42 55 58 66 79 82 95 106 119 122 135 1064
G3 30 3 14 19 38 43 54 59 67 78 83 94 107 118 123 134 1064
G4 29 4 13 20 37 44 53 60 68 77 84 93 108 117 124 133 1064
G5 36 5 12 21 28 45 52 61 69 76 85 92 109 116 125 132 1064
G6 35 6 11 22 27 46 51 62 70 75 86 91 110 115 126 131 1064
G7 34 7 10 23 26 47 50 63 71 74 87 90 111 114 127 130 1064
G8 33 8 9 24 25 48 49 64 72 73 88 89 112 113 128 129 1064

C8 graph
v1 v2 v3 v4 v5 v6 v7 v8 e1 e2 e3 e4 e5 e6 e7 e8 µ(λ)

C4 32 31 30 29 36 35 34 33 97 98 99 100 101 102 103 104 1064

Figure 2. C8-supermagic labeling of G(8, 8)

Example 4.2. Consider the graph G(6, 6). By Theorem 3.2, µ(λ) = 456 and C6-supermagic labeling
of G(6, 6) is illustrated in Figure 3 and detailed in Table 2.

Table 2. Labeling for the vertices and edges of G(6, 6)
Gi graphs

vi vi,1 vi,2 vi,3 vi,4 vi,5 ei,1 ei,2 ei,3 ei,4 ei,5 ei,6 µ(λ)

G1 19 1 12 13 30 36 37 48 49 66 67 78 456
G2 20 2 11 14 29 35 38 47 50 65 68 77 456
G3 21 3 10 15 28 34 39 46 51 64 69 76 456
G4 16 4 9 22 27 33 40 45 52 63 70 75 456
G5 17 5 8 23 26 32 41 44 53 62 71 74 456
G6 18 6 7 24 25 31 42 43 54 61 72 73 456

C6 graph
v1 v2 v3 v4 v5 v6 e1 e2 e3 e4 e5 e6 µ(λ)

C6 19 20 21 16 17 18 55 56 57 58 59 60 456
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Figure 3. C6-supermagic labeling of G(6, 6)

Example 4.3. Consider the graph G(5, 5). By Theorem 3.3, µ(λ) = 270 and C5-supermagic labeling
of G(5, 5) is illustrated in Figure 4 and detailed in Table 3.

Table 3. Labeling for the vertices and edges of G(5, 5)
Gi graphs

vi vi,1 vi,2 vi,3 vi,4 ei,1 ei,2 ei,3 ei,4 ei,5 µ(λ)

G1 16 1 10 11 25 30 31 45 46 55 270
G2 17 2 9 12 24 29 32 44 47 54 270
G3 18 3 8 13 23 28 33 43 48 53 270
G4 14 4 7 19 22 27 34 42 49 52 270
G5 15 5 6 20 21 26 35 41 50 51 270

C5 graph
v1 v2 v3 v4 v5 e1 e2 e3 e4 e5 µ(λ)

C5 16 17 18 14 15 36 37 38 39 40 270
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Figure 4. C5-supermagic labeling of G(5, 5)

Example 4.4. Consider the graph G(7, 7). By Theorem 3.4, µ(λ) = 721 and C7-supermagic labeling
of G(7, 7) is illustrated in Figure 5 and detailed in Table 4.

Table 4. Labeling for the vertices and edges of G(7, 7)
Gi graphs

vi vi,1 vi,2 vi,3 vi,4 vi,5 vi,6 ei,1 ei,2 ei,3 ei,4 ei,5 ei,6 ei,7 µ(λ)

G1 28 1 14 15 35 36 49 56 57 70 78 91 92 99 721
G2 27 2 13 16 34 37 48 55 58 69 79 90 93 100 721
G3 26 3 12 17 33 38 47 54 59 68 80 89 94 101 721
G4 32 4 11 18 25 39 46 53 60 67 81 88 95 102 721
G5 31 5 10 19 24 40 45 52 61 66 82 87 96 103 721
G6 30 6 9 20 23 41 44 51 62 65 83 86 97 104 721
G7 29 7 8 21 22 42 43 50 63 64 84 85 98 105 721

C7 graph
v1 v2 v3 v4 v5 v6 v7 e1 e2 e3 e4 e5 e6 e7 µ(λ)

C7 28 27 26 32 31 30 29 71 72 73 74 75 76 77 721
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Figure 5. C7-supermagic labeling of G(7, 7)

5. Conclusion

In this study, we investigated the Cn-supermagic labeling of the G(n, n) graph, which is constructed by
connecting multiple Cn cycle graphs to a central Cn graph. We established necessary conditions and
explicit labeling functions that ensure Cn-supermagic properties based on different values of n mod 4.

Our results demonstrate that G(n, n) graphs admit Cn-supermagic labeling for all n ≡ 0, 1, 2, 3 (mod 4).
The explicit formulas for vertex and edge labeling guarantee a constant magic sum for each Cn-subgraph,
proving the feasibility of such labelings. Furthermore, we provided concrete examples for n = 5, 6, 7,

and 8, confirming the validity of our theoretical findings.

This research contributes to the broader field of graph labeling, offering insights into magic and
supermagic properties of structured graphs. Future work could explore extending supermagic labeling
to more complex graph families, such as bipartite cycle graphs, higher-dimensional structures, or
graphs with varying connectivity patterns. Additionally, investigating the applications of these labeling
techniques in cryptography, network security, and combinatorial optimization could provide practical
insights. Further research might also focus on developing efficient algorithms for generating supermagic
labelings in larger graphs and exploring the relationship between graph labeling and other graph-
theoretical properties, such as graph coloring or decomposition.
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Abstract −Novel three asymmetric bis-hydrazone compounds, 2-((11H-indeno[1,2-b] quinoxaline-

11-ylidene)hydrazone)methyl-phenol, 4-((11H-indeno[1,2-b]quinoxalin-11-ylidene)hydrazone) 

methyl-benzene-1,3-diol, 1-((11H-indeno[1,2-b]quinoxalin-11-yidene)hydrazone)methyl-

naphthalen-2-ol, containing indenoquinoxaline and phenolic moieties as sensors (5a-c),  were 

designed and synthesized in high yield (82-87%). Their structures were characterized by FT-IR, 
1HNMR, 13C NMR, and MS spectroscopic methods. Their colorimetric sensor properties were 

investigated, and changes in the absorption of the UV-vis spectrum when interacting with some 

anions and cations in aqueous acetonitrile solution, as well as a well-defined color change detectable 

with the naked eye, were observed. While no change was observed with the addition of anions such 

as Cl–, Br–, I‒, SCN‒, OCl‒, HSO4
‒, H2PO4

‒, HPO4
2– and PO4

3– to the host solution (5a-c), the addition 

of the F‒, CN‒, OH‒, and OAc‒ anions was resulted with a red shift of the charge-transfer absorbance 

band accompanied by a color change from light yellow to purple-blue. In addition, the sensing 

behavior of receptors for different metal ions, such as Cu2+, Ni2+, Zn2+, Co2+, Mn2+, Pb2+, Fe2+, Fe3+, 

Hg+2, Ag+, and Sn2+ in aqueous acetonitrile solution was investigated, and they showed receptor 

properties against Cu2+, Ni2+, Co2+, and Zn2+ ions among them. 

Keywords − Indenoquinoxaline, asymmetric bis-hydrazones, ion sensors, UV-vis spectrum, naked eye 

1. Introduction 

Anions play an essential role in the daily life of humans and animals as well as in the growth of plants. Several 

anions have a significant role in chemical reactions, biological metabolisms, pharmaceutical processes, and 

many other processes [1,2]. However, the scarcity and excess of biologically important ions such as fluoride, 

acetate, and phosphate lead to various metabolic disorders. Detection of fluoride anions among halogen anions 

is a significant research area in both the detection of diseases such as fluorosis, kidney disease, bone and 

skeletal cancer due to the excess of fluoride ions, and beneficial effects such as prevention of dental caries and 

treatment of osteoporosis [3,4]. Phosphate (PO4
3-) is one of the main nutrients plants require for proper growth 

[5]. It is also an anion found naturally in all living organisms in soils and aquatic environments [6,7]. Acetate 

ions (OAc‒) are more important in living organisms as acetyl coenzyme [8]. Although cyanide ions are 

beneficially applied in the gold mining, electroplating, and metal plating industries, cyanide ions are known to 

play a frightening role as toxins in the environmental and biological fields [9,10]. Additionally, humans and 

animals can absorb cyanide from consuming vegetables that contain cyanogenic glycoside derivatives, such 

as amygdalin [11]. Metal ions are essential elements in the lives of humans, animals, and plants. Furthermore, 
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metal ions play significant roles in numerous fields, including chemical, biochemical, geochemical, industry, 

and material science [12]. However, their toxic effects should also be considered [13]. Both copper (Cu) and 

Zinc (Zn) are metals required in protein production for the growth of plants, and they play essential roles in 

ethylene sensing and oxidative stress production [14]. Cobalt (Co) creates a toxic effect on plants in high 

concentrations and causes pale-colored leaves and loss of leaves [15]. The element nickel (Ni) is a crucial plant 

micronutrient because it activates the urease enzyme [16]. 

Even if instrumental analysis is used for ion analysis, it has some negative features, such as difficulty in 

portability to the field, the need for skilled technicians, and expensive and complex instrumentation. Recently, 

to ensure practicality, the synthesis of new compounds has been focused on by designing colorimetric sensors 

that can be easily observed with the naked eye [17–20]. 

Indenoquinoxaline derivatives, an important group of aza-polycyclic compounds, are important compounds of 

N-heterocycles, a large conjugation tetracyclic structure [21–23]. They form useful intermediates in organic 

compound synthesis, such as spiro indenoquinoxaline pyrrolizidines [24] and spirolactonnes [25]. Their spiro 

compounds are also used as α-glucosidase inhibitors [26], anticancer [27], and antibacterial agents [28]. Of 

these, 11H-indeno[1,2-b]quinoxalin-11-one is a ketone compound, and its hydrazone derivative can be formed 

with hydrazine hydrate [29], and this derivative is used in various reactions [30,31]. Similarly, indeno-1-one 

[2,3-b]quinoxaline is an effective inhibitor for the corrosion of mild steel [32]. 

In the current work, asymmetric bis-hydrazone compounds featuring an indenoquinoxaline moiety (5a-5c) 

were synthesized utilizing phenolic aldehydes (Scheme 1). The structures of these compounds were 

subsequently characterized through various spectroscopic techniques. Besides, their colorimetric sensor 

properties for both various anions and cations were investigated by their spectral responses changed in the UV-

vis absorption spectrum. The anion recognition properties of these compounds toward F–, CN–, OH– , OAc– in 

the presence of other anions, such as Cl–, Br–, I–, SCN–, OCl–, HSO4
–, H2PO4

–, HPO4
2– and PO4

3– in acetonitrile-

water solution were explored using the UV-vis molecular absorption spectroscopy and also by naked-eye 

detection. Besides, by examining the receptor detection behaviors against different metal ions (Cu2+, Ni2+, Zn2+, 

Co2+, Mn2+, Pb2+, Fe2+, Fe3+, Hg2+, Ag+, and Sn2+), in aqueous acetonitrile solution, their interactions with the 

UV-vis spectroscopic method and a naked eye detector were investigated. Among them, it was observed that 

the new title compounds (5a-c) were selected for Cu2+, Ni2+, Zn2+, and Co2+ transition metal ions. 

 
Scheme 1. The synthesis of the novel asymmetric bis-hydrazone compounds, (5a-c) 
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2. Experimental Section 

2.1.  Reagents and Techniques 

All chemicals, such as ninhydrin, o-phenylenediamine, hydrazine hydrate, salicylaldehyde 2,4-

dihydroxybenzaldehyde, 2-hydroxy-1-naphthaldehyde, were purchased from Sigma-Aldrich, Merck Chemical 

Companies, and ethyl acetate, tetrahydrofuran, ethanol, chloroform, and acetonitrile were used as solvents 

without further purification. In the titration experiments, all the anions and cations were added in the form of 

tetra-n-butyl ammonium salts (TBAX, X: F, Cl, Br, I, SCN, OCl, HSO4, PO4, HPO4, H2PO4, CN, OAc, OH), 

which were purchased from Argos, Sigma-Aldrich Chemical, and stored in a vacuum desiccator before use. 

The stock solutions of different metal ions were made from acetate salts and chloride salts. Reactions during 

the synthesis of the title compound were monitored by thin-layer chromatography (TLC) on silica-gel 60 F254 

plates (Merck) and a UV lamp. Using a capillary tube, the melting point was measured with an Electrothermal 

IA 9100 apparatus. Elemental analysis was conducted on a LECO-932 CHNS analyzer. FT-IR analysis was 

performed using a Perkin Elmer Spectrum 100 FT-IR instrument with an ATR apparatus of 4000-650 cm
−1

. 

The UV-vis spectra were measured using a Perkin Elmer 25 spectrometer. 1H NMR and 13C NMR spectra were 

recorded on a JEOL ECX- 400 NMR spectrometer operating at 400 and 100 MHz, respectively, using DMSO-

d6 as solvent. MS analyses were performed with a Shimadzu LC-MS/MS 8040 liquid chromatograph mass 

spectrometer with an electrospray ionization source. 

2.2.  General Procedure for Synthesis of the Novel Asymmetric Bis-hydrazone 

Compounds (5a-c) 

Novel compounds (5a-c) were synthesized according to the steps outlined in Scheme 1. Firstly, the starting 

material 11H-indeno[1,2-b]-11-one (3) was prepared through the reaction of ninhydrin (1) with 1,2-

diaminobenzene (2) according to the procedure reported in the literature [33]. m.p. 107-108 ℃, FT-IR, cm-1: 

1726 (C=O), 1608, 1506 (C=Carom), 1189 (C=N), 863, 771, 734 (C-Carom). 

Secondly, in a round bottom flask, 11H-indeno[1,2-b]-11-one (3) (0.23 g, 1.02 mmol) was dissolved in 20 mL 

of toluene. Hydrazine hydrate (0.840 mL, 17.2 mmol) was dropped slowly into the stirred solution. After 

adding anhydrous MgSO4 (ca. 2 g), the mixture was refluxed for 6 h. The reaction mixture was cooled and 

filtered, and the residue was washed with petroleum spirit (40-60 ℃ fraction). The filtrate and the washings 

were combined. After that, the obtained lemon-yellow color solid 11-hydrazone-11H-indeno[1,2-

b]quinoxaline (4) was filtered, dried, and recrystallized from chloroform. m.p. 107-108 ℃, FT-IR, cm-1: 3411, 

3310 (N-NH2), 1608 (C=N), 1506 (C=Carom), 1189 (C=Narom), 863, 771, 734 (C-Carom). 

To a solution of 11-hydrazone-11H-indeno[1,2-b]quinoxaline (4), (0.06275 g, 0.25 mmol) in chloroform (10 

mL) was added the solution of various aromatic hydroxy aldehydes, 5a-c (0.25 mmol) in chloroform (10 mL) 

at room temperature and refluxed by stirring. The progress of the reaction was monitored by thin-layer 

chromatography (TLC) analysis. After the reaction, the mixture was cooled, and the precipitate was collected 

by filtration, washed with cold ethanol, and dried overnight under a vacuum. The crystallization of these crude 

products from tetrahydrofuran yielded new pure products (5a-c) with different colors. The physical parameters 

were determined, and spectroscopic methods were used to characterize the structures. 

2-((11H-indeno[1,2-b] quinoxaline-11-ylidene)hydrazono)methyl)-phenol (5a) 

Orange-yellow needles, yield: 0.0762 g (87%), mp: 212 °C; UV-vis λ max: 394 and 289 nm in CH3CN. 

C22H14N4O; elemental analysis calcd. (found) %: C, 75.42 (75.37); H, 4.03 (4.06); N, 15.99 (15.97); O, 4.57 

(4.61). FT-IR, (cm-1): 3230 (O-H), 3143, 3058, 3013 (Carom _H), 2944 (-NC-H), 1627 (CH=N-), 1531 

(Carom=N), 1227 (C=C), 1023 (C-O), 745 (C=C). 1H-NMR (400. MHz; DMSO-d6; δ ppm): 12.42 (s, 1H, –

OH), 8.90 (s, 1H, –CH=N), 8.35 - 6.94 (m, 12H, Ar–H). 13C-NMR (100 MHz, DMSO-d6, δ ppm): 167.4 
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(Cipso=N), 160.8 (Carom-O), 156.8 (-CH=N), 154.7, 147.0, 142.1, 141.8 (Carom=N), 137.8-117.7 (Carom); ESI: 

m/z 351 (M+). 

4-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl)benzene-1,3-diol (5b)  

Brick red solid, yield: 0.0752 g (82%), mp: 292 °C; UV-vis λ max: 411 and 286 nm in CH3CN. C22H14N4O2; 

elemental analysis calcd. (found) %: C, 72.22 (72.06); H, 3.85 (3.89); N, 15.29 (15.25); O, 8.73 (8.79). FT-IR, 

(ʋ, cm-1): 3340 (O-H), 3225 (O-H), 3061 (Carom―H), 2931 (-NC-H), 1629 (-CH=N-), 1528, 1505 (Carom=N), 

1224 (C=C), 1025 (C-O), 755 (C=C). 1H-NMR (400 MHz; DMSO-d6; δ ppm): 12.46 (s, 1H, –OH), 10.43 (s, 

1H, –OH), 8.90 (s, 1H, –CH=N), 7.98 - 6.37 (11H, Ar–H). 13C-NMR (100 MHz, DMSO-d6, δ ppm): 167.9 

(Cipso=N), 164.1 (Carom-O), 163.0 (Carom-O), 154.8, (-CH=N), 154.6, 141.8, 141.5, 138.6 (Carom=N), 137.2-103.4 

(Carom); ESI: m/z 367 (M+). 

1-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl-naphthalen-2-ol (5c) 

Red solid, yield: 0.0841 g (84%), mp: 281 °C; UV-vis λ max: 444, 289 nm in CH3CN. C26H16N4O; elemental 

analysis calcd. (found) %: C, 77.99 (77.92); H, 4.03 (4.11); N, 13.99 (13.93); O, 4.00 (4.05). FT-IR, (cm-1): 

3371 (O-H), 3123, 3057 (Carom ―H), 3007 (NC-H), 1619 (CH=N), 1526 (Carom=N), 1288 (C=C), 1024 (C-O), 

769 (C=C). 1H-NMR (400 MHz; DMSO-d6; δ ppm): 14.00 (s, 1H, –OH), 10.00 (s, 1H, –CH=N), 8.52 – 7.32 

(m, 14H, Ar–H). 13C-NMR (100 MHz, DMSO-d6, δ ppm): 164.1 (Cipso=N), 163.3 (Carom-O), 162.4 (-CH=N), 

157.8, 154.9, 154.6, 146.9 (Carom=N), 137.5-108.9 (Carom); ESI: m/z 401 (M+). 

3. Results and Discussion 

3.1.  Spectral Characterization 

The structure of novel title compounds 5a-c was characterized by FT-IR, 1H-NMR, 13C-NMR, and MS spectra. 

In the FT-IR spectra of the title compounds 5a-c, the sharp peaks observed at 1627, 1629, and 1619 cm-1, 

respectively, belong to the CH=N stretching vibrations, confirming the formation of the hydrazomethine units 

[34]. Aromatic C-H stretching vibrations located at 3013, 3061, and 3057 cm-1, respectively, confirm the 

presence of indeno-quinoxaline units, respectively. Moreover, the peaks observed at 1227 and 1023 cm-1, 1224 

and 1025 cm-1, and 1288 and 1024 cm-1 belong to the aromatic C=C and C-O stretching vibrations of title 

compounds 5a-c, respectively, and highlight phenolic units (Figure S1-S3). 

UV-vis spectral measurements of the title compounds (5a-c) were studied in aqueous acetonitrile solution. The 

absorption spectra of the title compounds 5a-c in CH3CN-H2O were characterized by a UV-vis 

spectrophotometer (Figure 1). Compounds 5a and 5b exhibit the two strong absorbance bands at 394 and 289 

nm and 411 and 286 nm due to the contribution to internal-charge transfer (ICT) of the indenoquinoxaline and 

the phenolic moiety as mono-hydroxy and di-hydroxy units, respectively. The compound 5c exhibits the three 

strong absorbance bands at 444, 289, and 230 nm due to different conjugations of the mono-hydroxy naphthyl 

moiety (Figure S4). 

 
Figure 1. The UV-vis spectrum of the title compounds (5a-c)  
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1H and 13C NMR spectra of the title compounds, 5a-c were obtained in DMSO-d6 (Figure 2-7). In the 1H-NMR 

spectra peaks belonging to the protons of phenolic hydroxyl groups (-OH) were seen at δ 12.42 ppm, 12.46, 

10.43 ppm, and 14.00 ppm for the title compounds 5a-c, respectively, due to intermolecular interactions of the 

–OH proton with the polar aprotic solvent like DMSO-d6. The single peaks observed at δ 8.90, 8.90, and 10.00 

ppm verified the formation of the –CH=N functional groups of the title compounds 5a-c, respectively. Multiple 

aromatic protons observed around 8.90-6.37 ppm supported that asymmetric bis-aromatic hydrazone 

compounds (5a-c) were synthesized. (Figure 2-4). 

 

Figure 2. The 1H-NMR spectrum of the 2-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl- 

phenol (5a) 

 

 
Figure 3. The 1H-NMR spectrum of the 4-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl- 

benzene-1,3-diol (5b) 
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Figure 4. The 1H-NMR spectrum of the 1-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl- 

naphthalen-2-ol (5c) 

In the 13C-NMR spectra, the carbon atom signals of the C=N and CH=N groups were observed at 167.4 and 

156.8 ppm, 167.9 and 154.8 ppm, 164.1 and 162.4 ppm for the 5a-c, respectively. In addition to multiple 

aromatic carbon peaks, the peaks of the phenolic carbons were observed at around 160 ppm. (Figure 5-7).  

 

Figure 5. The 13C-NMR spectrum of the 2-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl- 

phenol (5a) 
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Figure 6. The 13C-NMR spectrums of the 4-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl- 

benzene-1,3-diol (5b) 

 

 
Figure 7. The 13C-NMR spectrums of the 1-((11H-indeno[1,2-b] quinoxalin-11-ylidene)hydrazono)methyl- 

naphthalen-2-ol (5c) 

The mass spectrums of title compounds (5a-c) showed molecular ion peaks at m/z 351, 367, and 401 

corresponding to the formula C22H14N4O, C22H14N4O2, and C26H16N4O, respectively, and the synthesis of them 

also was confirmed (Figure S5-S7). 
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3.2.  Colorimetric Sensing Studies 

3.2.1. Interaction of Anions with Title Compounds (5a-c) as UV-vis Spectroscopic 

Studies 

Various anions and cations are fundamental for maintaining the life span of plants, animals, and humans, 

positively or negatively. Therefore, their qualitative and quantitative analysis are important. The newly 

synthesized compounds (5a-c), which were structurally characterized, also have potential anion binding sites 

due to the phenolic proton and hydrazomethine units. Considering the hydrogen binding properties due to 

different hydroxyl groups and indenoquinoxaline units, the interaction of the title compounds with several 

anions was investigated. To visualize the qualitative recognition events of selected anions of these synthesized 

compounds, the UV-vis spectroscopic methods and practical photographic techniques were used. Due to their 

insolvency in the water of the title compounds (5a-c), studying the interaction of anions in the acetonitrile-

water (V/V; 9:1) mixture method was considered.  

The changes in the UV-vis absorption spectra as well as the colors of the complexes upon interaction with 

thirteen anions as their TBA salts (X: F–, Cl–, Br–, I–, OCl–, SCN–, HSO4
–, H2PO4

–, HPO4
2–, PO4

3–, OAc–, CN–, 

and OH–) are displayed in Figure 6. Among the studied anions F–, CN–, OH–, and partly OAc– induce charge, 

albeit to different extents, due to the differences in their basic capacity. The title compounds (5a-c) displayed 

absorbance in the 350-450 nm region. To determine and visualize the recognition events of the selected anions, 

solutions were added to each sample solution in equal amounts (5a-c), and their absorbance values were 

measured by using a UV-vis spectrophotometer. A shift in the maximum absorbance of the UV-vis spectrum 

of each title compound (5a-b) from approximately 400 nm to 536-638 nm was observed for F–, CN–, and OH– 

anions, while no change was observed for the other anions. At the same time, an immediate color change was 

observed from yellow to different colors such as purple, dark purple, light blue, and dark blue for F–, CN–, and 

OH– anions, respectively. Addition of other anions (PO4
3–, HPO4

2–, H2PO4
–, OAc–, OCl–, SCN–, HSO4

–, Cl–, 

Br–, and I–) to the solutions of the title compounds did not cause any change in the sample color (Figure 8 (5a-

c)). In compound 5b, absorption and color change were observed due to interaction with F–, CN–, and OH– 

anions, as well as OAc– anion due to a second hydroxyl functional group (Figure 8 (5b)). These color changes, 

which are easy to observe with the naked eye and provide practical convenience, were also photographed under 

natural light and UV lamp (365 nm). 

Unlike the interactions of F– and OH– anions, different absorption and color formation were observed as a 

result of the nucleophilic reaction of cyanide anion to the carbon atom of the hydrazone group and the 

subsequent transfer of the phenolic proton to the neighboring nitrogen anion via an intramolecular hydrogen 

bond [35,36]. As shown in Figure 6, on results of the interaction of fluoride, cyanide, and hydroxyl anions 

with receptors (5a-c), new absorbance peaks were observed to appear in the range of 530-640 nm maximum, 

with the original peak disappearance of the original peak at 394, 411, and 444 nm, respectively. At the same 

time, as indicated in the photograph, the marked change in colors also allowed F–, CN–, and OH– anions to be 

detected with the naked eye. In compound 5b, absorption and color change were observed due to interaction 

with OAc– anion, due to a second hydroxyl functional group (Table 1).  

Table 1. Changes in the wavelength (nm) of the absorption maximum (λmax) of the title compounds (5a-c) in 

acetonitrile for F–, CN–, OH– and OAc– anions 

Sample/anions 

λmax  (nm) 
    Free F– CN– OH– OAc– 

5a 394 536 618 558  

5b 411 558 612 568 545 

5c 444 602 638 602  
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Figure 8. Changes in the UV-vis absorption spectra and color changes observed with naked-eye under a 

natural light (up-right row) and UV lamp-365 nm (down-right row) upon addition of equivalent amount of 

various anions ([Bu4N]X: X: Cl, Br, I, F, OCl, SCN, HSO4, H2PO4, HPO4, PO4, OAc, CN, and OH) to the 

solution of the title compounds (5a-c) (1 x 10-5 M) in (CH3CN: H2O, 9:1, V/V) at room temperature 

The more acidic phenolic proton would deprotonate upon exposure to more basic OH– and F ions, and 

therefore, the intramolecular proton transfer occurs to the keto-hydrazine form (Figure 9 (i)). The cyanide ion 

(CN–), which has nucleophilic properties, bounds to the carbon atom of an electron-deficient hydrazone group. 

As a result of the hydrazo-azo tautomerism that will occur, rapid proton transfer occurs through an 

intramolecular hydrogen bond from the phenol hydrogen to the quinoxaline's nitrogen anion. Then, hydrogen 

bonding of the cyano group occurs via the enolate resonance (Figure 9 (ii)). 
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Figure 9. The proposed sensing mechanism of the title compounds (5a-c) for (i) F– and OH–, (ii) CN– anions 

in CH3CN solution. 

3.2.2. Interaction of Metal Ions with New Compounds (5a-c) as UV-vis Spectroscopic 

Studies 

Due to the molecular structure of the synthesized compounds, the title compounds also have potential metal 

ion binding sites due to the phenolic oxygen atom and nitrogen atoms of hydrazo and indenoquinoxaline units. 

[37,38]. Due to their functional groups, the receptor properties of the synthesized compounds (5a-c) towards 

cations were investigated. For this purpose, the UV-vis absorption spectra of the title compounds (5a-c) 

solutions (1x10-5 M) in CH3CN: H2O (9:1, V:V) were recorded between 250 and 800 nm range at room 

temperature. The UV-vis spectrum of free 5a-c exhibited two broad bands centered at 289, 394 nm, 286, 411 

nm, and 289, 444 nm, respectively. The chemosensor behavior of the title compounds 5a-c (1x10-5 M) was 

investigated by monitoring the UV-vis absorption spectral behavior upon addition of various metal ions 

prepared from acetate salts such as Cu2+, Ni2+, Zn2+, Co2+, Mn2+, Pb2+, Fe2+, Fe3+, Hg2+, Ag+, and Sn2+ in CH3CN: 

H2O (9:1, V:V) solution. While no absorbance change was observed on addition the equivalent amount of each 

metal ions such as Mn2+, Pb2+, Fe2+, Fe3+, Hg+2, Ag+ and Sn2+ into sample solutions, it was observed that a new 

absorbance maximum appeared starting from 400-450 nm and ranging from 500-650 nm with the addition of 

Cu2+, Ni2+, Zn2+, and Co2+ ions (Figure 10, Table 2). The additions of Mn2+, Pb2+, Fe2+, Fe3+, Hg2+, Ag+, and 

Sn2+ ions did not show any significant color changes. As soon as the Cu2+, Zn2+, and Co2+ solution was added, 

the light-yellow color of receptor solutions (5a-c) changed to a different color for Cu2+ (pink), Zn2+ (red), and 

Co2+ (greenish). While the color and spectral changes occurred immediately for Cu2+, Zn2+, and Co2+ ions, these 

changes were observed after 5 minutes with the addition of Ni2+ ions. It was observed for Ni2+ (violet). 

According to Irving-Williams’ theory, copper (II) complexes are thermodynamically more stable than the 

corresponding nickel (II) complexes [39,40]. 

Table 2. Changes in the wavelength (nm) of the absorption maximum (λmax) of the title compounds (5a-c) 

in CH3CN: H2O (9:1, V:V) for Cu2+, Ni2+, Zn2+, Co2+ cations 
Sample/cations 

λmax (nm) 
Free Cu2+ Ni2+ Co2+ Zn2+ 

5a 394 518 542 604 521 
5b 411 550 554 624 524 
5c 444 523 582 608 566 
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The existence of a distinct color change in the qualitative recognition of the Cu2+, Co2+, Zn2+, and Ni2+ ions and 

the fact that the color change was clearly visible to the naked eye indicate that the synthesized new bis-hydrazo 

compounds (5a-c) may have a good selectivity towards metal ions (Cu2+, Co2+, Zn2+, and Ni2+) over other 

competitive cations (Mn2+, Pb2+, Fe2+, Fe3+, Hg2+, Ag+ and Sn2+) (Figure 11). Based on this observation, they 

can be used in future studies in the potential chemosensor field.  
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(5b) 
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Figure 10. Changes in the UV-vis absorption spectra and color changes observed with naked-eye under a 

natural light (right row) upon the addition of equivalent amount of metal ion solutions (Cu2+, Ni2+, Zn2+, 

Co2+, Mn2+, Pb2+, Fe2+, Fe3+, Hg+2, Ag+, and Sn2+) to the solution of the title compounds (5a-c) (1x10-5 M) in 

CH3CN: H2O (9:1, V:V) at room temperature 
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Figure 11. Identification of binding moiety and visually observable color changes of the title compounds 

(5a–c) with solutions of the various ions (F–, CN–, OH–, Cu2+, Ni2+, Zn2+ and Co2+) 

4. Conclusion 

Three novel asymmetric bis-hydrazone compounds containing indenoquinoxaline and phenolic units were 

synthesized, and the structures of the title compounds (5a-c) were confirmed by spectral data. UV-vis spectra 

and naked-eye observation investigated their colorimetric chemosensors for some anions and metal cations. 

The title compounds, as chemosensors, showed sensitivity to F–, CN–, and OH– anions among various anions. 

Although there was only a subtle structural difference in the three chemosensors, distinctions were found for 

anions in their recognition behavior. Compounds 5a and 5c contain only one hydroxy unit, while compound 

5b contains two hydroxyl units. This difference also caused a difference in the detection of the acetate anion 

(OAc––) for the title compound 5b. However, since the lattice unit as a ligand in interaction with metal cations 

is the same in the title compounds, the interaction of cations was the same. Although they showed sensitivity 

for Cu2+, Ni2+, Zn2+, and Co2+ cations, the difference in their ion diameter and nuclear charge caused the 

difference in both color and absorption changes.  

These synthesized asymmetric bis-hydrozone compounds may prove useful in developing multi-analyte sensor 

arrays. These results have been determined to be structures that can display colorimetric sensor properties for 

a method that can be used qualitatively by monitoring the color changes. This will allow the detection of some 

anions and cations in a sample without a complex method. In the development of the test kit for selective 

detection of some cations and anions, and practicality needs to be visible with the naked eye at the scene, in 

addition to the UV-vis spectroscopic method. It is hoped that these synthesized bis-hydrazo compounds will 

be used as sensors in the case of the development of the test kit. 
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Abstract − In this study, a simple and efficient analytical formula is presented to calculate the 

generalized Bloch-Gruneisen function. The proposed analytical formula for the generalized Bloch-

Gruneisen function is corrected for non-integer and integer values of parameter 𝑚. Note that the 

Bloch-Gruneisen function is preferred to calculate thermal conductivity and electrical resistivity of 

solid materials. It has been demonstrated that the offered analytical formula gives very correct results 

of semiconductor and superconductivity for a wide range of temperatures. As an example, the Bloch-

Gruneisen function of MgB2 material, which is envisioned as an alternative superconducting wire for 

advanced fusion reactors, has been calculated and compared with theoretical calculations and 

experimental data. The results obtained for 𝑚 = 3.5 were found to be in excellent agreement with 

the experimental data, with a maximum deviation of approximately 1.26%. The results demonstrated 

that the analytical formula can be satisfactorily used for solid materials. 

Keywords − Bloch-Gruneisen function, debye temperature, electrical resistivity, magnesium diboride, superconductivity 

1. Introduction 

The study of electrical transport, which yields significant insights into electronic phase transitions in metals, 

semiconductors, and superconductors, is basic to condensed matter systems [1,2]. Specifically, 

agnetoresistance (MR) at higher magnetic fields, in spintronic technology such as magnetic field sensors and 

magnetic memory devices [3], and transition metal dichalcogenide (TMDC) systems are important. Therefore, 

many experimental and theoretical studies have been conducted to explore electrical resistivity in these systems 

[3-5]. One of the theoretical methods is the Bloch-Gruneisen function that controls phonon resistivity. Ansari 

has proposed a numerical solution for the Bloch-Gruneisen function to show the electron-phonon interaction 

in the MgB2 superconductor [6-8]. Poddar et al. [9] calculated the electrical resistivity and thermal conductivity 

of MgB2 using the Bloch-Gruneisen function. Mamedov and Askerov [10] presented the generalized Bloch- 

Gruneisen function and calculated the electrical resistivity of MgB2. Hu et al. [11] have investigated electrical 

resistivity of some Weyl semimetals and Dirac semimetals using Bloch-Gruneisen function. Therefore, Bloch- 

Gruneisen functions are significant and influential numerical methods of thermophysical properties of 

condensed matter systems [12,13]. These functions enable the efficient investigation of thermophysical 

properties of condensed matter systems. 

In this study, an effective and simple analytical formula is proposed for calculating the electrical resistivity of 

the Magnesium diboride (MgB2) compound using Bloch-Gruneisen functions for integer and non-integer 
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values of the parameter 𝑛. The MgB2 is a remarkable material predicted to be superconducting at a critical 

temperature of approximately 39 K [14, 15]. The simple crystal structure, high critical current densities and 

fields, and transparency to current flow of MgB2 have made it promising for large-scale applications in 

electronic devices [16, 17]. The effective use of MgB2 and MgB2-based superconductors at liquid hydrogen 

temperatures has allowed for the application of these materials as components in various devices, including 

magnets, magnetic bearings, fault current limiters, electric motors, generators, and magnetic resonance 

imaging (MRI) systems [18-20]. 

In addition to all of these, the high critical temperature MgB2 superconductor possesses advantages such as 

high magnetic field resistance and low neutron activation. Nuclear fusion power is one of the most promising 

energy source candidates for solving global energy problems in terms of both safety and environmental health 

protection compared to other energy sources. In the world-standard International Thermonuclear Experimental 

Reactor (ITER) fusion energy project, a high magnetic field is needed to confine the deuterium (D)-tritium (T) 

plasma and to sustain the fusion reaction. The selection of superconducting materials for nuclear fusion 

reactors plays a critical role in both effective confinement of the magnetic field and long-term stability. As a 

result, MgB2 has been considered as an alternative to Nb-based superconducting wires for use in advanced 

fusion reactors [21]. Based on this, studies have been presented suggesting that MgB2's superior properties 

could enhance long-term operational reliability and optimize maintenance processes in fusion reactors [22, 

23]. In addition, the state-of-the-art MgB2 material has been evaluated as a potential material for the poloidal 

field (PF) coils of a future fusion reactor because of its high critical temperature and low material cost [24, 

25]. The design and analysis of a Helium-Cooled MgB2-Based superconducting current feeder system for 

tokamak application was carried out. In this context, a gas helium-cooled HTS/MgB2 based hybrid 

superconducting current feeder system is reported to have potential benefits for superconducting tokamaks and 

accelerators in terms of improved temperature margin and cryo-stability [26-30]. 

The aim of this paper is to present an efficient and simple analytical formula for the calculation of electrical 

resistivity with Bloch-Gruneisen functions for non-integer and integer values of the parameter 𝑛. It is to show 

that the proposed method is an accurate and usable method for the calculation of Bloch-Gruneisen functions 

of condensed matter systems by applying it to the MgB2 material during critical case analytical evaluations. 

The rest of the paper is organized as follows: Section 2 includes the steps used for the analytical solution of 

the Bloch-Gruneisen function and the theoretical calculations including the definition of electrical resistivity 

according to the Bloch-Gruneisen function. In Section 3, the numerical results obtained for the Bloch- 

Gruneisen function using the developed analytical formula and the numerical results obtained for the electrical 

resistivity of MgB2 material for certain temperature values are presented and their comparison with some 

theoretical studies in the literature is given. Section 4 includes the conclusions that can be drawn from the 

study. 

2. Materials and Methods 

2.1. Theory and Basic Formula 

The generalized Bloch-Gruneisen function is written following form: 

𝐽𝑚 (
𝑇

𝜃𝐷
) = ∫

𝑥𝑚

(𝑒𝑥 − 1)(1 − 𝑒−𝑥)

𝜃𝐷 𝑇⁄

0

𝑑𝑥 (2.1) 
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where 𝜃𝐷 is Debye temperature, 𝑇 is the absolute temperature and 𝑚 takes integer and non-integer values [4]. 

To evaluate analytical formula from (2.1), used binomial expansion series theorem. Binomial expansion series 

theorem is expressed as [31]: 

(𝑥 ± 𝑦)𝑛 = ∑ (±1)𝑚𝐹𝑚(𝑛)𝑥𝑛−𝑚

∞

𝑚=0

𝑦𝑚 (2.2) 

where 𝐹𝑚(𝑛)  

𝐹𝑚(𝑛) = {

𝑛! 𝑚! (𝑛 − 𝑚)!⁄                            for integer 𝑛
(−1)𝑚Γ(𝑚 − 𝑛)

𝑚! Γ(−𝑛)
                   for noninteger 𝑛

 (2.3) 

Considering from (2.2) and (2.1), the analytical formula for the generalized Bloch-Gruneisen functions is taken 

as follows 

𝐽𝑚 (
𝑇

𝜃𝐷
) = (

𝜃𝐷

𝑇
)

𝑚+1

lim
𝑁→∞

∑(−1)𝑛

𝑁

𝑛=0

𝐹𝑚(−2)1𝐹1 [𝑚 + 1; 𝑚 + 2; −(1 + 𝑛)𝜃𝐷 𝑇⁄ ] (2.4) 

where 𝑁 is the upper limit of summation and 1F1 is Kummer confluent hypergeometric function [31]. The 

Kummer confluent hypergeometric function is a fundamental special function in the solution of differential 

equations and plays a critical role in analytic approaches to problems in quantum mechanics, chemistry, and 

engineering [32]. 

2.2. Definition of Electrical Resistivity According to Bloch-Gruneisen Functions  

The electrical resistivity is written with Bloch-Gruneisen function following as: 

𝜌(𝑇) = 𝜌0 + (𝑚 − 1)𝜌′𝜃𝐷 (
𝑇

𝜃𝐷
)

𝑚

𝐽𝑚 (
𝑇

𝜃𝐷
) (2.5) 

For bulk resistivity determined by electron-phonon scattering, it is expressed as follows: 

𝜌(𝑇) = 𝜌0 + 𝐶𝑇5𝐽5 (
𝑇

𝜃𝐷
) (2.6) 

Here, 𝜌0 is the temperature-independent residual resistivity, 𝜌′ is the temperature coefficient of resistivity, and 

𝐶 is a constant that is evaluated from the bulk room temperature resistivity [6, 33, 34, 35]. From (2.5), 𝜌0 = 

228.2 𝜇Ω𝑐𝑚, 𝜌′ = 0.9 𝜇Ω𝑐𝑚 𝐾−1 and 𝜃𝐷 = 1016 [33]. From (2.5), 𝑚 = 2 defines the electron-electron 

interaction, 𝑚 = 3 defines the electron-magnon or 𝑠 − 𝑑 interband electron scattering, and 𝑚 = 5 defines the 

electron-phonon interaction [8]. Therefore, 𝑚 values give important information on the electronic phase 

transitions. By performing the substitution from (2.4) into (2.5), we get the analytical formula for the electrical 

resistivity.  
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3. Results and Discussion 

In this work, a simple and efficient analytical formula is presented for the direct assessment of the Bloch 

Gruneisen function for a wide range of temperatures. The analytical expression has been evaluated by the 

solution from (2.1), which is computed easily and fast by using the binomial series expansion theorem. For the 

calculation of the Bloch-Gruneisen function using the given analytical formula, the Mathematica 7.0 program 

was used. The accuracy and validity of the method defined above are demonstrated by the numerical results 

presented in Tables 1-3. 

Table 1. The comparison of Bloch-Gruneisen function with Ref. [10] for 𝑚 = 5 and 𝑁 = 700 

𝑻 𝜽𝑫 Equation (2.4) Ref. [10] Equation (8) Ref. [10] Equation (10) 

45 285 7.713407079974676E+01 7.71340707997467E+01 7.71340707998706E+01 

15 128 1.067761167806964E+02 1.067761167480696E+02 1.06776116780820E+02 

8 54 8.435004623272282 E+01 8.435004623272282E+01 8.43500462328467E+01 

65 24 4.611546135472945E-03 4.61151099836592E−03 4.61154626152632E−03 

55 424 9.810032305020188 E+01 9.810032305020188E+01 9.81003230503257E+01 

72.3 675.4 1.1285488199685302 E+02 1.1285488199685294E+02 1.12854881961971E+02 

85.7 446.5 5.473342182310225 E+01 5.473342182310225E+01 5.47334218232861E+01 

118 118 2.366158791152123 E-01 2.366158791152123E−01 2.36615879239556E−01 

118 1280 1.195010848419946 E+02 1.195010848419946E+02 1.19501084842119E+02 

125 1400 1.204384359081927 E+02 1.204384359081927E+02 1.20438435908317E+02 

140 750 5.783799227117943 E+01 5.78379922711794E+01 5.78379922713033E+01 

180 2400 1.233960539405156 E+02 1.2339605394051516E+02 1.23396053940639E+0 

 

Table 2. The comparison of Bloch-Gruneisen function with Ref. [8] for 𝑚 = 6 and 𝑁 = 800 
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𝑻 𝜽𝑫 Equation (4) Ref. (8) 

35 180 1.976810544330356 E+02 1.97681054433016E+02 

170 1420 5.364815894141548 E+02 5.36481589414526E+02 

20 154 4.794345649493133 E+02 4.79434564949680E+02 

18 107 2.889752193806172 E+02 2.88975219380716E+02 

95 56 1.394433525605535 E-02 1.39443352569230E-02 

70.8 520.5 4.453005445450895 E+02 4.45300544545428E+02 

52 21 2127648839680634 E+02 2.12764884053156E-03 

55.3 354.6 343.0906991827409 E+02 3.43090699182929E+02 

112 112 1.885436027559607 E-01 1.88543602757016E-01 

117 1180 6.425971231507819 E+02 6.42597123150886E+02 

𝑻 𝜽𝑫 𝒎 Equation (4) Ref. [10] 

25.2 124 3 5.545509412217248 5.54550941221725 

35.6 336 4.5 5.189028578843398E+01 5.18902857884338E+01 

126.5 126.5 6.8 1.6214159806815917E-01 1.62141598068159E−01 

42.3 312.6 5.6 2.3709937031836674E+02 2.37099370318367E+02 

64.2 431.2 8.56 2.467496260270341 E+04 2.46749626027034E+04 

76.4 843.1 12.8 8.864635449361584 E+08 8.86557523688933E+08 

87.6 1084.3 18.3 6.323998747333172 E+14 6.32399874733316E+14 

108.7 1500.4 8.8 2.0744014455065216 E+05 2.07440144552222E+05 

128.2 2500 13.6 2.6886549604272587 E+10 2.68865496042726E+10 

252 1250 9 1.143160656624750 E+04 1.14316065662475E+04 

352 875 12 1.343285492575711 E+03 1.34328549257573E+03 

435 2875 16 1.086584296086333 E+10 1.08658429608633E+10 

543 3287.5 20 4.0945494743327056 E+12 4.09454947433271E+12 

273 1328 24 5.796195653441484 E+13 5.79619565344143E+13 
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The analytical formula of the Bloch–Grüneisen function proposed in this study is valid for both integer and 

non-integer values of the parameter 𝑚. In Tables 1-3, the accuracy of the obtained analytical formula is shown 

through comparison with other studies. As seen in Tables 1-3, the results from the analytical formula are in 

good agreement with literature data [8, 10], indicating that the convergence properties from (2.4) vary widely. 

To demonstrate the accuracy of the proposed analytical formula, electrical resistivity was calculated for MgB2 

as an example, and the results are presented in Table 4. In Table 4, the accuracy and precision of the analytical 

formula for electrical resistivity are shown through the comparison of results from experimental data [9] for 

𝑚 = 3, 𝑚 = 3.5, and 𝑚 = 5 values. The calculations were performed using a Debye temperature of 𝜃𝐷 =

1016 K. 

Table 4. Electrical resistivity of MgB2 for 𝜃𝐷 = 1016 K 

𝑻 𝒎 = 𝟑 𝒎 = 𝟑. 𝟓 𝒎 = 𝟓 Experimental [9] 

60.8 231.027 229.77 228.549 231.82267768300028 

70.1 232.531 230.783 228.909 233.70418020778328 

80.5 234.753 232.385 229.602 233.6186573657477 

90.5 237.49 234.477 230.672 235.44810250842215 

100.9 241.014 237.308 232.323 237.98404069399925 

110.1 244.733 240.414 234.329 240.25225520016062 

120.8 249.779 244.769 237.382 242.87371622777334 

130.6 255.069 249.461 240.902 247.99021321216355 

140.2 260.845 254.696 245.033 253.32609487829725 

150.2 267.448 260.786 250.046 259.9782846348918 

160.1 274.527 370.716 353.961 268.1438568570727 

170.5 282.487 274.961 262.313 274.2308521793451 

180.6 290.673 282.804 269.359 281.0578060044472 

190.4 298.994 290.844 276.723 287.3939330839537 

200.2 307.637 299.253 284.549 296.9910833141217 

210.2 316.743 308.166 292.957 306.3911591691642 

220.2 326.096 317.366 301.736 317.35295648746535 

230.2 335.656 326.811 310.837 323.83410055998866 

240.6 345.782 336.851 320.593 333.840273078153 

250.2 355.266 346.283 329.823 343.9468419760982 

260.1 365.159 356.146 339.532 354.4215309332401 

270.1 375.245 366.224 349.502 364.65452490202057 

280.2 385.507 376.497 359.71 374.11781329248066 

290.4 395.931 386.948 370.135 384.77842147143906 

300.7 406.501 397.561 380.756 393.9665494136108 

 

 

Figure 1. Variation of electrical resistivity values calculated of MgB2 for 𝑚 = 3, 𝑚 = 3.5 and 𝑚 = 5 values 

and experimental data against temperature. 
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The temperature dependence graph of the calculations from Table 4 and the available experimental data for 

MgB2 is shown in Figure 1. As seen in Figure 1, the calculated electrical resistivity values for MgB2 at 𝑚 =

3.5 show good agreement with the experimental data, especially compared to the values calculated for 𝑚 =

3 and 𝑚 = 5. The largest difference is at 𝑇 = 70.1 𝐾, and is approximately 1.26%. In some studies [36, 37], it 

has been reported that the values obtained at 𝑚 = 3 can be explained by the existence of scattering events due 

to both electron-phonon (𝑚 = 5) and possible electron-electron (𝑚 = 2) dependencies. The fact that the 

calculated values for 𝑚 = 3.5 provide a better fit with the experimental data indicates that, in addition to the 

primary electron-electron and electron-phonon interactions considered for 𝑚 = 3, the contributions of other 

scattering mechanisms such as electron-magnon [38, 39] and electron-paramagnon may also be significant. 

This situation suggests that the material under investigation may have a more complex electronic and magnetic 

structure. 

4. Conclusion 

In this study, a simple, effective analytical formula has been derived for the evaluation of the Block-Gruneisen 

function. Considering the obtained results [see Table 1-4], it is demonstrated that the proposed method can 

lead to a much more efficient algorithm for the accurate and precise estimation of the Bloch-Gruneisen function 

and electrical resistivity. In conclusion, the analytical formula demonstrates sufficiently accurate results for 

the Bloch-Gruneisen function, applicable across a wide parameter range. The analytical formula is a confident 

approach to calculating the electrical resistivity of materials, and it provides great advantages according to its 

computational impact and its suitability. Considering that the Bloch-Gruneisen function is used to calculate 

the electrical resistivity of materials, the electrical resistivity of the MgB2 material, which is planned to be used 

as a superconducting wire in advanced nuclear fusion reactors, was calculated. In this regard, it was concluded 

that all the computational results derived would be useful for diverse areas of technology and industry. The 

analytical approach presented in this study provides a promising basis for further investigation into the 

electrical resistivity of various solid-state systems. Future studies may focus on extending the proposed 

formula to other superconducting or thermoelectric materials with different Debye temperatures and electron-

phonon coupling strengths. Additionally, this method can be integrated into numerical simulation tools to 

enhance the efficiency of modelling thermophysical properties in applied superconducting technologies. This 

work could provide a theoretical basis for other materials that will be used under non-ambient conditions, such 

as high magnetic fields or extreme pressures, which are particularly important for fusion energy applications. 

Furthermore, upcoming research could evaluate the formula’s applicability to transport phenomena in Dirac 

or Weyl semimetals. Finally, by incorporating additional scattering mechanisms or coupling effects, the 

approach may be refined to provide more accurate predictions for anisotropic or strongly correlated systems. 
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Abstract − This paper examines the existence and uniqueness of solutions to a nonlinear system of 

fractional differential equations involving the Atangana–Baleanu fractional derivative. The system 

under consideration is analyzed through a fixed-point approach by means of the Perov sense. The 

Atangana–Baleanu fractional derivative, characterized by a non-local and non-singular kernel, 

provides a more suitable framework for modeling various physical phenomena. The main results are 

illustrated through an example, which demonstrates the applicability and reliability of the proposed 

approach. 
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1. Introduction 

Newton and Leibniz introduced differential and integral calculus in the late 17th century, and their calculations 

were used in many fields such as engineering, physics, chemistry, and economics. In the same period, Leibniz 

worked on the existence and meaning of the 1/2-order derivative, but his studies did not progress sufficiently 

due to the limited application areas of fractional derivatives. Liouville’s work defining fractional integration 

can be considered as the first systematic research of that time. In the following period, researchers such as [1–

4] published studies on linear and nonlinear fractional differential equations. Despite the introduction of 

various definitions of fractional-order derivatives—such as those by Grünwald-Letnikov, Riemann-Liouville, 

Caputo, Hadamard, Marchaud, Riesz, Riesz–Miller, Miller–Ross, Weyl, and Erdélyi–Kober—the Caputo and 

Riemann-Liouville types remain the most widely applied in current research. Even though these definitions 

are widely used, there are some weaknesses inherent in their formulations. While several definitions of 

fractional-order derivatives exist in the literature, no single definition is universally superior. Each has its own 

analytical and physical interpretations, depending on the specific context of application [5]. Recently, in order 

to eliminate the weaknesses of these derivatives, Caputo and Fabrizio introduced new derivative definitions in 

2015 [6], and Atangana and Baleanu followed with another in 2016 [7]. Atangana and Baleanu proposed a 

generalized form of fractional-order derivative by modifying the kernel structure in the Caputo-Fabrizio 

definition, thereby enhancing its analytical flexibility and applicability.  

Over the past few decades, fractional calculus has gained prominence as an effective mathematical framework 

for describing complex systems with memory and hereditary characteristics, which traditional integer-order 

differential equations often fail to model accurately. This nonlocal characteristic of fractional derivatives 

enables more accurate descriptions of various processes in physics, biology, control theory, and engineering. 
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For instance, fractional-order models have been successfully applied in rheology field [8], complex dynamical 

systems [9], biological sciences [10], linear time-invariant systems of any order with point delays [11,12], 

diffusion equations [13],  epidemic modeling [14], finance [15], outbreak control [16], chous control [17], 

image diagnosis [18], delay-dependent systems [19,20], data fitting [21], blood flow [22], fluid mechanics 

[23], capacitor theory [24], aerodynamics [25]. Furthermore, in the context of data prediction and model 

validation, fractional-order models have proven useful [26, 27]. These studies demonstrate that fractional 

calculus has become a widely used framework, both in theoretical investigations and practical applications 

across various scientific fields. 

With this expanding applicability comes an increasing need for rigorous mathematical analysis of fractional-

order systems, particularly regarding the existence and uniqueness of solutions to such models. The well-

posedness of these systems ensures that the physical models they represent are mathematically consistent and 

reliable for simulation and prediction. A wide range of studies has focused on the theoretical and practical 

aspects of fractional-order differential equations, including the investigation of existence and uniqueness of 

solutions, stability, periodic behavior, asymptotic properties, and both analytical and numerical solution 

techniques. These include two-point, three-point, multi-point, and nonlocal boundary value problems. 

Compared to prior works relying on Caputo or Riemann–Liouville derivatives [28–36], the adoption of the 

Atangana–Baleanu operator provides a more generalized and physically relevant model formulation. Its non-

singular and non-local kernel structure facilitates more accurate descriptions of memory-dependent processes 

without imposing singularity-related limitations, which are often encountered in traditional definitions. In this 

context, substantial effort has been devoted to developing fixed-point theorems, topological methods, and 

functional analysis tools tailored for fractional differential equations. 

Motivated by these developments, this study aims to investigate the existence and uniqueness of solutions for 

a class of fractional differential equation systems using advanced techniques in fractional calculus and 

nonlinear analysis. Fractional-order models, particularly those involving Atangana–Baleanu derivatives with 

non-singular and non-local kernels, have proven effective in capturing such phenomena. However, their 

analysis, especially in nonlinear and high-dimensional settings, remains mathematically demanding. To 

address these challenges, we employ advanced tools from fractional calculus and nonlinear analysis, 

specifically a fixed point approach adapted to the Perov mean. This study, unlike previous works that mainly 

utilize classical Caputo or Riemann–Liouville derivatives, addresses non-singular and non-local kernel 

structures, providing a novel theoretical framework with wider applicability for models with memory effects. 

The results not only contribute to the theoretical foundations of fractional-order systems but also enhance their 

applicability across various scientific and engineering domains. The organization of the paper is as follows. 

Section 2 outlines the fundamental concepts essential for the analysis. Section 3 is devoted to examining the 

existence and uniqueness of solutions to a nonlinear system of fractional differential equations, utilizing a fixed 

point approach based on in the sense of Perov 

{
 
 

 
 𝐷0,𝑡

𝛼 𝑥(𝑡) + 𝑇(𝑥(𝑡), 𝑦(𝑡)) = 𝜙(𝑡, 𝑥(𝑡), 𝑦(𝑡)) 𝐴𝐵𝐶

𝐷0,𝑡
𝛽
𝑦(𝑡) + 𝑆(𝑥(𝑡), 𝑦(𝑡)) = 𝜓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) 𝐴𝐵𝐶

 
      𝑡 ∈ [0, 𝑏]   , 0 < 𝛼, 𝛽 < 1

  𝑥(0) = 𝑥0  ,   𝑦(0) = 𝑦0

 (1.1) 

where the 𝐷𝛼𝐴𝐵𝐶  and 𝐷𝛽𝐴𝐵𝐶   𝛼, 𝛽 ∈ (0,1)  are Atangana-Baleanu Caputo fractional derivatives, also here 

𝑇, 𝑆: 𝐾 × 𝐾 → ℝ ×ℝ  and 𝑓, 𝑔: 𝑅 × 𝑅 → ℝ× ℝ, 𝑓(𝑡, 𝑥, 𝑦) = 𝜙(𝑡, 𝑥, 𝑦) − 𝑇(𝑥, 𝑦), 𝑔(𝑡, 𝑥, 𝑦) = 𝜓(𝑡, 𝑥, 𝑦) −

𝑆(𝑥, 𝑦), 𝑥0, 𝑦0 ∈  ℝ for 𝐽 = [0, 𝑏], 𝐾 = {𝑥, 𝑦 ∈ ℝ: |𝑥 − 𝑥0| < 𝛿, |𝑦 − 𝑦0| < 𝛿} and 𝑅 = 𝐽 × 𝐾 × 𝐾. 
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2. Preliminaries 

In this section, basic information about the Gamma function, Beta function, Mittag-Leffler function, Riemann–

Liouville fractional derivative, and Caputo fractional derivative is provided, and the Atangana–Baleanu 

derivative in the Caputo sense, which will be used in our study, is introduced. 

Definition 2.1. [37] Let 𝑝 ∈ [1,∞) and (𝑎, 𝑏) be an open subset of ℝ, the Sobolev space 𝐻𝑝(𝑎, 𝑏) defined by 

𝐻𝑝(𝑎, 𝑏) = {𝑓 ∈ 𝐿2(𝑎, 𝑏) ∶   𝐷𝛽𝑓 ∈ 𝐿2,   |𝛽| < 𝑝} 

Definition 2.2. [7] The one-dimensional Sobolev space in the interval (𝑎, 𝑏) is defined by 𝐻1(𝑎, 𝑏) =

{𝑓|𝑓absolutely continuous and𝑓′ ∈ 𝐿2(𝑎, 𝑏)}. 

Definition 2.3.  [38] Let (𝑋, 𝑑) be a metric space and 𝑇 ∶ 𝑋 → 𝑋 be an operator. 𝑇 is called a Lipschitzian 

mapping, if there is a number 𝛼 > 0 such that   

𝑑(𝑇𝑥, 𝑇𝑦) ≤ 𝛼𝑑(𝑥, 𝑦) 

for all 𝑥, 𝑦 ∈ 𝑋. If there is at least one real number 𝛼 ∈ (0,1), 𝑇 is called a contraction mapping.  

Now, let's state the Banach fixed point theorem [39]. 

Theorem (Banach fixed point theorem) 2.4. Let (𝑋, 𝑑)  be a complete metric space and 𝐴:𝑋 → 𝑋 be a 

contraction operator. In this case,  

i. 𝐴 has one and only one fixed point 𝑥 ∈ 𝑋 

ii. For any 𝑥0 ∈ 𝑋, iteration sequence (𝐴𝑛𝑥0) (i.e. iteration sequence (𝑥𝑛) defined by 𝑥𝑛 = 𝐴𝑥𝑛−1 for all    

𝑛 ∈ ℕ) converges to the unique fixed point of 𝐴 

Definition 2.5  [34] A real square matrix 𝑀 is said to be convergent to zero if and only if 𝑀𝑛 → 0  as 𝑛 → ∞. 

Lemma 2.6.  [40] Let 𝑀 ∈ ℳ𝑚,𝑚(ℝ+). The following conditions are mutually equivalent: 

i. 𝑀 is a matrix that convergent to zero 

ii.   All eigenvalues of 𝑀 lie strictly within the open unit disk centered at the origin; that is, |𝜇| < 1 for every 

𝜇 ∈ ℂ satisfying 𝑑𝑒𝑡(𝑀 − 𝜇𝐼) = 0 

iii.   The matrix 𝐼 − 𝑀 is nonsingular and (𝐼 − 𝑀)−1 = 𝐼 +𝑀 +⋯+𝑀𝑛 +⋯ 

iv.   The matrix 𝐼 − 𝑀 is nonsingular and (𝐼 − 𝑀)−1 has nonnegative elements 

v.   𝑀𝑛𝑞 → 0 and 𝑀𝑛𝑞 → 0 as 𝑛 → ∞, for any 𝑞 ∈ ℝ𝑚 

Example 2.7. The first three examples given below are matrices converging to zero. But the fourth example 

does not converge to zero 

i. 𝑀 = (
𝛼 𝛽
𝛼 𝛽

)   where 𝛼, 𝛽 ∈ ℝ+  and 𝛼 +  𝛽 < 1 

ii. 𝑀 = (
𝛼 𝛼
𝛽 𝛽)   where 𝛼, 𝛽 ∈ ℝ+  and 𝛼 +  𝛽 < 1 

iii. 𝑀 = (
𝛼 𝛽
0 𝛾

)   where 𝛼, 𝛽, 𝛾 ∈ ℝ+  and 𝑚𝑎𝑥{𝛼, 𝛾} < 1 

iv. 𝑀 = (
𝛼 𝛽
𝛾 𝜆

)   where 𝛼, 𝛽, 𝛾, 𝜆 ∈ ℝ+  and 𝛼 + 𝛽 ≥ 1 , 𝛾 + 𝜆 ≥ 1  
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Definition 2.8. [41] Let (𝑋, 𝑑) be a generalized metric space. An operator 𝐴:𝑋 → 𝑋 is called a contraction if 

there exists a matrix 𝑀 that convergent to zero such that 

𝑑(𝐴(𝑥), 𝐴(𝑦)) ≤ 𝑀𝑑(𝑥, 𝑦)  for all 𝑥, 𝑦 ∈ 𝑋 

If there is a convergent 𝑀 matrix, 𝐴 is defined as a contraction operator and 𝑀 is defined as Lipschitz matrix. 

The following theorem extends the Banach fixed-point theorem to generalized metric spaces within the 

framework of the Perov sense [42, 43].  

Theorem (Fixed point theorem in the Perov sense) 2.9. Let (𝑋, 𝑑) be a complete generalized metric space 

and let 𝐴:𝑋 → 𝑋  be a contractive operator associated with Lipschitz matrix 𝑀. Then, A admits a unique fixed 

point 𝑥∗ ∈ 𝑋, and for every initial point 𝑥0 ∈ 𝑋, the following holds: 

𝑑(𝐴𝑘(𝑥0), 𝑥
∗) ≤ 𝑀𝑘(𝐼 − 𝑀)−1𝑑(𝑥0, 𝐴(𝑥0)) 

for all 𝑘 ∈ ℕ. 

Definition (Gamma Function) 2.10. [4] The gamma function, which generalizes the factorial of a non-

negative integer 𝑛 and makes it possible to use 𝑛 as a non-integer, is one of the main functions of fractional 

analysis. The definition of this function is as follows 

𝛤:ℝ\{ℤ−, 0} → ℝ  ,   𝛤(𝑥) = ∫ 𝑒−𝑡𝑡𝑥−1𝑑𝑡

∞

0

  

This function defined by the generalized integral is called gamma function. 

Definition (Beta Function) 2.11. [1] The beta function is closely related to the gamma function, and for 

positive values of 𝑥 and 𝑦 the function is defined by the integral 𝛽 as follows  

𝛽(𝑥, 𝑦) = ∫𝑡𝑥−1(1 − 𝑡)𝑦−1𝑑𝑡  ,   𝑥, 𝑦 > 0

1

0

 

Regarding the relationship between beta and gamma functions 

𝛽(𝑥, 𝑦) =
𝛤(𝑥)𝛤(𝑦)

𝛤(𝑥 + 𝑦)
  

where the 𝛽 function for non-positive values of 𝑥 and 𝑦 is defined. 

Definition 2.12. [44,45] The special function 

𝐸𝛼(𝑧) =∑
𝑧𝑖

𝛤(1 + 𝛼𝑖)

∞

𝑖=0

  , 𝛼 ∈ ℂ, 𝑅(𝛼) > 0, 𝑧 ∈ ℂ 

and its general form for 𝛼, 𝛽 ∈ ℂ,𝑅(𝛼) > 0, 𝑅(𝛽) > 0, 𝑧 ∈ ℂ 

𝐸𝛼,𝛽(𝑧) =∑
𝑧𝑖

𝛤(𝛽 + 𝛼𝑖)

∞

𝑖=0

 

with ℂ being the set of complex numbers are called Mittag-Leffler functions. 

We recall the next useful lemma [46].  

Lemma 2.13. Mittag-Leffler function 𝐸𝛼,𝛽(−𝑥) is completely monotonic when  0 < 𝛼 ≤ 1 and 𝛽 ≥ 𝛼.  For 

∀𝑛 ∈ ℕ it yields that 
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(−1)𝑛
𝑑𝑛

𝑑𝑥𝑛
𝐸𝛼,𝛽(−𝑥) ≥ 0 

and then  

0 ≤ 𝐸𝛼,𝛽(−𝑥) ≤
1

𝛤(𝛽)
  

where 𝑥 > 0 and 0 < 𝛼 ≤ 1. 

Definition 2.14. [47] Let 𝑛 ∈ ℝ+, 𝑛-th order Riemann-Liouville fractional integral, for 𝑎 ≤ 𝑥 ≤ 𝑏 is defined 

as following 

𝐼𝑎
𝑛𝑓(𝑥) =

1

Γ(𝑛)
∫(𝑥 − 𝑡)𝑛−1𝑓(𝑡)𝑑𝑡

𝑥

𝑎

 

If 𝑛 = 0 , I𝑎
𝑛 ≔ I is the unit operator. When 𝑛 ∈ ℕ is taken, the Riemann-Liouville fractional integral and the 

classical integral are the same, except that the domain is expanded from Riemann integrable functions to 

Lebesgue integrable functions. 

Definition 2.15. [47] Let 𝑛 ∈ ℝ+ and 𝑚 = ⌈𝑛⌉. The operator     

𝐷𝑎
𝑛𝑓 = 𝐷𝑚

1

𝛤(𝑚 − 𝑛)
∫(𝑥 − 𝑡)𝑚−𝑛−1𝑓(𝑡)𝑑𝑡

𝑥

𝑎

 

is called the n-th order Riemann-Liouville fractional derivative operator. 𝐷𝑎
0𝑓 = 𝐼 is unit operator for 𝑛 = 0. 

Among the solution techniques for fractional order differential equations, the Caputo derivative provides the 

most suitable formulation for incorporating initial conditions in a physically meaningful way. Its primary 

advantage is that the initial conditions for the Caputo's fractional derivative are expressed in the same form as 

those in integer-order differential equations. 

Definition 2.16. [47] Let 𝑛 ≥ 0 and 𝑚 = ⌈𝑛⌉, Caputo fractional derivative is defined as follows  

𝐷𝑎
𝐶

𝑥
𝑛𝑓(𝑥) =

1

𝛤(𝑚 − 𝑛)
∫

𝑓(𝑚)(𝑡)

(𝑥 − 𝑡)𝑛+1−𝑚
𝑑𝑡

𝑥

𝑎

  

Definition 2.17. [7] Let 𝑓 ∈ 𝐻1(𝑎, 𝑏), 𝑏 > 𝑎 and 𝛼 ∈ [0,1]. Caputo sense of Atangana-Baleanu derivative is 

defined as follows 

𝐷𝑡
𝛼(𝑓(𝑡)) =

𝐵(𝛼)

1 − 𝛼
∫𝑓′(𝑥)𝐸𝛼 [−𝛼

(𝑡 − 𝑥)𝛼

1 − 𝛼
]𝑑𝑥

𝑡

𝑏

𝑏
𝐴𝐵𝐶  

where 𝐵(𝛼) is a normalization function that satisfies the condition 𝐵(0) = 𝐵(1) = 1. 

3. Main Results 

First, we state some results related to the initial value problem given from (3.1) below, which are included in 

the work [48] and will assist in solving the problem we address in this study. 

{
𝐷0,𝑡
𝛼 𝑦(𝑡)𝐴𝐵𝐶 +𝑁(𝑦(𝑡)) = 𝑔(𝑡, 𝑦(𝑡))  

 0 < 𝛼 < 1,   𝑦(0) = 𝑦0 
 (3.1) 

where 𝑁(𝑦(𝑡)) is a nonlinear function. 
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Theorem 3.1. [48] Let 𝐽 = [0, 𝑏], 𝐶 = {𝑦 ∈ ℝ ∶  |𝑦 − 𝑦0| ≤ 𝛿}, 𝐷 = 𝐽 × 𝐶 and 𝑓(𝑡, 𝑦) = 𝑔(𝑡, 𝑦) − 𝑁(𝑦). 

And assume that 𝑓:𝐷 → ℝ, 𝑔: 𝐷 → ℝ and 𝑁: 𝐶 → ℝ are functions that satisfy the following conditions: 

i. ‖𝑓‖∞ ≤ (𝛿𝐵(𝛼)/(1 − 𝛼))  

ii. 𝑔(𝑡, 𝑦) and 𝑁(𝑦) are continuous functions 

In this case, there is a function 𝑦: [0, 𝑏∗] → ℝ which is the solution to problem (3.1) where 

𝑏∗ = 𝑚𝑖𝑛 {𝑏; ((𝐵(𝛼)𝛤(𝛼 + 1)/𝛼)) ((𝛿/‖𝑓‖∞) − (1 − 𝛼/𝐵(𝛼)))

1
𝛼
} 

Let us give theorems expressing the one-dimensional and global local existence and uniqueness of the solution 

of problem (3.1). 

Theorem 3.2. [48] Let  𝑎 = (𝐵(𝛼)/(1 − 𝛼)) and 𝑏 = 𝛼/(1 − 𝛼). In this case, the solution to problem (3.1) 

is   

𝑦(𝑡) =
1

𝑎
𝑓(𝑡, 𝑦(𝑡)) + 𝑦(0)𝐸𝛼,1(−𝑏𝑡

𝛼) − ∫𝑦(𝑠)𝐸𝛼,1
′ (−𝑏(𝑡 − 𝑠)𝛼)𝑑𝑠

𝑡

0

 (3.2) 

where 𝑓(𝑡) = 𝑔(𝑡, 𝑦) − 𝑁(𝑦). 

Theorem 3.3. [48] Let 𝐽 = [0, 𝑏], 𝐶 = {𝑦 ∈ ℝ ∶ |𝑦 − 𝑦0| ≤ 𝛿} , 𝐷 = 𝐽 × 𝐶 and 𝑓(𝑡, 𝑦) = 𝑔(𝑡, 𝑦) − 𝑁(𝑦). 

Assume that 𝑓:𝐷 → ℝ, 𝑔:𝐷 → ℝ and 𝑁:𝐶 → ℝ are functions that satisfy the following conditions. 

i. For ∀𝑦, 𝑦̅ ∈ 𝐶 and ∀𝑡 ∈ 𝐽 |𝑔(𝑡, 𝑦) − 𝑔(𝑡, 𝑦̅)| ≤ 𝐿1|𝑦 − 𝑦̅| there is a number 𝐿1 ≥ 0 

ii. For ∀𝑦, 𝑦̅ ∈ 𝐶 |𝑁(𝑦) − 𝑁(𝑦̅)| ≤ 𝐿2|𝑦 − 𝑦̅| there is a number 𝐿2 ≥ 0  

iii. 𝐿1 + 𝐿2 < 𝑎 

In this case, problem (3.1) has one and only one solution 𝑦: [0, 𝑏] → ℝ .  

Now, the theorem giving the global existence and uniqueness of problem (1.1) will be stated and proved. Let 

𝛼, 𝛽 ∈ (0,1), 𝐽 = [0, 𝑏], 𝐾 = {𝑥, 𝑦 ∈ ℝ ∶  |𝑥 − 𝑥0| < 𝛿 and |𝑦 − 𝑦0| < 𝛿}, 𝑅 = 𝐽 × 𝐾 × 𝐾 and 𝑓(𝑡, 𝑥, 𝑦) =

𝜙(𝑡, 𝑥, 𝑦) − 𝑇(𝑥, 𝑦), 𝑔(𝑡, 𝑥, 𝑦) = 𝜓(𝑡, 𝑥, 𝑦) − 𝑆(𝑥, 𝑦). We consider the problem (1.1) given with the 

Atangana-Baleanu Caputo fractional derivative of 𝐷𝛼𝐴𝐵𝐶  and 𝐷𝛽𝐴𝐵𝐶 , where 𝑥0, 𝑦0 ∈  ℝ. Then, (𝑥, 𝑦) ∈

𝐶[0, 𝑏] × 𝐶[0, 𝑏] is a solution to the problem (1.1) if and only if 𝑎1 = (𝐵(𝛼)/(1 − 𝛼)) , 𝑎2 =

(𝐵(𝛽)/(1 − 𝛽)) and for 𝑡 ∈ [0, 𝑏] and             

{
 
 

 
 
𝑥(𝑡) =

1

𝑎1
𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑥0𝐸𝛼,1(−𝑏𝑡

𝛼) − ∫𝑥(𝑠)𝐸𝛼,1
′ (−𝑏(𝑡 − 𝑠)𝛼)𝑑𝑠

𝑡

0

𝑦(𝑡) =
1

𝑎2
𝑔(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑦0𝐸𝛽,1(−𝑏𝑡

𝛽) − ∫𝑦(𝑠)𝐸𝛽,1
′ (−𝑏(𝑡 − 𝑠)𝛽)𝑑𝑠

𝑡

0

 (3.3) 

Theorem 3.4. Let 𝐽 = [0, 𝑏], 𝐾 = {𝑥, 𝑦 ∈ ℝ: |𝑥 − 𝑥0| < 𝛿, |𝑦 − 𝑦0| < 𝛿}, 𝑅 = 𝐽 × 𝐾 × 𝐾; 𝑓, 𝑔: 𝑅 × 𝑅 →

ℝ ×ℝ; 𝑇, 𝑆: 𝐾 × 𝐾 → ℝ ×ℝ  and 𝑓(𝑡, 𝑥, 𝑦) = 𝜙(𝑡, 𝑥, 𝑦) − 𝑇(𝑥, 𝑦), 𝑔(𝑡, 𝑥, 𝑦) = 𝜓(𝑡, 𝑥, 𝑦) − 𝑆(𝑥, 𝑦), 

𝑥0, 𝑦0 ∈  ℝ and 𝛼, 𝛽 ∈ (0,1), and assume that it satisfies the following conditions.  

i. 𝜙, 𝜓, 𝑇, 𝑆 are continuous functions 

ii. ‖𝑓(𝑡, 𝑥, 𝑦)‖ ≤ 𝑎1 , ‖𝑔(𝑡, 𝑥, 𝑦)‖ ≤ 𝑎2 
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iii. For ∀𝑥, 𝑦, 𝑥̅, 𝑦̅ ∈ 𝐾 the numbers 𝐿1, 𝐿2, 𝐿3, 𝐿4 > 0 exist such that 

|𝜙(𝑡, 𝑥, 𝑦) − 𝜙(𝑡, 𝑥̅, 𝑦̅)| ≤
𝐿1
Γ(𝛼)

|𝑥 − 𝑥̅| +
𝐿2
Γ(𝛼)

|𝑦 − 𝑦̅| 

|𝑇(𝑥, 𝑦) − 𝑇(𝑥̅, 𝑦̅)| ≤
𝐿3
Γ(𝛼)

|𝑥 − 𝑥̅| +
𝐿4
Γ(𝛼)

|𝑦 − 𝑦̅| 

iv. For ∀𝑥, 𝑦, 𝑥̅, 𝑦̅ ∈ 𝐾 the numbers 𝑁1, 𝑁2, 𝑁3, 𝑁4 > 0 exist such that 

|𝜓(𝑡, 𝑥, 𝑦) − 𝜓(𝑡, 𝑥̅, 𝑦̅)| ≤
𝑁1
Γ(𝛽)

|𝑥 − 𝑥̅| +
𝑁2
Γ(𝛽)

|𝑦 − 𝑦̅| 

|𝑆(𝑥, 𝑦) − 𝑆(𝑥̅, 𝑦̅)| ≤
𝑁3
Γ(𝛽)

|𝑥 − 𝑥̅| +
𝑁4
Γ(𝛽)

|𝑦 − 𝑦̅| 

v. 𝐿1 + 𝐿2 < 𝑎1 and  𝐿3 + 𝐿4 < 𝑎1. Also, 𝑁1 +𝑁2 < 𝑎2 and  𝑁3 +𝑁4 < 𝑎2  

vi. 
1

Γ(𝛼)
+

1

Γ(𝛽)
< 1  

In this case, problem (1.1) has one and only one solution. 

PROOF. We introduce the set 𝐺 = {(𝑥, 𝑦) ∈ 𝐶[0, 𝑏] × 𝐶[0, 𝑏]  ∶  |𝑥 − 𝑥0| ≤ 𝛿, |𝑦 − 𝑦0| ≤ 𝛿} where 𝐺 is a 

nonempty closed subset of the Banach space 𝐶[0, 𝑏] × 𝐶[0, 𝑏]. Then, under the conditions of Theorem 3.4, we 

transform from (1.1) into a fixed point problem with the operator 𝐴 on 𝐺 by 𝐴(𝑥, 𝑦) = (𝐴1(𝑥, 𝑦), 𝐴2(𝑥, 𝑦)) 

where 

{
 
 

 
 
𝐴1(𝑥, 𝑦)(𝑡) =

1

𝑎1
𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑥0𝐸𝛼,1(−𝑏𝑡

𝛼) − ∫𝑥(𝑠)𝐸𝛼,1
′ (−𝑏(𝑡 − 𝑠)𝛼)𝑑𝑠

𝑡

0

𝐴2(𝑥, 𝑦)(𝑡) =
1

𝑎2
𝑔(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑦0𝐸𝛽,1(−𝑏𝑡

𝛽) − ∫𝑦(𝑠)𝐸𝛽,1
′ (−𝑏(𝑡 − 𝑠)𝛽)𝑑𝑠

𝑡

0

 

Firstly, it will be shown that the operator 𝐴 is well-defined. (𝑥, 𝑦) ∈ 𝐺 and for  𝑡 ∈ [0, 𝑏]  

𝐴1(𝑥, 𝑦)(𝑡) =
1

𝑎1
𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑥0𝐸𝛼,1(−𝑏𝑡

𝛼) − ∫𝑥(𝑠)𝐸𝛼,1
′ (−𝑏(𝑡 − 𝑠)𝛼)𝑑𝑠

𝑡

0

 

𝐴1(𝑥, 𝑦)(𝑡) =
1

𝑎1
𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑥0𝐸𝛼,1(−𝑏𝑡

𝛼) 

                                                                                − {[𝑥(𝑠) ⋅ 𝐸(−𝑏(𝑡 − 𝑠)𝛼)]𝑠=0
𝑠=𝑡 −∫𝑥′(𝑠)𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)𝑑𝑠

𝑡

0

} 

𝐴1(𝑥, 𝑦)(𝑡) =
1

𝑎1
𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 2𝑥0𝐸𝛼,1(−𝑏𝑡

𝛼) − 𝑥(𝑡) + ∫𝑥′(𝑠)𝐸𝛼,1(−𝑏(𝑡 − 𝑠)
𝛼)𝑑𝑠

𝑡

0

 

For the solution (𝑥(𝑡), 𝑦(𝑡)) of the problem (1.1) we have 𝐴1(𝑥, 𝑦)(𝑡) = 𝑥(𝑡) and multiplying both sides of 

the above equation we write 

2𝑎1𝐴1(𝑥, 𝑦)(𝑡) = 𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 2𝑎1𝑥0𝐸𝛼,1(−𝑏𝑡
𝛼) + 𝑎1∫𝑥

′(𝑠)𝐸𝛼,1(−𝑏(𝑡 − 𝑠)
𝛼)𝑑𝑠

𝑡

0
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 ⇒  𝐴1(𝑥, 𝑦)(𝑡) =
1

2𝑎1
𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑥0𝐸𝛼,1(−𝑏𝑡

𝛼) +
1

2
∫𝑥′(𝑠)𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)𝑑𝑠

𝑡

0

 

 ⇒  ‖𝐴1(𝑥, 𝑦)‖ ≤
1

2𝑎1
‖𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡))‖ + |𝑥0| ‖𝐸𝛼,1(−𝑏𝑡

𝛼)‖⏟        
≤1

+
1

2
‖∫𝑥′(𝑠)𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)𝑑𝑠

𝑡

0

‖ 

        ≤
1

2𝑎1
‖𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡))‖ + |𝑥0| +

1

2
‖𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)‖⏟            
≤1

‖∫𝑥′(𝑠)𝑑𝑠

𝑡

0

‖ 

                                      ≤
1

2𝑎1
‖𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡))‖ + |𝑥0| + (

1

2
|𝑥(𝑠)|0

𝑡  )    

                                      ≤
1

2𝑎1
𝑎1 +

1

2
‖𝑥‖ +

1

2
|𝑥0| 

                                      =
1

2
(1 + ‖𝑥‖ + |𝑥0|)  

Similarly, 

‖𝐴2(𝑥, 𝑦)‖ ≤
1

2
(1 + ‖𝑦‖ + |𝑦0|) 

Thus, the operator 𝐴 is well defined. Clearly, the fixed points of the operator 𝐴 are solutions to problem (1.1). 

Now let's show that 𝐴 is a contraction operator.  For  ∀(𝑥, 𝑦), (𝑥̅, 𝑦̅) ∈ 𝐺  

|𝐴1(𝑥, 𝑦)(𝑡) − 𝐴1(𝑥̅, 𝑦̅)(𝑡)| = |
1

2𝑎1
𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) + 𝑥0𝐸𝛼,1(−𝑏𝑡

𝛼) +
1

2
∫𝑥′(𝑠)𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)𝑑𝑠

𝑡

0

 

                                                            −
1

2𝑎1
𝑓(𝑡, 𝑥̅(𝑡), 𝑦̅(𝑡)) − 𝑥̅0𝐸𝛼,1(−𝑏𝑡

𝛼)  −
1

2
∫ 𝑥̅′(𝑠)𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)𝑑𝑠

𝑡

0

 

                                                             ≤
1

2𝑎1
|𝑓(𝑡, 𝑥(𝑡), 𝑦(𝑡)) − 𝑓(𝑡, 𝑥̅(𝑡), 𝑦̅(𝑡))| + |(𝑥0 − 𝑥̅0)𝐸𝛼,1(−𝑏𝑡

𝛼)| 

                                                             +
1

2
|∫(𝑥′(𝑠) − 𝑥̅′(𝑠))𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)𝑑𝑠

𝑡

0

|  

If the norms of both sides of the inequality are taken we have 

    |𝐴1(𝑥, 𝑦)(𝑡) − 𝐴1(𝑥̅, 𝑦̅)(𝑡)| ≤
1

2𝛤(𝛼)
(‖𝑥 − 𝑥̅‖ + ‖𝑦 − 𝑦̅‖) + ‖𝑥0 − 𝑥̅0‖‖𝐸𝛼,1(−𝑏𝑡

𝛼)‖⏟        
≤1

 

                                                                         +
1

2
‖𝐸𝛼,1(−𝑏(𝑡 − 𝑠)

𝛼)‖ |∫(𝑥′(𝑠) − 𝑥̅′(𝑠))𝑑𝑠

𝑡

0

| 

                                                                          ≤
1

2𝛤(𝛼)
(‖𝑥 − 𝑥̅‖ + ‖𝑦 − 𝑦̅‖) + ‖𝑥0 − 𝑥̅0‖ +

1

2
‖𝑥 − 𝑥̅‖ 

                                                                          ≤
1

2Γ(𝛼)
(‖𝑥 − 𝑥̅‖ + ‖𝑦 − 𝑦̅‖) +

1

2
‖𝑥 − 𝑥̅‖ 
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                                                                          ≤
1

2Γ(𝛼)
(‖𝑥 − 𝑥̅‖ + ‖𝑦 − 𝑦̅‖) +

1

2Γ(𝛼)
‖𝑥 − 𝑥̅‖ +

1

2Γ(𝛼)
‖𝑦 − 𝑦̅‖ 

                                                                          =
1

𝛤(𝛼)
(‖𝑥 − 𝑥̅‖ + ‖𝑦 − 𝑦̅‖) 

and similarly we have 

|𝐴2(𝑥, 𝑦)(𝑡) − 𝐴2(𝑥̅, 𝑦̅)(𝑡)| ≤
1

𝛤(𝛽)
(‖𝑥 − 𝑥̅‖ + ‖𝑦 − 𝑦̅‖) 

We obtain, 

‖𝐴(𝑥, 𝑦) − 𝐴(𝑥̅, 𝑦̅)‖ ≤ 𝑀 (
‖𝑥 − 𝑥̅‖
‖𝑦 − 𝑦̅‖

) 

where, 

𝑀 =

(

 

1

𝛤(𝛼)

1

𝛤(𝛼)
1

𝛤(𝛽)

1

𝛤(𝛽))

 ∈ ℳ2×2(ℝ
2) 

𝐴 is a contraction operator since the matrix 𝑀 is convergent to zero. Therefore, according to Theorem 2.9 the 

operator 𝐴 has a unique fixed point, which is the solution of problem (1.1). 

The following example is given to explain Theorem 3.4 stated above and to explain the application process of 

the proposed method. 

Example 3.2. Consider the problem:  

{
 
 

 
 𝐷0,𝑡

0,4𝑥(𝑡) + 𝑥2 − 𝑦  = 𝑒−𝑡𝑥 + 𝑠𝑖𝑛𝑦 𝐴𝐵𝐶

𝐷0,𝑡
0,5𝑦(𝑡) + 𝑦2 − 𝑥 = 𝑐𝑜𝑠𝑥 + 𝑡𝑦 𝐴𝐵𝐶

𝑡 ∈ [0,2]   , 0 < 𝛼, 𝛽 < 1

𝑥(0) = 1  ,   𝑦(0) = 2

 (3.4) 

𝐽 = [0,2], 𝐾 = {𝑥, 𝑦 ∈ ℝ: |𝑥 − 𝑥0| < 𝛿, |𝑦 − 𝑦0| < 𝛿} where 𝑥0 = 1, 𝑦0 = 2, 𝛿 = 1 meaning 𝐾 = (0,2) ×

(1,3) also, 𝛼 = 0.4 , 𝛽 = 0.5 and 𝑎1 = 2 ,   𝑎2 = 3. Let is define the continuous functions as follows. 

𝜙(𝑡, 𝑥, 𝑦) = 𝑒−𝑡𝑥 + 𝑠𝑖𝑛𝑦   ,   𝜓(𝑡, 𝑥, 𝑦) = 𝑐𝑜𝑠𝑥 + 𝑡𝑦 

𝑇(𝑥, 𝑦) = 𝑥2 − 𝑦  ,   𝑆(𝑥, 𝑦) = 𝑦2 − 𝑥  

Thus, we have 

𝑓(𝑡, 𝑥, 𝑦) = 𝑒−𝑡𝑥 + 𝑠𝑖𝑛𝑦 − (𝑥2 − 𝑦) 

𝑔(𝑡, 𝑥, 𝑦) = 𝑐𝑜𝑠𝑥 + 𝑡𝑦 − (𝑦2 − 𝑥) 

Now, we determine the Lipschitz constants: 

𝐿1 =
1

Γ(0.4)
 ,    𝐿2 =

1

Γ(0.4)
    

𝑁1 =
1

Γ(0.5)
 ,    𝑁2 =

1

Γ(0.5)
  

𝐿3 =
1

Γ(0.4)
  ,   𝐿4 =

1

Γ(0.4)
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𝑁3 =
1

Γ(0.5)
 ,   𝑁4 =

1

Γ(0.5)
  

Here, we verify the conditions: 

𝐿1 + 𝐿2 < 𝑎1 ,   𝐿3 + 𝐿4 < 𝑎1 

𝑁1 +𝑁2 < 𝑎2 ,   𝑁3 +𝑁4 < 𝑎2 

and  

1

Γ(0.4)
+

1

Γ(0.5)
< 1 

Since all the conditions of Theorem 3.4 are satisfied, it follows that problem (3.4) has a unique solution. 

4. Conclusion  

In this study, we addressed the initial value problem for a nonlinear system of fractional differential equations 

involving the Atangana–Baleanu derivative in the Caputo sense. By utilizing a fixed point theorem in the Perov 

framework, we rigorously established sufficient conditions for the existence and uniqueness of solutions. The 

fixed point approach employed herein not only generalizes classical Banach-type results but also offers a robust 

mathematical foundation tailored to fractional systems with nonlocal and nonsingular kernels. 

The presented theoretical framework was validated through an illustrative example, where all conditions of 

the main theorem were satisfied explicitly. This example demonstrated the practical applicability of the 

proposed method and confirmed the contraction nature of the associated operator via a Lipschitz matrix that 

converges to zero. The successful application to this example highlights the consistency and effectiveness of 

the Perov-type fixed point technique in handling nonlinear coupled systems. 

The main contributions of this work can be summarized as follows: 

• We adapted the Perov fixed point theorem to a class of nonlinear fractional systems with Atangana–

Baleanu dynamics. 

• We demonstrated the applicability of this approach to coupled differential equations, offering a new 

path for analytical treatment of such models. 

• We provided verifiable criteria involving Lipschitz conditions and matrix convergence, which can 

guide future analytical and numerical investigations. 

Future studies may explore several directions based on this framework. These include: 

• Extending the analysis to systems involving variable-order or distributed-order derivatives. 

• Applying the method to partial fractional differential equations arising in physics, biology, or 

engineering. 

• Integrating the approach with numerical approximation methods for simulations involving real-world 

data. 

• Investigating stability, controllability, and asymptotic behavior of such fractional systems under 

various boundary or delay conditions. 

We believe that this work lays a solid foundation for further development in both the theory and applications 

of fractional-order differential equations governed by generalized derivative operators. 
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1. Introduction

In the 14th century, Narayana investigated a problem concerning a herd of cows and calves, which is
analogous to the well-known Fibonacci rabbit problem [1,2]. In this problem, each cow gives birth to
one calf annually, and starting from its fourth year, each calf also begins to reproduce every year. The
primary question posed is: How many calves are present after 20 years? This situation can be modeled
similarly to the Fibonacci sequence as

ns+3 = ns+2 + ns, with s ≥ 0, n0 = 0, n1 = 1, n2 = 1.

The resulting sequence is:
0, 1, 1, 1, 2, 3, 4, 6, 9, 13, 19, 28, . . .

This sequence is known as the Narayana sequence, or sometimes the Fibonacci–Narayana sequence,
and has drawn significant attention in contemporary mathematical literature [3–8].

In recent years, integer sequences such as Fibonacci, Lucas, Padovan, Catalan, Bell, Schröder, and
Narayana have been extensively examined in the field of sequence space theory. In 2023, Bilgin
Ellidokuzoğlu introduced a new regular matrix constructed via Narayana numbers, which facilitated
the formulation of novel sequence spaces. Paranormed spaces, which generalize normed spaces by
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relaxing some of their constraints, constitute the principal focus of this study. This work extends the
sequence spaces initially introduced by Bilgin Ellidokuzoğlu [9].

The rest of the paper is organized as follows: Section 2 provides a detailed definition and characterization
of the extended paranormed sequence spaces, including their foundational properties and key theorems.
Section 3 presents the theoretical framework for Narayana sequence spaces, focusing on their topological
and algebraic structures. Section 4 discusses the duals of these spaces, specifically the α-, β-, and
γ-duals, and explores the conditions under which matrix transformations maintain their properties.
Section 5 concludes with a summary of the results and potential areas for further research.

2. Preliminaries

Let ω denote the set of all real or complex sequences. A sequence space is defined as a vector subspace of
ω, with classical examples including c0, c, ℓp, and ℓ∞. These spaces possess well-established topological
structures and are foundational in functional analysis.

c0: the space of all sequences converging to zero.
c: the space of all convergent sequences.
ℓp: the space of sequences whose p-th power of absolute values is summable, for 1 ≤ p < ∞.
ℓ∞: the space of all bounded sequences.

Each of these is a Banach space, meaning it is complete with respect to the corresponding norm, and
thus plays a central role in analysis.

In the context of functional analysis, a real or complex linear space Z is often equipped with a function
ρ : Z → R satisfying certain axioms. The pair (Z, ρ) is referred to as a paranormed space if ρ satisfies
the following properties for all z, h ∈ Z and scalars α:

i. ρ(z) ≥ 0 and ρ(z) = 0 if and only if z = 0 (positivity and definiteness).

ii. ρ(αz) = |α|ρ(z) (absolute homogeneity).

iii. ρ(z + h) ≤ ρ(z) + ρ(h) (triangle inequality).

iv. |αn − α| → 0 and ρ(zn − z) → 0 imply ρ(αnzn − αz) → 0 (continuity of scalar multiplication).

These conditions generalize the concept of normed spaces, especially in infinite-dimensional contexts.

Maddox [10], Simons [11], and Nakano [12] developed generalized sequence spaces c0(p), c(p), ℓ∞(p),
and ℓ(p), defined as follows:

c0(p) = {z = (zr) ∈ ω : lim
r→∞

|zr|pr = 0},

c(p) = {z = (zr) ∈ ω : lim
r→∞

|zr − λ|pr = 0 for some λ ∈ R},

ℓ∞(p) = {z = (zr) ∈ ω : sup
r∈N

|zr|pr < ∞},

ℓ(p) =
{

z = (zr) ∈ ω :
∑

r

|zr|pr < ∞
}

.

To demonstrate that each of the spaces c0(p), c(p), ℓ(p), and ℓ∞(p) forms a linear space under pointwise
addition and scalar multiplication, we define the following paranorms:

ρ1(z) = sup
r∈N

|zr|pr/L, ρ2(z) =
(∑

r

|zr|pr

)1/L

,

where p = (pr) is a bounded sequence of positive real numbers, M = supr pr, and L = max{1, M}.
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It has been shown that c0(p) and c(p) are complete paranormed spaces with respect to ρ1, provided
p ∈ ℓ∞ [13]. According to [14], the inclusion c0(p) ⊂ c(p) holds if and only if lim inf qr/pr > 0. Similarly,
ℓ∞(p) is complete under ρ1 when inf pr > 0. The space ℓ(p) is also a linear space under coordinatewise
operations and is complete with respect to the paranorm ρ2.

Let Λ and Ω be sequence spaces, and let T = (trs) be an infinite matrix with entries in R or C, where
r, s ∈ N. The matrix T defines a transformation T : Λ → Ω if, for every z = (zs) ∈ Λ, the sequence
T z = {(T z)r} belongs to Ω, with

(T z)r =
∑

s

trszs, (r ∈ N).

The collection of all such matrices is denoted by (Λ : Ω), meaning that T ∈ (Λ : Ω) if the series on the
right converges for each r ∈ N and T z ∈ Ω for all z ∈ Λ.

The domain of the matrix T in a sequence space Z is defined by

ZT = {z ∈ ω : T z ∈ Z}. (2.1)

Historically, the study of paranormed sequence spaces as domains of special triangular matrices has
yielded significant insights, particularly within the spaces ℓ(p), c0(p), c(p), and ℓ∞(p). Ahmad and
Mursaleen [15] investigated the forward difference matrix ∆, defining the associated sequence spaces by

X(∆, p) = {z ∈ ω : ∆z ∈ X(p)},

where X ∈ {c0, c, ℓ∞}.

More recently, numerous researchers have constructed new paranormed sequence spaces by using matrix
domains derived from various summability methods. For relevant studies, see [16–40].

3. Paranormed Narayana Sequence Spaces

This section introduces the Narayana sequence spaces, their definitions, and characteristics, along with
the paranormed sequence spaces derived from the Narayana matrix.

The Narayana matrix N = (nrs) is defined as follows:

nrs =


ns

nr+3−1 , 1 ⩽ s ⩽ r,

0, s > r,

for all r, s ∈ N. The inverse of N , denoted by N−1 = (n−1
rs ), is given by:

n−1
rs =


(−1)r−s ns+3 − 1

nr
, r ⩽ s ⩽ r + 1,

0, s > r,

for all r, s ∈ N.

In a recent publication, Bilgin Ellidokuzoğlu [9] defined the following spaces using the Narayana matrix:
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c0(N) =
{

z = (zs) ∈ ω : lim
r→∞

r∑
s=1

ns

nr+3 − 1zs = 0
}

,

c(N) =
{

z = (zs) ∈ ω : lim
r→∞

r∑
s=1

ns

nr+3 − 1zs exists
}

,

ℓp(N) =
{

z = (zs) ∈ ω :
∞∑

r=1

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣
p

< ∞
}

,

ℓ∞(N) =
{

z = (zs) ∈ ω : sup
r∈N

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣ < ∞
}

.

Bilgin Ellidokuzoğlu’s work focuses on the development of these sequence spaces based on Narayana se-
quences, demonstrating their algebraic and topological properties. Her study highlights the connections
between these new spaces and classical sequence spaces, significantly contributing to the understanding
and application of Narayana sequences in various mathematical contexts.

In this paper, we introduce a class of paranormed sequence spaces derived from the Narayana matrix
N . The spaces considered are c0(N, p), c(N, p), ℓ∞(N, p), and ℓ(N, p), defined as follows:

c0(N, p) =
{

z = (zs) ∈ w : lim
r→∞

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣
pr

= 0
}

,

c(N, p) =
{

z = (zs) ∈ w : lim
r→∞

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs − λ

∣∣∣∣∣
pr

= 0, ∃λ ∈ R
}

,

ℓ∞(N, p) =
{

z = (zs) ∈ ω : sup
r∈N

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣
pr

< ∞
}

,

ℓ(N, p) =
{

z = (zs) ∈ ω :
∞∑

r=1

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣
pr

< ∞
}

.

These spaces generalize classical sequence spaces by incorporating the Narayana matrix N and the
parameter p. In subsequent sections, we investigate their topological and algebraic properties, exploring
the relationships between them.

The representation of the sequence spaces c0(N, p), c(N, p), ℓ∞(N, p), and ℓ(N, p) can be denoted using
the notation (2.1) as follows:

c0(N, p) = [c0(p)]N , c(N, p) = [c(p)]N ,

ℓ∞(N, p) = [ℓ∞(p)]N and ℓ(N, p) = [ℓ(p)]N .

When p = (ps) = 1, the above sequence spaces are reduced to c0(N), c(N), ℓ∞(N), and ℓp(N),
respectively, which were initially introduced by Bilgin Ellidokuzoğlu [9].

In the following section, we will focus on exploring the topological properties of these spaces. Specifically,
we will examine aspects such as completeness, convergence, and continuity of the transformations
defined by the Narayana matrix N . Our aim is to develop a deeper understanding of how these new
paranormed Narayana sequence spaces relate to classical sequence spaces. This will help us gain
insights into their mathematical structure and their potential uses in various fields.

The sequence h = (hr) can be obtained by applying the N -transform to the sequence z = (zr), with
the following expression:
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hr =
r∑

s=1

ns

nr+3 − 1zs, for all r ∈ N.

Conversely, the sequence z = (zr) can be expressed in terms of h = (hr) as follows:

zr =
r∑

s=r−1
(−1)r−s ns+3 − 1

nr
hs, for all r ∈ N. (3.1)

Let us proceed to the next important theorem in our study.

Theorem 3.1. The sequence spaces c0(N, p), c(N, p) and ℓ∞(N, p) are each complete linear metric
spaces, with the paranorm given by

f(z) = sup
r∈N

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣
pr/L

. (3.2)

Proof. We present the proof for the c(N, p) space here, and the other cases can be proven similarly.
First, assume that f(θ) = 0, and for all z ∈ c(N, p), we have f(−z) = f(z). For z, t ∈ c(N, p) and
scalars α1, α2 ∈ R, we obtain the following expression:

f(α1z + α2t) = sup
r

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1(α1zs + α2ts)
∣∣∣∣∣
pr/L

.

Using the properties of the supremum and absolute values, we can separate the sum into two terms:

f(α1z + α2t) ≤ max{1, |α1|}f(z) + max{1, |α2|}f(t).

This shows that the function is linear with respect to scalar multiplication and coordinatewise addition.
Thus, we have proven that the space c(N, p) is a linear space. Assume that {zr} is a sequence of
points zr ∈ c(N, p) such that f(zr − z) → 0, and (αr) is a sequence of scalars with αr → α. By the
subadditivity of f , the following inequality holds:

f(zr) ≤ f(z) + f(zr − z),

which shows that the sequence {f(zr)} is bounded. Consequently, we obtain the following inequality:

f(αrzr − αz) = sup
r∈N

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1(αrzr
s − αzs)

∣∣∣∣∣
pr/L

,

and it can be bounded as:
≤ |αr − α|pr/Lf(zr) + |α|pr/Lf(zr − z),

which tends to zero as r → ∞. This shows that scalar multiplication is continuous. Therefore, f is a
paranorm on the space c(N, p).

Next, we need to prove that the space c(N, p) is complete. Let {zr} be any Cauchy sequence in the
space c(N, p), where

zr = {z
(r)
0 , z

(r)
1 , z

(r)
2 , . . .}.

For a given ε > 0, there exists n0(ε) such that for all r, s > n0(ε),

f(zr − zs) <
ε

2 .
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For each fixed k ∈ N, using the definition of f , we can write the following inequality:

|(Nzr)k − (Nzs)k|pk/L ≤ sup
k∈N

|(Nzr)k − (Nzs)k|pk/L <
ε

2 , (3.3)

for all s, r > n0(ε). As a result, for each fixed k ∈ N, {(Nzr)k} is a Cauchy sequence of real numbers.
Since R is complete, the sequence converges, meaning that

(Nzr)k → (Nz)k as k → ∞.

Now we define the sequence {(Nz)0, (Nz)1, . . .} using these infinitely many limits (Nz)0, (Nz)1, . . ..
For every fixed k ∈ N, we have

|(Nzr)k − (Nz)k|pk/L ≤ ε

2 (r > n0(ε)), (3.4)

from (3.3) with s → ∞. Since zr = {z
(r)
k } ∈ c(N, p) for each k ∈ N,

|(Nzr)k|pk/L <
ε

2 , (3.5)

for every r ≥ n0(ε) and for each fixed k ∈ N. For this reason, assuming a constant r > n0(ε) we derive
by (3.4) and (3.5) that

|(Nz)k|pk/L ≤ |(Nz)k − (Nzr)k|pk/L + |(Nzr)k|pk/L < ε,

for every s > s0(ε). This demonstrates that v ∈ c(N, p). The space c(N, p) is complete, and this closes
the proof because {zr} was an arbitrary Cauchy sequence.

Theorem 3.2. The sequence space ℓ(N, p) is a complete linear metric spaces with the paranorm:

f2(z) =
( ∞∑

r=0

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣
pr
)1/L

. (3.6)

Theorem 3.3. The sequence spaces c0(N, p), c(N, p), ℓ∞(N, p), and ℓ(N, p) are linearly isomorphic
to the classical sequence spaces c0(p), c(p), ℓ∞(p), and ℓ(p), respectively, under the condition that
0 < ps ≤ H < ∞.

Proof. To avoid redundancy, we will only prove that the space c(N, p) is linearly bijective to c(p).
Define the linear transformation T : c(N, p) → c(p) by z 7→ f = Tz, where f is expressed as in (3.1).
The linearity of T is straightforward since it follows directly from the definition of T . Additionally, T

is injective because if Tz = θ, then z = θ.

Conside f ∈ c(p), with its representation given in (3.1):

f(u) = sup
r

∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1zs

∣∣∣∣∣
pr/L

.

Substituting zs = ∑s
i=s−1(−1)s−i ni+3 − 1

ns
hi, we obtain:

f(u) = sup
r

∣∣∣∣∣∣
r∑

s=1

ns

nr+3 − 1

s∑
i=s−1

(−1)s−i ni+3 − 1
ns

hi

∣∣∣∣∣∣
pr/L

.

This simplifies to:

f(u) = sup
r

∣∣∣∣∣
r∑

s=0
δrshs

∣∣∣∣∣
pr/L

,
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where

δrs =

 1, if s = r,

0, if s ̸= r.

Further simplification gives:
f(u) = sup

r
|hr|pr/L .

Since f ∈ c(p), it follows that h ∈ c(N, p), establishing that T is a surjective. As T is both injective
and surjective, it is a linear bijection. Therefore, the spaces c(N, p) and c(p) are linearly isomorphic.

In conclusion, we present the Schauder basis for the spaces c0(N, p), c(N, p), and ℓ(N, p). To begin,
the concept of the Schauder basis is analyzed. Let (X, g) represent a paranormed space. A sequence of
scalars (αs) satisfies

g

(
v −

r∑
s=0

αsβs

)
→ 0 as r → ∞,

if and only if the sequence (βs) of elements in X forms a basis for X.

Suppose X is a sequence space and T a triangle. Based on the observation (see [41, Remark 2.4]) that
XT possesses a basis whenever X has one, the following theorem is derived.

Theorem 3.4. Let Xs = (Nz)s for all s ∈ N, where 0 < ps ≤ L < ∞. Define the sequence
t(s) = {t(s)}s∈N, consisting of elements from the spaces c0(N, p), c(N, p), and ℓ(N, p), as follows:

t(s)
r =

 (−1)r−s ns+3 − 1
nr

, if r − 1 ≤ s < r,

0, otherwise

for any fixed s ∈ N. Then:

i. The sequence {t(s)}s∈N forms a basis for the spaces c0(N, p) and ℓ(N, p). Furthermore, any z ∈
c0(N, p) or z ∈ ℓ(N, p) can be uniquely expressed as:

z =
∑

s

Xst(s).

ii. The set {e, t(s)}s∈N forms a basis for the space c(N, p). Moreover, any z ∈ c(N, p) admits a unique
representation of the form:

z = τe +
∑

s

[Xs − τ ] t(s),

where τ = lims→∞(Nz)s.

4. The Duals of the New Sequence Spaces

In this section, we present and prove the main theorems that establish the α-, β-, and γ-duals for the
newly defined paranormed sequence spaces. We assume that p⋆ represents the conjugate of p, i.e.,
1
p + 1

p⋆ = 1, and denote the collection of all finite subsets of N by N .

The α-, β-, and γ-duals of the sequence space D are denoted by Dα, Dβ, and Dγ , respectively, and
are defined as follows:
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Dα = {z = (zs) ∈ ω : wz = (wszs) ∈ ℓ1, ∀w = (ws) ∈ D},

Dβ = {z = (zs) ∈ ω : wz = (wszs) ∈ cs, ∀w = (ws) ∈ D},

Dγ = {z = (zs) ∈ ω : wz = (wszs) ∈ bs, ∀w = (ws) ∈ D}.

To derive the α-, β-, and γ-duals of the spaces c0(N, p), c(N, p), ℓ∞(N, p), and ℓ(N, p), we will rely on
the following lemma.

Lemma 4.1. [42, tr = 1] For an infinite matrix T = (trs), the following conditions hold:

i. T ∈ (c0(p) : ℓ(t)) if and only if

∃M > 1 such that sup
K∈N

∑
r

∣∣∣∣∣∑
s∈K

trsM−1/ps

∣∣∣∣∣
tr

< ∞ for all tr ≥ 1. (4.1)

ii. T ∈ (c(p) : ℓ(t)) if and only if condition (4.1) holds, and

∑
r

∣∣∣∣∣∑
s

trs

∣∣∣∣∣
tr

< ∞. (4.2)

iii. T ∈ (c0(p) : c(t)) if and only if

∃M > 1 such that sup
r

∑
s

|trs|M−1/ps < ∞, (4.3)

∃(αs) such that lim
r

|trs − αs|tr = 0, (4.4)

∀L, ∃M > 1 and ∃(αs) such that sup
r

L1/tr
∑

s

|trs − αs| M−1/ps < ∞. (4.5)

iv. T ∈ (c(p) : c(t)) if and only if conditions (4.3), (4.4), and (4.5) hold, and

∃α such that lim
r

∣∣∣∣∣∑
s

trs − α

∣∣∣∣∣
tr

= 0. (4.6)

v. T ∈ (c0(p) : ℓ∞(t)) if and only if

∃M, sup
r

(∑
s

|trs|M−1/ps

)tr

< ∞. (4.7)

vi. T ∈ (c(p) : ℓ∞(t)) if and only if condition (4.7) holds, and

sup
r

∣∣∣∣∣∑
s

trs

∣∣∣∣∣
tr

< ∞. (4.8)
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Theorem 4.2. Let K ∈ F . Consider the sets S1, S2, S3, S4, S5, S6, S7, S8 defined as follows:

S1 =
⋃

M>1

{
a = (as) ∈ w : sup

K

∑
r

∣∣∣∣∣∑
s∈K

(−1)r−s ns+3 − 1
nr

arM−1/ps

∣∣∣∣∣ < ∞
}

,

S2 =
{

a = (as) ∈ w :
∑

r

∣∣∣∣∣∑
s

(−1)r−s ns+3 − 1
nr

ar

∣∣∣∣∣ < ∞
}

,

S3 =
⋃

M>1

{
a = (as) ∈ w : sup

r

∑
s

∣∣∣∣∣
r∑

i=s

(−1)s−i ni+3 − 1
ns

di

∣∣∣∣∣M−1/ps < ∞
}

,

S4 =
{

a = (as) ∈ w : ∃(αs) ⊂ R such that lim
r

∣∣∣∣∣
r∑

i=s

(−1)s−i ni+3 − 1
ns

di − αs

∣∣∣∣∣ = 0
}

,

S5 =
⋃

M>1

{
a = (as) ∈ w : ∃(αs) ⊂ R such that

∑
s

∣∣∣∣∣
r∑

i=s

(−1)s−i ni+3 − 1
ns

di − αs

∣∣∣∣∣M−1/ps < ∞
}

,

S6 =
{

a = (as) ∈ w : ∃(αs) ⊂ R such that lim
r

∣∣∣∣∣∑
s

r∑
i=s

(−1)s−i ni+3 − 1
ns

di − αs

∣∣∣∣∣ < ∞
}

,

S7 =
⋃

M>1

{
a = (as) ∈ w : sup

r

(∑
s

∣∣∣∣∣
r∑

i=s

(−1)s−i ni+3 − 1
ns

di

∣∣∣∣∣M−1/ps

)
< ∞

}
,

S8 =
{

a = (as) ∈ w : sup
r

∣∣∣∣∣∑
s

r∑
i=s

(−1)s−i ni+3 − 1
ns

di

∣∣∣∣∣ < ∞
}

.

It follows that

[S0(N, p)]α = S1, [S(N, p)]α = S1 ∩ S2,

[S0(N, p)]β = S3 ∩ S4 ∩ S5, [S(N, p)]β = S3 ∩ S4 ∩ S5 ∩ S6,

[S0(N, p)]γ = S7, [S(N, p)]γ = S8.

Proof. For proving the α-dual, let t = (tr) ∈ w and v = (vr) ∈ c0(p) be given. Define u = (ur) as in
(3.1). Then,

trur =
r∑

s=r−1
(−1)r−s ns+3 − 1

nr
trvs = (Tv)r, r ∈ N, (4.9)

where the matrix T = (trs) is defined by

trs =

 (−1)r−s ns+3−1
nr

ar, if r − 1 ≤ s ≤ r,

0, otherwise.

From equation (4.9), it can be concluded that tu = (trur) ∈ ℓ1 for every v ∈ c0(p) if and only if Tv ∈ ℓ1.
This means that t = (tr) ∈ [c0(N, p)]α if and only if T ∈ (c0(p) : ℓ1). By substituting tr = 1 for all
r ∈ N into equation (4.1), we get the result that [c0(N, p)]α = S1.

Similarly, using (4.1), (4.2), and (4.9), we can prove that [c(N, p)]α = S1 ∩ S2.

Next, consider the equation:
r∑

s=1
dsvs =

r∑
s=1

[
s∑

i=0
(−1)s−i ni+3 − 1

ns
vi

]
ds

=
r∑

s=1

[
r∑

i=s

(−1)s−i ni+3 − 1
ns

di

]
vs = (Dv)r, (4.10)
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where D = (drs) is the matrix defined by

drs =


∑r

i=s(−1)s−i ni+3−1
ns

di, if 0 ≤ s ≤ r,

0, if s > r.

Thus, it follows from (4.10) that dv = (dsvs) ∈ cs whenever v = (vs) ∈ c0(p) if and only if Dv ∈ c0.
This implies that d = (ds) ∈ [c0(N, p)]β if and only if D ∈ (c0(p) : c).

Therefore, by using (4.3), (4.4), (4.5), and (4.10), we conclude that [c0(N, p)]β = S3 ∩ S4 ∩ S5. Similarly,
by incorporating (4.6), the proof of [c(N, p)]β = S3 ∩ S4 ∩ S5 ∩ S6 can be completed in a similar manner.

The proof of the γ-dual follows similarly to the β-dual and is left to the reader.

5. Matrix Transformations on the New Paranormed Sequence Spaces

In this section, we examine the matrix transformations related to the newly defined paranormed
sequence spaces as well as the classical spaces c0(N, p), c(N, p), ℓ∞(N, p), and ℓ(N, p). Our focus is
twofold: first, to identify the conditions under which a matrix maps elements between paranormed
sequence spaces while preserving their structural properties; and second, to explore the equivalence of
the following conditions in the context of these spaces:

v ∈ HT for every triangular matrix T and any sequence space H

if and only if f = T v ∈ H.

This equivalence is justified by the fact that HT ∼= H.

Theorem 5.1. Let H ∈ {ℓ∞, c, ℓ1}. Then:

i. The matrix T = (trs) ∈ (c0(N, p) : H) holds if and only if:

Tr ∈ {c0(N, p)}β for all r ∈ N, (5.1)
B ∈ (c0 : H), (5.2)

where B = (brs) with

brs =
∞∑

i=s

(−1)s−i ni+3 − 1
ns

ari, for all r, s ∈ N,

and Tr denotes the r-th row of the infinite matrix T , where ns and ari are sequences appropriately
defined in relation to the elements of T .

ii. The matrix T = (trs) ∈ (c(N, p) : H) holds if and only if:

Tr ∈ {c(N, p)}β for all r ∈ N, (5.3)
B ∈ (c : H). (5.4)

Proof. We will demonstrate only part (i). Assume that T = (trs) ∈ (c0(N, p) : H) and let v ∈ c0(N, p)
be an arbitrary sequence. By assumption, Tr ∈ {c0(N, p)}β holds for every r ∈ N. Define f = Nv.
From the condition Tr ∈ {c0(N, p)}β, it follows that:

(T v)r = (Bf)r for all r ∈ N. (5.5)

Thus, Bf ∈ H for every f ∈ c0, implying that B ∈ (c0 : H).

Next, consider the relationship Ef = T v, leading to the conclusion that E ∈ (c0(p) : µ). Now, suppose
conditions (5.1) and (5.2) are satisfied. Then, (5.5) remains valid, indicating that T v ∈ H for all
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v ∈ c0(N, p).

Corollary 5.2. Let T = (trs) be an infinite matrix. The following hold:

i. T ∈ (c0(N, p) : ℓ(t)) if and only if {trs}s∈N ∈ {c0(N, p)}β for all r ∈ N and equation (4.1) holds with
brs instead of trs and t = 1.

ii. T ∈ (c0(N, p) : c(t)) if and only if {trs}s∈N ∈ {c0(N, p)}β for all r ∈ N, and conditions (4.3), (4.4),
and (4.5) hold with brs instead of trs and t = 1.

iii. T ∈ (c0(N, p) : ℓ∞(t)) if and only if {trs}s∈N ∈ {c0(N, p)}β for all r ∈ N, and condition (4.7) holds
with brs instead of trs and t = 1.

Corollary 5.3. Let T = (trs) be an infinite matrix. The following statements hold:

i. T ∈ (c(N, p) : ℓ(t)) if and only if {trs}s∈N ∈ {c(N, p)}β for all r ∈ N, and conditions (4.1) and (4.2)
hold with brs instead of trs and t = 1.

ii. T ∈ (c(N, p) : c(t)) if and only if {trs}s∈N ∈ {c(N, p)}β for all r ∈ N, and conditions (4.3), (4.4),
(4.5), and (4.6) hold with brs instead of trs and t = 1.

iii. T ∈ (c(N, p) : ℓ∞(t)) if and only if {trs}s∈N ∈ {c(N, p)}β for all r ∈ N, and condition (4.8) holds
with brs instead of trs and t = 1.

6. Conclusions

This study has expanded upon previous research on sequence spaces formed by combinatorial sequences
such as Fibonacci, Lucas, Padovan, Catalan, Bell, Schröder, and Narayana numbers. Building upon
earlier research involving the construction of sequence spaces using Narayana numbers, we have
developed new paranormed sequence spaces, thereby broadening the understanding of combinatorial
sequences in the context of functional analysis.

Our findings contribute to advancements in additive theory and provide a foundation for future
investigations. Key areas for further exploration include:

• Exploring Narayana difference sequence spaces

• Investigating the measure of compactness in the ℓp(N) space

These results open up new avenues for research at the intersection of combinatorial mathematics and
functional analysis. Future studies may explore the properties and applications of these newly defined
sequence spaces, potentially leading to novel insights in both fields. Furthermore, this work may have
implications for related areas such as operator theory, spectral analysis, and the study of infinite-
dimensional spaces. By continuing to investigate the connections between combinatorial sequences
and functional analysis, researchers may uncover new mathematical structures and relationships with
applications in various branches of mathematics and theoretical physics.
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[30] S. Erdem, S. Demiriz, H. Bilgin Ellidokuzoğlu, Paranormed Motzkin sequence spaces, Dera Natung
Government College Research Journal 9 (1) (2024) 36–51.
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Abstract − Aedes mosquitoes, primarily Aedes aegypti and Aedes albopictus, are significant vectors 

of arboviral diseases, including dengue, chikungunya, Zika, and yellow fever. With expanding 

geographical distributions due to climate change and urbanization, these species increasingly threaten 

public health. Current vector control strategies rely heavily on insecticides, which face challenges 

due to increased resistance. An alternative approach involves developing transmission-blocking 

vaccines targeting mosquito vector proteins rather than individual pathogens. This study performed 

an in-silico analysis of the 37 kDa salivary protein D7, a highly conserved and abundantly secreted 

protein in Aedes saliva, to identify potential vaccine and diagnostic epitopes. Through sequence 

comparison, structural modeling, and immunoinformatics approaches, B-cell, MHC-I, and MHC-II 

epitopes with high antigenicity, non-allergenicity, and non-toxicity were predicted. Selected epitopes 

were incorporated into multi-epitope vaccine constructs against A. aegypti and A. albopictus vectors, 

which were subsequently modeled, validated, and simulated to induce IgM, IgG, and IFN-g. The 

present study's findings suggest that the 37 kDa salivary protein D7 is a promising candidate for a 

transmission-blocking vector vaccine targeting Aedes mosquitoes, offering a novel strategy for 

controlling mosquito-borne diseases. Further experimental validation is necessary to confirm the 

immunogenicity and protective potential of the identified epitopes. 

Keywords − Aedes, salivary protein D7, epitope, vaccine, in silico   

1. Introduction 

Mosquitoes are the deadliest pathogen vectors, and mosquito-borne diseases have impacted human history 

from ancient to modern times [1,2]. These diseases infect more than 700 million people annually, causing over 

1 million deaths worldwide, with an estimated 50% of the global population at risk [3]. Among them, malaria 

remains the most severe, causing over 600,000 deaths each year, mostly among children, and is transmitted by 

Anopheles mosquitoes, as discovered in the late 19th century [4,5]. 

Other major mosquito-borne diseases include several arboviral infections such as dengue, chikungunya, Zika, 

yellow fever, and West Nile virus. These are primarily transmitted by Culex pipiens and Aedes aegypti 
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mosquitoes [2,3]. Among them, Aedes mosquitoes can transmit all these arboviral disease pathogens, including 

West Nile virus, to humans [6]. 

The two primary arboviral vectors, A. aegypti (the yellow fever mosquito) and A. albopictus (Asian tiger 

mosquito), have increased in number in newly emerged water-based environments driven by anthropogenic 

alterations and urbanization. Also, global trade and transportation have contributed to their spread beyond 

native regions. [6–8]. Additionally, climate change is altering their geographic distribution and the dynamics 

of virus transmission by bringing mosquitoes into closer contact with human populations and wildlife 

reservoirs [7, 9, 10].  

Both A. aegypti and A. albopictus are capable of transmitting multiple arboviruses, including yellow fever 

virus (YFV), dengue virus (DENV), chikungunya virus (CHIKV), and Zika virus (ZIKAV). Notably, A. 

albopictus is particularly well-adapted to colder climates and exhibits aggressive daytime biting behavior. This 

makes it a key vector in regions where A. aegypti is absent or present at low density [6, 11, 12]. 

The transcriptomic analyses performed to characterize proteins in the mosquito saliva revealed that A. aegypti 

has more than 120 (estimated 100–200) salivary proteins, most of which are associated with the increased 

pathogen transmissibility, and 30–40% belong to previously uncharacterized protein families [2, 3, 13]. 

Moreover, similar to the A. aegypti transcriptome, A. albopictus has 69 putative salivary proteins with 

immunogenic properties that are classified within the same main protein families [11]. 37 kDa salivary protein 

D7 is the most abundantly secreted protein in the salivary glands of female dipterans, including mosquitoes, 

and is distantly related to the odorant-binding family [14]. It facilitates the blood-feeding process and pathogen 

transmission with adaptive properties, including anti-hemostatic activity, antagonizing vasoconstriction, and 

platelet aggregation at the biting site [11, 14]. Interestingly, the individuals frequently exposed to A. aegypti 

saliva in the endemic areas have naturally specific antibody responses against 37 kDa salivary protein D7 

compared to healthy non-exposed individuals [14]. 

Regarding current vector prevention and control strategies, insecticides are still used against arthropod vectors, 

including mosquitoes, but increased genetic resistance to insecticides occurs [15-17]. Alternatively, vector 

monitoring and control by reducing the contact between the mosquito vectors and human hosts has become 

another current strategy to prevent vector-borne diseases [6]. On the other hand, instead of individual 

pathogens, transmission-blocking antigen-based vector vaccines are becoming increasingly popular, focusing 

on tick and Anopheles mosquito proteins, transmitting tick-borne pathogens and Plasmodium species, 

respectively [18, 19]. Although there are vaccines against individual arboviral pathogens transmitted by Aedes 

mosquito vectors [6, 20], there is still no FDA-approved safe and effective multi-epitope-based vector vaccine 

against both A. aegypti and A. albopictus transmitting arboviral pathogens. 

Therefore, this study aims to analyze 37 kDa salivary protein D7, which is the most abundantly secreted protein 

in the saliva with anti-hemostatic activity, and discover conserved vaccine candidate epitopes to develop a 

multi-epitope-based vector vaccine against both Aedes species (A. aegypti and A. albopictus) transmitting 

several arboviral pathogens like yellow fever virus (YFV), dengue virus (DENV), chikungunya virus 

(CHIKV), and Zika virus (ZIKAV). 

2. Materials and Methods 

Protein Sequence Data Retrieval: 37 kDa salivary protein D7 sequences representing A. aegypti and A. 

albopictus were retrieved from the NCBI database with accession numbers as follows: XP_001657778.1 and 

XP_029727655.1, respectively. 

Pairwise Sequence Alignment: 37 kDa salivary proteins D7 sequences were aligned by Clustal Omega [21]. 

Phylogenetic Analysis: The phylogenetic tree for A. aegypti and A. albopictus 37 kDa salivary proteins D7 

sequences were reconstructed by Molecular Evolutionary Genetics Analysis (MEGA) 11.0 [22] using the 
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Maximum Likelihood Method with Whelan and Goldman (WAG) model with gamma distribution (G) and 

1000 Bootstrap replications after the model test. Armigeres subalbatus (XP_062552429.1) and Ochlerotatus 

camptorhynchus (XP_065077893.1) were used as outgroups in the phylogenetic analysis. The outgroup 

selection criterion was based on the closest species to Aedes species with available 37 kDa salivary protein D7 

sequences deposited in the NCBI database. 

3D (tertiary) Protein Modeling, Refinement and Validation: 3D protein models of 37 kDa salivary proteins D7 

sequences were predicted by I-TASSER [23]. 3D protein models were visualized by UCSF Chimera 1.14 [24]. 

Modeled proteins were refined by the GalaxyRefine server [25]. Then, the refined models were evaluated by 

different validation tools to determine the optimal model and assess its overall quality. The tools utilized for 

structural validation include PROCHECK, the ERRAT server [26], and the PROSA web tool [27]. 

2D (secondary) Protein Structure Prediction: The secondary structures were predicted by GOR IV [28]. 

Prediction of Physicochemical and Immunoinformatics Parameters: For 37 kDa salivary proteins D7 of the 

analyzed Aedes species, physicochemical properties such as aliphatic index, molecular weight, stability, half-

life, and hydrophilicity were estimated by Expasy ProtParam [29]. Antigenicity for each antigen was predicted 

by Vaxijen v2.0 (model: parasite, threshold: 0.5) [30]. Solubility was predicted by SolPro. Subcellular 

localization was predicted by Euk-mPLoc 2.0 [31]. The number of transmembrane helices was predicted by 

TMHMM Server v. 2.0 [32]. Signal-BLAST was used to predict the signal peptide [33]. Algpred was used to 

estimate allergenicity based on IgE epitopes and MEME/MAST motif [34]. Similarity to the host proteome 

was predicted by BlastP. 

Posttranslational Modification (PTM) Prediction: Among posttranslational modifications, N-Glycosylation 

and O-Glycosylation were predicted by NetNGlyc1.0 and NetOGlyc4.0, respectively. Phosphorylation was 

predicted by NetPhos3.1. Also, NetSurfP 2.0 was used to predict the surface accessibility of posttranslational 

modification positions for the analyzed proteins. 

Prediction of B Cell Epitopes: B-cell epitopes were predicted by Bcepred and Bepipred Linear Epitope 

Prediction 2.0, and overlapped epitopes were selected [35, 36]. Finally, antigenicity of predicted B cell epitopes 

was estimated by Vaxijen 2.0, while allergenicity and toxicity were predicted by AllerTOP v2.1 and 

ToxinPred, respectively [30, 37, 38]. B-cell epitopes showing a high "IC50" value (more than or equal to 50), 

non-antigenicity, allergenicity, and toxicity were discarded from the analyses. 

Prediction of MHC-I and MHC-II Epitopes: Predictions of MHC-I and MHC-II epitopes for all Aedes 37 kDa 

salivary protein D7 sequences were performed by IEDB [36]. ANN 4.0 method and twelve alleles (A01.01, 

A02.01, A03.01, A24.02, A26.01, B07.02, B08.01, B15.01, B27.05, B39.01, B40.01, and B58.01) were 

selected for the MHC-I epitope prediction while NetMHCIIpan 4.3 BA method with seven alleles 

(DRB1.03.01, DRB1.07.01, DRB1.15.01, DRB3.01.01, DRB3.02.02, DRB4.01.01, and DRB5.01.01) were 

selected for the MHC-II epitope prediction [39]. Similarly, antigenicity, allergenicity, and toxicity were 

predicted by Vaxijen 2.0, AllerTOP v2.1, and ToxinPred, respectively [30, 37, 38]. MHC-I/II epitopes showing 

high "IC50" value (more than or equal to 50), non-antigenicity, allergenicity, and toxicity were discarded from 

the analyses. 

The Design and Modeling of Multi-Epitope Vector Vaccine Constructs for A. aegypti and A. albopictus: The 

multi-epitope vaccine construct designed for A. aegypti and A. albopictus starts a 45 amino acid adjuvant 

(GIINTLQKYYCRVRGGRCAVLSCLPKEEQIGKCSTRGRKCCRRKK) at the N-terminal end. It includes 

prominently selected B-cell, MHC-I, and MHC-II epitopes for each Aedes species, connected by linkers 

(EAAAK, GPGPG, and AAY) [40-42]. Then, vaccine constructs were tested for antigenicity and allergenicity 

by Vaxijen 2.0 AllerTOP v2.1, respectively [30, 38]. 3D protein models of vaccine constructs were predicted 

by I-TASSER [23]. 3D protein models were visualized by UCSF Chimera 1.14 [24]. Modeled vaccine 

constructs were refined by the GalaxyRefine server [25].  
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Immune Simulation of Multi-Epitope Vector Vaccine Designs: In silico immune simulations were run by the 

C-ImmSim 10.1 server, which selected the parameters as default to predict whether the designed vaccines' 

immunological potential stimulated the adaptive immune system [43]. 

3. Results 

3.1.  Sequence Comparison 

After comparison by pairwise sequence alignment, 37 kDa salivary protein D7 sequences for A. aegypti and 

A. albopictus were similar, with a 67% (224/332) amino acid identity (Figure 1). 

 
Figure 1. The sequence comparison of 37 kDa salivary protein D7 for A. aegypti and A. albopictus. The 

asterisks show the identical amino acid positions 

3.2.  3D (Tertiary) Structures and Phylogenetic Relationship 

In the phylogenetic tree based on 37 kDa salivary protein D7 sequences, A. aegypti and A. albopictus were 

grouped in a cluster, while A. subalbatus and O. camptorhynchus were more distantly diverged as outgroups, 

respectively. Moreover, 3D protein structures were highly similar, with minor differences in alpha helices and 

coils and no beta sheets (Figure 2). Refined tertiary structures of the two vaccine constructs (A. aegypti (upper) 

and A. albopictus (lower)) by the GalaxyRefine server. Adjuvant, B-cell, MHC-I, and MHC-II epitopes were 

given in green, red, yellow, and purple colors. Residue distribution in Ramachandran plots generated by the 

PROCHECK program. A. aegypti: 69.3% in the favored region (red), 18.7% in the allowed region (yellow), 

and 9.3% in the disallowed region (white). A. albopictus: 76.6% in the favored region (red), 19.5% in the 

allowed region (yellow), and 2.6% in the disallowed region (white). Z-score plot generated by the ProSA-Web 

program, indicating Z-scores of -3.57 and -3.83 for A. aegypti and A. albopictus, respectively. The ERRAT 

overall quality factor was calculated as 76.543 and 85.915 for A. aegypti and A. albopictus, respectively (Figure 

3). 
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Figure 2. The phylogenetic relationship, 3D structures, and discovered epitopes of 37 kDa salivary protein 

D7 for A. aegypti and A. albopictus. For each species, the most antigenic B-cell, MHC-I, and MHC-II 

epitopes are given in red, green, and yellow colors, respectively. The overlapped epitope region is shown in 

an underlined orange color. The figure was prepared using silhouette images of Aedes mosquitoes from 

PhyloPic 

 
Figure 3. The vaccine constructs generated for A. aegypti (upper) and A. albopictus (lower) (A) Refined 

tertiary structures of the two vaccine constructs (A. aegypti (upper) and A. albopictus (lower)) by 

GalaxyRefine server. Adjuvant, B-cell, MHC-I, and MHC-II epitopes were given in green, red, yellow, and 

purple colors. (B) Residue distribution in Ramachandran plots generated by the PROCHECK program. (C) 

Z-score plot generated by the ProSA-Web program. (D) The ERRAT overall quality factor was calculated 
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3.3.  2D (Secondary) Structures 

According to 2D (secondary) structure analyses of 37 kDa salivary protein D7 by GOR IV, alpha helices, 

extended strands, and random coils were predicted 30.72%, 21.99%, and 47.29% for A. aegypti, while they 

were predicted 38.86%, 15.06%, and 46.08% for A. albopictus, respectively (Table 1). 

Table 1. Secondary structures 

   Species Alpha helix (%)  Extended strand (%)  Random coil (%) 

A. aegypti 30.72 21.99 47.29 

A. albopictus 38.86 15.06 46.08 

3.4.  Physico-Chemical Parameters 

Among physicochemical parameters, the number of amino acids and the estimated half-life (h) of 37 kDa 

salivary protein D7 sequences predicted the same for both A. aegypti and A. albopictus. 37 kDa salivary protein 

D7 of A. aegypti was predicted with a higher molecular weight, theoretical pI, and GRAVY, while it was 

predicted with a lower aliphatic index compared with 37 kDa salivary protein D7 of A. albopictus. The total 

number of positively charged residues (Arg+Lys) was predicted to be higher in 37 kDa salivary protein D7 of 

A. aegypti, while the total number of negatively charged residues (Asp+Glu) was predicted to be higher in 37 

kDa salivary protein D7 of A. albopictus. Although 37 kDa salivary protein D7 sequences were predicted as 

stable according to instability index (II), 37 kDa salivary protein D7 of A. albopictus was predicted to be more 

stable than 37 kDa salivary protein D7 of A. aegypti (Table 2). 

Table 2. Physicochemical parameters 

Species  

Number 

of amino 

acids 

Molecular 

weight 

Theoretical 

pI 

Total 

number of 

negatively 

charged 

residues 

(Asp+Glu) 

Total 

number of 

positively 

charged 

residues 

(Arg+Lys) 

The 

estimated 

half-life 

(hour) 

The 

instability 

index (II)  

Aliphatic 

index  

GRAVY 

(Grand 

average 

of 

hydropat

hicity) 

A. aegypti 332 38627.77 9.32 43 61 30 33.04/stable 65.81 -0.649 

A. albopictus 332 38565.37 8.95 48 59 30 39.35/stable 66.11 -0.714 

3.5.  Antigenicity, Solubility, Subcellular Localization, and Transmembrane Helix 

Although both 37 kDa salivary protein D7 sequences were predicted as non-antigenic, they were predicted as 

soluble and extracellular. No transmembrane helix was predicted in 37 kDa salivary protein D7 sequences of 

A. aegypti and A. albopictus (Table 3). 

Table 3. Antigenicity, solubility, subcellular localization, and transmembrane helices 

   

 Species 

Antigenicity 

(Vaxijen v2.0) 

(Threshold: 0.5) 

Solubility 

(SolPro) 

Subcellular 

Localization 

(Euk-mPLoc 2.0) 

Transmembrane 

Helices (TMHMM 

Server v.2.0) 

A. aegypti 0.3382 (Non-antigen) Soluble Extracellular 0 

A. albopictus 0.4489 (Non-antigen) Soluble Extracellular 0 

 

 

 



158 

 

Köseoğlu et al. / In Silico Analyzing 37 kDa Salivary Protein D7 and Discovering Vaccine Candidate and Diagnostic… 

3.6.  Signal Peptide 

37 kDa salivary protein D7 sequences of A. aegypti and A. albopictus were predicted to have signal peptides 

according to three parameters of Signal-BLAST without one parameter (Table 4).  

Table 4. Signal peptides  

   Species Sensitivity Specificity Balanced prediction Cleavage site 

A. aegypti Yes No Yes Yes 

A. albopictus Yes No Yes Yes 

3.7.  Allergenicity and Similarity with Host Proteome 

37 kDa salivary protein D7 sequences of A. aegypti and A. albopictus were predicted to be non-allergenic 

regarding the IgE epitope and MEME/MAST motif. Furthermore, no similarity to the host proteome (Homo 

sapiens) was detected for 37 kDa salivary protein D7 sequences of A. aegypti and A. albopictus by BLASTp 

(Table 5). 

Table 5. Allergenicity and host proteome similarity 

Species 
Allergenicity (AlgPred) Similarity to host proteome (Homo sapiens) 

(BLASTp) IgE epitope MEME/MAST motif 

A. aegypti No allergen No allergen No significant similarity 

A. albopictus No allergen No allergen No significant similarity 

3.8.  Posttranslational Modifications (PTMs) 

Based on posttranslational modification (PTM) predictions of 37 kDa salivary protein D7 sequences, no N-

glycosylation position was detected for A. aegypti and A. albopictus. 3 O-glycosylation positions (2 on the 

exposed surface) were predicted for A. aegypti, while 3 O-glycosylation positions (all on the exposed surface) 

were predicted for A. albopictus. In terms of phosphorylation, 29 positions (18 of them on the exposed surface) 

and 31 positions (21 of them on the exposed surface) were predicted for A. aegypti and A. albopictus, 

respectively (Table 6). 

Table 6. Prediction of posttranslational modifications 

Species 

Number of N 

glycosylation 

positions 

Number of N 

glycosylation 

positions located 

in exposed 

surface 

Number of O 

glycosylation 

positions 

Number of O 

glycosylation 

positions in exposed 

surface 

Number of 

phosphorylation 

positions 

Number of 

phosphorylation 

positions in 

exposed surface 

A. aegypti 0 0 3 2 29 18 

A. albopictus 0 0 3 3 31 21 

3.9.  B Cell, MHC-I, and MHC-II Epitopes 

8 B-cells, 3 MHC-I, and 23 epitopes were predicted for 37 kDa salivary protein D7 of A. aegypti, while 5 B-

cells, 3 MHC-I, and 24 epitopes were predicted for 37 kDa salivary protein D7 of A. albopictus with antigenic, 

non-allergenic, and non-toxic properties (Tables 7-9). In terms of transmission-blocking antigen usage as well 

as vaccine candidate and diagnostic purposes, the most antigenic B-cell, MHC-I, and MHC-II epitopes were 

selected as KEKNPGK, FLLSSFILAA, and KYYQEKGVKIKQKEQ for A. aegypti, while they were selected 

as CDGKSAEK, FLLLAVAFVA, and AEKYYKDKGKNIKQK for A. albopictus, respectively (Figures 2 

and 4). For the codes and scripts for producing Figure 4, see [44]. 
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Table 7. B-cell epitopes 

Species  B-cell epitopes Antigenicity 

A. aegypti 

GKGESSKKY 1.3088 (Antigen) 

KGESSKKY 1.0726 (Antigen) 

KGESSKKYYQEKG 1.0078 (Antigen) 

KIKQKE 1.3478 (Antigen) 

KGSPQR 1.1756 (Antigen) 

KGSPQRKD 0.9164 (Antigen) 

KEKNPGK 2.0478 (Antigen) 

REVRSKD 1.6861 (Antigen) 

A. albopictus 

SPKAKD 0.9416 (Antigen) 

CDGKSAEK 1.6364 (Antigen) 

YKDKGKN 1.1538 (Antigen) 

KSAEKYYKDKGKNIKQKG 1.3369 (Antigen) 

SKTKETDPGKK 1.0145 (Antigen) 

Only antigenic, non-toxic, and non-allergenic epitopes predicted are given in the table. The most antigenic epitope was given in bold for each Aedes species 

Table 8. MHC-I epitopes 

Species 
MHC-I 

Antigenicity 
Allele Start Stop Length Epitope IC50 Percentile Rank 

A. aegypti HLA-A*02:01 7 16 10 FLLSSFILAA 12.97 0.11 2.0289 

A. albopictus 

HLA-A*02:01 6 15 10 KFLLSSFILA 32.86 0.29 1.9397 

HLA-B*15:01 128 137 10 LKSSSCSEVF 35.06 0.18 0.6327 

HLA-A*02:01 6 15 10 SFLLLAVAFV 19.71 0.18 1.012 

HLA-A*02:01 7 16 10 FLLLAVAFVA 32.86 0.29 1.2349 

HLA-A*02:01 8 17 10 LLLAVAFVAL 48.11 0.44 1.0565 

Only antigenic, non-toxic, and non-allergenic epitopes predicted are given in the table. The most antigenic epitope was given in bold for each Aedes species 

 

 
Figure 4. The B-cell, MHC-I, and MHC-II epitopes predicted with the highest antigenicities and selected for 

the design of vaccine constructs 
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Table 9. MHC-II epitopes 

Species 

MHC-II 

Antigenicity 
Allele Start Stop Length Core sequence Epitope IC50 

Percentile 

Rank 

A. aegypti 

HLA-DRB5*01:01 302 316 15 FAALTGKLK DYFAALTGKLKPYSR 4.16 0.06 0.7539 

HLA-DRB5*01:01 298 312 15 FAALTGKLK VRSKDYFAALTGKLK 4.45 0.06 0.5672 

HLA-DRB5*01:01 303 317 15 FAALTGKLK YFAALTGKLKPYSRS 4.65 0.06 0.8734 

HLA-DRB5*01:01 304 318 15 TGKLKPYSR FAALTGKLKPYSRSD 9.33 0.58 0.7083 

HLA-DRB1*07:01 27 41 15 LRFITSRCM AKDPEQLRFITSRCM 12.16 0.65 0.7145 

HLA-DRB1*07:01 28 42 15 LRFITSRCM KDPEQLRFITSRCME 13.3 0.8 0.7815 

HLA-DRB1*07:01 298 312 15 YFAALTGKL VRSKDYFAALTGKLK 14.25 0.9 0.5672 

HLA-DRB1*07:01 297 311 15 YFAALTGKL EVRSKDYFAALTGKL 15.04 1 0.6459 

HLA-DRB5*01:01 162 176 15 YYQEKGVKI SKKYYQEKGVKIKQK 16.38 1.8 1.2074 

HLA-DRB5*01:01 252 266 15 MKTCKANLK MKAMMKTCKANLKEK 17.98 1.9 0.6522 

HLA-DRB5*01:01 163 177 15 YYQEKGVKI KKYYQEKGVKIKQKE 20.83 2.3 1.2366 

HLA-DRB5*01:01 161 175 15 YYQEKGVKI SSKKYYQEKGVKIKQ 21.99 2.5 0.9991 

HLA-DRB5*01:01 28 42 15 LRFITSRCM KDPEQLRFITSRCME 24.25 2.8 0.7815 

HLA-DRB5*01:01 253 267 15 MKTCKANLK KAMMKTCKANLKEKN 26.77 3.3 0.5233 

HLA-DRB1*07:01 32 46 15 FITSRCMED QLRFITSRCMEDWYP 27.9 2.5 0.6206 

HLA-DRB1*15:01 28 42 15 LRFITSRCM KDPEQLRFITSRCME 28.26 1.3 0.7815 

HLA-DRB1*07:01 302 316 15 YFAALTGKL DYFAALTGKLKPYSR 37.75 3.5 0.7539 

HLA-DRB5*01:01 164 178 15 YYQEKGVKI KYYQEKGVKIKQKEQ 40.2 5.1 1.2964 

HLA-DRB5*01:01 297 311 15 YFAALTGKL EVRSKDYFAALTGKL 43.45 5.5 0.6459 

HLA-DRB1*07:01 162 176 15 YYQEKGVKI SKKYYQEKGVKIKQK 43.54 4.2 1.2074 

HLA-DRB5*01:01 32 46 15 FITSRCMED QLRFITSRCMEDWYP 44.09 5.6 0.6206 

HLA-DRB5*01:01 27 41 15 LRFITSRCM AKDPEQLRFITSRCM 44.45 5.6 0.7145 

HLA-DRB1*07:01 161 175 15 YYQEKGVKI SSKKYYQEKGVKIKQ 45.78 4.4 0.9991 

A. albopictus 

HLA-DRB1*03:01 276 290 15 LLADPKLKK YKCLLADPKLKKDFM 5.44 0.01 0.9447 

HLA-DRB1*03:01 275 289 15 LLADPKLKK YYKCLLADPKLKKDF 5.96 0.01 1.0621 

HLA-DRB1*03:01 277 291 15 LLADPKLKK KCLLADPKLKKDFME 6.55 0.01 0.8827 

HLA-DRB5*01:01 300 314 15 YAQITGKLK SKDYYAQITGKLKPY 6.62 0.24 1.1164 

HLA-DRB5*01:01 301 315 15 YAQITGKLK KDYYAQITGKLKPYS 6.8 0.25 1.1843 

HLA-DRB1*03:01 274 288 15 LLADPKLKK EYYKCLLADPKLKKD 7.27 0.01 1.3232 

HLA-DRB5*01:01 299 313 15 YAQITGKLK RSKDYYAQITGKLKP 7.58 0.34 1.1429 

HLA-DRB5*01:01 298 312 15 YAQITGKLK IRSKDYYAQITGKLK 8.48 0.46 1.255 

HLA-DRB5*01:01 302 316 15 YAQITGKLK DYYAQITGKLKPYSA 8.64 0.47 0.9466 

HLA-DRB5*01:01 303 317 15 YAQITGKLK YYAQITGKLKPYSAS 9.49 0.61 0.8969 

HLA-DRB5*01:01 275 289 15 YKCLLADPK YYKCLLADPKLKKDF 16.26 1.7 1.0621 

HLA-DRB5*01:01 274 288 15 YKCLLADPK EYYKCLLADPKLKKD 18.36 2 1.3232 

HLA-DRB5*01:01 276 290 15 LLADPKLKK YKCLLADPKLKKDFM 23.71 2.7 0.9447 

HLA-DRB1*07:01 27 41 15 LQFIAARCM AKNPEQLQFIAARCM 25.12 2.1 0.6511 

HLA-DRB1*07:01 28 42 15 LQFIAARCM KNPEQLQFIAARCME 27.1 2.4 0.6649 

HLA-DRB5*01:01 304 318 15 YAQITGKLK YAQITGKLKPYSASD 29.34 3.6 0.6568 

HLA-DRB1*07:01 136 150 15 YKDVHAKHL VFNAYKDVHAKHLET 38.7 3.6 0.6131 

HLA-DRB5*01:01 272 286 15 YKCLLADPK AVEYYKCLLADPKLK 38.75 5 1.2339 

HLA-DRB3*01:01 161 175 15 YYKDKGKNI SAEKYYKDKGKNIKQ 45.26 1.5 1.1354 

HLA-DRB3*01:01 160 174 15 YYKDKGKNI KSAEKYYKDKGKNIK 45.56 1.5 1.1278 

HLA-DRB3*01:01 162 176 15 YYKDKGKNI AEKYYKDKGKNIKQK 46.13 1.5 1.4259 

HLA-DRB5*01:01 28 42 15 LQFIAARCM KNPEQLQFIAARCME 47.66 6 0.6649 

HLA-DRB1*07:01 142 156 15 LETIKAILF DVHAKHLETIKAILF 48.42 4.7 0.526 

HLA-DRB5*01:01 277 291 15 LLADPKLKK KCLLADPKLKKDFME 49.16 6.2 0.8827 

Only antigenic, non-toxic, and non-allergenic epitopes predicted are given in the table. The most antigenic epitope was given in bold for each Aedes species 
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3.10.  Antigenicity, Allergenicity, and Immune Simulation of Vaccine Constructs 

The designed multi-epitope vaccine constructs for A. aegypti and A. albopictus were predicted antigenic with 

antigenicity scores of 0.7719 and 0.8883, respectively. Moreover, both vaccine constructs were estimated as 

non-allergenic. After in silico immune simulation, multi-epitope vaccine constructs against A. aegypti and A. 

albopictus were estimated to induce IFN-g, IgM, and IgG levels (Figure 5). 

 
Figure 5. The immune simulations for vaccine constructs. IgM + IgG level for A. aegypti vaccine construct 

(A). IFN-g level for A. aegypti vaccine construct (B). IgM + IgG level for A. albopictus vaccine construct 

(C). IFN-g level for A. albopictus vaccine construct (D) 

4. Discussion 

Arthropod vector-borne diseases, particularly those transmitted by mosquitoes, are rising as emerging and re-

emerging zoonotic threats, placing nearly 3.5 billion people at risk globally and creating substantial public 

health burdens, especially in tropical regions [18, 45]. Although insecticides and acaricides control arthropod 

diseases, including tick-borne, flea-borne, and mosquito-borne diseases, genetic resistance has significantly 

evolved [15-17]. Alternatively, vaccine studies against vector-borne pathogens have been performed for 

several pathogens using in silico epitope discovery approaches [46-49]. 

However, in recent years, transmission-blocking antigens that target arthropod vectors, rather than the 

pathogens themselves, have gained prominence in vaccine research, offering a novel approach to combating 

vector-borne diseases [5, 18]. For instance, several transmission-blocking vaccines targeting vector-derived 

antigens, such as BM86, SUB, Salp25D, and HAA86, which are secretory and surface proteins identified in 

ticks like Ixodes scapularis, Hyalomma anatolicum, and Rhipicephalus microplus, have shown promise in 

reducing both tick infestations and the transmission of pathogens, including Anaplasma phagocytophilum, 

Anaplasma marginale, Borrelia burgdorferi, Babesia bigemina, and Theileria annulata [18]. For mosquito-
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borne pathogens, fibrinogen-like (FBG) domain of the fibrinogen-related protein 1 (FREP1) located in the 

mosquito midgut, which facilitates the transmission of Plasmodium falciparum, was found to be conserved 

with a similarity rate of more than 90 percent among Anopheles mosquitoes in different parts of the world, and 

anti-FBG antibodies against malaria have been found to block the transmission in all Anopheles species [19]. 

Similarly, in the present study, 37 kDa salivary protein D7 of Aedes species (A. aegypti and A. albopictus) was 

predicted to be highly conserved in sequence and structural levels as well as phylogenetic relationship (Figures 

1-3). Moreover, as a good transmission-blocking antigen, it was predicted with suitable physicochemical and 

immunogenic properties, including solubility, globular structure, negative GRAVY value, no transmembrane 

helix, no-host similarity, highly random coils, non-allergenicity, negative GRAVY value, signal peptide, and 

low posttranslational modifications, for both A. aegypti and A. albopictus [39, 42, 50, 51] (Table 1-6).  

Furthermore, B-cell, MHC-I, and MHC-II epitopes showing high antigenicity, no allergenicity, and no toxicity 

were discovered by in silico approaches (Tables 7-9). Among them, KEKNPGK, FLLSSFILAA, and 

KYYQEKGVKIKQKEQ epitopes were selected for A. aegypti, while CDGKSAEK, FLLLAVAFVA, and 

AEKYYKDKGKNIKQK were selected for A. albopictus as prominent epitopes to design multi-epitope 

vaccine constructs which were predicted to be antigenic and non-allergenic (Tables 7-9; Figures 2 and 4). 

According to immune simulations, it was shown that multi-epitope vaccine constructs designed against A. 

aegypti and A. albopictus stimulate the production of IgM, IgG, and IFN-g (Figure 5).  

5. Conclusion 

Based on the analyses of 37 kDa salivary protein D7, prominent epitopes with the designed transmission-

blocking multi-epitope vector vaccine can potentially be used in experimental vaccine development studies 

against A. aegypti and A. albopictus. Therefore, preliminary results in the present study will bring new 

perspectives for future veterinary and human medicine studies, especially in preventing and reducing Aedes 

mosquito-borne diseases. The discovered Aedes epitopes in the present study have the potential to be compared 

with other mosquito 37 kDa salivary protein D7 sequences, including Culex species, and multi-species 

conserved epitope discovery and universal vaccine design might be performed for many mosquito species. In 

future studies, it is thought that in vitro investigations on the discovery and synthesis of new peptides are 

needed in addition to in silico analyses in order to develop new vaccines and diagnostic tests against mosquito 

vector species carrying zoonotic pathogens. 
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Abstract − This study aimed to evaluate the anticancer and antibacterial drug status of biomass, 

including zinc oxide (ZnO) nanoparticles (NPs) synthesized from two plant extracts according to the 

results of Topoisomerase-I enzyme inhibition, DNA cleavage, DNA binding, and antibacterial 

activity tests. The Malus domestica (apple) and Tilia cordata (linden) plants were dried and 

powdered, and their extracts were prepared in pure water. X-Ray Diffraction (XRD), Scanning 

Electron Microscopy (SEM), and Fourier Transform Infrared (FTIR) analyses were applied for the 

characterization of the light-yellow powder ZnO NPs. Additionally, Topoisomerase-I enzyme 

inhibition, DNA cleavage, and DNA binding analyses were performed by agarose gel electrophoresis 

method. Powder ZnO NPs (biomass) were analyzed by the agar well diffusion method by using two 

gram-positive and two gram-negative bacteria. According to the XRD analysis results, the peaks 

obtained show that there is no foreign matter or secondary diffraction peak other than the hexagonal 

ZnO structure. It was observed that ZnO NPs from Tilia cordata extract are effective against 

Klebsiella pneumoniae.  ZnO NPs from Malus domestica extract have the potential to be an effective 

human Topoisomerase-I enzyme inhibitor. There was poor DNA cleavage activity in all samples. In 

ZnO NPs from linden extract, there was an interaction at a 1mg/mL concentration of CT-DNA. 

Keywords − Enzyme inhibition, green synthesis, inorganic drug, anti-bacterial activity, ZnO NPs 

1. Introduction 

Nanoparticles are particles that range in size from 1 to 100 nm. Due to their small size and large surface area, 

they exhibit unique properties such as enhanced catalytic reactivity, biological activity, thermal conductivity, 

nonlinear optical performance, and chemical stability. As a result, nanoparticles are widely applied in various 

fields, including healthcare, food, feed, aviation, chemistry, cosmetics, and agriculture [1-3]. 

Nanoparticles can be synthesized using either physical or chemical methods. Physical processes are often 

lengthy and difficult to carry out, whereas chemical processes typically involve reagents and procedures that 

may be harmful to the environment. To overcome these limitations, alternative approaches such as green 

synthesis have been developed. This environmentally friendly method, which relies on biomaterials, is also 

referred to as green chemistry and has gained increasing attention in recent years.  

There are several studies in the literature on nano ZnO synthesized through green methods. The ability of 

organisms and organic compounds to reduce metal ions and stabilize them as nanoparticles (NPs) forms the 
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basis of green synthesis. In particular, secondary metabolites present in plant extracts, such as flavonoids and 

other phytochemicals, play a key role in the reduction process [4,5]. For example, a study reported the synthesis 

of ZnO NPs using extracts derived from Hibiscus leaves [6]. This work is noteworthy as it represents an initial 

step toward the treatment of diabetes mellitus, one of the most common diseases of our time. 

In the literature, the majority of green synthesis research has focused on the preparation of NPs containing 

silver and gold, as well as the evaluation of their biological activities [7–14]. In addition, studies have also 

explored the synthesis of NPs containing copper, palladium, and platinum using plant extracts through green 

synthesis methods [15–19]. 

There are also publications investigating the antioxidant, antifungal, antibacterial, photodegradative, and 

cytotoxic properties of ZnO NPs synthesized via green methods [20–26]. In addition, studies in the literature 

have reported nanosynthesis of the quercetin–iron complex as well as various complexes of copper (II) [27,28]. 

In some cases, High-Performance Liquid Chromatography–Fourier Transform Infrared Spectroscopy (HPLC–

FTIR) analyses were performed to identify which phytochemical secondary metabolites, such as flavonoids, 

tannins, saponins, and terpenoids, acted as reducing agents in the extracts [29,30]. 

The co-conjugation of these nanoparticles with secondary metabolites further expands their applicability in 

industrial biotechnology. Nanoparticle-mediated delivery of therapeutically important flavonoids and other 

biomolecules can enhance their pharmacological efficacy. For instance, hesperetin-conjugated gold NPs have 

been explored as a potential drug delivery system to reduce the dosage of chemotherapeutic agents, thereby 

improving the treatment of hepatocellular carcinoma while minimizing adverse side effects [31]. 

More recently, several reports have highlighted the potential risks of NPs to both human health and the 

environment. This underscores the need for reliable detection methods in food and biological samples. A 

standardized, rapid, and straightforward flavonoid-assisted green synthesis method has been developed for the 

extraction and detection of Titanium dioxide nanoparticles (TiO2 NPs) from food samples [32]. Moreover, 

this method can be extended to detect flavonoid residues in biological samples, such as urine and blood [33].  

Given its efficiency, low cost, and eco-friendly characteristics, green synthesis represents an important 

alternative to conventional nanoparticle production methods. To date, NPs have been synthesized from a 

variety of metal ions using numerous plant extracts; however, ZnO NPs derived from apple and linden extracts 

have not yet been reported. In the present study, we focused on the interaction of ZnO NPs produced via this 

method with biomolecules, owing to their environmentally friendly and non-toxic nature. Specifically, this 

work aimed to investigate the binding of ZnO NPs with DNA molecules, their potential to induce separation 

within the DNA helix, their interaction with the replication enzyme Topoisomerase-I, and their antibacterial 

activity. To date, although numerous plant extracts have been employed for the synthesis of zinc oxide 

nanoparticles (ZnO NPs), no reports exist on the use of apple or linden. The present study aims to investigate 

the biological interactions of ZnO NPs synthesized by green methods from these sources, with a particular 

focus on DNA binding, cleavage activity, Topoisomerase-I inhibition, and antibacterial properties. 

2. Materials 

Plant materials were obtained from local vendors in the Yahyalı district and the Kayseri city center. Apple (S1) 

and linden (S2) were selected as sources for the green synthesis of ZnO NPs. Zinc nitrate hexahydrate (Zn 

(NO3 )₂·6H₂O) (Sigma-Aldrich) was employed as the zinc precursor in the synthesis process. 
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3. Methods 

3.1.  Preparation of Extracts from Plants 

The process began with the cleaning and crushing of apples and linden to obtain their extracts. For each plant, 

25 g of material was used and mixed with 100 mL of distilled H2O using a magnetic stirrer for 1 hour at 95 

°C. The resulting extract was then cooled to 25 °C and filtered twice through filter paper to remove large 

particles. The prepared extracts were subsequently stored at 4 °C for use in further experiments [34]. 

3.2.  Green Synthesis of ZnO NPs 

The synthesis of zinc oxide nanoparticles was carried out through a simple procedure. Briefly, 5 g of 

Zn(NO3)2·6H2O and a small amount of distilled water were added to 50 mL of plant extract, and the mixture 

was magnetically stirred at 100 °C until the ZnO structure was formed. The resulting mixture was then 

annealed in an oven at 400 °C for 120 minutes, yielding ZnO-NPs in powder form. The light yellow powder 

thus obtained was used for subsequent biological studies. For characterization, Field Emission Scanning 

Electron Microscopy (FE-SEM), X-ray Diffraction (XRD), and Fourier Transform Infrared Spectroscopy (FT-

IR) analyses were performed on ZnO-NPs synthesized from both plant sources [34]. 

3.2.1. Explanation of Synthesis Reaction 

Figure 1 illustrates the possible reaction pathway for the production of zinc oxide nanoparticles using apple 

and linden extracts. Volatile phytochemicals such as quercetin-3-glucosides, monomeric and oligomeric 

compounds, kaempferol, quercetin, cinnamic acid, caffeic acid, rosmarinic acid, and other flavonoid molecules 

can undergo nucleation with Zn²+ ions to form zinc–flavonoid complex molecules. Upon heat treatment 

(annealing), these complexes are transformed into ZnO-NPs [35]. 

 
Figure 1. Possible reaction mechanism for ZnO-NPs 

However, the proposed reaction mechanism remains unclear and requires further investigation to be fully 

understood. During the synthesis process, water vapor (H2O(g)) and carbon dioxide (CO2(g)) are released as 

by-products. Consequently, this ZnO-NP synthesis method is considered environmentally friendly. 

3.3.  SEM, XRD, and FT-IR Analysis 

Structural analyses of zinc oxide nanoparticles were performed using Scanning Electron Microscopy (SEM), 

X-ray Diffraction (XRD), and Fourier Transform Infrared Spectroscopy (FT-IR). ZnO NPs in dry powder form 

were directly analyzed with an FEI Quanta SEM, providing image resolutions of up to 1 nm. XRD 

measurements were carried out on powdered samples using a Panalytical Empyrean diffractometer.  

In addition, FT-IR analyses were conducted with a Perkin Elmer Model 400 FT-IR/FT-FIR Spectrometer 

equipped with a Spotlight 400 Imaging System. This technique was used to determine the presence of 
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functional groups, evaluate bond characteristics, and identify the binding sites within the structure, as well as 

to distinguish whether the organic components were aromatic or aliphatic in nature [36]. 

3.4.  Antimicrobial Studies 

3.4.1. Microorganism Samples 

In this study, four bacterial strains were used to evaluate the antimicrobial activity of zinc oxide nanoparticles 

synthesized from extracts of two different plant sources. The names of the microorganisms and their 

corresponding culture collection codes are presented in Table 1. 

Table 1. Organism names and culture code 

Microorganisms Organism Code 

Bacillus cereus 

Escherichia coli 

Klebsiella pneumonia 

Staphylococcus epidermidis 

NRLL B-3008 

ATCC 25922 

ATCC 13883 

ATCC 12228 

• Bacillus cereus: It is a gram-positive, rod-shaped, endospore-forming, facultative aerobic bacterium, 1x3-

4 µm in size. Bacillus cereus, a soil bacterium, can cause food poisoning by affecting many types of food 

by secreting emetic and enterotoxin [37]. 

• Escherichia coli: It is a gram-negative bacillus with an average length of 2-6 µm and a width of 1-1.5 µm. 

It is mobile thanks to its peritrich cilia. There are also sleeping species. Some strains have capsules or 

microcapsules. They do not form spores and are facultative anaerobes [38]. 

• Klebsiella pneumonia: It is a gram-negative bacterium that can cause many diseases. Pneumonia, blood 

infections, wound or surgical site infections, and meningitis are some of these diseases [39]. 

• Staphylococcus epidermidis: Staphylococcus epidermidis is a type of bacteria among the staphylococci 

whose seeds are found in clusters. It is gram-positive, catalase-positive, and coagulase-negative. It is 

naturally found in the person's upper respiratory tract. They are resistant to a wide range of antibiotics, 

including penicillin and methicillin [40]. 

3.4.2. Culture Medium Information 

• Müller Hinton Agar Medium (gr/lt): 2.0 g meat extract, 17.5 g casein hydrolyzate, 1.5 g starch, 17.0 g agar 

were all taken into a bottle and sterilized by autoclaving at 121ºC for 15 minutes. 

• Müller Hinton Liquid Medium (gr/lt): 2.0 g meat extract, 17.5 g casein hydrolyzate, and 1.5 g starch were 

all taken into a bottle and sterilized by autoclaving at 121ºC for 15 minutes. 

3.4.3. Antimicrobial Activity Study 

Antimicrobial activity of the two zinc oxide nanoparticles synthesized from plant extracts was evaluated using 

the agar well diffusion method. Two Gram-positive and two Gram-negative bacterial strains were employed 

in the study (Table 1). Bacteria from stock cultures were first grown in Mueller–Hinton broth at 37 °C for 24 

hours. Each culture was then reinoculated at 1% (v/v) into fresh broth and incubated for 18 hours until reaching 

the exponential growth phase. The bacterial suspensions were subsequently adjusted to the standard McFarland 

density [41]. 
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From each standardized culture, 100 µL was spread onto Mueller–Hinton agar plates using the spread plate 

technique, after which 6 mm diameter wells were aseptically punched into the agar. A volume of 100 µL of 

ZnO NPs, dissolved in dimethylformamide (DMF), was introduced into each well, and the plates were 

incubated under standard conditions. Antimicrobial effects were assessed by measuring the diameters of the 

inhibition zones around the wells after incubation [42]. 

3.5.  DNA and Enzyme Experiments 

3.5.1. Chemicals 

Agarose (Isolab), dimethyl sulfoxide (DMSO), double-distilled water (DDW), bromophenol blue, calf thymus 

deoxyribonucleic acid (CT-DNA), ethylenediaminetetraacetic acid (EDTA), dimethylformamide (DMF), 

sodium dodecyl sulfate (SDS), Tris base, glycerol, loading dye, ethidium bromide (EtBr), and irinotecan were 

used in this study. Supercoiled pBR322 plasmid DNA was obtained from Thermo Scientific, while the human 

topoisomerase I assay kit was purchased from TopoGEN. 

3.5.2. DNA Cleavage Experiment 

Agarose gel electrophoresis was employed to investigate the effects of zinc oxide (ZnO) nanoparticles 

synthesized from apple and linden extracts on the double-stranded helical structure of pBR322 plasmid DNA. 

3.5.3. DNA Binding Experiment  

ZnO NPs obtained from two plants were separately dissolved in dimethylformamide (DMF) to prepare 100 

µM stock solutions. Agarose gel electrophoresis was performed to evaluate the interaction of the compounds 

with calf thymus DNA (CT-DNA). In this study, CT-DNA 2–1 (mg/mL) was prepared in Tris(hydroxymethyl) 

aminomethane hydrochloride (Tris-HCl) buffer, while the concentrations of the two ZnO NP samples in DMF 

were fixed at 3% (mg/µL). The mixtures were adjusted to a final volume of 25 µL with buffer in PCR tubes 

and incubated at 37 °C for 24 hours. After incubation, the samples were loaded onto a 1% agarose gel 

containing ethidium bromide in Tris-acetate-EDTA (TAE) buffer [43]. 

The inhibitory effect of the two ZnO NPs on human topoisomerase I (Topo I) was also investigated by 

assessing their ability to relax supercoiled pBR322 plasmid DNA (100 µg) in the absence and presence of ZnO 

NP samples. They were used at concentrations ranging from 3% to 0.75% in 10× TGS buffer. Each reaction 

mixture was incubated at 37 °C for 1 hour. It was terminated by adding 4 µL of 5× loading buffer containing 

4.5% sodium dodecyl sulfate (SDS), 0.25% bromophenol blue, and 45% glycerol. Electrophoresis was then 

performed on 1% agarose gels in 1× TAE buffer at 80 V for 60 minutes [44]. 

4. Results and Discussion 

4.1.  SEM and XRD Analysis Results of Apple (S1), Linden (S2) Samples 

Figure 2(a) shows that zinc oxide nanoparticles (ZnO NPs) synthesized using apple extract consist of porous 

structures. At higher magnification (Figure 2(b)), these structures were observed to be composed of dot-shaped 

ZnO particles with sizes ranging from 10 to 30 nm. Figures 2(c–d) present ZnO NPs produced from linden 

extract; in the scanning electron microscopy (SEM) images, red blood cell-like ZnO nanostructures were 

detected. At higher magnification (Figure 2(d)), these nanostructures were further resolved as dot-shaped ZnO 

particles with dimensions of 10–20 nm. 
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Figure 2. SEM images of ZnO NP’s produced from (a)-(b) apple (S1) and (c)-(d) linden (S2) extract; 

Photographs at (a)-(c) 10,000, and (b)-(d) 50,000 times magnification 

Similar dot-shaped ZnO nanostructures of varying sizes have been reported in several studies. For example, 

Joulaee et al. [45] synthesized ZnO nanoparticles (NPs), nickel oxide nanoparticles (NiO NPs), ZnO/NiO 

nanocomposites (NCs), and ZnO/NiO/graphene quantum dot nanocomposites (ZnO/NiO/GQDs NCs) via a 

novel green co-deposition and hydrothermal approach, reporting ZnO dots with diameters of 74 nm. Tshangana 

et al. [46] investigated the photocatalytic and antimicrobial activities of ZnO nanohybrids (ZnO-NFs@GQDs 

and ZnO-NRs@GQDs) and determined the average ZnO dot radius to be 23.5 nm. Similarly, Camacho et al. 

[47] synthesized ZnO nanoparticles using Ipomoea stans leaf extracts. Their characterization confirmed the 

presence of active functional groups and Zn–O bonds, while photocatalytic tests demonstrated more than 91% 

degradation efficiency against methyl orange, methylene blue, and rhodamine B dyes, with particle sizes 

ranging from 10.16 to 30.78 nm. 

X-ray diffraction analysis revealed diffraction peaks at 2θ = 31.90°, 34.57°, 36.41°, 47.70°, 56.76°, 62.97°, 

66.58°, 68.07°, 69.21°, 72.75°, 76.98°, and 81.51°, which correspond to the (100), (002), (101), (102), (110), 

(103), (200), (112), (201), (004), (202) and (104) planes, respectively. These reflections are characteristic of 

the wurtzite (hexagonal) crystal structure of ZnO. Furthermore, the XRD pattern shown in Figure 3 indicates 

the absence of any impurity or secondary diffraction peaks, confirming the purity of the hexagonal ZnO 

structure. The obtained diffraction peaks are in good agreement with previously reported studies [48,49]. 
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Figure 3. XRD analysis results of ZnO NPs produced from plant extract: (a) apple (S1), and (b) linden (S2) 

The average crystallite size of the ZnO NP samples was estimated using the Debye–Scherrer equation: 

𝐷 =
𝐾𝜆

𝛽𝐶𝑜𝑠𝜃
 (4.1) 

From (4.1), D represents the average crystallite size, K is the Scherrer constant (≈0.9), λ is the wavelength of 

the X-rays (CuKα, 1.542 Å), β is the full width at half maximum (FWHM) of the diffraction peak, and θ is the 

Bragg diffraction angle. Based on this calculation, the average crystallite sizes of the ZnO NPs were 

determined to be 27 nm for the apple extract and 36 nm for the linden extract. These values are consistent with 

those reported for ZnO NPs synthesized from Hibiscus, Azolla, and Ipomoea leaf extracts [6,7,47]. 

4.2.  FTIR Analysis Results of Apple (S1), Linden (S2) Samples  

Fourier Transform Infrared Spectroscopy was employed to analyze the chemical structures of the synthesized 

ZnO nanoparticles. The positions of the absorption bands and the number of peaks observed are influenced by 

the crystal structure, type of chemical bonding, and morphology of the material. The characteristic FTIR peaks 

and corresponding band assignments of ZnO NPs are presented in Table 2 and Figure 4, respectively. 

Table 2. FTIR band analysis results of ZnO NPs from plants 

Peaks ZnO (cm⁻¹) Assignments References 

1 526.96–551.04 Stretching of (Zn–O) bond [17], [19] 

2 813.74 C–H vibration [18], [20] 

3 1067.0–1069.1 C–H vibration; C–O stretching [18] 

4 1322.4–1376.6 C–H vibration [18] 

5 1661.4 C=O stretching vibration  
6 2142.2 C=O stretching [18] 

7 2353.4–2357.8 C=O stretching [18] 

8 2918.1 C–H stretching vibration [18], [20] 

A broad absorption band observed in the range of 2700–3500 cm-¹, together with a peak at 1092 cm-¹, 

corresponds to the O–H stretching vibration of polymeric H2O molecules associated with the Zn–O lattice. 

The absorption peak between 2344 and 2352 cm-¹ is attributed to atmospheric CO2. Since measurements were 

conducted at room temperature under ambient air conditions, contributions from moisture (H2O) and CO2 

absorption were unavoidable. Notably, the absence of peaks just above 3000 cm-¹ indicates that the S1 and S2 

samples do not contain aromatic flavonoid or phenolic chromophore structures. 
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Figure 4. FTIR analysis results of ZnO NPs produced from plant extract: (a) apple (S1), and (b) linden (S2) 

4.3.  Samples CT-DNA Binding Experiment of Apple (S1), Linden (S2) Samples 

The binding interactions of zinc oxide nanoparticles from two plants with calf thymus DNA (CT-DNA) were 

evaluated by agarose gel electrophoresis. Results are presented in Figure 5. In this assay, the concentrations of 

all nanoparticle samples were fixed at 100 µM, while the CT-DNA concentration was gradually decreased 

from 2 mg/mL to 1 mg/mL. 

 
Figure 5. Agarose gel electrophoresis of S1, S2 samples. Ingredients of lines. Line1,5, 9,13: CT-DNA 

(2mg/mL) in buffer (pH=7), Line2-4: CT-DNA (2-0.5mg/mL) +buffer+sample S1 (%3), Line 14-16: CT-

DNA (2-0.5mg/mL)+ buffer+sample S2 (%3) 

The electrophoretic bands were assessed relative to the brightness and quenching of the control lanes 

containing CT-DNA alone (lanes 1, 5, 9, and 13). No DNA binding or interaction was observed at any 

concentration for sample S1. In contrast, sample S2 exhibited interaction with CT-DNA at the concentration 

of 1 mg/mL, indicating partial binding under these conditions. 
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4.4.  Result of the DNA Cleavage Experiment of Apple (S1), Linden (S2) Samples 

As shown in Figure 6(a–b), partial DNA cleavage was observed in lanes 1 and 5, which was attributed to the 

effect of water on pBR322 DNA. In the remaining lanes containing the nanoparticle samples, a reduction in 

the degree of DNA separation was detected. Since this phenomenon was observed in both samples, the overall 

DNA cleavage activity of the ZnO NPs was determined to be weak. 

        
(a)                                                                              (b) 

Figure 6. Agarose gel electrophoresis of S1, S2 samples. Ingredients of lines (a): Line1,5: pBR322DNA in 

dw, Line2-4: pBR322DNA in dw+ sample S1 (%3-%0.75), (b) Line1,5: pBR322DNA in dw, Line6-8: 

pBR322DNA in dw+ sample S2 (%3-%0.75) 

4.5.  Result of Human Topoisomerase -I Experiment of Apple (S1), Linden (S2) Samples 

As shown in Figure 7, lane 1 demonstrates that the topoisomerase enzyme is active, as it successfully relaxes 

supercoiled DNA. In contrast, lane 5, containing irinotecan as a positive control, shows no relaxation, thereby 

confirming its inhibitory effect. In lanes 6 and 7, corresponding to sample S1, the inhibition of topoisomerase 

activity is evident, as DNA relaxation and the formation of Form II are prevented. Conversely, in lanes 12 and 

13, partial DNA relaxation is observed for sample S2, indicating that it does not exhibit strong inhibitory 

activity. These results suggest that only sample S1 has the potential to act as an effective human topoisomerase 

I inhibitor, while sample S2 does not demonstrate significant inhibitory properties. 

 
Figure 7. The inhibitory effects against the S1 and S2 samples. Lane 1: pBR322DNA +1 Unit Topo-I; Lane 

2: pBR322DNA in buffer (TGS); Lane 3: pBR322DNA st human topoisomerase I of Control; Lane 4: 

pBR322DNA + 1 Unit Topo I + buffer (TGS); Lane 5: pBR322DNA + 1 Unit Topo I + buffer (TGS)+ 

irinotecan (3%); Line 6-7: pBR322DNA + 1 Unit Topo I + buffer (TGS)+ S1 (3-1.5%); Lane 12-13: 

pBR322DNA + 1 Unit Topo I + buffer (TGS)+ S2 (3-1.5%) 

4.6.  Antimicrobial Activity Results of Apple (S1), Linden (S2) Samples 

4.6.1. Agar Diffusion Method 

Zinc oxide nanoparticles synthesized from the extracts of two plant sources were dissolved in 

dimethylformamide (DMF). Their antimicrobial activity was evaluated against two kinds of Gram-positive 

bacteria, such as Staphylococcus epidermidis ATCC 12228, Bacillus cereus NRRL B-3008, and two kinds of 
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Gram-negative bacteria, such as Escherichia coli ATCC 25922 and Klebsiella pneumoniae ATCC 13883. 

Antimicrobial effects were assessed using the agar well diffusion method at a concentration of 100 ppm. 

The results demonstrated that ZnO NPs (S1 and S2), synthesized by the green synthesis (biomethod) from 

apple and linden extracts, had inhibitory activity against all four bacterial strains. Detailed results of the 

inhibition zone diameters are presented in Table 3. 

Table 3. Antimicrobial effects of ZnO NPs synthesized from different plants 

Microorganisms S1 Sample S2 Sample 

Bacillus cereus 

Escherichia coli 

Klebsiella pneumonia 

Staphylococcus epidermidis 

18mm 

17mm 

16mm 

12mm 

16mm 

20mm 

21mm 

16mm 

*The inhibition zones include a hole diameter of 6 mm 

It was observed that the ZnO NPs synthesized from linden extract (Sample S2) exhibited the strongest 

antimicrobial effect, with the largest inhibition zone diameter (21 mm) recorded against Klebsiella 

pneumoniae. 

4.6.2. Images of Individual Inhibition Zones of Samples in a Petri Dish 

These findings indicate that the antimicrobial activity of zinc oxide nanoparticles (ZnO NPs) synthesized from 

different plant sources varies in effectiveness against different microorganisms. The corresponding results are 

presented in Figure 8(a–d). 

    
(a) (b) (c) (d) 

Figure 8. Observation of the antimicrobial effect of ZnO NPs obtained from two different plant samples (S1, 

S2 in well 2,3) on (a) B. cereus, (b) E. coli, (c) K. pneumonia, (d) S. epidermidis 

For Bacillus cereus, the inhibition zone decreased from 18 mm in sample S1 to 16 mm in sample S2, suggesting 

a slight reduction in antimicrobial activity of the ZnO NPs synthesized from linden compared to those from 

apple. In the case of Escherichia coli, the inhibition zone increased from 17 mm in S1 to 20 mm in S2, 

indicating that the ZnO NPs derived from linden extract exhibited stronger antimicrobial activity against E. 

coli than those obtained from apple extract. For Klebsiella pneumoniae, the inhibition zone expanded markedly 

from 16 mm in S1 to 21 mm in S2, demonstrating a significant enhancement of antimicrobial efficacy in the 

linden-derived ZnO NPs. Similarly, against Staphylococcus epidermidis, the inhibition zone increased from 

12 mm in S1 to 16 mm in S2, suggesting improved antimicrobial activity of the linden-derived ZnO NPs 

compared to the apple-derived counterparts. 

Overall, these findings suggest that zinc oxide nanoparticles synthesized from different plant sources. Those 

derived from linden extract (Sample S2) generally exhibit stronger antimicrobial activity against the tested 

microorganisms compared to the apple-derived sample (S1). However, the extent of this enhancement varies 

depending on the specific microorganism. 
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The investigation of the antimicrobial effects of zinc oxide nanoparticles synthesized from different plant 

sources has produced noteworthy findings. The comparison between the two samples, S1 and S2, offers 

valuable insights into the influence of plant-derived precursors on the antimicrobial efficacy of ZnO NPs. 

Variations in inhibition zone sizes clearly indicate differences in biological activity depending on the source 

of synthesis. For example, Bacillus cereus exhibited a reduction in inhibition zone size from 18 mm in S1 to 

16 mm in S2, suggesting a slight decrease in effectiveness when the NPs were synthesized from linden extract. 

In contrast, both Escherichia coli and Klebsiella pneumoniae displayed significant increases in inhibition zone 

diameters in S2 compared to S1, indicating enhanced antimicrobial activity of linden-derived ZnO NPs. 

Similarly, Staphylococcus epidermidis showed an increase from 12 mm to 16 mm, suggesting improved 

efficacy against this Gram-positive bacterium in the S2 sample. 

Collectively, these results demonstrate that the antimicrobial potential of ZnO NPs is influenced by the choice 

of plant extract used in green synthesis. While certain microorganisms exhibited reduced sensitivity, others 

showed markedly enhanced susceptibility, highlighting the importance of plant source selection in tailoring 

the biological activity of ZnO NPs. 

The plants used in ZnO NP synthesis contain flavonoids and phytochemicals, most notably the yellow pigment 

quercetin. While pure ZnO is characteristically white, these phytochemicals impart a slightly yellow hue to the 

reaction mixture. Because the phytochemicals are present only in trace amounts, ZnO remains the dominant 

component. Importantly, it is nearly impossible to synthesize 100% pure nano-ZnO from different plant 

extracts, as the resulting product inevitably contains residual biomolecules from the extract. Consequently, the 

biological activity, such as antimicrobial efficacy, varies, as the final product is effectively a mixture named 

biomass. 

The composition of the plant extract used for synthesis, therefore, plays a critical role, as it determines the 

nature of residual biomolecules that interact with bacteria. Variations in pH, organic constituents, and 

molecular structures across different plant sources influence these interactions, ultimately leading to 

differences in the antibacterial activity of ZnO NPs synthesized from apple (S1) and linden (S2) extracts. 

5. Conclusion 

In conclusion, it was not possible to obtain fully pure ZnO nanoparticles using the environmentally friendly, 

chemical-free green synthesis approach applied in this study. Instead, the process yielded a mixture of nano 

ZnO and biomass powder containing varying phytochemical components, depending on the plant source. This 

compositional variation accounts for the differences in the biological activities observed. 

The biomass obtained from Malus domestica (apple) demonstrated topoisomerase inhibition, thereby 

suppressing replication enzyme activity and indicating its potential as an anticancer agent. In contrast, the 

biomass derived from linden exhibited notable interactions with DNA and bacteria, suggesting significant 

antibacterial activity and highlighting its potential as a therapeutic agent. Overall, the findings of this study 

contribute valuable insights into the development of novel antimicrobial agents and enzyme inhibitors, with 

promising applications in health and biotechnology. 
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Abstract − Pesticides used in agricultural production pose a threat to bee health and may lead to 

residue issues in honey. While foraging for food, bees can carry chemicals to the hive from the 

environment, which may result in pesticide residues in bee products. In this study, 24 samples of 

natural comb honey collected from beekeepers in various districts of Tokat province, including 

Almus, Artova, Erbaa, Merkez, Niksar, Reşadiye, Pazar, Turhal, and Zile, were analyzed for 261 

different pesticide residues. Natural comb honey samples were preferred to avoid potential pesticide 

contamination from the foundation comb or beeswax. Pesticide analyses were conducted at the 

Central Laboratory of Gaziosmanpaşa University in Tokat. In a sample from the Reşadiye district 

(Re-15), tebuconazole fungicide was detected at 0.025 mg/kg and pirimicarb insecticide at 0.469 

mg/kg, both exceeding Maximum Residue Limit (MRL) values. However, all other samples tested 

had pesticide residues below detectable levels. The results suggest that the natural comb honey 

produced in Tokat province is safe, and the region is conducive to pesticide-free honey production.  

Keywords − Tokat, natural comb honey, pesticide, residue  

1. Introduction 

Pesticides are commonly used in agriculture to control harmful organisms and minimize their impact on crop 

production. However, these chemicals not only affect the target pests but also have detrimental effects on non-

target organisms over a wide area. Pesticides can contaminate groundwater and spread into the atmosphere, 

posing risks to bees and other pollinators, which are crucial for ecosystem health [1]. Bees and their products 

are indicators of environmental pollution, reflecting the presence of pesticides in the environment [2, 3, 4]. 

Pesticides can enter bee colonies through various routes, including contaminated pollen and nectar 

consumption, contact with treated plants and soil, inhalation during flight, drinking contaminated water, and 

direct exposure to sprayed pesticides [5,6].  

The foraging behavior of honey bees, which involves collecting nectar and pollen from various sources, 

exposes them to environmental pollutants that can be transported back to the hive [7]. Their long-distance 

flights in search of food further increase the risk of pesticide exposure. The social structure of bee colonies, 

with food sharing and close contact among individuals, facilitates the rapid spread of contamination within the 

colony. Pesticides can harm bees by affecting their behavior, immune system, and ability to reproduce, leading 

to weakened or collapsed colonies, mainly due to worker bee deaths. Contaminated be products can also pose 

health risks to humans, causing short-term symptoms like skin and eye irritation, headaches, vomiting, and 
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long-term health issues such as cancer, diabetes, asthma, Parkinson's disease, and genetic mutations [7,8]. 

Furthermore, decreasing pollinator populations, including bees, can reduce pollination and lower crop yields. 

Various pesticides, including insecticides, fungicides, herbicides, bactericides, and acaricides, have been 

detected in apiaries [9-11]. The levels of pesticide residues tend to increase from honey to pollen and beeswax 

[4,12]. Regularly monitoring pesticide levels in honey is crucial for consumer health and guides producers [6]. 

The maximum allowable pesticide residue limit in honey is 0.01 mg/kg according to the "Turkish Food Codex 

Honey Communiqué" [13]. Exceeding these limits in bee products can also result in export issues, financial 

losses, and health problems. 

According to the Turkish Food Codex Honey Communiqué, honey produced by bees with their combs without 

using a foundation comb is defined as “natural comb honey” [13]. Due to its lipophilic nature, Beeswax can 

accumulate pesticides and absorb volatile chemicals [8]. During the maturation process, honey is stored in 

beeswax cells, and the combs are reused in honey production in subsequent years, accumulating pesticide 

residues in old combs [19]. As a result, natural comb honey is considered less risky in terms of pesticide 

residues compared to other types of honey. 

As far as we know, no pesticide analysis has been conducted on natural comb honey yet. The aim of this study 

is to determine the pesticide contents of natural comb honey produced in Tokat province. The paper is 

structured as follows: Section 2 provides a brief overview of sample collection and analyses. Section 3 

discusses the results and implications, highlighting the issue of pesticide residues in honey in Turkey and the 

production of pesticide-free honey. Finally, Section 4 concludes the study by summarizing key findings, 

proposing future research directions, and offering recommendations to beekeepers. 

2. Materials 

A total of 24 natural comb honey samples were gathered from various districts in Tokat province, including 

Almus, Artova, Erbaa, Merkez, Niksar, Reşadiye, Pazar, Turhal, and Zile, once from each locality between 

August 2023 and September 2023 (Table 1). Prior to the honey season, beekeepers in these districts were 

provided with frames known as 'hoop bee frame' without basic combs. The bees were allowed to fill these 

frames with honey by constructing beeswax combs within them. Subsequently, the natural comb honey 

samples from the frames were collected, each weighing approximately 250 g, and stored in sealed jars using 

the leakage method at room temperature until analysis. The samples were properly labeled and sent to the 

Tokat Gaziosmanpaşa University Central Laboratory for further testing. 

Table 1. Honey sample collection locations and dates in Tokat 

Sample district Sample locality  Proximity to 

industrial/agricultural 

areas 

Sample number  Date  

Almus Almus 5km Al-01 September 2023 

Artova Artova 11km Ar-02 September 2023 

Artova Artova 200m Ar-03 September 2023 

Artova Artova 100m Ar-04 September 2023 

Erbaa Evciler village 12km Er-05 September 2023 

Erbaa Karayaka village 8km Er-06 September 2023 

Erbaa Erbaa 100m Er-07 September 2023 

Niksar Başçiftlik 50m Ni-08 September 2023 

Niksar Çamiçi plateau 20km Ni-09 September 2023 

Niksar Hanyeri village 100m Ni-10 September 2023 

Niksar Şıhlar village 7km Ni-11 September 2023 

Pazar Kalaycık village 500m Pa-12 September 2023 

Pazar Pazar 100m Pa-13 September 2023 

Reşadiye Karaağaç village 20km Re-14 September 2023 

Reşadiye Karlıyayla village 2km Re-15 September 2023 

Reşadiye Özlüce village 25km Re-16 September 2023 
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Table 1. (Continue) Honey sample collection locations and dates in Tokat 

Sample district Sample locality  Proximity to 

industrial/agricultural 

areas 

Sample number  Date  

Tokat Merkez Aydoğdu village 8km To-17 September 2023 

Tokat Tokat 2km To-18 August 2023 

Turhal Yazıtepe village 10km Tu-19 August 2023 

Turhal Çivril village 12km Tu-20 August 2023 

Turhal Turhal 250m Tu-21 August 2023 

Zile Karakuzu village 100m Zi-22 August 2023 

Zile Kervansaray village 500m Zi-23 August 2023 

Zile Ağılcık village 50m Zi-24 August 2023 

3. Methods 

In the present study, pesticide residue analyses of honey samples were conducted using the method described 

for dried fig samples by Yeladı et. al. [15] at Tokat Gaziosmanpaşa University Central Laboratory. A total of 

24 honey samples were tested for 261 different pesticide residues. The names of the pesticides screened are 

listed in Table 2.  

Table 2. Pesticides analyzed in the study 

2,4-D  Diafenthiuran Hexaconazole Pirimicarb 

Abamectin Diazinon Hexaflumuron Primiphos -ethyl 

Acephate Dichlofluanid Hexythiazox Primiphos -methyl 

Acequinocyl Dichlorfos Imazalil sulfate Prochloraz 

Acetamiprid Diclofop -methyl Imazapyr Profenefos 

Acetochlor Dicrotophos Imidacloprid Profoxydim-lithium 

Acrinathrin Diethofencarb Indoxacarb Promecarb 

Alachlor Difenacozole Iodosulfuron-methyl-sodium Prometryn 

Aldicarb Diflubenzuran Ioxynil Propaquizafob 

Aldicarb-sulfone Dimethenamid Isocarbofos Propargite 

Aldicarb-sulfoxide Dimethoate Kresoxim Methyl Propazine 

Ametoctradin Dimethomorph Lenacil Propiconazole 

Amitraz Diniconazole Linuron Propoxur 

Atrazine Dinocap Lufenuron Propyzamide 

Azinphos-ethyl Dioxacarb Malaoxon Prothiophos 

Azinphos-methyl Diphenamid Malathion Pymetrozine 

Azoxystrobin Diphenylamine Mandipropamid Pyraclostrobin 

Benalaxyl Diuron MCPA Pyrazophos 

Benfuracarb DMF Mecarbam Pyridaben 

Benomyl Dodine Mepanipyrim Pyridaphenthion  

Bensulfuron-methyl Emamectin benzoate Mepanipyrim-hyroxypropyl Pyridate 

Bentazone EPN Metaflumizone Pyrimethani 

Bifenazate Epoxiconazole Metalaxyl M Quinalphos 

Bitertanol EPTC Metamitron Quizalofop-ethyl 

Boscalid Ethiofencarb Methacrifos-poz Rimsulfuron 

Bromoxynil Ethion Methamidophos Sethoxydim 

Bromuconazole Ethirimol Methidathion Simazine 

Buprimate Etofenprox Methiocarb Spinosyn A 

Buprofezin Etoxazole Methiocarb-sulfone Spinosyn D 

Butralin Famaxadone Methiocarb-sulfoxide Spirodiclofen 

Butylate Fenamidone Methomyl Spiromesifen 

Cadusafos Fenamiphos Methoxyfenozide Spiroxamine 

Carbaryl Fenamiphos-sulfone Metolachlor-S Sulfoxaflor 

Carbendazim Fenamiphos-sulfoxide Metosulam Tebuconazole 

Carbofuran  Fenarimol Metrafenone Tebufenozide 

Carbofuran-3-hydroxy  

(3-Hydroxycarbofuran) 

Fenazaquin Metribuzin Tebufenpyrad 
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Table 2. (Continue) Pesticides analyzed in the study 

 Carbosulfan  Fenbuconazole Mevinphos Teflubenzuron 

Carboxin Fenbutatin oxide Molinate Tepraloxydim 

Carfentrazone-ethyl Fenhexamide Monocrotophos Terbutryn 

Chlorantraniliprole Fenoxycarb Monolinuron Terbutylazine 

Chlorbufam Fenoxyprob -ethyl Myclobutanil Tetraconazole 

Chlorfenvinhos Fenpropathrin Novaluron Tetramethrin 

Chlorfluazuron Fenproxymate Nuarimol Thiabendazole 

Chloridazon Fenthion Omethoate Thiacloprid 

Chlorpyrifos Fenthion-sulfone Oxadixyl Thiamethoxam 

Chlorsulfuron Fenthion-sulfoxide Oxamyl  Thifensulfuron-

methyl Clethodim Fipronil Oxycarboxin Thiobencarb 

Clodinofop-propargyl Fipronil-sulfone Oxydemeton-methyl Thiodicarb 

Clofentezine Fluazifop-p-butyl Paclobutrazol Thiophanate-methyl 

Clothianidine Fluazinam Paraoxon-ethyl Tolclofos-methyl 

Cyantraniliprole Flubendiamide Paraoxon-methyl Tolfenpyrad 

Cyazofamid Fludioxinil  Parathion-ethyl Tolyfluanid 

Cycloate Flufenoxuron Penconazole Tralkoxydim 

Cycloxydim Fluopicolide Pencycuron Triadimefon 

Cyflufenamid Fluopyram Pendimenthalin  Triadimenol 

Cyhalothrin Fluquinconazole Permethrin Triasulfuron 

Cymoxanil Fluroxypyr Phenmedipham Triazophos 

Cypermethrin Flusilazole Phenthoate Tribenuron methyl 

Cyproconazole Flutriafol Phorate Trichlorfon 

Cyprodinil Forchlorfenuron Phorate-sulfone Trifloxystrobin 

Dazomet Formetanete hydrochloride Phorate-sulfoxide Triflumizole 

Deltamethrin Fosthiazate Phosalone Triflumuron 

Demeton-s-methyl Furathiocarb Phosmet Triticonazole 

Demeton-S-methyl-sulfone Haloxyfop-R-methyl Phosphamidon  

Desmedipham Heptenophos Pirimicarb-Desmethyl  

4. Results and Discussion 

In this study, natural comb honey samples taken from beekeepers in nine districts of Tokat province in 2023 

were examined for pesticide residues. Natural comb honey samples were chosen to prevent contamination 

from honey produced in frames with foundation combs or repeatedly used frames, guaranteeing that any 

pesticide residues detected in the honey samples came from nectar or pollen sources in the environment. 

In this study, 24 natural comb honey samples were analyzed for 261 different pesticide residues.  According 

to results, only one sample (Re-15) exceeded the Maximum Residue Limit (MRL) for Pirimicarb and 

Tebuconazole pesticides (0.469 mg/kg and 0.025 mg/kg, respectively) (Figure 1). The remaining samples had 

pesticide levels below detectable limits. Despite heavy pesticide use in Tokat province, most of our samples 

(23 out of 24) were found free of pesticide residues. The detected pesticides, Tebuconazole and Pirimicarb, 

are moderately harmful to human health according to the World Health Organization [16]. The presence of 

these chemicals in the honey sample suggests contamination from agricultural pesticides used in the vicinity 

of the apiary. Our findings are consistent with previous studies that detected pirimicarb in honey samples from 

Egypt [17] and tebuconazole in honey samples from Italy [18]. These two pesticides have not been detected in 

the studies conducted so far in Türkiye. 
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Figure 1. Pesticide contents of honey samples (mg/kg) 

The distances of sample collection locations to industrial and agricultural areas are given in Table 1. Out of 

the samples analyzed, eleven were located in areas at least 5 km away from industrial or agricultural zones 

where pesticides were not used, while thirteen of them were close to pesticide-use areas. Beekeepers applied 

pesticides to control hive parasites either before the honey flow season or after harvesting honey. This practice 

likely explains why no chemical residues from hive treatments were detected in the honey samples analyzed. 

Furthermore, the natural comb honey samples were free from any contamination of pesticides by beeswax, as 

they were not produced in frames containing previously used beeswax or foundation comb. 

In a study in Tokat province [19], pesticide residues were found in three out of 24 flower honey samples, likely 

due to in-hive spraying, pesticides, or environmental pollutants. Natural comb honeys have lower pesticide 

residue risk compared to extracted honeys, with old combs more likely to be contaminated. Nevertheless, 

additional research is required to investigate the potential transfer of pesticides through beeswax.  To make a 

more relevant comparison, it would be beneficial to analyze natural comb honey and basic/old comb honey 

from the same hives. 

Pesticides carried by bees to hives mainly accumulate in beeswax, with residue levels increasing from honey 

to pollen and beeswax [4,12]. A study found that honey had lower contamination levels compared to propolis 

from the same region [20]. Although pesticides in honey were mainly detected at low levels and not considered 

a health risk, honey serves as a biological indicator of environmental pollution [17, 21]. The study revealed 

that most honey samples from Tokat province, near agricultural areas, were free of pesticide residues, 

indicating their suitability for natural honey production. Possible reasons for the absence of residues include 

pesticide application outside the honey production season, lack of residues on visited plants, or minimal 

contamination of honey. 

Recent studies on pesticide residues in honey in Türkiye have shown that some honeys contain pesticide 

residues, while others do not. The findings of these studies are briefly discussed below. Pesticides like 

malathion, ethion, cypermethrin, and deltamethrin were found in seven out of 20 flower honeys tested in 

Isparta. Diazinon and chlorpyrifos were also detected above the Maximum Residue Limit (MRL). These 

chemicals are commonly used insecticides in the region for apple and cherry cultivation [22]. 

Carbendazim, chlorpyrifos, imazalil, metalaxyl, and thiabendazole were found in 20 citrus honeys from 

various regions in Türkiye, including Antalya, Alanya, Aydın, Bozdoğan, Adana, and Kozan. The levels of 

imazalil and thiabendazole exceeded the Maximum Residue Limits (MRL) in these samples [23]. Specifically, 

imazalil was detected at 10.96 ng/g and thiabendazole at 12.11 ng/g, slightly above the MRL values. 
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In a study conducted in Gümüşhane province, Cyfluthrin, Cypermethrin, Malathion, and Deltamethrin were 

detected in various flower honeys. Cyfluthrin, Cypermethrin, and Malathion were found in two honey samples, 

while Deltamethrin was found in four honey samples [24]. 

As mentioned above, some studies have reported pesticide residues in honeys from Türkiye. On the other hand, 

no pesticide residues were detected in honey samples collected from the provinces of Adana, Hatay, Mersin, 

[25], Çanakkale [26], Antalya [27], Muş [28], and Tekirdağ [29].  

Health risk assessments indicate that the levels of pesticides in honey are below the acceptable daily intake 

and pose minimal risk to consumers [17]. However, exposure to multiple chemicals simultaneously can lead 

to synergistic toxic effects in the body [30]. Therefore, it is crucial for honey production to be pesticide-free 

and for continuous monitoring of honey quality to ensure food safety. 

5. Conclusion  

The findings show that Tokat province has suitable conditions for producing pure natural honey. Beekeepers 

in Tokat province are well-organized through the Tokat Beekeeping Association, following seasonal 

maintenance schedules, hive treatments, and production practices. The low presence of pesticide residues in 

the honey samples, except for one, reflects the beekeepers' awareness. 

The production of natural comb honey is limited among beekeepers, with many using basic or old combs, 

which may contain pesticide residues. Encouraging beekeepers to produce natural comb honey or "log hive" 

honey can reduce the risk of pesticide contamination. Beekeepers should source basic combs from reliable 

sources, avoid areas with pesticide use, and maintain hygiene in beekeeping practices. Education on producing 

additive-free honey, especially natural comb honey, is crucial for consumer health and environmental 

sustainability. Promoting the production of safe honey products is essential. It is recommended to produce safe 

products and time pesticide applications when bees are less active to protect their health. 

Future studies should include the analysis of pollen, bee bread, and beeswax samples for pesticide residues in 

beehives. Comparing these bee products, particularly those from the same hives, can provide more precise 

information on the source of pesticide residues. 
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Abstract − In this study, a nanostructured Al50B45Si5 alloy was produced by the mechanical 

alloying technique from mixtures of high-purity Al, B, and Si powders. The thermal behavior, 

structural evolution, and mechanical properties of the powders were examined through X-ray 

diffraction (XRD), scanning electron microscopy-energy dispersive X-ray (SEM-EDX), differential 

scanning calorimetry (DSC), differential thermal analysis (DTA), transmission electron microscopy 

(TEM), and Vickers microhardness measurements. The XRD results revealed that all crystalline 

peaks belonging to the Al, B, and Si elements disappeared during mechanical alloying and were 

eventually replaced by peaks from intermetallic phases such as AlB2, B4Si, and AlB12 in the 

supersaturated Al(Si) matrix.  The crystalline size of the Al50B45Si5 alloy was calculated by the Debye 

Scherrer equation, and it was determined to be 9.5 nm, consistent with TEM measurements. The 

microhardness value of the alloy was 219±10 HV, while the hardness increased to 345±9 HV with 

heat treatment. Therefore, a nanostructured Al50B45Si5 alloy with high hardness, good thermal 

stability, and homogeneity was favorably synthesized by mechanical alloying for use in industrial 

applications.  

Keywords − Al alloys, nanocrystalline, microhardness, mechanical alloying, TEM 

1. Introduction  

Al and Al-based alloys are ones of the most commonly used materials for many applications in the world 

because of their properties which are low density and thus lightweight, high strength, easy processing, excellent 

formability, very good corrosion resistance, thermal and electrical conductivity [1-8] Due to their perfect 

properties and applications in industry, new Al-based alloys have been continuously researched especially 

metastable materials which are amorphous, nanocrystalline and quasicrystalline. It is well known that the 

metastable alloys have exposed superior mechanical features, great electrical and thermal conductivities, and 

good corrosion resistance compared with crystalline materials. However, synthesis of these alloys is not easy 

owing to the low melting point of the Al element, specifically for alloys that consist of components with high 

melting points.  

Al-based alloys can be manufactured by many methods: physical vapor deposition, conventional solidification, 

rapid solidification, suction casting, and mechanical alloying [2,4,5]. However, the mechanical alloying 

technique is the only one that differs among them because of the production of high-quality powders by well-

controlled microstructures and morphologies [9,10]. In this technique, it is very easy to produce nanostructured 

materials. Moreover, it is not necessary to melt constituents of the alloy systems. It is a solid-solid reaction 
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without any melting processes. This technique also has a very good advantage by comparison with other 

techniques, especially related to elements of low melting point. As an example, the Al element has a low 

melting point (660 ˚C); however, the melting temperature of B is 2075 ˚C, extremely high compared with that 

of Al. In the alloy production process, it is probable that Al will be evaporated at the melting point of B or a 

higher temperature.  

In the present study, for the first time, a new nanocrystalline Al50B45Si5 alloy was produced in powder form by 

the mechanical alloying technique. The mechanical and thermal properties, phase structure, and crystallite size 

of the alloy were characterized to understand the nature of Al-B-Si alloy systems. Al-Si, Al-Nb, Al-Ce binary 

alloys [11,12,13], and Al–Mg–Si, Al-Zn-Mg, Al–Ti–B ternary alloys [14,15,16] were studied before. 

However, Al-B-Si alloys, which are constituents of the lowest density elements used commonly in the industry, 

need to be studied to be used effectively in many applications.  Therefore, it is expected that the Al50B45Si5 

alloy might be a guide to both researchers and industry for work in the future.  

The rest of this work is categorized as mentioned below: Section 2 provides the properties of the powders, like 

purities, composition ratios, and the information of the instrument used in the alloy production process. Section 

3 presents microstructural evaluation, crystallite size evaluation, thermal behavior, and microhardness 

evaluation of the Al-B-Si alloy. Section 4 mentions the results of the analysis by summarizing.     

2. Materials and Methods 

Ternary Al–B–Si powders with the determined composition of Al50B45Si5 (at. %) were mechanically alloyed 

under argon (Ar) atmosphere in planetary ball mills. The production process was carried out by Fritsch 

Pulverisette 5. Alloy components of Al (99.9%), B (99.8%), and Si (99.7%) were exactly weighted according 

to the planned alloy system. The whole powder using stainless steel balls was loaded into a stainless-steel cup, 

125 ml under Ar. For the mechanical alloying (MA) process, it was carried out at room temperature at a speed 

of 300 rotations per minute by a ball-to-powder ratio of 5:1. The MA process went on for 100 h; however, this 

process was discontinued for 20 minutes to chill the vials after each 20 minutes of ball milling. 

The crystallite size change during mechanical milling (MM), and also depending on this, phase transformation 

of the alloying process was characterized by X-ray diffraction (XRD) analysis using a diffractometer with 

Copper Kα radiation (wavelength = 1.54 Å) at 40 kV and 30 milliampere. To analyze the morphology of the 

Al-B-Si powder alloy, scanning electron microscopy-energy dispersive X-ray (SEM-EDX) analysis was used 

with a JEOL-JCM-5000 scanning electron microscope at an acceleration voltage of 10 kilovolts.  To produce 

the transmission electron microscopy (TEM) material, a drop of powder alloy solution (0.05 mg/mL) 

containing 1 wt.% of phosphotungstic acid was deposited onto a 200 mesh Cu-grid covered by carbon (C), 

then it was dried at room temperature.  The TEM investigation was done by a Philips CM-20, performing at 

an acceleration voltage of 200 kilovolts.  

 The thermal behavior of the alloy at different stages of alloying was analyzed by differential scanning 

calorimetry (DSC) using a Perkin-Elmer’s Sapphire DSC-7 at a constant heating rate of 20 °C from 250 °C to 

675 °C. In addition to DSC for thermal analysis, differential thermal analysis (DTA), Perkin-Elmer’s Diamond 

TG/DTA, was performed at a constant heating rate of 20 °C from 200 °C to 1100 °C at different stages of 

milling under a flowing argon atmosphere.  After production processes with mechanical milling, Al50B45Si5 

alloy was heated by the heating rate of 30 °C min−1 from room temperature to 500 °C, 800 °C, and 1000 °C, 

where the alloy was annealed for 1 h in a furnace separately for each temperature under Ar atmosphere.  To 

measure the microhardness of the alloy, powders were pressed into the cylindrical mold for five minutes. Then, 

the pressed alloy was put into the other mold, which was used to obtain a holder for polishing, and liquid 

bakelite was molded into the mold. The mold with the sample, after solidification of liquid bakelite, was 

polished, and therefore, the alloy was prepared for microhardness measurement. The microhardness 
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measurement, Vickers of the alloy, was carried out with Shimadzu HMV 2, performing an applied load of 0.98 

N by a dwell time of 10 seconds at 5 different spots. 

3. Results and Discussions 

3.1.  Microstructural Evaluation 

The phase transformation of Al50B45Si5 powders was investigated by XRD. The XRD patterns of Al50B45Si5 

alloy are shown in Figure 1. According to Figure 1, the powder alloy exhibits certain behaviors throughout 

MA owing to the movement of curving lines, the rise of peak enlargement, and the loss of diffraction lines of 

solute. The reasons for these behaviors are severe deformation, recurrent fractures, and following cold welding. 

The peaks of Al, B, and Si elements of the pure crystal are exhibited in the XRD pattern of unmilled powder 

(0h of milling). These diffraction peaks can still be clearly seen for 10h of milling time, while the peak 

intensities and broadening of the sharp Al, B, and Si peaks are decreasing. After 20h of milling time, the peaks 

of Al, B, and Si were missing due to the formation of a nanostructured solid solution [7]. At this stage, the α-

Al (Si) solid solution phase was obtained by dissolving Si into Al. With increasing milling time to 50 h, the 

new phases, such as AlB2 and B4Si, occurred, and they were marked by symbols from Figure 1. The AlB2 

phase transformed into the AlB12 intermetallic phase after 100 h of milling time. Similar transformation in the 

mechanical alloying system was also detected in the earlier studies [17-19]. As can be seen in Figure 1, 50 h 

of alloying followed by at least 100 h of alloying is required for the formation of the nanocrystalline structure 

and the AlB2, B4Si, and AlB12 phases. In other words, it is not possible to obtain the relevant phases with less 

than 100 h of alloying. 

 
Figure 1. XRD traces of Al50B45Si5 alloy as a function of MA time 

The morphological changes of Al50B45Si5 powder were investigated by SEM. Figure 2 demonstrates the images 

of the powders during mechanical alloying. As seen in Figure 2, the morphology and particle sizes of the 

powders, which have different shapes and sizes in the initial (in Figure 2a), changed owing to the cold welding 

and fracturing of the particles with increasing milling time. After 20 h of milling time (in Figure 2b), the 

particle size of the powder increased because of the cold welding. As shown in Figure 2c, with further milling 
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time, the particle size of the powders decreased by fracturing, and this stage is also the step of obtaining new 

phases such as AlB2 and B4Si, which were defined by XRD. The powder of alloy became smaller with a 

spherical shape and uniform after 100 h of milling time (in Figure 2d). The powder particles of the alloy are 

approximately 2 µm, and the homogeneity is so high when the final stage is reached. 

  
(a) (b) 

  
(c) (d) 

Figure 2. SEM images of the Al50B45Si5 alloy as a function of the milling time  

(a) 0h, (b) 20h, (c) 50h, (d) 100 h 

The production of Al50B45Si5 alloy by mechanical alloying is exhibited by a schematic drawing in Figure 3. 

The pure powders of Al, B, and Si elements in a container, stainless-steel stay between steel balls, as seen in 

Figure 3. The steel balls collide with both the powders and each other because of the opposite direction of the 

steel cups and the planetary disk. Due to the colliding balls, the Al, B, and Si powders are diffused into each 

other. Afterwards, the structures of the powder subjected to the steel ball collisions change during milling 

operations. These operations are also schematized in Figure 4.  As seen in Figure 4, the Al, B, and Si powders 

have certain particle sizes and shapes at 0h of milling time. The particle sizes and the shapes of the powders 

start to change by diffusing into each other, owing to cold welding and fracturing of the powders after 2h of 

milling. These changes continue with further milling time (20h and 50h). It might be clearly perceived that, 

after 100 h of milling time, the particles of the Al-B-Si alloy become smaller and they have spherical shapes. 

The powders also have the highest homogeneity in this stage. 
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Figure 3. Schematic diagram of mechanical alloying for the production of an Al-B-Si alloy 

 
Figure 4. Schematic diagram of the microstructure evolution for Al, B, and Si powders during MA process 

It is well known that the homogeneousness of the materials is very substantial for applications. The materials 

used effectively in industry have to be produced with high homogeneity. Therefore, the compositional 

homogeneity of the Al50B45Si5 alloy was evaluated using field scanning with EDX. Figure 5 presents the EDX 

result of the alloy. According to Figure 5 and the table inset, the homogeneity of the alloy is so high that it is 

very close to the initially intended alloy composition rates.    
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Figure 5. EDX analysis of the Al50B45Si5 powders 

3.2.  Crystallite Size Evaluations 

Figure 6 shows the crystallite size of the Al50B45Si5 alloy during MA. As seen in Figure 6, the crystallite size, 

which was calculated by Debye Scherrer using XRD data, of the powders decreased by increasing milling time 

[20, 21]. Accordingly, the crystallite size of the alloy was calculated to be 35.8 ± 3 nm, 30.5 ± 2.5 nm, 15.4 ± 

2.6 nm, and 10.2 ± 1.8 nm, respectively, after 5h, 10h, 20h, and 50h of milling time. However, the average 

crystallite size of the powder alloy was determined to be ~9.5 ± 0.8 nm for the final product, after 100 h of 

milling time. The changes in the crystallite sizes of the Al50B45Si5 alloy by increasing milling time are also 

listed in Table 1. 

 
Figure 6. Crystallite size of Al50B45Si5 powders as a function of milling time 
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Table 1. Crystallite size changes during mechanical alloying 

Mechanical Alloying (hour) 
Crystallite Size(nm) 

Al50B45Si5 

5 35.8 ± 3 

10 30.3 ± 2.5 

20 15.4 ± 2.6 

50 10.2 ± 1.8 

100 9.5 ± 0.8 

The crystallite size of the Al50B45Si5 alloy was observed by TEM to confirm the crystallite size obtained by the 

Debye Scherrer equation using XRD data, as well. Figure 7 shows the bright field TEM micrograph of 

Al50B45Si5 alloy after 100 h of milling time. From the TEM micrograph, it can be seen clearly that the crystallite 

size of the powder alloy is approximately 10 nm.  This result reveals two conclusions; one of them is the 

crystallite size of the powder alloy, confirmed by observing with TEM analysis. The other one is the good 

agreement between the determination of crystallite size by using XRD data and TEM observation. This 

agreement is also shown in previous works [10, 22]. 

 
Figure 7. Bright field TEM micrograph of nanocrystalline Al50B45Si5 alloy after 100 h of milling time 

3.3.  Thermal Analysis 

Thermal behaviors of the nanocrystalline Al50B45Si5 alloy were investigated by DSC and DTA throughout 

continuous heating at a heating rate of 20 ℃/minutes.  Figure 8 shows the DSC curves of the Al50B45Si5 alloy. 

As seen from Figure 8, an endothermic peak at 660 ℃ belonging to the melting temperature of Al appeared 

for unmilled powders (0h of milling). After 10h of milling time, a new endothermic peak in the vicinity of 575 

- 600 ℃ was observed, as well as at 660 ℃.  This peak belongs to the invariant eutectic temperature in the Al-

Si binary phase diagram, inferring that some amount of Si got dissolved substitutionally in Al, resulting in α-

Al(Si) solid solution. A similar thermal behavior was also observed for powders subjected to 20 h of milling. 

Any exothermic or endothermic peaks didn’t appear from DSC traces of the Al50B45Si5 alloy after 50 h and 

100 h of milling time. This is because the new phases, such as AlB2, B4Si, and AlB12, identified by XRD 

diffraction have a higher melting point than 700 ℃. 
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Figure 8. DSC traces of nanocrystalline Al50B45Si5 powders 

To further characterize the thermal behavior of the nanocrystalline Al50B45Si5 powder, DTA analysis was 

performed from 200 ℃ to 1100 ℃. Figure 9 exhibits DTA traces of Al50B45Si5 alloy.  According to Figure 9, 

the DTA trace of unmilled powder exhibited only one endothermic peak at 660 ℃, which is the melting point 

of Al. The DTA trace of the powder after 50 h of milling time showed an exothermic peak and two endothermic 

peaks. The endothermic peaks at 890 ℃ and 945 ℃ belong to the AlB2 phase [23, 24]. This phase was also 

observed in the XRD results of the powder alloy for 50 h of milling time in Figure 1. AlB2 phase was also 

determined in previous works; thus, this result is in accordance with both XRD results of Al50B45Si5 alloy and 

literature [23-25]. The final stage of Al50B45Si5 powders, after 100 h milling time, the DTA trace exhibited two 

exothermic peaks at 650 ℃ and 950 ℃. When these peaks are evaluated with XRD patterns at 100h of milling 

of the powders, it can be concluded that the exothermic peaks belong to B4Si or AlB12. 

 
Figure 9. DTA traces of nanocrystalline Al50B45Si5 powders 
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3.4.  Microhardness Evaluation 

The mechanically alloyed Al50B45Si5 powders were characterized by Vickers HV measurements. Vickers from 

3.1 was used to calculate the microhardness of the powder alloy.  

𝐻𝑉 =
2𝑃 𝑠𝑖𝑛( 𝜃/2)

𝑑2
=
1.8544(𝑃)

𝑑2
 (3.1) 

where P: the indentation force, d: the diagonal length, 1.854: geometrical factor for the diamond pyramid [26].  

Figure 10 demonstrates the microhardness values of the alloy for the final product (100h of milling time) as a 

function of heat. From Figure 10, it can be obviously understood that the microhardness values increase with 

increasing heating. Therefore, the microhardness of the mechanically alloyed Al50B45Si5 powders was 

measured as 219 ±10 HV at 25 ˚C, 225±8 HV at 500 ˚C, 295±7 HV at 800 ˚C, and 345±9 HV at 1000 ˚C. 

These results revealed two significant changes compared with the microhardness of pure Al element. One of 

them is related to the microhardness of the Al element, which is 40.2 HV [27] at room temperature; after 100 

h of milling time, the microhardness of nanocrystalline Al50B45Si5 alloy was calculated to be 219 ±10 HV. 

Thus, this value is ~5.5 times more than pure Al. On the other hand, after annealing at 1000 ˚C, the 

microhardness value of the Al50B45Si5 alloy increased from 219 ±10 HV to 345±9 HV, which is ~8.6 times 

more than Al, as the second significant change.  Therefore, the mechanical properties of the Al50B45Si5 alloy 

were improved in a nanocrystalline form by using the MA technique. Moreover, it is possible to mention that 

the other reason for this improvement is the obtaining of the new phases, B4Si and AlB12, as well as production 

in a nanocrystalline form, and the annealing process of the powder alloy. These results revealed that the 

mechanical properties of nanocrystalline Al-based alloy were much better than well-known crystalline Al 

element whose atoms are arranged in a highly ordered structure. After annealing processes of Al50B45Si5 alloy, 

an increase in its microhardness values also revealed that the annealing process of the alloys is very important 

to improve their mechanical features. Besides, the microhardness value (345±9 HV) of the Al50B45Si5 alloy is 

also so high compared to previously Al-based alloys which are reported 56.1 HV for Al-3wt%SiC [25], 146.89 

HV for Al64Cu24Fe12 alloy [28], 142 HV for Al−6Si−6Cu−0.3Mg alloy [29], 165.04 HV for Al-4.6Zn-1.2Mg 

alloy [30] and 260 HV for Al–22.5Mg–23.5Zn alloy [31] in literature.                                                                                                          

 
Figure 10. Microhardness changes of the ball-milled Al50B45Si5 powder (100 h) as a function of heating. The 

inset: OM image of a microhardness indent mark on the alloy 
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4. Conclusion  

In this study, the Al50B45Si5 alloy was successfully manufactured from elemental powders by mechanical 

alloying for several stages of time from 0 h to 100 h. The microstructural evaluation, thermal behavior, 

mechanical properties, and crystallite size of the powder alloy were examined by several analysis techniques. 

The following conclusions are drawn: 

• The microstructure of the powder alloy changed during mechanical alloying. Because of this change, four 

intermetallic phases, such as AlB2, B4Si, AlB12, and Al (Si), were obtained after 100 h of milling time. 

• The homogeneity of the Al50B45Si5 alloy increased with increasing milling time. Therefore, it was detected 

that each constituent of the alloy was homogeneously distributed. 

• The crystallite size of the alloy reduced throughout MA. The lowest crystallite size value was determined 

to be 9.5 nm for the final powder. This value was confirmed by TEM. 

• From the thermal analysis of the Al50B45Si5 alloy, endothermic and ectothermic peaks were observed. It 

was determined that these peaks belonged to the new phases obtained during mechanical alloying.  

• The microhardness values of the Al50B45Si5 alloy increased with increasing heating. Thus, microhardness 

values of the alloy were measured in the range of 219 – 345 HV. 

In future work, the composition ratio and components of the alloy can be changed properly to improve its 

properties by considering the usable area. This also gives an opportunity to compare this work with other 

studies in the literature.   
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