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Abstract  
 
In this study, T-S and P-V diagrams of the ideal inverted Brayton cycle engine are obtained by using numerical 
methods in Matlab® environment. The thermodynamic analysis of the inverted Brayton cycle engine is carried out to 
determine the limitations and development possibilities of this engine type and thus to guide the designer in this field. 
In the T-S and P-V diagram analysis, many findings about the limits and potential of the engine are obtained. It is 
observed that in the inverted Brayton cycle engine, unlike the Brayton cycle engine, there is no optimum compressor 
pressure ratio and the specific work increases as the compressor pressure ratio increases. Regardless of the flight Mach 
number, entropy generation in the afterburner is approximately 800 J/(kg·K), and entropy destruction in the cooling 
section is approximately 1000 J/(kg·K). Entropy generation in the preburner decreases from around 1800 J/(kg·K) 
under takeoff conditions to nearly zero during hypersonic flight, in parallel with the ram compression taking over the 
function of the preburner.  
 
Keywords: T-S and P-V diagrams; ideal brayton cycle; inverted brayton cycle engines; supersonic speeds.  

 
1. Introduction 

Considering that modern aviation started with the first 
flight of the Wright Brothers in 1903 and has continued its 
development very rapidly until today, there is one design 
goal that has remained unchanged in this process, which is to 
reach higher speeds [1]. In order to achieve this, 
developments in aircraft design are important, but much 
more important are the developments in the systems that 
generate thrust. 

Providing thrust to the aircraft with the propeller system 
powered by internal combustion piston engines seen on the 
first flight of the Wright Brothers was an indispensable tool 
in the infancy of aviation [2, 3]. However, propeller engines 
were insufficient to propel the aircraft to high speeds due to 
the shock formation on the propeller blades [4]. As a solution 
to this inadequacy, jet engines developed by two independent 
inventors in Germany and Britain on the eve of World War 
II are presented. The first jet engine developed was the 
turbojet engine, which satisfied the need for higher speeds 
during the war [5, 6]. However, it was later seen that the 
turbojet engine concept was insufficient to reach very high 
Mach numbers. 

Introduced in World War II, the ramjet engine was 
thought to be a key to reach high Mach numbers, but its use 
was limited, due to its inability to operate efficiently, at low 
Mach numbers and to reach hypersonic speeds [7,8]. The 
scramjet concept, which was inspired by the ramjet concept 
where combustion takes place under supersonic flow 
conditions [9,10], was thought to be sufficient to take an 
aircraft to hypersonic speeds [11]. However, combustion at 

supersonic flow speeds has been a great challenge and the 
application of this concept still remains so [12-14]. 

Over the years, innumerable modifications have been 
introduced to improve the Brayton cycle.  Among them, 
intercooling, reheating, and combined cycle integration are 
particularly important. Intercooling reduces the work 
required by the compressor by cooling the air between 
compression stages, thereby improving the overall cycle 
efficiency. Similarly, reheating involves the addition of heat 
between turbine expansion stages, which increases the 
energy of the working fluid and allows for greater work 
output. In combined cycle applications, the waste heat from 
the Brayton cycle is utilized by a Rankine cycle, significantly 
boosting the total thermal efficiency of the system. These 
modifications play a crucial role in reducing fuel 
consumption and minimizing environmental impact in 
modern energy generation systems. However, these 
implementations have not been sufficient to enable jet 
engines to reach much higher Mach numbers. 

In the past decades, the increase in temperature at the 
inlet of existing gas turbine, like in the turbojet and turbofan 
engines, have been seen as a way to increase flight Mach 
number of aeronautical vehicles [15,16]. And the subject has 
increasingly continued to attract the attention of the 
aeronautical engineering community. Although jet engine 
research has focused on increasing turbine inlet temperature 
to improve performance [17-19], Karabacak et al. [20] 
proposed a concept of a new jet engine, which can be referred 
to as inverted Brayton cycle engine, instead of developing 
turbine inlet temperature technologies to improve      

performance. It is compared to an inverted Brayton cycle 
engine with an afterburner turbojet engine at supersonic 

speed (Mach 2.5) and concluded that the concept of the 
inverted Brayton cycle engine has a performance advantage 

https://orcid.org/0000-0002-3301-9862
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with lower specific fuel consumption and higher thrust and 
exergy efficiency. It is also examined the inverted Brayton 
cycle engine in hypersonic flight conditions and observed 
that this new concept generates thrust at a much higher Mach 
number than the ramjet and concluded that this concept 
exhibits higher performance in hypersonic flight conditions 
than the ramjet. It is made a significant contribution to the 
studies in this field by observing that the inverted Brayton 
cycle engine can generate thrust at takeoff and at low Mach 
numbers and concluded that it generates thrust at a much 
higher Mach number than the ramjet. It is analyzed the 
design point and Karabacak and Turan [21] performed the 
off-design point analysis of the inverted Brayton cycle 
engine. It is concluded that the thrust reaches the maximum 
efficiency between Mach 5 and 6 in the off-design point 
analysis they performed for the first time in the literature and 
proved once again the superiority of the concept of the 
inverted Brayton cycle engine in hypersonic flight from a 
different perspective and made an important contribution to 
the engine concept studies that will work under hypersonic 
flight conditions from this point. 

Karabacak and Turan [22] continued to contribute to the 
studies in this field by presenting an optimized version of the 
inverted Brayton cycle engine for hypersonic conditions at 
the design point. As a result of the optimization of the 
inverted Brayton cycle engine in hypersonic flight, a very 
high specific thrust value with a specific thrust value of over 
450 m/s is obtained. But it was not considered in this study 
the off-design point while optimizing the inverted Brayton 
cycle engine [20]. The inverted Brayton cycle engine has 
been investigated before [20-25]. Although recent studies 
have also appeared in the literature (Karabacak et al. [20] and 
Karabacak and Turan [21,22]) they are now considered as an 
auxiliary accessory rather than a new concept for jet engine 
design [23-25]. But their pioneering work has gained many 
followers. Battista et al. [24] conducted a thermodynamic 
assessment of the opportunity to use the inverted Brayton 
cycle as a power unit to a turbocharged diesel engine. In this 
work, the most important parameters affecting the possible 
recovery range (turbine and compressor efficiencies, 
pressure drops) were evaluated. The aim was to increase the 
recovery rate by optimizing the pressure ratio. After analyses 
of a number of technologies available to recover waste heat 
to reduce fuel consumption and cut down carbon dioxide 
emissions, including Otto and Diesel cycles, Kennedy and 
co-workers [25] concluded that the inverted Brayton cycle is 
certainly one of them.  

Murray et al. [23] claimed that heat exchangers with 
power transfer rates of up to 1 megawatt per kilogram can be 
manufactured and used in practice. Pre-cooled cycles such as 
Scmitar [26], ATREX [27] and SABRE [28] are planned to 

be developed for the next generation of low-cost 
transportation [29], but Murray et al. [23] believe that current 
heat exchanger technologies are still not sufficient to apply 
this concept. Therefore, the inverted Brayton cycle is 
expected to be an emerging technology for the aerospace 
industry [24] to replace the existing heat exchanger 
technologies [25].  

Although the inverted Brayton cycle engine has been 
studied many times before, the topic examined in this work 
has never been investigated. The novelty of this study lies in 
proposing to plot P-V diagrams of the inverted Brayton cycle 
engine and investigate performance parameters of this new 
thermodynamic cycle, based on P-V and T-S diagrams.  

The aim of this study is to provide theoretical design tools 
for future designers of the inverted Brayton cycle engines for 
both military and civil applications.  

  
2. The Thermodynamic Approach 

As in the conventional Brayton cycle engine, in the 
inverted Brayton cycle engine fresh air at ambient conditions 
is drawn into the engine through an appropriate inlet. The 
primary function of the inlet (diffuser) is to slow down the 
incoming high-speed airflow in order to provide the 
preburner with air at appropriate pressure and velocity. In 
this component, it is assumed under ideal conditions that the 
flow is adiabatic and there is no pressure loss. In the 
subsequent preburner, energy is added to the airflow through 
combustion, increasing the air temperature. This raises the 
energy level of the airflow, making it suitable for expansion 
in the turbine. It is assumed that combustion occurs with 
100% efficiency and without any pressure losses in the 
preburner. The turbine absorbs the energy of the high-
temperature airflow through an isentropic process, 
converting it into mechanical work that is transferred via a 
shaft to the compressor. Past the turbine, the temperature of 
the airflow in the cooling section is reduced to enable higher 
pressures at the compressor outlet. This process is carried out 
without any pressure loss. Next, the airflow is compressed 
isentropically using the mechanical energy transferred from 
the turbine through a shaft with 100% efficiency. The high-
pressure air in the compressor then enters the afterburner. As 
in the preburner, the temperature of the airflow is increased 
at constant pressure, assuming complete combustion 
efficiency. Finally, as in a conventional Brayton cycle, the 
expansion process takes place in a nozzle, where the high-
temperature and high-pressure air rapidly expands and is 
thrown out to the atmosphere. The resulting change in 
momentum produces thrust. 

A schematic diagram of the inverted Brayton cycle 
engine is shown on Figure 1. 
 

 
 

 
 

Figure 1. Schematic diagram of the inverted Brayton cycle engine [20].
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Design parameters of the inverted Brayton cycle engine 
are displayed in Table 1 below. 
 
Table 1. Design parameters of the inverted Brayton cycle 
engine [20]. 
Parameter Value 
Preburner Exit Total Temperature 1500 K 
Turbine Total Pressure Ratio 0.1 
Total Temperature Decrease at Cooling Section 500 K 
Afterburner Exit Total Temperature 2300 K 

 
2.1 The Governing Equations of the Inverted Brayton 
Cycle Engine  

Equations used to determine the performance parameters 
of the ideal inverted Brayton cycle engine (in accordance 
with the nomenclature presented in Figure 1) are as follows 
(Eqs.1-20) [20]: 

It is assumed that the inlet flow Mach number is equal to 
the flight Mach number and by applying isentropic relations 
of total temperature and total pressure at the inlet expressed 
as the following: 

 

Pt0=Pa × ( 1 + y − 1
2

 ×  M2)
y

y − 1                                               (1) 
 
Tt0=Ta × � 1 + y − 1

2
 ×  M2�                                                (2) 

 
Inlet flow pressure losses occur due to the viscosity of air 

and friction at the inlet solid layer between airflow and due 
to the shock generation because of the supersonic and 
hypersonic flow in the inlet, but in this study, it is assumed 
that the ideal engine that is no losses of the pressure as 
described equation:  

 
Pt2=Pt0                                                                                              (3) 
 

In the inlet heat flow between the inlet wall and the 
atmosphere, so it is expected that total temperature losses 
occur, but according to the ideal engine assumption, there are 
no losses of total temperature at the inlet, as shown in 
equation: 

 
Tt2=Tt0                                                                                 (4) 
 

Turbulence is the desired state for combustion due to air 
and fuel mixing requirement and on the other hand, 
turbulence flow at combustion leads to total pressure losses, 
but in this study, losses are neglected as expressed in 
equation: 

 
Pt3=Pt2                                                                                        (5) 
 

Preburner exit total temperature is limited by the turbine 
section total temperature limit as defined as; 

 

 
The turbine total temperature ratio is defined by 

isentropic relations by applying the isentropic turbine 
assumption as expressed:    

 

ɽt =πt
y − 1
y                                                                         (7) 

    

Turbine exit total temperature depends on the total 
temperature ratio, is expressed below: 

 
Tt4=Tt3× ɽt                                                                            (8) 
                     

Turbine exit total pressure is determined depending on 
the turbine total pressure ratio and turbine inlet total pressure 
as expressed below: 

 
Pt4=Pt3× πt                                                                            (9) 
 

It is assumed that the total pressure losses at the cooling 
section are neglected as determined by the equation: 

 
Pt5=Pt4                                                                                   (10) 
 

To reach a higher total pressure at compressor exit 
cooling is applied at the cooling section. Compressor inlet 
total temperature dependent on the total temperature 
decreases at the cooling section as expressed: 

 
Tt5=Tt4- Ttcooling                                                               (11) 
 

The compressor exit total temperature based on the 
energy balance between the turbine and compressor is 
expressed:  

 

 
Compressor total temperature ratio, ɽc, depending on 

compressor exit total temperature, Tt6 , and compressor inlet 
total temperature, Tt5 ,  determined as the following: 

 
ɽc = 

Tt6
Tt5

                                                                                (13) 
                                                                                      

Compressor total pressure ratio, πc,  is expressed by 
applying the isentropic compressor assumption, by 
isentropic relations as, 

 

πc =ɽc
y

y − 1                                                                        (14)    
                                                                                          
Compressor exit total pressure, Pt6 , dependent on 

compressor total pressure ratio and compressor inlet total 
pressure, expressed as the following: 

 
Pt6=Pt5 ×  πc (15) 
 
Tt6 < Tclimit  (16) 
                                                               

Similar to the preburner, afterburner exit total 
temperature equals afterburner inlet total temperature as 
shown, 

 
Pt7=Pt6  (17) 
 

Similar to the preburner, afterburner exit total 
temperature is limited by the nozzle section total temperature 
limit as defined as, 

 
Tt7= Tnlimit                                                                           (18)                                                                                                                               

 

Tt3= Ttlimit (6) 

Tt6 = (Tt3 - Tt4) + Tt5                                                          (12)   
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Similar to the inlet, there is heat flow between the nozzle 
wall and the atmosphere and heat losses due to the shock 
generation; therefore, it is expected that total temperature 
losses occur, but according to the ideal engine assumption 
there are no losses of total temperature at the inlet, as shown 
in equation: 

 
Tt9=Tt7                                                                                (19) 
                                                                                                                              

Similar to the inlet, nozzle flow pressure losses occur, 
due to the viscosity of air and friction between the nozzle 
solid layer and air flow and due to the shock generation 
owing to the supersonic and hypersonic flow in the nozzle; 
however, in this study, it is assumed that the ideal engine that 
is no flow losses of the pressure, as expressed equation:  

 
Pt9=Pt7                                                                                                        (20) 

 
2.2 T-S and P-V Diagrams Governing Equations 

The differential entropy change is given: 
 

𝑑𝑑𝑑𝑑 =  𝑑𝑑𝑑𝑑
𝑇𝑇
−  𝑉𝑉𝑉𝑉𝑉𝑉

𝑇𝑇
                                                                 (21) 

 
While the differential enthalpy and the ideal gas 

equations by: 
 

𝑑𝑑𝑑𝑑 =  𝑐𝑐𝑃𝑃𝑑𝑑𝑑𝑑 (22) 
 

𝑃𝑃𝑃𝑃 = 𝑅𝑅𝑅𝑅 (23)   
          

Under the assumption that the specific heat remains 
constant —in reality, as we know, specific heats vary with 
𝑇𝑇— and by making of use of Eqs. (22) and (23), Eq. (21) can 
be re-written as  

 

𝑑𝑑𝑑𝑑 =  
𝑐𝑐𝑃𝑃 𝑑𝑑𝑑𝑑
𝑇𝑇

−  
𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃

 (24)                                                                           

 
Integration of Eq. (24) yields 
 

𝑆𝑆 =  𝑐𝑐𝑝𝑝 ln𝑇𝑇  − 𝑅𝑅 ln𝑃𝑃 or 𝑆𝑆 =  𝑐𝑐𝑝𝑝 ln𝑇𝑇  − 𝑅𝑅 ln 𝑅𝑅𝑅𝑅
𝑉𝑉

 (25)                                       
 
2. Results and Discussions 

As can be seen in Figures 2, 4, 6, 8, and 10, increasing 
the afterburner exit total temperature and decreasing the 
preburner exit total temperature increases the specific work. 
However, considering that the afterburner exit total 
temperature is limited by the material strength temperature, 
it is clear that the limits of the technology must be pushed to 
increase the specific work. On the other hand, in order to 
reduce the preburner exit total temperature, the limitation of 
not falling below the freezing temperature of the air at the 
cooling section exit should be taken into consideration. If the 
water molecules in the gas flow freeze at the outlet of the 
cooling section, the blades in the compressor stage are 
physically damaged by the impact of ice particles and can no 
longer function. As can be seen in Figure 2, increasing the 
compressor total pressure ratio increases the specific work 
value without any limit. However, when the Brayton cycle is 
examined, it is known that the compressor pressure ratio has 
an optimum value that will maximize the specific work 
value. At this point, when the compressor total pressure ratio 
limitation is examined, it is seen that there is a limitation that 
the gas components fall below the freezing point at the outlet 

of the cooling section. It is known that in order to increase 
the compressor total pressure ratio, the temperature decrease 
in the cooling section should be increased, but when the 
temperature decrease in the cooling section is increased, the 
temperature at the exit of the cooling section decreases and 
we are faced with the limitation that the temperature drops 
below the freezing point of the gas components. At this point, 
the obstacle to increasing the compressor pressure ratio and 
consequently the specific work is understood. 

From the P-V diagrams, one can be observed that as the 
compressor pressure ratio increases, the pressure at the 
afterburner inlet also increases, and so does the specific 
work. At given pressure and specific volume conditions, 
unlike in the conventional Brayton cycle engine, the turbine 
is installed prior to the compressor. For this reason, the 
greater the compressor pressure ratio - along with the 
increase in the temperature drop in the cooling section- the 
greater the specific work at given turbine inlet conditions. 
When examining the P-V diagram of conventional Brayton 
cycle engines, it is seen that turbine inlet conditions change 
as the compressor pressure ratio increases. On the one hand, 
the increase in the pressure ratio raises the pressure at the 
compressor outlet and turbine inlet, thus positively affecting 
the specific work, on the other hand, it reduces the specific 
volume at the turbine inlet, negatively affecting the specific 
work. These two opposing effects suggest an optimal 
pressure ratio that maximizes specific work. However, in a 
inverted Brayton cycle engine, since the compressor pressure 
ratio does not affect turbine inlet conditions, there is no 
optimal pressure ratio to be achieved. Instead, specific work 
continues to increase as the compressor pressure ratio 
increases. 

 

Figure 2. P-V diagram of the inverted Brayton cycle engine 
at takeoff condition. 
 

When Figures 3, 5, 7, 9 and 11 are analyzed and 
compared, we obtain a unique perspective in terms of 
revealing the relationship between the preburner exit total 
temperature and the specific work. As can be seen in Figure 
11, for the atmospheric conditions expressed and at Mach 5 
and the inverted Brayton cycle engine design parameters 
expressed (1500 K preburner exit temperature), since the 
total preburner exit temperature is reached with ram 
compression, there is no need for a preburner and the specific 
work reaches the highest point with design without preburner 
component, that is, when the desired temperature is reached 
with ram compression. Figures 3, 5, 7 and 9 show that the 
need for the preburner to operate to reach the required turbine 
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inlet temperature reduces the specific work. On the other 
hand, since it is known that the compressor pressure ratio 
increases with the increase in the preburner exit total 
temperature, it is also seen that the preburner exit total 
temperature indirectly increases the specific work, i.e. by 
increasing the compressor pressure ratio. At this point, it is 
understood that when searching for ways to increase the 
specific work of the inverted Brayton cycle engine, the 
interaction of the components should be taken into 
consideration instead of examining the components 
individually. Considering that the compressor total pressure 
ratio increase will increase the specific work and hence the 
thrust, it is understandable that ways should be sought to 
increase the compressor total pressure ratio without 
increasing the total temperature at the preburner exit. 
Increasing the temperature decrease in the cooling section is 
the only option at this point. However, increasing the 
temperature decrease in the cooling section faces technical 
limitations such as the limitation of falling below the 
freezing temperature of the gas components. This is because 
the current heat exchanger technologies to achieve cooling at 
a specific required level is insufficient. 

Entropy generation occurs in both the preburner and 
afterburner, while entropy destruction takes place in the 
cooling section. At low Mach number flight, entropy 
generation in the preburner is higher than that in the 
afterburner. However, as the flight Mach number increases, 
the effect of ram compression leads to a decrease in entropy 
generation within the preburner. Entropy generation in the 
afterburner remains constant at approximately 800 J/(kg·K) 
across all Mach numbers due to the inlet and outlet 
conditions of the afterburner being independent of flight 
Mach number. On the other hand, entropy generation in the 
preburner decreases from around 1800 J/(kg·K) under 
takeoff conditions to nearly zero during hypersonic flight, in 
parallel with the ram compression taking over the function 
of the preburner. In the cooling section, entropy destruction 
of approximately 1000 J/(kg·K) is observed, which is higher 
than the entropy generation occurring in the afterburner. 

 

 
Figure 3. T-S diagram of the inverted Brayton cycle engine 
at takeoff condition. 
 
In order to increase the specific work, energy must be added 
to the airflow in the two combustion chambers (afterburner 
and preburner). However, the energy added to the airflow is 
restricted by the metallurgical limit.  Under current material 
temperature limitations, the only design option is to force the 

energy added to the airflow be shared between combustion 
chambers. Otherwise, the structural integrity of the turbojet 
engine components will be compromised. 
 

 
Figure 4. P-V diagram of the inverted Brayton cycle engine 
on Mach 2 flight condition. 

 

 
 

Figure 5. T-S diagram of the inverted Brayton cycle engine 
on Mach 2 flight condition. 

 
Figure 6. P-V diagram of the inverted Brayton cycle engine 
on Mach 3 flight condition. 
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Figure 7. T-S diagram of the inverted Brayton cycle engine 
on Mach 3 flight condition. 

Figure 8. P-V diagram of the inverted Brayton cycle engine 
on Mach 4 flight condition [30, 31]. 

 
Figure 9. T-S diagram of the inverted Brayton cycle engine 
at on Mach 4 flight condition. 
 

The most effective way to increase specific work is to 
raise the temperature at the exit of the afterburner. 
Unfortunately, a restrictive factor (the metallurgical limit) 
comes into play at this stage of the design.  A too high 
temperature would compromise the material's structural 
integrity at the exit of the afterburner. A viable alternative 
would be to use thermal barrier coatings or implement 
regenerative cooling. Either of these would permit a 
substantial increase in temperature, producing a significant 
rise in the specific work. 

 
Figure 10. P-V diagram of inverted Brayton cycle engine 
on Mach 5 flight condition [30, 31]. 

 

 
Figure 11. T-S diagram of inverted Brayton cycle engine on 
Mach 5 flight condition [30, 31]. 
 

An ideal (thermodynamic) cycle operates in a closed 
loop.  In an actual cycle the working fluid is renewed at the 
end of each cycle instead of being recirculated. As such, this 
study is incomplete and called for a real cycle analysis in 
future work.  
 
4. Conclusions and Further Work 

Given the state-of-the-art technology of the design of 
modern jet engines, the authors suggest the following:  

• Increasing the afterburner exit total temperature and 
decreasing the preburner exit total temperature increases the 
specific work. However, the afterburner exit total 
temperature is restricted by the metallurgical limit. As such 
the limits imposed by todays’ technology must be pushed 
forward in order to make possible an increase in the specific 
work of the cycle engine. By the same token, in order to 
reduce the temperature at the exit of the preburner, air must 
be kept above the freezing temperature at the cooling exit 
section. And this is a technological challenge. 

• At least at the atmospheric conditions of Mach 5, 
there is no need for installing a preburner, a component not 
even required by engine design parameters.   

• The need for a preburner to operate to reach the 
required turbine inlet temperature reduces the specific work. 
Having said that, there is a need for searching alternative 
ways to increase the specific work of the engine cycle. The 
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interaction between components should be taken into 
consideration rather than examining them individually. 

The inverted Brayton cycle engine is a candidate with 
great potential to propel jet engines in future hypersonic 
flight. However, it faces a major challenge: the design of 
better performing heat exchangers. In order to ensure the 
feasibility of the inverted Brayton cycle engine, the design of 
future heat exchangers must meet one crucial requirement: 
the cooling load at low weight and volume. 

The plot of thermodynamic diagrams for the real inverted 
Brayton cycle will be the aim of future work. 
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Nomenclature 
𝑐𝑐𝑝𝑝         Constant pressure specific heat [J/(kg.K)] 
H Enthalpy [J/kg] 
M Fight mach number [-] 
m  Mass flow rate [kg/s] 
Pa         Atmosphere pressure [Pa] 
Pt0  Engine inlet total pressure [Pa] 
Pt2  Preburner inlet total pressure [Pa] 
Pt3  Turbine inlet total pressure [Pa] 
Pt4  Cooling section inlet total pressure [Pa] 
Pt5  Compressor inlet total pressure [Pa] 
Pt6  Afterburner inlet total pressure [Pa] 
Pt7  Nozzle inlet total pressure [Pa] 
Pt9  Engine outlet total pressure [Pa] 
R Molar gas constant [J/(kg.K)] 
S Entropy [J/(kg.K)] 
𝑇𝑇𝑎𝑎 Atmosphere temperature [K] 
Tt0 Engine inlet total temperature [K] 
Tt2 Preburner inlet total temperature [K] 
Tt3 Turbine inlet total temperature [K] 
Tt4 Cooling section inlet total temperature [K] 
Tt5 Compressor inlet total temperature [K] 
Tt6 Afterburner inlet total temperature [K] 
Tt7 Nozzle inlet total temperature [K] 
Tt9 Engine outlet total temperature [K] 
Ttcooling   Total temperature decrease at cooling section [K] 
Ttlimit     Turbine temperature limit [K] 
Tnlimit      Nozzle temperature limit [K] 
V Specific volume [m3/kg] 
y Specific heat ratio [-] 
ŋ Efficiency [-] 
π 𝑐𝑐 Compressor total pressure ratio [-] 
π 𝑡𝑡 Turbine total pressure ratio [-] 
ɽ𝑐𝑐 Compressor total temperature ratio [-] 
ɽ𝑐𝑐 Turbine total temperature ratio [-] 
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Abstract 
 
In this paper, a new ejector compression absorption cascade cycle is presented. The energy, exergy, economic, and 
environmental analyses of the enhanced ejector compression cascade cycle are carried out. The model of the ejector 
and the compression absorption cascade cycle are validated using numerical and experimental results from literature 
in the same operating conditions. The thermodynamic performance of 9 refrigerant fluids with low GWP and ODP 
are compared. Then comparison of the performance of the proposed cycle and the conventional compression 
absorption cascade cycle is presented and the effect of the same conception parameter on the performance of the 
proposed cycle is defined. The results show that the RE170 has a higher coefficient of performance and exergy 
efficiency and a lower annual cost of the proposed cycle than the other 8 refrigerants, further the RE170 has GWP 
equal to 0.1 and ODP equal to 0. The enhancement in the coefficient of performance and in the exergy efficiency of 
proposed cycle is 3.27 and 2.7 % respectively compared with conventional compression absorption cascade cycle. 
Also, the diminution of the annual cost and the equivalent mass emission of CO2 of proposed cycle is 7.93, 2.3 % 
compared with conventional compression absorption cascade cycle. The analysis of obtained results allows the 
conclusion that there is a generation temperature in which the coefficient of performance and the exergy efficiency of 
the proposed cycle are at maximum value and its annual cost is at minimum value. The coefficient of performance 
and the exergy efficiency of the proposed cycle are positively affected by increasing the sub-cooling heat exchanger 
efficiency and both its annual cost and its equivalent mass of CO2 emission are negatively affected, contrary to the 
inlet temperature of the absorption cycle section in the cascade heat exchanger. The heat exchanger components of 
the proposed cycle are responsible for the most the destruction of exergy. The performances of the proposed cycle are 
promoted. 
 
Keywords: Absorption cascade; ejector compression; enhanced ejector; COP; exergy efficiency. 

 
1.  Introduction 

The compression absorption cascade refrigeration cycle 
has become an attractive cycle because of its low 
consumption of electrical energy and its low environmental 
impact [1]. Moreover, in 2022, the European Commission 
restricted using of refrigerants with high global warming 
potential (GWP) to more than 150 except for the primary 
fluid of the cascade refrigeration cycle can be equal to 1500 
[2]. 

Many studies were carried out about the compression 
absorption cascade cycle (CACC). Khelifa et al. [1] studied 
the conventional compression absorption cascaded cycle 
using different combinations like refrigerants R1234yf, 
R1234ze (E), and R1233zd (E) for compression cycle and 
(LiCl-H2O) and (LiBr-H2O) for absorption cycle. The 
geothermal energy of Guelma which is province in Algeria 
is used as the heat of generation. They found that the 
diminution of the electrical energy consumed by the cascade 
compression absorption cycle can reach 54.16% compared 
with the vapor compression refrigeration cycle in the same 
operating conditions. Du et al. [3] simulated the conventional 

compression absorption cascaded cycle working with 
different refrigerants for the compression cycle and (LiBr-
H2O) for the absorption cycle. They found that the 
coefficient of performance and the exergy efficiency of 
refrigerant RE170 are better than the other 15 refrigerants 
studied. 

Many attempts are made for enhancing the performance 
of absorption cooling machine, Salek et al. [4] studied the 
effect of add rectifier to ammonia water absorption cycle to 
have maximum purity of ammonia refrigerant. Its analysis 
based on two approaches the first is energetic and the second 
is exergetic. They found that the use of rectifier for ammonia 
water absorption cycle enhances the coefficient performance 
and the exergy efficiency of cycle and reduced the exergy 
destruction total of cycle. B. Gurevich and A. Zohar [5] 
coupled an ammonia water absorption cycle with solar 
collector to study the variation of its performance with the 
daily and the monthly variation of the exterior temperature 
and same design parameter like solar collector area. They 
found that the coefficient of performance of cycle and the 
cooling production by the cycle are slightly affected by the 
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growth of area of solar collector contrary for the generation 
heat. 

The use of ejectors for enhancement of the performance 
of vapor compression is the subject of many articles, Maalem 
et al. [6] investigated the use of new refrigerant R1311 with 
zero GWP as substitute refrigerant R134a in vapor 
compression coupled with an ejector. They found that in the 
most case the cycle working with R1311 has better 
performance than the cycle use R134a.Fingas et al. [7] 
studied experimentally a vapor compression cycle used as a 
heat pump working with two different technology expansion 
valves and ejectors. They found that the heating coefficient 
of performance of the cycle using the ejector is higher by 
38% than the cycle using the expansion valve. 
Zou et al. [8] proposed a new vapor compression cycle 
working with both vapor injection and enhanced injector. 
The results show that the coefficient of performance of the 
proposed cycle is higher by 38.4 % than the conventional 
vapor compression cycle. 

Also, the use of sub cooling heat exchanger is proposed 
by many researchers to improve the performance of the 
vapor compression cycle. Qi et al [9] introduced a sub-
cooling heat exchanger to enhance the ejector vapor 
compression heat pump. They found a positive effect of the 
use of sub-cooling on the performance of enhanced ejector 
heat pumps. Moreover, Pitrach et al. [10-12] studied the 
experimental effect of the use of sub cooling heat exchanger 
on the performance of the vapor compression cycle using as 
heat pump. They found the use of sub-cooling can increase 
the coefficient of performance by 31 % compared with the 
vapor compression cycle without sub-cooling. 

The previous studies on the absorption cooling cycle used 
principally two working pairs which are the NH3-H2O and 
H2O-BrLi. Cimsit and Ozturk [13] compared the 
performance of CACC using two pairs. They found that the 
CACC used H2O-LiBr has a higher coefficient of 
performance by 33% compared with CACC used NH3-H2O. 
Moreover, Seyfouri and Ameri [14] found that for CACC 
using NH3-H2O, the electrical energy consumed by the 
solution pump was high due to the high difference in pressure 
between the absorber and the generator. Therefore, the 
working pair choices for the absorption cycle section in this 
work are H2O-LiBr. 

In this paper, a new cycle of ejector compression 
absorption cascade cycle is presented. The energy, exergy, 
economic, and environment studies of enhanced ejector 
compression absorption cascade cycle are carried out. The 
model developed is validated using two steps, the first step 
is to compare the results obtained in this work with literature 
results of the compression absorption cascade cycle and the 
second step is the comparison of ejector model obtained in 
this work with experimental and numerical results found in 
literature in same operating conditions. The performance of 
the proposed cycle working with 9 low GWP and ODP 
refrigerants of the vapor compression section is compared 
the thermodynamic performance and the annual of proposed 
cycle cost are compared with the conventional compression 
absorption cascade cycle. Also, the effect of the generation 
temperature, the outlet temperature of the absorption section 
of the proposed cycle, and the sub-cooling heat exchanger 
efficiency are analyzed. The exergy destruction and the 
investment cost of the main component of the proposed cycle 
are studied. 

2. The Proposed Solution to Develop Performance of 
Conventional Compression Absorption Cascaded Cycle 

In this paper, a new solution is proposed to enhance the 
conventional compression-absorption cascaded performance 
cycle by incorporating an ejector, a sub-cooling heat exchanger, 
and an expansion valve, and separator to reduce the inlet mass 
flow of the compressor and its work by division into two parts 
the first enters the evaporator and continues to the compressor 
and the second compresses in the ejector and joined the first part 
in the compressor by using separator at a pressure equal to outlet 
ejector pressure and for enhancement the cooling production,  
the second part of refrigerant vaporizes in the sub-cooling heat 
exchanger after it expanded in expansion valve and the first part 
is sub cooling in the sub-cooling heat exchanger to maximize 
the cooling production in the evaporator. 
 
3.  Enhanced Ejector Compression Absorption 
Cascaded Cycle Description 

Figure 1 illustrates the enhanced ejector compression 
absorption cascaded cycle (EECACC) which its components 
are a generator, an absorber, a condenser, a solution pump, a 
solution heat exchanger, a cascade heat exchanger, a liquid-
vapor exchanger, a sub-cooling heat exchanger, an 
evaporator, an ejector, a separator tank, a compressor, three 
expansion valves, and a reducer pressure valve.   

At point (7), the liquid-vapor mixture of H2O enters the 
cascade heat exchanger absorbs the heat from the refrigerant 
of the enhanced ejector compression cycle, thus the 
absorption cycle refrigerant vaporizes and leaves the cascade 
heat exchanger in a vapor-saturated state at point (8). Then it 
heats in the liquid-vapor heat exchanger to reach point (9) 
which is the state of entering the absorber and absorbs by a 
weak solution coming from the reduced valve at point (15), 
the result is a strong solution cools at the absorber which it 
leaves at the point (10).  The strong solution at point (10) 
undergoes an enhancement of pressure to condensation 
pressure at point (11) by passing the pump solution. The 
strong solution at point (11) heats by the weak solution 
leaving the generator at the solution heat exchanger to 
achieve point (12) which is the state of entering of the 
generator. The weak solution leaves the generator at point 
(13) is cooling in the solution heat exchanger by the strong 
solution and it leaves the heat exchanger at point (14) which 
undergoes an expansion in the reducer valve to reach point 
(15) and completes the cycle of solution. On the other hand, 
the saturated water vapor left the generator at point (16) 
condensed in the condenser, and left at point (5). The 
saturated water liquid is sub cooled in the liquid-vapor heat 
exchanger by water vapor left of the evaporator to achieve 
the point (6). The sub-cooling water liquid at point (6) 
expands in the expansion valve to close the absorption cycle 
at point (7). 

For the enhanced ejector compression cycle, the cooling 
refrigerant vapor in the cascade heat exchanger at point (3) 
enters the ejector as primary fluid to entrain the secondary 
fluid of the ejector entering at point (4). The ejector 
compression fluid leaves the ejector at point (25) divided into 
two parts in the separator tank, the first is in a liquid state at 
point (26) cooled in the sub-cooling heat exchanger to reach 
a point (27) by the secondary ejector fluid which is a part of 
refrigerant of point (27) expands to the point (28) in the 
expansion valve EV03 and heats in the sub-cooling  
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Figure 1. Schematic of Enhanced Ejector Compression Absorption Cascade Cycle (EECACC). 

 
heat exchanger to the point (4). The other part of the 
refrigerant expands in the expansion valve EV02 to become 
a mixture of liquid vapor state at point (29) and evaporates 
in the evaporator and leaves in the saturated vapor state at 
point (30) and compresses in the compressor from the 
evaporation pressure to the outlet ejector pressure at point 
(31), than meets the second part of refrigerant left the 
separator tank at vapor saturated state at the point (1). The 
mixed superheated refrigerant vapor at point (32) is 
compressed at the compressor to point (2) and cooled in the 
cascade heat exchanger to point (3). 

Figure 2 illustrates the conventional compression 
absorption cascade cycle (CCACC) which is explained by 
Du et al. [3].  The CCACC energy, exergy, and economic 
models are used in this paper for validation and comparison 
purposes. 
 
4. Thermodynamic Cycle Modeling 
4.1 Ejector Model 

The ejector model used in this study is based on the 
model presented by Cheng et al. [15]. The type of model is 
the one-dimensional constant pressure of the mixing section. 
The following assumptions are taken in this study [15]: 
- There is no exchange of heat between the ejector and 

exterior. 
- The velocities of primary and secondary fluid of the 

ejector in the inlet of the ejector are neglected. 

- The velocity of the fluid at the outlet of the ejector is 
neglected. 

- The efficiency of the ejector nozzle, mixing, and diffuser 
section is considered constant. 

- The refrigerant flow energy losses in the ejector are taken 
into account by using different ejector section efficiency. 
The use of the energy, mass, and momentum 

conservation laws for every ejector section like as nozzle, 
mixing, and diffuser allows for defining the thermo physics 
parameters of the ejector as follows: 
The outlet nozzle chamber velocity of primary fluid can be 
defined by the following equation [15]: 
 

Un, out=�ηn.�hp, in-hn, out, is�.1000 (1) 

 
where, U is the primary fluid velocity, hp,in is the primary 
fluid enthalpy at the inlet of the nozzle chamber, ηn is the 
isentropic efficiency of the nozzle chamber, the subscript in 
is the inlet, out is the outlet and the is the isentropic 
expansion. 

The outlet mixing chamber fluid velocity and enthalpy 
can be calculated as follows [15]: 
 

Um, out=
Un, out

1+μ �ηm (2) 

 
 



 

 

233 / Vol. 28 (No. 4) Int. Centre for Applied Thermodynamics (ICAT) 

 

 
Figure 2.  Schematic of Compression Absorption Cascade Cycle (CCACC). 

 

hm, out= 
hn, in+μ.hs, in

1+μ
- (

Un, out
2

2
)/1000 (3) 

 
where, ℎ𝑠𝑠,𝑖𝑖𝑖𝑖 is the secondly fluid enthalpy at the nozzle 
chamber inlet, 𝜂𝜂𝑚𝑚 is the efficiency of the mixing chamber 
and 𝜇𝜇 represents the entrainment ratio which can be 
calculated by the following equation [15]: 
 
μ=

mp

ms
 (4) 

 
The outlet diffuser chamber fluid enthalpy which is the 

fluid enthalpy at the ejector outlet calculated by the 
following equation [15]: 
 

hd, out=hm, out+
hd, out, is-hm, out

ηd
 (5) 

 
where, 𝜂𝜂𝑑𝑑  is the efficiency of the diffuser chamber. 

The entrainment ratio of the ejector can be evaluated 
using previous equations [15]: 
 

μ = �ηn.ηm.ηd

hp, in-hn, out, is

hd, out, is-hm, out
-1 (6) 

 
4.2 Thermodynamic Model 

Applying mass conservation, the first and second laws of 
thermodynamics for each component of the cycle allows 
defining the energy and the exergy balance of each 
component of cycle and the analysis of the thermodynamic 

performance of the cycle. Many assumptions must be made 
to simplify the study: 
- The proposed cycle is under steady conditions [17], [16]. 
-  Except in the ejector, the loss of pressure in all cycle 

components is negligible [16].  
- There is no heat exchange between the cycle and 

environment except what is considered in the study [17]. 
- The outlet refrigerant state of the condenser, evaporator, 

and cascade heat exchanger are in saturated liquid, 
saturated vapor, and saturated vapor, respectively [17]. 

 
4.2.1 Mass Conservation 

The mass conservation law can be defined as follows 
[15]: 
 
�mi -�mo =0 (7) 
 
�mi.xi -�mo.xo =0 (8) 
 
where, m is the mass flow of refrigerant rate and x is         the 
lithium bromide mass fraction in the solution, the subscript i 
is the inlet and o is the outlet. 
 
4.2.2 The First Law of Thermodynamics 

The first thermodynamic law which is the energy 
conservation law of component can be found by applying 
flowing equation [18]: 

 
��mi.hi -�m0.h0�+ ��Qi-�Q0�    +W=0 (9) 
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where, h is the specific enthalpy, Q is heat exchanged and W 
is the mechanical work to or from to component, the 
subscript i is the inlet and o is the outlet. 

The energy balance equations of CCACC and EECACC 
are presented in Table 1. 
 
4.2.3 The Second Law of Thermodynamics 

The exergy study of the cycle allows us to optimize the 
performance and to understand the weak point from the point 
of view of finding the component that produces more exergy 
destruction to find a solution to decrease it in the future. In 
this study, only the physics exergy is taken into consideration 
[3]. Thus, the component exergy flow rate can be found by 
the following equation [15]: 

 

Ex =�Qj.
j

(1-
T0

Ti
)+(�(mi.exi)in

i

-(�mi.exi)out
i

-W (10) 

 
Table 1. The energy balance of different components of 
cycle. 
Cycle Cycle component The energy balance 

CCACC Generator Qg=m14.h14+m10.h10-m11.h11 

 Absorber Qa=m7.h7+m13.h13-m8.h8 

 Condenser Qc=m14.h14- m5.h5 

 Cascade heat exchanger Qchx=m7.h7-m6.h6 

 Evaporator Qe=m1.h1-m4.h4 

 Expansion valve EV01 h5=h6 

 Expansion valve EV02 h3=h4 

 Reducing valve h12 = h13 

 Solution heat exchanger 
T12=T11-εshe.(T11-T9) 
h10 =

m11

m10
. (h11 − h12) + h9 

 Compressor Wcom=m1.
h2, is-h1

ηis,  com. ηel
 

EECACC Generator Qg=m13.h13+m16.h16-m12.h12 

 Absorber Qa=m9.h9+m15.h15-m10.h10 

 Condenser Qc=m16.h16- m5.h5 

 Cascade heat exchanger Qchx=m8.h8-m7.h7 

 Evaporator Qe=m30.h30-m29.h29 

 Expansion valve EV01 h6=h7 

 Expansion valve EV02 h27=h29 

 Expansion valve EV03 h28=h29 

 Reducing valve h14 = h15 

 Solution heat  
exchanger 

T14=T13-εshe.(T13-T11) 
h12 =

m13

m11
. (h13 − h14) + h11 

 Liquid vapor  
heat exchanger 

T6=T5-εche.(T5-T8) 
h9 =

m5

m7
. (h5 − h6) + h8 

 Sub cooling  
heat exchanger  

T27=T26-εsbhe.(T26-T28) 
h4 =

m26

m4
. (h26 − h27) + h28 

 Compressor Wcom=m30.
h31, is-h30

ηis,  com.ηel
+ m2.

h2, is-h31

ηis,  com.ηel
 

 
where, exi is the specific exergy at each state point of cycle 
which is defined as follows [18]: 

 

exi=(hi-h0)-T0.(si-s0) (11) 
 
where, ℎ0,𝑇𝑇0 and 𝑆𝑆0 are representing the specific enthalpy, 
temperature, and specific entropy of reference environmental 
state which are T0 = 25 °C and P0 = 101 kPa. 

 
The different component exergy destruction of EECACC is 

presented in Table 2. 
 

Table 2. The exergy destruction of different components of 
EECACC. 
Cycle component The destruction exergy 
Generator Exg=m12.ex12 + m19.ex19-m13.ex13 -m16.ex16

− m20.ex20 
Absorber Exa= m9.ex9+m15.ex15+m21.ex21-m10.ex10-

m22.ex22 
Condenser Exc=m16.ex16+ m17.ex17 − m5.ex5 − m18.ex18 
Cascade heat exchanger Exchex=m2.ex2+ m7.ex7 −m3.ex3 − m8.ex8 
Evaporator Exe= m23.ex23+m29.ex29-m24.ex24-m30.ex30 
EV  01 Exev1=m6.T0.(S6-S7) 
EV 02 Exev2=m29.T0.(S27-S29) 
EV 03 Exev3=m28.T0.(S27-S28) 
Solution heat exchanger Exhx=m11.ex11+ m13.ex13-m12.ex12-m14.ex14 
Separator tank Exst =m25.ex25- m1.ex1 − m26.ex26 
Liquid vapor heat 
exchanger 

Exlvhex=m5.ex5+ m8.ex8-m6.ex6-m9.ex9 

Sub cooling heat 
exchnager 

ExSbhx=m26.ex26+ m28.ex28-m4.ex4-m27.ex27 

Compressor Excom=m30.ex30
+ m32.ex32- m2.ex2- m31.ex31+Wcom 

Ejector Exej=m3.ex3+ m4.ex4-m25.ex25 

 
The total destruction exergy of the EECACC which is the 

sum of the exergy production of each component can be 
found by following the equation [15] 

 
Exdt=�Exi (12) 

 
The EECACC and the CCACC coefficient performance 

are calculated using the following equation [15]: 
 

COP=
Qev

Qg+Wcom
 (13) 

 
The ECACC and the CCACC exergy efficiency are 

calculated by following equation [15] 
 

ηex=
Qev. �1- T0

Tev
�

Qg. �1- T0
Tg
�+Wcom

 (14) 

 
4.3 The Economic Study 

The economic analysis is the cost study of investment, 
operating, and maintenance of the cycle during the lifetime 
of operation but it is presented in the form of annual cost. 
The model used in this study is defined by Jain and al [19] 
and calculated by following equation: 

 
CT=top.(Cf.Qg + Cele.Wcomp) + Cr.M.�𝑍𝑍𝑖𝑖 + 𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒 (15) 

 
where, CT is the cost total of cycle, top is annual operation 
time, Cf is the cost fuel of heat generation, Cele is the 
electrical energy cost, M is the maintenance factor, 𝑍𝑍𝑖𝑖 in the 
investment cost of cycle component, 𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒 is the social cost 
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of CO2 emission of cycle and Cr is the capital recovery factor 
which is defined by the following equation [4]: 

 

Cr=
𝑖𝑖. (𝑖𝑖 + 1)𝐿𝐿

(𝑖𝑖 + 1)𝐿𝐿 − 1
 (16) 

 
where, 𝑖𝑖 is the interest annual rate and L is the cycle lifetime. 

The investment cost of heat exchangers of cycle is 
depending to its exchange area which can be concluded using 
the following equation: 

 
Qi=Ui.Ai.LMTDi (17) 

 
where, LMTD is the logarithmic mean temperature 
difference and it can be calculated with the following 
equation: 
 

LMTDi=
∆𝑇𝑇𝑖𝑖𝐻𝐻  − ∆𝑇𝑇𝑖𝑖𝑐𝑐

𝑙𝑙𝑙𝑙 (∆𝑇𝑇𝑖𝑖
𝐻𝐻

∆𝑇𝑇𝑖𝑖
𝑐𝑐)

 (18) 

 
In Table 3, the global heat exchange coefficient and 

LMTD of all heat exchangers of cycle are presented. 
The investment cost of heat exchangers is defined by 

following equation [23]: 
 

Zinvi=516.62 xAi.+268.45 (19) 
 
Table 3. The heat exchanger coefficient and LMTD of heat 
exchangers of cycle [24, 25]. 
Component U(kW/(m2·K)) LMTD 

GEN 1.5 LMTDgen=
(T19 − T13) − (T20 − T16)

ln (T19−T13
T20−T16

)
 

ABS 0.7 LMTDabs=
(T15 − T22) − (T10 − T21)

ln (T15−T22
T10−T21

)
 

CON 2.5 LMTDcond=
(T5 − T17) − (T5 − T18)

ln (T5−T17
T5−T18

)
 

SHE 1 LMTDSHE=
(T12 − T13) − (T11 − T14)

ln (T12−T13
T11−T14

)
 

LVHE 1 LMTDLVHE=
(T5 − T9)  − (T6 − T8)

ln (T5−T9
T6−T8

)

 SBHE 1 LMTDSBHE=
(T26 − T4) − (T27 − T28)

ln ( T26−T4
T27−T28

)

 
CHE 0.55 LMTDCHE=T3 − T8 

EVA 
(EECACC) 1.5 LMTDEVA=

(T23 − T29) − (T24 − T29)

ln (T23−T29
T24−T29

)
 

EVA 
(CCACC) 1.5 LMTDEVA=

(T23 − T4) − (T24 − T4)

ln (T23−T4
T24−T4

)
 

 
The compressor investment cost is calculated by 

following equation [2]: 
 

Zinv-comp=(
573.𝑚𝑚2

0, 8996 − 𝜂𝜂𝑖𝑖𝑖𝑖,𝑐𝑐𝑐𝑐𝑐𝑐
). �

𝑃𝑃32
𝑃𝑃2
� . 𝑙𝑙𝑙𝑙 �

𝑃𝑃32
𝑃𝑃2
�

+ (
573.𝑚𝑚30

0, 8996 − 𝜂𝜂𝑖𝑖𝑖𝑖,𝑐𝑐𝑐𝑐𝑐𝑐
). �

𝑃𝑃30
𝑃𝑃31

� . 𝑙𝑙𝑙𝑙 �
𝑃𝑃30
𝑃𝑃31

� 
(20) 

       
The ejector investment cost is defined by following 

equation [21]: 

Zinv-eje=750.𝑚𝑚3.(
𝑇𝑇3
𝑃𝑃3

)0,05.(
𝑃𝑃25

1000
)−0.75 (21) 

 
4.4 The Environmental Study 

The environment regulatory requirement is more and 
more restrict; thus, the study of CO2 emission is taken into 
consideration in this study. The annual emission of CO2 is 
defined by following equation [22, 23]: 

 
𝑚𝑚𝑐𝑐𝑐𝑐2=ECF.top.Wcom (22) 

 
where, ECF is emission conversation factor of electricity. 
The environment cost is defined by following equation 
[22,23]: 
 
𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒=μco2.

𝑚𝑚𝑐𝑐𝑐𝑐2

1000
 (23) 

 
where, μco2 is the CO2 emission unit damage cost. 

The parameters used in the economy and environmental 
model are cited in Table 4. 
 
Table 4. The economic and environmental parameters used 
in this work. 
Parameter Value Ref. 
i 10% [26] 
L 15 years [26] 
M 1.06 [27] 
top 6000 h [28] 
ECF 0.968   kg. (kWh)-1 [29] 
Cf 0.03785 $. (kWh)-1 [2] 
Ce 0.0375 $. (kWh)-1 [2] 
μco2 90 $.(ton)-1 [30] 
 
4.5 The 9 Refrigerants Studied 

The choice of refrigerant studied based on its impact on 
the environmental. Table 5 presents the different refrigerants 
studied and their GWP, ODP.  
 
Table 5. GWP and ODP of 11 refrigerants used in this work 
[29], [31], [32]. 
Refrigerant GWP ODP 
R600 20 0 
R600a 20 0 
R1234yf 4 0 
R1243zf <150 0 
R744 1 0 
R290 20 0 
RE170 0.1 0 
R1270 20 0 
R152a 124 0 
 
5.  Results and Discussions 

The performance estimation of CCACC and EECACC 
needs a simulation of functioning by developing a program 
in engineering equation solver EES based on the 
thermodynamic, economic, and environmental models given 
above. 

The first step is to define the ejector entrainment ratio by 
applying an iterative method based on assuming its arbitrary 
value, then defining the different outlet fluid states of 
different ejector chambers which are the nozzle, mixing, and 
diffuser by applying Eqs. (1)-(5) and compare the value 
assumed with the new entrainment ratio value obtained by 
Eq. (6), if the difference between the values successive is 
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under 10-4 then the algorithm will stop and the entrainment 
ratio taken value is the last one. 

The known entrainment ratio allows for determining all 
flow mass rates of all state points by applying the mass and 
energy conservation laws. Then, all energy exchange of all 
cycle components cited in Table 1 and all exergy destruction 
cited in Table 2 can be calculated and concluded 
performance parameters of the cycle. In Figure 3, the 
simulation flow chart is presented.  
 

 
Figure 3. The simulation calculation flowchart. 

 
The working conditions of studied cycle are presented 

in Table 6. 
 
5.1 Validation of Model 

The fact that lack of EECACC simulation results in the 
literature because it is a novel cycle, the validation of 
EECACC is based on the validation of its closer model 
which is the CCACC presented by [3], and the validation of 
the ejector model separately. 

The validation of CCACC is based on the comparison of 
results obtained from this work and results obtained by [3] 
of the same cycle using the R134a, R744, R152a and R32 as 
refrigerants of the vapor compression section. The 
simulation results are presented in Table 7 in the same 
operating conditions presented in Table 6. It is clear that the 
results of the model developed for CCACC in this work are 
close to the results of [3]. 

 
5.2 Performance Comparison of EECAC working with 9 
Refrigerant 

The coefficient of performance and the exergy efficiency 
of EECACC working with 9 low GWP and ODP refrigerants 
are presented in Table 9.  

The results show that the thermodynamic performances 
of all refrigerants studied are very close and two refrigerants 
R600 and RE170 had the same performance.  

The choice of refrigerant of EECACC was studied based 
on the environmental impact of refrigerant and consequently, 
the fluid choice is RE170. 
 

Table 6. Operating condition using in this study. 
Parameter Value Parameter Value 
Qev 250 kW ΔTeva 8 K 
Tg 363.15 K ΔTcon 8 K 
T7 283.15 K ΔTgen 8 K 
T17 300.15 K ΔTabs 8 K 
T18 305.15 K ΔTche 8 K 
T19 381.15 K εshe 0.7 
T20 371.15 K εLvhe 0.7 
T21 300.15 K εsche 0.7 
T22 305.15 K ηis, com 0.8 
T23 271.15 K ηel, com 0.9 
T24 266.15 K   
 
5.3 Performance Comparison Between EECACC and 
CCACC: 

In this section, the thermodynamic performances and 
annual economic cost of EECACC and CCACC are 
compared according to the model presented above under the 
same operating conditions shown in Table 5. 

 

 
Figure 4. the variation of the exergy efficiency, COP and 
annual cost of EECACC and CCACC with the variation of 
generation temperature. 

 
Figure 4 shows the effect of the generation temperature 

on the exergy efficiency, COP and the annual cost of 
EECACC and CCACC, the COP of the two systems 
increases from 0.04 and0.039 to 0.6435 and 0.6231,  
respectively with the increasing of generation temperature up 
to 348 K and then tends to stabilize around 0.64 and,  0.62 
respectively and the coefficient of performance of EECACC 
is higher than the coefficient of performance of CCACC and 
the maximum value of the coefficient of performance of 
EECACC is 0.6477 at the generation temperature equal to 
353.8 k. In addition, the coefficient of performance of the 
proposed EECACC cycle is 3.27% higher than the 
coefficient of performance of the CCACC cycle. 

The exergy efficiency of EECAC and CCACC increases 
to the maximum values of 0.3 and 0.2921 at a generation 
temperature equal to 342.3 K, then decreases with increasing 
the generation temperature, and the EECACC exergy 
efficiency is higher than the CCACC by 2.7 %.  



 

 

237 / Vol. 28 (No. 4) Int. Centre for Applied Thermodynamics (ICAT) 

Table 7. Comparison of results obtained from this work and from [3] (COPABS: COP of absorption cycle, COPCOM: COP of 
vapor compression section, COPCCACC: cop of CCACC). 

Parameters 
R134a/H2O-LiBr R744/H2O-LiBr R152a/H2O-LiBr R32/H2O-LiBr 

Ref 
[3] 

This work Ref 
[3] 

This 
 work dev (%) Ref 

[3] 
Ref 
[3] 

This 
 work dev (%) Ref 

[3] 
This 
work dev (%) 

QGEN (kW) 362.65 361.30 361.73 360.40 0.369 363.62 361.73 360.40 0.369 363.62 362.30 0.364 
QCHE (kW) 287.74 287.70 287.02 287.00 0.006 288.52 287.02 287.00 0.006 288.52 288.50 0.007 
QABS (kW) 344.48 343.10 343.61 342.30 0.383 345.40 343.61 342.30 0.383 345.40 344.10 0.377 
QCON (kW) 305.91 305.90 305.14 305.10 0.013 306.73 305.14 305.10 0.013 306.73 306.70 0.009 
WCOM (kW) 41.91 41.93 41.13 41.14 0.024 42.800 41.13 41.14 0.024 42.800 42.80 0.000 
COPABS  0.794 0.796 0.794 0.796 0.251 0.794 0.794 0.796 0.251 0.794 0.796 0.251 
COPCOM  5.961 5.962 6.078 6.077 0.016 5.842 6.078 6.077 0.016 5.842 5.841 0.017 
COPCCACC 0.618 0.620 0.621 0.622 0.161 0.615 0.621 0.622 0.161 0.615 0.617 0.162 
ηex 0.234 0.247 0.236 0.249 5.508 0.232 0.236 0.249 5.508 0.232 0.245 5.603 

 
Contrary to the COP, the annual cost of EECAC and 

CCACC decreases to 116 and 125.4 thousand dollars 
respectively at a generation temperature equal to 348 k then 
trends to stabilize around 113.5 and 122.5 thousand dollars 
respectively with increasing the generation temperature and 
the annual cost of EECAC is lower the CCACC annual cost 
by 7.93 %. 
 
Table 8.  Comparisons of entrainment ratio of the ejector 
model used in present study with experimental results of 
reference [16] and numerical results of reference [15]. 

Tg 
(°C) 

Tc 
(°C) 

Entrainment Ratio Error Error 
Exp.  
[16] 

Num.  
[15] 

Our 
model 

Exp. (%) 
[16] 

Num. 
(%)[15] 

95 31.3 0.4377 0.4584 0.4473 -2.15 2.48 
 33.0 0.3937 0.4114 0.4003 -1.65 2.77 

90 33.8 0.3488 0.3614 0.3507 -0.54 3.05 
 37.5 0.2718 0.2806 0.2700 0.67 3.93 

84 33.6 0.3117 0.3286 0.3182 -2.04 3.27 
 35.5 0.2880 0.2858 0.2754 4.58 3.78 

 
     It can explain the obtained results by increasing the 
generation temperature. The strong solution increases, 
including an enhancement in the difference between the 
strong and the weak solution, which includes a diminution in 
the solution mass flow and generation energy needed for 
heating. The strong solution trends to stabilize, for that 
reason all parameters above presented also trend to stabilize. 
 
    Table 9. Comparison of EECACC thermodynamic 
performance of 9 refrigerants studied in this work. 

Refrigerant COP ηex 

R600 0. 6437 0.2576 
R600a 0.6428 0.2568 

R1234yf 0.6388 0.2534 
R1243zf 0.6377 0.2525 

R744 0.6054 0.2271 
R290 0.6400 0.2545 

RE170 0.6437 0.2576 
R1270 0.6396 0.2541 
R152a 0.6431 0.2571 

 
The obtained results conclude that the EECACC has 

better performance compared with the conventional 
compression absorption cascade cycle and the generation 
temperature of EECACC must be not exceed the 
stabilization temperature 348 K. 
    The different state point of EECACC is presented in Table 
10. 

Table 10. The different properties of proposed cycle state 
point in operating condition cited in Table 5. 

No. of 
state point 

T 
(K) 

P 
(kPa) 

h 
(kJ/kg) 

S 
(kJ/kg.K) 

X 
(g/kg) 

m 
(kg/sec) 

1 268 223.1 486.5 1.82  0.08643 
2 307.9 482.8 537.2 1.867  0.6529 
3 291.2 482.8 99.12 0.3659  0.6529 
4 265.2 200.8 45.13 0.1744  0.534 
5 308.2 5.629 146.6 0.5051  0.1169 
6 290.7 5.629 73.45 0.2606  0.1169 
7 283.2 1.228 73.45 0.2621  0.1169 
8 283.2 1.228 2519 8.9  0.1169 
9 323.8 1.228 2592 9.152  0.1169 

10 308.2 1.228 76.13 0.2415 0.5219 0.6021 
11 308.2 5.629 76.13 0.2415 0.5219 0.6021 
12 339.2 5.629 132.9 0.446 0.5219 0.6021 
13 363.2 5.629 239.7 0.483 0.6477 0.4852 
14 324.7 5.629 169.2 0.2795 0.6477 0.4852 
15 324.7 1.228 169.2 0.2795 0.6477 0.4852 
16 363.2 5.629 2669 8.664  0.1169 
25 268 223.1 74.79 0.2847  1.188 
26 268 223.1 44.66 0.1724  1.102 
27 266 223.1 40.02 0.155  1.102 
28 265.2 200.8 40.02 0.1552  0.5354 
29 263.2 186.1 40.02 0.1553  0.5665 
30 263.2 186.1 481.3 1.831  0.5665 
31 271.7 223.1 491.6 1.839  0.5665 
32 271.2 223.1 490.9 1.836  0.6529 

 
5.4 Effect of the Inlet Temperature of Absorption 
Refrigerant Cycle to Cascade Heat Exchanger on the 
Performance of EECACC 

The effect of varying the evaporation temperature of the 
absorption cycle (T7 in Figure 1) on the coefficient 
performance, the exergy efficiency and the annual cost of 
EECACC is presented in Figure5. With increasing of T7from 
283 to 289 K, the coefficient of performance decreases from 
0.6453 to 0.6304, the exergy efficiency decreases from 
0.2592 to 0.2375 and the annual cost increases from 119.1 to 
127.4 thousand dollars. The reason behind these results is the 
work of the compressor increases with increasing the 
compressor outlet pressure which follows the enhancement 
of T7, and the annual cost of the system strongly depends on 
any variation in the work absorbed by the compressor. 

It can be resumed the effect of varying the inlet 
temperature of absorption cycle refrigerant to the cascade 
heat exchanger from 283 to 289 K, a diminution in the 
coefficient of performance and the exergy efficiency of the 
proposed cycle by 2.36 and 9.14 %, respectively and 
enhancement in its annual cost by 6.97 %. 
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It can be concluded in the conception of EECAC cycle, 
the inlet temperature of absorption cycle to the cascade heat 
exchanger should be the lower possible. 

Figure 5. The effect of T7 on the COP, the exergy efficiency, 
and the annual cost of EECACC. 

Figure 6 shows the effect of sub-cooling heat exchanger 
efficiency on the coefficient performance, the exergy 
efficiency and the annual cost of EECACC. The increasing 
of the sub cooling heat exchanger efficiency from 0.6 to 0.9 
includes an enhancement of the coefficient of performance 
from 0.6423 to 0.6501 and an enhancement of the exergy 
efficiency from 0.2578 to 0.2601 and a diminution in the 
annual cost from 119.6 to 118.7 thousand dollar.  
These results can be explained by increasing the heat 
exchanger efficiency, the enthalpy of the ejector secondary 
fluid inlet increases including an increase in the entrainment 
ratio, the ejector secondary fluid mass flow as a consequence 
of a diminution in the evaporator mass flow, and the work of 
compressor of the first stage and in the whole compressor 
work. 

5.5 Effect of Sub Cooling Heat Exchanger Efficiency on 
the Performance of ECACC 

Figure 6. The effect of Sub cooling heat exchanger efficiency 
of the ejector on the COP, the exergy efficiency, and the 
annual cost of EECACC. 

In can be resumed the effect of varying the sub cooling 
heat exchanger efficiency from 0.6 to 0.9 by an enhancement 
in the coefficient of performance and the exergy efficiency 
of proposed cycle by 0.5 and 0.89%, respectively and 
diminution in the its annual cost by0.76 %. 

These results shows that the choice of sub cooling heat 
exchanger must be have an efficiency the higher possible. 

5.6 Exergy Analysis of EECACC  
The exergy destruction of EECACC components is 

presented in Figure 7. The cascade heat exchanger (CHE), 
the sub-cooling heat exchanger (SCHE), the absorber, and 
the generator are the main components destruction of exergy. 

Figure7. The exergy destruction of different components of 
EECACC. 

It’s clear that the heat exchangers are responsible of 
91.67 % of the total exergy destruction of cycle. Thus, for 
reduce the total exergy destruction of cycle and enhance its 
exergy efficiency, it’s indispensable to develop heat 
exchange in the heat exchangers by   using new materials that 
have thermo physical propriety more adaptive to heat 
exchange like as high thermal conductivity and low density 
or new mechanical construction to develop the convection 
heat exchange coefficient and the global heat exchange 
coefficient.  

5.7 Environmental Analysis 
Environmental analysis based on the study of the effect 

of electrical power consumed by cycle on the environment 
using the equivalent CO2 mass emission during one hour of 
service of the compressor. 

Figure 8 presents the effect of the generation 
temperature, the inlet temperature of absorption cycle 
refrigerant in the cascade heat exchanger, and the sub-
cooling heat exchanger efficiency on the equivalent mass 
emission of CO2. The equivalent mass emission of CO2 is 
constant and equal to 32.27 kg/h with variation in generation 
temperature. It can be explained this result by the mass of 
CO2 emission is strongly dependent of the work of the 
compressor and the operating conditions of the vapor 
compression cycle were invariable with a variation of 
generation temperature, thus the work of the compressor is 
constant. But, the mass of CO2 emission increased from 
32.27 to 40.08 kg/h with increasing of the inlet temperature 
of absorption cycle refrigerant to cascade heat exchange 
from 283 to 289 K, and the mass of CO2 emission decreased 
from 32.28 to 32.5 kg/h with increasing of sub-cooling heat 
exchanger efficiency from 0.6 to 0.9, it is clear that the 
variation equivalent emission mass of CO2 follows the work 
absorbed by the compressor and the performance efficiency 
of the cycle. 

Figure 9 shows that the proposed EECACC cycle emits 
32.27 kg/h of CO2 into the air and the conventional CCACC 
cycle emits 33.01 kg/h. The reason is that in the proposed 
cycle, the mass flow rate at the compressor inlet is smaller 
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than the mass flow rate at the compressor inlet of CCACC 
because the use of an ejector in the EECACC allows for 
compression of a part of the refrigerant which is the 
secondary fluid from the ejector to the pressure of exiting the 
ejector. 

 

 
(A) 

 
(B) 

 
(C) 

Figure 8. The effect of the generation temperature (A), the T7 
(B) and the sub cooling heat exchanger efficiency factor (C) 
on the hourly equivalent CO2 mass emission 
 

It can be concluded that the proposed cycle EECACC is 
more environmentally friendly because its equivalent mass 
emission of CO2 is lower by 2.29% than the conventional 
cycle.  

   From the point of view environmentally, the choice of 
the inlet temperature of absorption cycle refrigerant to 
cascade heat exchange should be lower possible and the sub-
cooling heat exchanger efficiency should be the higher 
possible. 

 
Figure 9. The comparison of equivalent CO2 mass emission 
of EECACC and CCACC. 
 
5.8 Investment Cost Analysis 

Figure 10 depicts the investment cost of different 
components of EECACC.  The almost investment cost is due 
to the cost of heat exchangers and the cost of heat exchanger 
is strongly depending to its area. 

The added component the ejector and the sub cooling 
heat exchanger to the conventional compression absorption 
cascade cycle enhances in the investment cost by 3.14% in 
the total investment cost of EECACC. 

Many recommendations can be made that the use of 
novel materials for heat exchangers with low prices and to 
develop the design of heat exchangers to enhance the global 
heat exchange coefficient could be diminution the 
investment price of EECACC. 

 
Figure 10. The investment cost of different components of 
ECACC. 
 
6.  Conclusion 

In this work, a proposed cycle of enhanced ejector 
compression absorption cascade cycle is studied in different 
side energy, exergy, economic, and 
environmental.                       The 4E analysis of the enhanced 
ejector compression absorption cascaded cycle allows the 
conclusion of the following: 
• The RE170 fluid has a higher coefficient of performance 

and the exergy efficiency of EECACC than 08 fluids studied 
with low GDP and ODP coefficients. 

• The proposed cycle EECACC coefficient of performance 
and exergy efficiency are higher by 3.27 and 2.7 % than 
the coefficient of performance and the exergy efficiency 
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of the conventional compression absorption cascade 
cycle, respectively. 

• The annual cost and the hourly equivalent CO2 emission 
of proposed cycle are lower by 7.93 and 2.29 % than the 
annual cost and the hourly equivalent mass of CO2 
emission of conventional compression absorption 
cascade cycle. 

• The enhanced ejector compression absorption cascade 
studied reaches maximum performance at generation 
equation equal to 348 K. 

• There is a generation temperature at which the cycle 
performance is in maximum, for every operating 
condition.    

• The increasing of the cascade heat exchanger inlet 
temperature of the absorption cycle refrigerant from 283 
to 289 K negatively affected the coefficient performance 
and the exergy efficiency of the EECACC by 2.36 and 
9.14 %, respectively, and positively affected the annual 
cost and the hourly equivalent CO2 emission of the cycle 
by 6.97 and 24.20%, respectively 

• The cascade heat exchanger inlet temperature of the 
absorption cycle refrigerant should be the lower possible. 

• The increasing sub-cooling heat exchanger efficiency 
from 0.6 to 0.9 positively affected the coefficient 
performance and the exergy efficiency of the EECACC 
by 0.5 and 0.9 %, respectively, and negatively affected 
the annual cost and the hourly equivalent CO2 emission 
of the cycle by 0.76 and 0.38 %, respectively. 

• The sub cooling heat exchanger efficiency should be the 
higher possible. 

• The cycle heat exchangers like as the cascade heat 
exchanger, the sub-cooling heat exchanger, the absorber 
and the generator are responsible for almost all exergy 
destruction of EECACC followed by the compressor and 
the ejector, respectively. 

• The investment cost of EECACC strongly depends on the 
heat exchangers and their area. 

• The proposed cycle investment cost is higher by 3.14 % 
than the conventional compression absorption cascade 
cycle. 

• The results obtained in this work are promoted and it is 
recommended to use the EECACC system for the 
compression absorption cascade cycle. 

The future projections of research can be: 
- Simulation of a new alternative refrigerant for 

replacement purposes. 
- Develop new cycle by using double ejector for 

minimizing the compressor mass flow to enhance 
efficiency of cycle and reduce the environmental impact. 
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Nomenclature 
COP Coefficient of performance [-] 

P   Pressure [𝑘𝑘𝑃𝑃𝑃𝑃] 
Exi Exergy destruction [𝑘𝑘𝑊𝑊] 
h Enthalpy [𝑘𝑘𝐽𝐽/𝑘𝑘𝑘𝑘] 
T Temperature [℃] 
x Mass fraction of lithium bromide [𝑔𝑔/𝑘𝑘𝑘𝑘] 
Q Heat transfer rate [𝑘𝑘𝑘𝑘] 
S Entropy [𝑘𝑘𝐽𝐽/𝑘𝑘𝑘𝑘.𝐾𝐾 ] 
Wcom Compressor work [𝑘𝑘𝑘𝑘] 
m Mass flow [𝑘𝑘𝑘𝑘/𝑠𝑠] 
Greek symbols 
𝜂𝜂𝑒𝑒𝑒𝑒 Exergy efficiency [-] 
𝜌𝜌 Mass density [𝑘𝑘𝑘𝑘/𝑚𝑚3] 
𝜀𝜀 Efficiency [-] 
𝜇𝜇 Entrainment Ratio [-] 
Subscripts 
0 Reference value 
abs Absorber 
con   Condenser 
eva Evaporator 
ev Expansion valve 
rv Reduce pressure valve 
gen Generator 
com Compressor 
ejec Ejector 
st Separator tank 
sbhex Sub cooling heat exchanger 
shex Solution heat exchanger 
chex Cascade heat exchanger 
Lvhex Liquid vapor heat exchanger 
i The ith chemical species 
1, 2, .., 32     The state point number 
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Abstract  
 
This study addresses the impact of an inlet baffle mounted opposite a hot surface on the properties of turbulence and 
flow resistance in an air-cooled channel. This study focuses on analyzing the variation in the skin friction coefficient 
and air turbulence intensity along the hot surface. The influence of an inclined baffle angle α = 15−60° and relative 
baffle length Ln = 0.625−0.875 under the Reynolds number spectrum Re = 4000−16000 was considered. Results 
indicated that turbulence intensity increased when the Reynolds number increased, the baffle length increased, or the 
inclined baffle angle decreased. The skin friction coefficient increased when the Reynolds number decreased, the 
baffle length increased, or the inclined baffle angle decreased. The maximum heat transfer rate occurs at α = 15°, Ln 
= 0.875, and Re = 16000, and vice versa at α = 60°, Ln = 0.625, and Re = 4000. In comparing the lowest and highest 
heat transfer configurations, the skin friction coefficient decreased by 77.9 %, and turbulence intensity decreased by 
97 %. This means that heat transfer can be increased at the cost of higher pump power. The results of this study 
contribute to a more comprehensive understanding of the effect of an inlet baffle on fluid chaotic motion and flow 
resistance, as well as the mechanism that leads to the variation in heat transfer ability and pressure loss in the channel 
under the impact of the inlet baffle. 
  
Keywords: Air-cooled channel; baffle; numerical simulation; skin friction coefficient; turbulence intensity. 
 

1. Introduction 
Enhancing heat transfer in thermal equipment is 

important in improving efficiency, reducing equipment size, 
and minimizing the impact on climate change. Therefore, 
many strategies have been used to increase the heat transfer 
rate, such as by adding baffles, adding fins, creating ribs, 
using nanofluid, adding an insertion, and creating dimples 
[1-3]. The research results have provided potential solutions 
for practical applications. In many fluids, air is the fluid 
commonly used in cooling applications. Besides advantages 
such as availability and simplicity in use, the disadvantage 
of air is its low heat transfer ability. Therefore, increasing the 
heat transfer rate towards the air side is a main strategy for 
improving cooling efficiency. The use of baffles to change 
flow structure is one of the methods many researchers have 
pointed out as having the potential to improve heat transfer 
rate. Yilmaz [4] experimentally studied heat transfer and 
pressure loss in an air-cooled channel with an inlet baffle. 
Results showed that the heat transfer and friction factor were 
1.39−2.43 and 28.26−94.45 times higher, respectively, than 
with a smooth channel. Menni et al. [5] analyzed channels 
with multi-baffles. The results showed that heat transfer and 
friction factor were 3.623−5.008 and 10.829−25.412 times 
higher, respectively, than with the smooth channel. Ameur 
[6] studied air-cooled channels using an inclined baffle. 
Results indicated that the straight baffle yields a wider vortex 

than the inclined baffle. Promvonge et al. [7] examined a 
channel with an arc-shaped baffle. They reported that heat 
transfer was enhanced, but pressure loss increased 
significantly. Luan et al. [8] analyzed multi-objective 
optimization in an air-cooled channel. They concluded that 
thermohydraulic performance increased with a decreasing 
Reynolds number, increasing baffle angle, and increasing 
clearance ratio. Saha et al. [9] studied channels with variable 
baffle positions. They reported that a turbulent airflow 
structure greatly affects heat transfer and pressure loss. Salhi 
et al. [10] investigated channels with partially inclined 
baffles. Results indicated that increasing the height and 
number of baffles enhanced heat transfer. Menni et al. [11] 
tested channels with S-shaped baffles. They commented that 
the use of baffles enhances heat transfer. Boonloi et al. [12] 
studied channels with V-shaped baffles. They reported that 
using a V-baffle increased heat transfer by 1.04−15.55 times, 
and friction factor increased by 1.71−112.08 times, 
compared to a smooth channel. Many studies that have used 
baffles to enhance heat transfer in air channels can be found 
in the literature [13]. The literature review reveals that using 
baffles in air-cooled channels has been a topic of interest to 
many authors. The results of the studies have provided 
valuable reports on thermohydraulic properties in channels. 

Flow structure greatly affects heat transfer and pressure 
loss in the channel. Flow turbulence is closely related to the 
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Reynolds number and channel geometry. Therefore, the 
study on the flow and heat transfer properties is necessary 
for orienting the geometric shape change suitable for 
practical applications. Some authors have analyzed and 
evaluated this in previous studies [14, 15]. The researchers 
of [4, 8] discussed the impact of the inlet baffle on the overall 
heat transfer and pressure loss values in air-cooled channels. 
However, the chaotic motion and flow resistance properties 
along the hot surface have not been analyzed. Thus, this 
study extends the analysis of turbulence intensity and skin 
friction coefficient along the hot surface to elucidate the 
impact of the inlet baffle on fluid chaotic motion and flow 
resistance, to clarify the mechanism leading to the variation 
in heat transfer ability and pressure loss in the channel. 
Overall, the obtained results provide a comprehensive view 
of the impact of inlet baffles on flow characteristics along the 
hot surface, providing valuable insights for both theoretical 
understanding and practical applications when considering 
the use of an inlet baffle in an air channel. 
 
2. Analytical Method  

Figure 1 shows the computed domain with a 320 mm test 
section length, 80 mm channel height, 600 mm entrance 
section length, 300 mm exit section length, and 160 mm 
channel width. Geometric parameters are referenced from 
the research of Yilmaz [4]. Inside the channel was a baffle 
with an inclined angle α = 15−60ο and relative length Ln = 
0.625−0.875 (Ln = a/H). The inlet air temperature was 300 
K, and the heat flux supplied to the hot surface was 1000 
W/m2. Air leaving from the exit section was set up as equal 
to atmospheric pressure. The upper wall was set up with the 
adiabatic boundary condition. The no-slip condition was set 
up for the solid walls.  

 

 
Figure 1. Computed domain. 

 
Figure 2 shows the meshing in the computed domain with 

a hexahedral mesh and the creation of a five-layer mesh 
reinforcement. The thickness of the first layer ensures that 
the near-wall element spacing is approximately equal to 
unity. Four mesh levels were used for grid-independent tests 
(see Figure 3). From the results obtained, the mesh size 
corresponding to 169525 elements was chosen. It reduces the 
simulation time but still ensures the accuracy of the results. 

 

 
Figure 2. Mesh in the computational domain. 

 
The difference in air temperature between the outlet and 

the inlet of the test section is small. To simplify the solution 
approach, we assume incompressible flow, steady-state heat 
transfer, ignore the effect of gravity, and negligible radiation 

heat transfer. We also assume that the air physical 
parameters are constant and referenced at 300 K [8]: ρ = 
1.117 kg/m3, cp = 1007 J/kg.K, ka = 0.0262 W/m.K, μ = 
1.857×10-5 kg/m.s. The standard k−ε turbulence model was 
used in the present work based on previous work [8], and its 
equations can also be found in the literature [16]. In this 
work, the residual for the equations of continuity, 
momentum, energy, k, and ε was 10-6. The SIMPLE 
algorithm was used to deal with the problem of velocity and 
pressure coupling. Figure 4 shows the validation results 
based on data from the reports of Yilmaz [4]; high agreement 
is observed. Therefore, the simulation settings are suitable, 
and the results are analyzed and discussed in the next section.  

 

 
Figure 3. Grid independence test. 

 

 
Figure 4. Validation based on the experiment of Yilmaz [4].  
 

Under the above assumptions, the governing equations 
are as follows [8]: 

The continuity equation: 
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The momentum equation: 
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The energy equation: 
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The hydraulic diameter was calculated using the 

following formula [17, 18]: 
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The Reynolds number was determined using the 

following formula [17, 18]: 
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The turbulence intensity was computed using the formula 

[19]: 
 

1 2
3t

m
I k

u
=                     (6) 

 
The skin friction coefficient was expressed as follows 

[19, 20]:  
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The ratio of the average temperature of the hot surface 

with inlet air temperature was expressed as follows: 
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3. Results and Discussion  
3.1 Effect of the Reynolds number and Baffle on the Skin 
Friction Coefficient and Turbulence Intensity 

Figure 5a shows the effect of the Reynolds number on Cf 
along the hot surface in the case with α = 30ο and Ln = 0.75. 
It can be seen that Cf decreased when the Re increased. The 
reason for this may be that the increase in the wall shear 
stress was lower than the increase in the square of reference 
velocity (inlet velocity) when the Re increased, resulting in 
a decrease in the Cf. The highest Cf was found at points Xd = 
0.133 for Re = 4000, Xd = 0.129 for Re = 8000, Xd = 0.138 
for Re = 12000, and Xd = 0.145 for Re = 16000. These are 
locations with high differences in velocity gradient. At Re = 
4000, the average Cf increased by 13.1 %, 19.9 %, and 22.9 
% compared to the cases of Re = 8000, Re = 12000, and Re 
= 16000, respectively. The decrease in Cf with increasing Re 
is consistent with the trend of the decreasing friction factor 
with increasing Re, as previously reported [4]. Figure 5b 
shows the influence of the Reynolds number on the 
turbulence intensity of flow along the hot surface. It can be 
seen that increasing the Re significantly increased the It. This 
is because at high Re, inertial forces dominate, resulting in 
increased turbulence and strong energy transfer in the flow. 
Therefore, increasing Re is the reason for the increase in heat 
transfer between the hot surface and the airflow. At Re = 
16000, the average turbulence intensity is 1.4 times, 2.3 
times, and 4.9 times higher than at Re = 12000, Re = 8000, 
and Re = 4000, respectively. 

 

 
Figure 5. Effects of Reynolds number: (a) local skin friction 
coefficient; (b) local turbulence intensity. 
 

Figure 6(a−d) show the turbulent kinetic energy contour 
in the cases under analysis. Higher turbulent kinetic energy 
was observed at high Reynolds number. This demonstrates 
that increasing the Reynolds number increases the turbulence 
intensity in the domain and along the hot surface, which 
agrees with the previous analysis. 

 

 

 

 



246 / Vol. 28 (No. 4) Int. Centre for Applied Thermodynamics (ICAT) 

Figure 6. Turbulent kinetic energy contour with different 
Reynolds numbers: (a) Re = 4000; (b) Re = 8000; (c) Re = 
12000; (d) Re = 16000. 

Figure 7a shows the influence of baffle length on Cf along 
the hot surface in the case with α = 30ο and Re = 8000. The 
results show that increasing the Ln increased the Cf. This is 
because the air velocity after passing through the baffle 
suddenly increases, increasing the air-layer velocity gradient 
along the hot surface, leading to an increase in wall shear 
stress, or an increase in Cf. The longer the baffle, the higher 
the Cf. This means that increasing the baffle length increased 
the pressure loss, which is consistent with the report in the 
literature [4]. The average Cf at Ln = 0.625 decreased by 44.2 
% and 72.5 % compared to the cases of Ln = 0.75 and Ln = 
0.875, respectively. Figure 7b shows the effect of baffle 
length on turbulence intensity along the hot surface. It can be 
observed that the turbulence intensity increased with 
increased baffle length. Increasing the baffle length increases 
the air velocity after passing the baffle, leading to increased 
turbulence and increased mixing. This increases the rate of 
energy transfer in the flow. Therefore, increasing the baffle 
length increases the heat transfer in the channel. The 
turbulence intensity of the shortest baffle decreased up to 69 
% compared to the longest baffle. 

Figure 7. Effects of baffle length: (a) local skin friction 
coefficient; (b) local turbulence intensity. 

Figure 8(a−c) show the turbulence kinetic energy contour 
of the case under analysis. High turbulent kinetic energy 
levels were observed for high Ln. This result demonstrates 
that increasing Ln increases the turbulence intensity in the 
domain and along the hot surface, which is consistent with 
the previous discussion on the effect of Ln. From the analysis 
results, it can be seen that an increased baffle length 
increased the skin friction coefficient and increased 
turbulence intensity along the hot surface. This clearly 
explains the motivation for increases in heat transfer and 
pressure loss in the channel when increasing baffle length. 

Figure 8. Turbulent kinetic energy contour with variations 
in Ln: (a) Ln = 0.625; (b) Ln = 0.75; (c) Ln = 0.875. 

Figure 9a shows the effect of the inclined baffle angle on 
the Cf  along the hot surface in the case with Ln = 0.75 and 
Re = 8000. The results indicate that a decreased inclined 
baffle angle results in an increased Cf. This can be explained 
by the fact that decreasing α leads to a decrease in the free 
flow cross-section, increasing the flow velocity after exiting 
the minimum gap between the baffle and the hot surface. 
This increase in velocity increases the air-layer velocity 
gradient along the hot plate, or in other words, it increases 
the wall shear stress and Cf. This means that decreasing α 
increased the pressure loss. The average Cf of the case with 
α = 60ο decreased by up to 88.2 % compared to the case with 
α = 15ο. The effect of the inclined baffle angle on turbulence 
intensity is shown in Figure 9b: a decreased inclined baffle 
angle results in increased turbulence intensity. This is due to 
the increase in velocity gradient as α decreases. The increase 
in It explains the increase in heat transfer between the airflow 
and the hot surface. The average turbulence intensity at α = 
60o decreased by 84.5 %, compared to that at α = 15o.  

Figure 10(a−d) show the turbulence kinetic energy 
contour for the cases under analysis. The results indicate that 
a decreased inclined baffle angle increases turbulent kinetic 
energy in the domain. Overall, the turbulence intensity along 
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the hot surface increased, which is consistent with the 
previous analysis. 

 

 
Figure 9. Effects of inclined baffle angle: (a) local skin 
friction coefficient; (b) local turbulence intensity. 
 

 

 

 

 
Figure 10. Turbulent kinetic energy contour with variations 
in α: (a) α = 15ο; (b) α = 30ο; (c) α = 45ο; (d) α = 60ο. 
 
3.2 Effect of Baffle Use and Reynolds Number on 
Average Temperature of Hot Surface 

Figure 11(a−c) show the ratio of the average temperature 
of the hot surface with the inlet air temperature. The results 
show that the configuration of α = 15ο, Ln = 0.875, and Re = 
16000 yielded the highest heat transfer. This result is 
consistent with the analysis of the influence of baffle use and 
Reynolds number on turbulence intensity. The smallest heat 
transfer case corresponds to α = 60ο, Ln = 0.625, and Re = 
4000. The Cf and It of the lowest heat transfer case were 
reduced by 77.9 % and 97 % compared to the best. This 
means that parameters that yield the highest heat transfer 
require more energy for pump power due to the large 
increase in flow resistance. Therefore, depending on the 
purpose, there is a suitable design orientation. If the purpose 
is to attain the highest heat transfer, the best case noted above 
should be considered, accepting the increased energy 
consumption cost. The thermohydraulic performance criteria 
should be considered if the goal is to obtain a balanced 
solution, as mentioned in previous studies [4, 8]. 
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Figure 11. The ratio of the average temperature of the hot 
surface with inlet air temperature: (a) Ln = 0.625; (b) Ln = 
0.75; (c) Ln = 0.875. 
 
4. Conclusions 

The present work focuses on analyzing the effects of the 
inlet baffle and Reynolds number on the skin friction 
coefficient and turbulence intensity along the hot surface in 
an air-cooled channel. The influence of the inclined baffle 
angle, baffle length, and Reynolds number was considered. 
The main results of this study are the following: 

- The skin friction coefficient along the hot surface 
increased when the Reynolds number decreased, the baffle 
length increased, or the inclined baffle angle decreased. 

- The turbulence intensity along the hot surface increased 
when the Reynolds number increased, the baffle length 
increased, or the inclined baffle angle decreased. 

- The heat transfer rate increased when the Reynolds 
number increased, the baffle length increased, or the inclined 
baffle angle decreased. The highest heat transfer rate occurs 
at α = 15o, Ln = 0.875, and Re = 16000, and the smallest heat 
transfer rate occurs at α = 60o, Ln = 0.625, and Re = 4000. 

- The smallest heat transfer case has a 77.9 % reduction 
in the Cf and a 97 % reduction in the It compared to the 
highest heat transfer case. This means that increased heat 
transfer is achieved at the cost of requiring higher pump 
power.  

- The present study examined the turbulence and flow 
resistance along the hot surface under the inlet baffle effect. 
The results show the potential use of an inlet baffle in hot 
surface cooling and clarify the mechanism leading to the 
variation in heat transfer ability and pressure loss in the 
channel. Future research needs to be extended to consider 
using multiple baffles, plastic baffles, and inlet baffles for 
cooling photovoltaic panels or cooling battery packs.  
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Nomenclature 
a Baffle length [m] 
cp  Specific heat of air [J/kg.K] 
Cf Skin friction coefficient [−] 
Dh Hydraulic diameter [m] 
H Channel height [m] 
It Turbulence intensity [−] 
k Turbulent kinetic energy [m2/s2] 
ka  Thermal conductivity of air [W/m.K] 
L Channel length (test section) [m] 
Ln Relative baffle length [−] 
Nu Nusselt number [−] 
u Inlet velocity [m/s] 
um Mean velocity [m/s] 
p Pressure [N/m2] 
Pr Prandtl number [−] 
Prt Turbulent Prandtl number [−] 
Re Reynolds number [−] 
T Temperature [K] 
W Channel width [m] 
Xd Dimensionless horizontal coordinate 
Greek symbols 
α Inclined baffle angle [ο] 
ρ Density of air [kg/m3] 
ε Turbulent dissipation rate [ m2/s3] 
τw Wall shear stress [kg/m.s2] 
μ Dynamic viscosity [kg/m.s] 
μt Eddy viscosity [kg/m.s] 
Subscripts 
i Inlet 
R Ratio 
w Wall 
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Abstract 

The concept of cosmic acceleration has become one of the fundamental concerns of modern cosmology. While the 
standard 𝛬𝛬𝐶𝐶𝐶𝐶𝐶𝐶 model incorporates dark energy to explain the accelerated expansion of the universe, alternative 
approaches are explored to understand cosmic dynamics. One such approach is Barrow entropic cosmology, which 
provides a generalized framework for cosmological thermodynamics by considering fractal deviations in the entropy-
area relationship. In this sense, this study investigates the effects of Barrow's entropy on cosmological dynamics for 
the accelerating universe, focusing on modifications to the Friedmann equations. The results are compared with 
supernovae and 𝐶𝐶𝐶𝐶𝐶𝐶 data based on the standard 𝛬𝛬𝛬𝛬𝛬𝛬𝛬𝛬 model, and provide insights into the applicability of Barrow 
cosmology as an alternative to dark energy. It is shown that the introduced Barrow correction term can explain the 
expanding universe. For Barrow parameter, which values are limited to the range 0 ≤ ∆ ≤ 1, as 𝛥𝛥 increases, 𝐻𝐻(𝑧𝑧) 
values approach the standard at low redshifts (𝑧𝑧 < 0.5) but show significant deviations at high redshifts (𝑧𝑧 > 1).   

Keywords: Barrow entropy; entropic acceleration; expanding universe. 

1. Introduction
The accelerating expansion of the Universe was first

revealed by distant Type Ia supernova observations [1]. 
Independent evidence came from the High-Z Supernova 
Search [2]. The cosmic microwave background further 
confirmed this acceleration through WMAP measurements 
[3]. Additional confirmation was obtained from 
BOOMERANG observations of the CMB anisotropy [4]. 
The discovery of the accelerating expansion of the universe 
has stimulated a variety of theoretical models, most notably 
the 𝛬𝛬𝛬𝛬𝛬𝛬𝛬𝛬 paradigm. However, this model is based on the 
cosmological constant, which suffers from significant 
theoretical difficulties, including the vacuum energy 
problem. While the acceleration model of the universe is 
usually explained by dark energy or the cosmological 
constant, non-additive entropy offers an alternative 
perspective. Generalized entropy approaches take into 
account long-range gravitational interactions and complex 
system dynamics. Non-additive entropy, unlike classical 
additive entropy, can explain the expansion rate of the 
universe with thermodynamic principles. Such entropies are 
associated with the energy density and expansion of the 
universe, suggesting an entropic energy or entropic force 
without the need for dark energy. This approach makes it 
possible to understand the expansion of the universe through 
thermodynamic and fractal structures. By generalizing the 
holographic entropy relation to include fractal corrections, 
Barrow entropy provides a new way to explore cosmic 
acceleration without invoking dark energy. Barrow entropy 
is a generalization of the principles of holographic 
thermodynamics and was developed in cosmology to study 
entropy deviations from the standard Bekenstein–Hawking 
form. The Bekenstein–Hawking formalism shows that 

gravity and thermodynamics are related [5]. After 
understanding the connections of gravity and 
thermodynamics, many studies have been done. Jacobson 
showed that Einstein’s equations can be derived from 
thermodynamic arguments [6]. Padmanabhan extended this 
approach to horizon thermodynamics and cosmology [7]. 
Akbar and Cai applied the first law of thermodynamics to 
Friedmann equations in scalar–tensor gravity [8]. 
Eling et al. formulated the non-equilibrium thermodynamics 
of spacetime [9]. In this context, the Bekenstein-Hawking 
formula, which states that the entropy of a black hole is 
proportional to its surface area, is used as a basis to 
understand cosmological dynamics, as it can be applied both 
to the apparent horizon of the Universe and to black hole 
horizons. However, for entropies based on Bekenstein-
Hawking and Boltzmann-Gibbs (standard thermodynamics), 
the energy of the system is generally extensive, and the 
entropy is additive. On the other hand, it is known that the 
entropy of the whole system is not necessarily equal to the 
sum of the entropies of its subsystems. Therefore, this was 
confirmed that the standard thermodynamics theory cannot 
be applied and it should be generalized to non-additive 
systems such as gravitational systems [10]. In this context, 
many studies have been done based on non-extensive 
generalizations of entropies, especially by Tsallis and Cirto 
[11], Karniadakis [12] and Barrow [13]. The basic idea of 
Barrow entropy is to modify the entropy-temperature 
relationship to account for the existence of fractal structures 
on the horizon of the universe. Accordingly, a fractal 
structure for the black hole horizon was proposed by Barrow 
[13] inspired by the Covid-19 virus illustrations. Barrow
suggested that the entropy of black holes may increase due
to possible quantum gravitational effects, depending on
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changes in the horizon. On the other hand, some studies have 
been carried out to reveal the effects of Barrow entropy in 
the cosmological framework. In this context, the generalized 
second law of thermodynamics was investigated [14] and the 
holographic dark energy models (HDE) were examined by 
considering the apparent horizon as the thermodynamics 
limit [15]. Recently, a modified cosmological scenario based 
on Barrow entropy was presented by Saridakis [16]. In 
addition, many other studies in the context of HDE have been 
done in different contexts.  
Pradhan and collaborators examined statefinder diagnostics 
within this model [17]. Bhardwaj et al. developed a 
statefinder hierarchy for Barrow HDE [18]. Srivastava and 
Sharma studied Barrow HDE with the Hubble horizon as IR 
cutoff [19]. 
     In the current literature, the effects of Barrow entropy on 
cosmological dynamics have mostly been studied 
phenomenologically; however, the consistent modification 
of the Bekenstein–Hawking entropy together with the 
Einstein–Hilbert action, its impact on the Friedmann 
equations and its confrontation with observational data (SN 
Ia, CMB, H(z)) have not been thoroughly derived or 
systematically tested. This study addresses this gap by 
deriving the entropic force from Barrow entropy, 
incorporating it into the Friedmann framework, and 
comparing the resulting cosmological predictions with 
current observational datasets.  
 
2. Model Development  
     In this section, entropic approaches are systematically 
derived to explain the accelerated expansion. First, the 
definition of Bekenstein–Hawking area law and its 
thermodynamic derivatives are presented (Section 2.1), 
followed by a demonstration of how the Barrow entropy and 
the Einstein–Hilbert action are modified through surface 
terms (Sections 2.2 and 2.3).  
     Bekenstein and Hawking's work first confirmed that 
black hole entropy is proportional to the surface area of the 
event horizon. This idea was later applied to the apparent 
horizon of the universe. The entropic force at the boundary 
of the Universe is derived from its entropy and temperature, 
and can explain both the early inflationary phase and the late 
accelerated expansion of the Universe. These phases are 
linked to the dynamics of the entropy and temperature 
changes at the boundary. By applying the holographic 
principle and extending the ideas of Bekenstein-Hawking 
entropy to the entire Universe, we can define entropy and 
temperature at the Hubble horizon. This framework 
generalizes the concepts of black hole thermodynamics to 
cosmology. This model revealed that black holes not only 
have classical properties such as mass, charge, and angular 
momentum, but also quantum properties such as information 
and entropy. Therefore, it also contributed to modern physics 
debates such as the information paradox and the holographic 
principle. This result is one of the points where 
thermodynamics, quantum mechanics and general relativity 
meet. 
     The formula for black hole entropy, as given in [5], 
 

𝑆𝑆𝐵𝐵𝐵𝐵 = 𝑘𝑘𝐵𝐵 �
𝐴𝐴𝐻𝐻
4𝐿𝐿𝑝𝑝2

�, (1) 

 
where,  𝐴𝐴𝐻𝐻 = 4π𝑟𝑟𝐻𝐻2 , is the surface area of the apparent 
horizon of the universe and the Planck length is 𝐿𝐿𝑝𝑝 =

�ℏ𝐺𝐺 𝑐𝑐3⁄ . Stephen Hawking has shown that black holes have 
thermodynamic temperatures by emitting radiation through 
quantum effects. The Hawking temperature is given by [20] 
 
𝑇𝑇 = 𝛾𝛾 ℏ𝐻𝐻

𝑘𝑘𝐵𝐵2𝜋𝜋
, (2) 

                     
where, 𝑇𝑇 is the temperature of the horizon of the universe 
and is closely related to the De Sitter temperature. Here 𝛾𝛾 is 
the non-negative free order parameter, usually 1 2⁄ ≅ 𝛾𝛾 or 
3 2𝜋𝜋⁄ = 𝛾𝛾, which corresponds to the parameter for the screen 
temperature obtained in [20]. 
     The entropic force associated with Bekenstein-Hawking 
entropy can be written as:      
 
𝑆𝑆𝐵𝐵𝐵𝐵 = −𝑇𝑇 𝑑𝑑𝑆𝑆𝐵𝐵𝐵𝐵

𝑑𝑑𝑑𝑑𝐻𝐻
= −𝛾𝛾 ℏ𝐻𝐻

𝑘𝑘𝐵𝐵2𝜋𝜋
𝑑𝑑𝑆𝑆𝐵𝐵𝐵𝐵
𝑑𝑑𝑑𝑑𝐻𝐻

�𝑘𝑘𝐵𝐵(𝐴𝐴𝐻𝐻
4𝐿𝐿𝑝𝑝2

)�. (3) 

 
For the accelerating Universe, the horizon radius is 

𝑟𝑟𝐻𝐻~ 𝑐𝑐 𝐻𝐻⁄  and the corresponding derivatives are given by  
 
𝑑𝑑𝑑𝑑𝐵𝐵𝐵𝐵
𝑑𝑑𝑑𝑑𝐻𝐻

= 𝑑𝑑𝑑𝑑𝐵𝐵𝐵𝐵
𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝐻𝐻

, 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝐻𝐻

= − 𝑐𝑐
𝑟𝑟𝐻𝐻
2, (4) 

 
We have,            

  

𝑆𝑆𝐵𝐵𝐵𝐵 = −𝛾𝛾
ℏ𝐻𝐻
𝑘𝑘𝐵𝐵𝜋𝜋

𝑘𝑘𝐵𝐵 �
π𝑐𝑐5

ℏ𝐺𝐺
�𝐻𝐻−3 𝑐𝑐

𝑟𝑟𝐻𝐻2
 (5) 

    
𝑆𝑆𝐵𝐵𝐵𝐵 = −𝛾𝛾 ℏ

𝑐𝑐𝑐𝑐
�π𝑐𝑐

5

ℏ𝐺𝐺
� = −𝛾𝛾 𝑐𝑐4

𝐺𝐺
. (6) 

 
Pressure due to entropic force is 

 

𝑃𝑃𝐵𝐵𝐵𝐵 =
𝐹𝐹𝐵𝐵𝐵𝐵
𝐴𝐴𝐻𝐻

= −𝛾𝛾
𝑐𝑐4

4π𝐺𝐺𝑟𝑟𝐻𝐻2
 (7) 

 
𝑃𝑃𝐵𝐵𝐵𝐵 = − 𝛾𝛾𝑐𝑐2

4π𝐺𝐺
𝐻𝐻2 = −𝛾𝛾 2𝜌𝜌𝑐𝑐𝑐𝑐

3
𝑐𝑐2, (8) 

 
where, 𝜌𝜌𝑐𝑐𝑐𝑐 = 3𝐻𝐻2 8π𝐺𝐺⁄  is the critical mass density of 
radiation and matter and is close to the measured negative 
pressure of dark energy in the form of a cosmological 
constant [21]. 

The effective pressure is    
 
𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑝𝑝 + 𝑝𝑝𝐵𝐵𝐵𝐵  (9) 
 
𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑝𝑝 − 𝛾𝛾𝑐𝑐2

4π𝐺𝐺
𝐻𝐻2. (10) 

                                                           
2.2 Barrow Entropic Model  
     Barrow's entropy modifies [13] the standard Bekenstein-
Hawking relation by introducing a fractal correction 
parameter for the quantum gravitational deformation, 𝛥𝛥, as 
follows: 
 

𝑆𝑆𝐵𝐵 = 𝑘𝑘𝐵𝐵 �
𝐴𝐴𝐻𝐻
4𝐿𝐿𝑝𝑝2
�
1+∆2

. (11) 

                
Here,  ∆ is deformation parameter and is constrained by 

the values 0 ≤ ∆≤ 1. It can be clearly seen that when ∆= 0, 
the area law is restored to the standard Bekenstein-Hawking 
entropy. And when ∆= 1, it means that there is a maximum 
deviation from the Bekenstein-Hawking entropy.  
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The entropic force associated with Barrow’s entropy can be 
written as:     

𝐹𝐹𝐵𝐵 = −𝑇𝑇 𝑑𝑑𝑑𝑑𝐵𝐵
𝑑𝑑𝑑𝑑𝐻𝐻

. (12) 

     Using Eq. (4) and substituting Barrow’s entropy the 
derivative of the entropy with respect to the horizon radius 
𝑟𝑟𝐻𝐻 gives  

𝐹𝐹𝐵𝐵 = −𝑇𝑇
𝑑𝑑𝑑𝑑𝐵𝐵
𝑑𝑑𝑑𝑑𝐻𝐻

= −𝛾𝛾
ℏ
𝑘𝑘𝐵𝐵

𝐻𝐻
2𝜋𝜋

�2𝑘𝑘𝐵𝐵(+
∆
2

)�
π𝑐𝑐5

ℏ𝐺𝐺
�
1+∆ 2⁄

𝐻𝐻−3−∆ 𝑐𝑐
𝑟𝑟𝐻𝐻2
� 

(13) 

𝐹𝐹𝐵𝐵 = −𝛾𝛾 (2+∆)𝑐𝑐4+5∆ 2⁄

2𝐺𝐺
� π
ℏ𝐺𝐺
�
∆ 2⁄

𝐻𝐻−∆. (14) 

Pressure due to entropic force: 

𝑃𝑃𝐵𝐵 =
𝐹𝐹𝐵𝐵
𝐴𝐴𝐻𝐻

= −𝛾𝛾
(2 + ∆)𝑐𝑐4+5∆ 2⁄

2𝐺𝐺
�
π
ℏ𝐺𝐺

�
∆ 2⁄

𝐻𝐻−∆ 1
4π𝑟𝑟𝐻𝐻2

 (15) 

𝑃𝑃𝐵𝐵 = −𝛾𝛾 (2+∆)𝑐𝑐2+5∆ 2⁄

8π𝐺𝐺
� π
ℏ𝐺𝐺
�
∆ 2⁄

𝐻𝐻2−∆. (16) 

     The effective pressure is   

𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑝𝑝 − 𝛾𝛾 (2+∆)𝑐𝑐2+5∆ 2⁄

8π𝐺𝐺
� π
ℏ𝐺𝐺
�
∆ 2⁄

𝐻𝐻2−∆. (17) 

2.3 Einstein-Hilbert Action with Barrow Entropy 
     The acceleration of the universe, as explained in surface 
terms by the Einstein-Hilbert action, can be understood as a 
consequence of the entropy associated with the cosmological 
horizon. By modifying the Einstein-Hilbert action to include 
surface terms, the acceleration is naturally derived from the 
thermodynamic properties of the universe. This approach 
eliminates the need for dark energy and provides a new way 
to understand the dynamics of cosmic expansion. Barrow's 
framework modifies the standard Einstein-Hilbert action by 
introducing surface terms: 

𝐼𝐼 = ��
𝑅𝑅
2𝜅𝜅

+𝐿𝐿𝑚𝑚��−𝑔𝑔𝑑𝑑4𝑥𝑥 + �𝐾𝐾√−ℎ𝑑𝑑3𝑥𝑥 (18) 

where, 𝑅𝑅 is the curvature tensor (Ricci scalar) of the space, 
𝐾𝐾 is the trace of the convex curvature of the boundary, ℎ is 
the metric determinant on the boundary. Here the second 
term on the right of the equation is the surface term. This 
term, which depends on the entropy (∫𝐾𝐾 √−ℎ𝑑𝑑3𝑥𝑥), creates 
new terms in the Friedmann equations and is closely related 
to holography, the idea that the entropy of a region of space 
is proportional to the area of its boundary. In this case, the 
holographic principle suggests that the entropy of the 
universe is proportional to the area of the Hubble horizon. 
Accordingly, the entropic force driving acceleration arises 
from the holographic storage of information at the horizon of 
the universe. This is a quantum gravitational effect that arises 
from the thermodynamic properties of spacetime and 
provides an alternative explanation for cosmic acceleration.  
For a homogeneous and spatially flat universe, the 
Friedmann acceleration equation and continuity equations 

without the cosmological constant are given by following 
equation. 

𝑎̈𝑎
𝑎𝑎

= − 4𝜋𝜋𝐺𝐺
3
�𝜌𝜌 + 3𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒

𝑐𝑐2
�, (19) 

𝜌̇𝜌 + 3 𝑎̇𝑎
𝑎𝑎
�𝜌𝜌 + 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒

𝑐𝑐2
� = 0, (20) 

where, the dot  𝑎̇𝑎 𝑎𝑎⁄ = 𝐻𝐻 denotes the time derivatives and 
𝑎𝑎(𝑡𝑡) is the scale factor. For the Bekenstein-Howking enropy 
these Eqs. (19), (20) becomes; 

𝑎̈𝑎
𝑎𝑎

= −
4𝜋𝜋𝐺𝐺

3
�𝜌𝜌 +

3
𝑐𝑐2
�𝑝𝑝 −

𝛾𝛾𝑐𝑐2

4π𝐺𝐺
𝐻𝐻2�� (21) 

𝑎̈𝑎
𝑎𝑎

= −
4𝜋𝜋𝐺𝐺

3
�𝜌𝜌 +

3𝑝𝑝
𝑐𝑐2
� + 𝛾𝛾𝐻𝐻2 (22) 

𝜌̇𝜌 + 3
𝑎̇𝑎
𝑎𝑎
�𝜌𝜌 +

1
𝑐𝑐2
�𝑝𝑝 −

𝛾𝛾𝑐𝑐2

4π𝐺𝐺
𝐻𝐻2�� = 0 (23) 

𝜌̇𝜌 + 3𝐻𝐻 �𝜌𝜌 + 𝑝𝑝
𝑐𝑐2
� = 𝛾𝛾 3

4π𝐺𝐺
𝐻𝐻3. (24) 

     For the Barrow's entropy the Eqs. (19), (20) becomes: 

𝑎̈𝑎
𝑎𝑎

= − 4𝜋𝜋𝐺𝐺
3
�𝜌𝜌 + 3

𝑐𝑐2
�𝑝𝑝 − 𝛾𝛾 (2+∆)𝑐𝑐2+5∆ 2⁄

8π𝐺𝐺
� π
ℏ𝐺𝐺
�
∆ 2⁄

𝐻𝐻2−∆��, (25) 

𝑎̈𝑎
𝑎𝑎

= − 4𝜋𝜋𝐺𝐺
3
�𝜌𝜌 + 3𝑝𝑝

𝑐𝑐2
�+ 𝛾𝛾 (2+∆)𝑐𝑐5∆ 2⁄

2
� π
ℏ𝐺𝐺
�
∆ 2⁄

𝐻𝐻2−∆, (26) 

𝜌̇𝜌 + 3 𝑎̇𝑎
𝑎𝑎
�𝜌𝜌 + 1

𝑐𝑐2
�𝑝𝑝 − 𝛾𝛾 (2+∆)𝑐𝑐2+5∆ 2⁄

8π𝐺𝐺
� π
ℏ𝐺𝐺
�
∆ 2⁄

𝐻𝐻2−∆�� =

0, 
(27) 

𝜌̇𝜌 + 3𝐻𝐻 �𝜌𝜌 + 𝑝𝑝
𝑐𝑐2
� = 𝛾𝛾 3(2+∆)𝑐𝑐5∆ 2⁄

8π𝐺𝐺
� π
ℏ𝐺𝐺
�
∆ 2⁄

𝐻𝐻3−∆. (28) 

     Similar results are shown in [22], [23]. Here, the second 
term on the right side in the Eq. (26), 
𝛾𝛾 ((2 + ∆)𝑐𝑐5∆ 2⁄ 2)⁄ (π ℏ𝐺𝐺⁄ )∆ 2⁄ 𝐻𝐻2−∆, is called the Barrow 
entropic term and allows the universe to accelerate without 
dark energy. This term represents the entropic contribution 
derived from the surface term and produces an acceleration 
that mimics the effects of dark energy. At late times, the 
matter density 𝜌𝜌 becomes negligible and the term associated 
with the surface entropy becomes dominant, resulting in an 
accelerating expansion of the universe. Here, as can be 
clearly seen from Eqs. (26) and (28), the Bekenstein-
Hawking entropy (22), (24) is recovered when ∆= 0. It 
should be recalled here that the Friedmann equation without 
the cosmological constant is: 

𝐻𝐻2 = 8𝜋𝜋𝐺𝐺
3
𝜌𝜌. (29) 

By substituting Eq. (29) and the equation of state (𝑝𝑝 =
𝜔𝜔𝑐𝑐2𝜌𝜌)  into Eq. (28), we obtain, 

𝜌̇𝜌
𝜌𝜌

+ 3(1 + 𝜔𝜔)𝐻𝐻 = 𝛾𝛾(2 + ∆)𝑐𝑐5∆ 2⁄ �
π
ℏ𝐺𝐺

�
∆ 2⁄

𝐻𝐻1−∆ (30) 

After integrating Eq. (30), we get 
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  𝜌𝜌(𝑎𝑎) = � 𝐶𝐶
3(1+𝜔𝜔)

+ �𝜌𝜌0∆ 2⁄ − 𝐶𝐶
3(1+𝜔𝜔)

� 𝑎𝑎
−3∆(1+𝜔𝜔)

2 �
2
∆
. (31) 

where, 𝐶𝐶 is defined as 𝐶𝐶 = 𝛾𝛾(2 +
∆)𝑐𝑐5∆ 2⁄ 𝐻𝐻0

−∆(π ℏ𝐺𝐺⁄ )∆ 2⁄ (8𝜋𝜋𝐺𝐺 3⁄ )−∆ 2⁄  .The state parameter
𝜔𝜔 can take the values 0, 1/3 and −1 for matter-dominated, 
radiation-dominated and cosmological constant-dominated 
universes, respectively.  

3. Results and Discussion
Observational data, such as distances of supernova

luminosity, the cosmic microwave background (𝐶𝐶𝐶𝐶𝐶𝐶), 
provide the evolution of the Hubble parameter with time (𝑧𝑧). 
Type Ia supernovae is used to measure the expansion history 
of the universe through the luminosity distance  𝑑𝑑𝐿𝐿(𝑧𝑧) given 
by [24]: 

𝑑𝑑𝐿𝐿(𝑧𝑧) = 𝑐𝑐(1 + 𝑧𝑧)∫ 𝑑𝑑𝑧𝑧′

𝐻𝐻(𝑧𝑧′)
𝑧𝑧
0 , (32) 

where, z is the redshift defined by 1 + 𝑧𝑧 = 𝑎𝑎0 𝑎𝑎⁄ . For the 
standard 𝛬𝛬𝛬𝛬𝛬𝛬𝛬𝛬 the luminosity distance can be written [25] 
as 

𝑑𝑑𝐿𝐿 = (𝑧𝑧;Ω𝑀𝑀;Ω𝛬𝛬;𝐻𝐻0) =
𝑐𝑐(1+𝑧𝑧)
𝐻𝐻0�|𝜅𝜅|

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�|Ω𝜅𝜅|1/2 ∫ 𝑑𝑑𝑑𝑑[(1 + 𝑧𝑧)2(1 + Ω𝑚𝑚𝑧𝑧) −𝑧𝑧
0

𝑧𝑧(2 + 𝑧𝑧)Ω𝛬𝛬]−1/2�, 
(33) 

where, Ω𝜅𝜅 = 1 − Ω𝑀𝑀 − Ω𝛬𝛬 and sinn is equal to sinh and sin 
respectively when Ω𝜅𝜅 > 0,Ω𝜅𝜅 < 0. For the flat universe 
models (𝛬𝛬𝛬𝛬𝛬𝛬𝛬𝛬) we use Ω𝑀𝑀 + Ω𝛬𝛬 = 1, neglecting the 
density parameter Ω𝑟𝑟  for the radiation. For a homogeneous 
and isotropic universe, the Hubble function 𝐻𝐻(𝑍𝑍) can be 
written in the following form: 

𝐻𝐻(𝑍𝑍)

𝐻𝐻0
=

�Ω𝑚𝑚(1 + 𝑧𝑧)3 + Ω𝛬𝛬 + Ω𝜅𝜅(1 + 𝑧𝑧)2 + Ω𝑟𝑟(1 + 𝑧𝑧)4. 
(34) 

 

Using this, together with the Barrow entropic 
contribution term (31) and Eq. (33), we obtain the following 
graphs. 

The Hubble parameter has been plotted as a function of 
the redshift 𝑧𝑧 and use 𝐻𝐻0 = 74 𝑘𝑘𝑘𝑘 𝑠𝑠⁄ 𝑀𝑀𝑀𝑀𝑀𝑀 ⁄  and 𝐻𝐻0 =
66.6 𝑘𝑘𝑘𝑘 𝑎𝑎⁄ 𝑀𝑀𝑀𝑀𝑀𝑀 ⁄ for the supernova (𝑆𝑆𝑆𝑆) and 𝐶𝐶𝐶𝐶𝐶𝐶 values, 
respectively. Here Ω𝑚𝑚 = 0.3 and Ω𝛬𝛬 = 0.68 standard values 
were used and we determined that the best value of 𝛾𝛾 is 0.1. 
In Figure 1, for small 𝛥𝛥 (𝛥𝛥 = 0.1) value, the models 
modified with Barrow entropy produced a different 𝐻𝐻(𝑧𝑧) 
curve than the 𝛬𝛬𝛬𝛬𝛬𝛬𝛬𝛬. It is shown how the difference 
between supernova and 𝐶𝐶𝐶𝐶𝐶𝐶 values can be affected by the 
Barrow model. The Barrow model provides a different 
growth rate on 𝐻𝐻(𝑧𝑧) as the redshift (𝑧𝑧) increases. At higher 
redshifts (𝑧𝑧 > 1), the Barrow model differs in that the 𝐻𝐻(𝑧𝑧) 
values tend to increase. This reflects how entropic effects can 
affect the expansion of the universe in the high-redshift 
regime. In Figure 2, 𝐻𝐻(𝑧𝑧) curves are presented for some 
values between 𝛥𝛥 = 0 and 𝛥𝛥 = 1 in Barrow entropic 
cosmology. We see that at 𝛥𝛥 = 0 it is equivalent to the 
Standard 𝛬𝛬𝛬𝛬𝛬𝛬𝛬𝛬 model. At 𝛥𝛥 > 0 the entropic effects are 
added, changing the expansion rate of 𝐻𝐻(𝑧𝑧) and at 𝛥𝛥 = 1 the 
maximum entropic contribution provides a noticeable 
increase, especially at high redshifts (𝑧𝑧 > 1). Figure 3. 

compares of the luminosity distance versus redshift 𝑧𝑧 with 
observational data for a flat cosmological model. Here, it is 
seen that there are significant differences in the 𝛥𝛥 parameter 
at high red shifts compared to low red shifts. 

Figure 1. Comparison of 𝐻𝐻(𝑧𝑧) models: LCDM vs Baroww 
entropic cosmology. 

Figure 2. 𝐻𝐻(𝑧𝑧) for 𝛥𝛥 = 0 to 1 in Barrow entropic 
cosmology. 

Figure 3. Luminosity distance vs. redshift (z) for different 
delta values. 

4. Conclusion
In this study, the effects of Barrow entropic cosmology

on cosmological expansion are investigated and the role of 
the 𝛥𝛥 parameter on the Hubble parameter 𝐻𝐻(𝑧𝑧) is detailed. 
The calculations are compared with Supernova and 𝐶𝐶𝐶𝐶𝐶𝐶 
data and are found to be compatible with both data sets. As 
a result of the analyses performed for Barrow parameter 
values limited to the range 0 ≤ 𝛥𝛥 ≤ 1, it is observed that as 
𝛥𝛥 increases, the values of the Hubble parameter 𝐻𝐻(𝑧𝑧) 
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approach the standard 𝛬𝛬𝛬𝛬𝛬𝛬𝛬𝛬 model at low redshifts (𝑧𝑧 <
0.5), but show significant deviations at high redshifts (𝑧𝑧 >
1). These results therefore indicate that Barrow entropy 
affects the cosmic expansion rate more at high redshifts. Our 
findings support the view that Barrow entropic cosmology 
offers a new approach to understanding the dynamics of 
cosmological acceleration and expansion of the universe and 
is consistent with observational data. However, more 
observational data are needed to determine the parameters of 
this model more precisely. 
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Nomenclature 
a(t) Scale factor 
𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐          Critical density 
E Energy 
p Pressure 
𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒  Effective presure 
V Volume 
𝑘𝑘𝑏𝑏 Boltzmann constant 
G Gravitational constant 
𝐿𝐿𝑃𝑃 Planck length 
F Entropic force 
c Speed of light 
𝐴𝐴𝐻𝐻 Black hole horizon area 
𝑟𝑟𝐻𝐻 Horizon radius (Hubble horizon) 
H Hubble constant 
𝐻𝐻0 Present Hubble constant 
𝑆𝑆𝐵𝐵𝐵𝐵  Bekenstein-Hawking entropy 
𝑆𝑆𝐵𝐵 Barrow entropy 
R Curvature tensor (Ricci scalar) 
𝐾𝐾 Convex curvature of the boundary 
𝐻𝐻(𝑧𝑧 Redshift-dependent Hubble parameter 
z Redshift 
𝑑𝑑𝐿𝐿 Luminosity distance 
I Einstein-Hilbert action 
Greek symbols 
Ω𝑖𝑖  Density parameter 
ℏ Reduced Planck constant 
𝜌𝜌 Density  
ℽ Gamma (Non-negative free order parameter) 
Δ Delta (Barrow fractal deformation parameter) 
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Abstract 

The Turkish Republic of Northern Cyprus is located in a region rich in solar energy potential, one of the renewable 
energy sources. Exergonomic analyzes have been carried out in recent years to determine to what extent electricity 
generation facilities reflect their potential. These studies, also called exergy analysis, include a series of calculations 
and analyzes aimed at revealing the potential that a power plant should reflect. In this study, exergy analysis of solar 
power plants belonging to Cyprus International University was carried out and the condition of the plants was 
analyzed. As a result of the analysis, it was determined that the energy efficiency of the system was 93% and the daily 
electricity efficiency was 12%. This value shows that the system has a good level of efficiency, considering the average 
efficiency of photovoltaic panels. As a result of our exergy analysis, the exergy efficiency of our system was found to 
be around 73%. According to this value, a large part of the usable energy is lost in our system. In order to increase 
these values, all universally derived methods must be reviewed and the appropriate ones must be included in the 
system. In this way, it is aimed to prevent global climate imbalances by increasing the amount of energy obtained 
from renewable energy sources in energy production, first at the Cyprus International University and then in the 
Turkish Republic of Northern Cyprus. 

Keywords: Power plants; renewable energy; energy analysis; exergy analysis; solar energy. 

1. Introductıon
Non-renewable energy resources are energy resources

that take a very long time to renew due to their formation. 
For this reason, these types of energy are called non-
renewable energy sources. Primary Energy Resources, fossil 
fuels such as coal, oil, natural gas and nuclear energy are 
non-renewable resources. Fossil resources are expected to 
maintain their decisive share in world primary energy 
production in the coming years, as they do today. It is 
predicted that the total share of these resources in world 
primary energy production will be 88.5 percent (%) in 2020. 
The largest share in this ratio belongs to oil [1]. Renewable 
energy refers to the energy source that can be available the 
next day in nature's own evolution [2]. Renewable energy 
sources have an important place for the world and our 
country with their renewability, minimum environmental 
impact, low operation and maintenance costs, national 
characteristics and reliable energy supply features [3]. 
Contemporary energy sources include solar, wind, wave, 
biomass, geothermal energy, hydraulic and hydrogen energy. 
Our country is also trying to benefit from these new energy 
sources. Solar cells or photovoltaics are semiconductors that 
convert sunlight directly into electrical energy. Photovoltaic 
facilities can be divided into two in terms of organization: 
island systems and grid-connected systems. In island 

systems, photovoltaic energy gain is adjusted according to 
energy need. Since photovoltaic energy production often 
does not equal the immediate energy needs of consumers, 
batteries are often used separately. In grid-connected 
systems, the electrical grid acts as an energy storage. Most 
Photovoltaic (PV) installations worldwide are operated as 
grid-connected facilities. Since the price paid for electricity 
from solar energy is higher in such facilities, the energy 
produced is mostly given to the general electricity grid. It is 
estimated that one third of Germany's energy needs will be 
met from photovoltaic sources by 2050 [4]. The exergy of 
solar radiation is the value that can be calculated depending 
on the relative amount of energy that can be obtained from 
solar energy at the highest rate [5]. In addition to the 
quantitative value of solar radiation, exergy analysis, which 
determines its qualitative value, also needs to be performed. 
Valuable studies on exergy analysis of solar radiation are 
carried out in the literature both at home and abroad. Uçkan 
made exergy analysis of solar radiation in Van province for 
the models used in the literature between 1993 and 2007 [6]. 
Exergy analysis has been widely used in the design, 
simulation and performance evaluation of energy systems 
[7]. 
   Öztürk determined the annual average, highest and lowest 
solar radiation exergy values for the Southeastern Anatolia 

Region [8]. Petela studied the exergy analysis of parabolic 
solar cooker. It was determined that the exergy efficiency of 
the system was 10 times lower [9]. Öztürk carried out a study 
to determine the exergy values of the annual average, highest 

and lowest solar radiation for the Mediterranean Region [10]. 
Öztürk stated that mapping the part of solar radiation that can 
be converted into useful work with exergy analysis would be 
useful for businesses that want to invest [11]. Kaymak 
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examined the exergy analysis of wind energy system and 
photovoltaic cells for Istanbul climate conditions. Evaluated 
the feasibility of Wind- Solar hybrid systems [12]. Candau 
examined various exergy analysis models and determined 
that an exergy model based on classical thermodynamic 
concepts should be derived [13]. Chow studied the exergy 
analysis of photovoltaic panels with and without glass 
covers. It has been determined that a system without a glass 
cover will be at maximum efficiency in order to benefit from 
solar radiation at the maximum level, but covering the 
system with glass, taking into account the wind factor, 
prevents energy losses in terms of exergy analysis [14]. In 
the study conducted by Mehmet Altınkaynak, Recep 
Demirekin and Ali Kemal Yakut, a PV-T collector with 72 
cells, single crystal silicon module cell panel and producing 
190W nominal power was used for calculation to support the 
ground source heat pump. Energy and exergy analyzes for 
each element in the PV-T supported heat pump system were 
made with the help of the EES (Engineering Equation 
Solver) program. In the PV-T hybrid system used, the total 
electrical power is 1422 W and the total thermal power 
received is 4397 W. The thermal efficiency of the PV-T 
collector is calculated as 49.7% and the electrical efficiency 
is 15.2%. The efficiency contribution of the collectors to the 
PV-T source heat pump system was found to be 67.9%. It 
has been observed that as the radiation intensity increases, 
the total electrical power and the total received thermal 
power increase. Additionally, in this study, the COP of the 
heat pump system was calculated as 4.41. It was observed 
that the highest exergy destruction occurred in the condenser 
[15]. In the study conducted by Fatih Bayrak, a new type of 
finned air heated photovoltaic/thermal (PV/T) collector was 
designed and comparatively tested. In the experiments, 
natural convection (DT) and forced convection (𝑚𝑚1=0.01 
kg/s and 𝑚𝑚2=0.015 kg/s) were applied to PV/T collectors 
with and without fins. Thermodynamic analysis of all 
systems and the sustainability index (SI), which is a function 
of exergy efficiency, were examined. According to the 
results obtained, increasing the mass flow rate and 
integrating the fin had a positive effect on the output power, 
electrical energy and exergy of the PV/T system. The lowest 
output power in the system is 26.84W with no fins and 
natural convection (M1), and the highest output power is 
37.40W with fins and forced convection (M6). When all 
PV/T collectors were compared, the highest overall exergy 
efficiency was the M4 collector with natural convection and 
fins, with 20.48%. Sustainability index (SI) values, which 
are a function of exergy efficiency, are higher in finned 
systems [16]. In the study conducted by Ömer Resuloğulları 
and Ali Erişen, the effects of system parameters such as 
absorption unit thickness, fluid flow rate and radiation 
intensity changes in solar energy systems were examined. It 
has been determined that by increasing the thickness of the 
absorption unit, the radiation reaching the photovoltaic 
module can produce electricity at higher efficiency, and by 
increasing the flow rate, an increase in exergy can be 
achieved in the system. Additionally, it has been shown that 
by increasing the radiation intensity, there may be heat gains 
in the system and therefore exergy increases based on these 
gains [17]. 

In the study conducted by Nesrin Bilgin Beyazit, 
Hüsamettin Bulut and Fatih Ünal, the exergy of solar 
radiation was analyzed for Diyarbakır province (37.55ºN, 
40.14ºE) between 1999 and 2008. Three models were used 
for exergy analysis of solar radiation. According to the data 

received from meteorology, the exergy efficiency of long-
term solar radiation for Diyarbakır Province was evaluated 
by applying the 3 models used. According to the results; The 
exergy value of the highest long-term monthly average solar 
radiation was determined as 26.66 MJ/m2 in the Petela and 
Spanner models and 27.13 MJ/m2 in the Jeter model in June. 
The ratio of solar radiation exergy to the long-term monthly 
average solar radiation energy varies from 0.932 to 0.939 in 
both Petela and Spanner models. In the Jeter model, this ratio 
varies from 0.949 to 0.954. As a result of the analysis of 10-
year data, a correlation was developed between solar 
radiation and solar radiation exergy for all three models. The 
highest annual solar radiation value was calculated as 18.19 
MJ/m2 in 1999 and the lowest annual solar radiation value 
was calculated as 17.36 MJ/m2 in 2007 [5]. In the study 
carried out by Erhan Kırtepe and Ali Güngör, the theoretical 
modeling of the solar collector that allows us to produce 
thermal energy from the sun was made. Different nanofluids 
were obtained by adding nanoparticles (Cu, CuO, Al2O3, 
TiO2, SiO2) at different concentration rates to the water used 
as the main heat transfer fluid in the solar collector. The 
effects of using these nanofluids at different concentration 
rates and different flow rates in the solar collector on the 
thermal and exergetic performance of the solar collector 
were examined. It was determined that by using the 
nanofluid with Cu nanoparticles at a mass flow rate of 0.048 
kg/s and a concentration ratio of 0.04, there was a 1.65% 
decrease in the collector thermal efficiency and a 1.59% 
increase in the exergy efficiency compared to the case where 
water was used as the heat transfer fluid. As a result of the 
theoretical analysis, it has been determined that adding 
nanoparticles to water, which is the basic heat transfer fluid, 
increases exergy efficiency while reducing thermal 
efficiency and entropy production [18].  

In this study, exergy analyzes of the Solar Energy Power 
Plants of Cyprus International University located within the 
borders of Nicosia, which was selected as a sample region 
and system, were carried out in order to provide maximum 
benefit from the solar energy potential of the region. It is 
aimed to determine the improvable aspects of the Turkish 
Republic of Northern Cyprus, to eliminate its deficiencies 
and to reach the maximum potential of the Power Plant. 
Although there is an energy need problem and such a solar 
energy potential on the island, unfortunately, there is no 
work yet to increase the efficiency of solar power plants. 
This situation expresses the regional originality of our 
project. 

This study will enable solar power plants to approach 
their potential and will guide all solar energy production 
systems across the island. Meeting the energy needs, 
reducing environmental factors and obtaining maximum 
benefit from solar energy, which is a sustainable resource, 
will be worth a clog for the Turkish Republic of Northern 
Cyprus. 
 
2.Thermodynamıc Analysıs of Photovoltaıc (Pv) Systems 

Energy and exergy analysis of photovoltaic systems is 
examined within the framework of thermodynamic laws. 

 
2.1 Energy Analysis of PV Systems 
 
𝐸𝐸𝑃𝑃𝑃𝑃  = 𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   (1) 
 

The term EPV represents the energy state of the system in 
the equilibrium state. The expression 𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  refers to the 
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electricity generation of the panel system, while 𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  

denotes the lost heat energy of the panel system. 
 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠  (2) 
                           
where, Voc denotes the open-circuit voltage, Isc denotes the 
short-circuit current. The amount of heat lost by the 
photovoltaic system is expressed as follows. 

 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =   ℎ𝑐𝑐𝑐𝑐  𝐴𝐴𝐶𝐶  (𝑇𝑇𝐶𝐶 − 𝑇𝑇𝑎𝑎 (3) 

               
The stable temperature of the solar cells in the system is 

given below. 
 

4𝑇𝑇𝑐𝑐5 − 3𝑇𝑇𝑎𝑎𝑇𝑇𝑐𝑐4 − 𝑇𝑇𝑎𝑎𝑇𝑇𝑠𝑠4 = 0 (4) 
 

The amount of heat lost to the natural environment due to 
the effect of wind is expressed as follows. 

 
 ℎ𝑐𝑐𝑐𝑐  =  2.8 +  (3.0.𝑣𝑣𝑟𝑟) 𝑡𝑡𝑡𝑡 0 ≤  𝑣𝑣𝑟𝑟  ≤ 7 𝑚𝑚𝑠𝑠−1 (5) 
 
where, hca denotes the heat transfer coefficient representing 
the heat flow from the photovoltaic cell to the ambient 
environment, and vr represents the wind speed measured in 
the vicinity of the PV panel. 

The equilibrium state of the total energy of the 
photovoltaic system is shown below. 

 
𝐸𝐸𝑃𝑃𝑃𝑃  =  𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠  +  ℎ𝑐𝑐𝑐𝑐 𝐴𝐴𝐶𝐶  (𝑇𝑇𝐶𝐶 − 𝑇𝑇𝑎𝑎) (6) 
  

In the context of engineering, efficiency is often 
expressed as the ratio between output and input. Energy 
efficiency for photovoltaic (PV) systems, on the other hand, 
can be defined as the ratio of the total output energy 
(electrical and thermal energy) to the solar energy falling on 
the PV surface. It is possible to express this situation as 
follows: "The energy efficiency of PV systems is defined as 
the ratio of output energy (electrical and thermal energy) to 
solar energy falling on the PV surface, and in general, 
efficiency in engineering is considered as the ratio of output 
to input" 

 

Ƞ𝑃𝑃𝑃𝑃  =  
 𝐸𝐸𝑃𝑃𝑃𝑃

𝐾𝐾𝑠𝑠 × 𝐴𝐴𝑐𝑐  
 =  

𝑉𝑉𝑜𝑜𝑜𝑜  𝐼𝐼𝑠𝑠𝑠𝑠 + ℎ𝑐𝑐𝑐𝑐𝐴𝐴𝑐𝑐 (𝑇𝑇𝑐𝑐 − 𝑇𝑇𝑎𝑎)
𝐾𝐾𝑠𝑠 𝑥𝑥 𝐴𝐴𝑐𝑐

 (7) 

 
Here, 𝜂𝜂𝑃𝑃𝑃𝑃 represents the proportion of useful energy that 

can be utilized by the photovoltaic (PV) system, while 𝐾𝐾𝑠𝑠 
denotes the solar energy reaching the surface of the PV 
panel. 

Normally, PV panels are used only in terms of generating 
electricity, so only the part that is converted into electrical 
energy is taken for efficiency. 𝐸𝐸𝑃𝑃𝑃𝑃  is the value of the energy 
produced by the E system during a day in Wh (Watt hours). 
The daily electrical yield of the PV system is given below. 
 

Ƞ𝑃𝑃𝑃𝑃,𝐷𝐷 =  
𝐸𝐸𝑃𝑃𝑃𝑃,𝐸𝐸

𝐸𝐸𝑠𝑠
 (8) 

where, 𝜂𝜂𝑃𝑃𝑃𝑃,𝐷𝐷 represents the daily electrical efficiency of the 
photovoltaic (PV) system, 𝐸𝐸𝑃𝑃𝑃𝑃,𝐸𝐸 denotes the amount of 
energy produced by the system during a day, and 𝐸𝐸𝑠𝑠 refers to 
the amount of solar energy received from the sun during the 
same period. 
 

2.2 Exergy Analysis of PV Systems 
The electrical exergy obtained by the photovoltaic 

system aims to make as much of the available energy 
potential available as possible. The equilibrium state of 
exergy is given below. 

 
𝑋𝑋𝑃𝑃𝑃𝑃  =  𝑋𝑋𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  −  𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   −  𝑋𝑋𝑃𝑃𝑃𝑃−𝑑𝑑,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (9) 
 
where, 𝑋𝑋𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  represents the electrical exergy of the 
photovoltaic (PV) assembly, 𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒denotes the internal 
exergy losses within the system, and 𝑋𝑋𝑃𝑃𝑃𝑃−𝐷𝐷,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 refers to 
the external exergy losses associated with thermal effects. 

The internal loss of energy is a result of the natural heat 
flow because the insulation in the system cannot be reduced 
to the zero point, and the external losses are the result of the 
natural heat flow because the atmospheric temperature has a 
lower temperature than the system. The exergy losses 
(electrical and thermal) of the photovoltaic system are 
expressed as follows. 

 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠  (10) 
 
𝑋𝑋𝑃𝑃𝑃𝑃−𝑑𝑑,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠 − 𝑉𝑉𝑚𝑚𝐼𝐼𝑚𝑚 (11) 
 

𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  ( 1 −  
𝑇𝑇𝑎𝑎
𝑇𝑇𝑐𝑐

 )  ×  [ ℎ𝑐𝑐𝑐𝑐 𝐴𝐴𝐶𝐶  (𝑇𝑇𝐶𝐶 − 𝑇𝑇𝑎𝑎)]   (12) 

 
The exergy efficiency of PV systems is calculated by the 

ratio of the exertion value of the PV system to the exergy 
value of the solar radiation incident on the PV system 
surface. 

 

𝜓𝜓𝑃𝑃𝑃𝑃  =  
𝑋𝑋𝑃𝑃𝑃𝑃

𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠  ×  𝐴𝐴𝑐𝑐
 

=  
[𝑉𝑉𝑚𝑚𝐼𝐼𝑚𝑚 − �1 − 𝑇𝑇𝑎𝑎

𝑇𝑇𝑐𝑐 � × �ℎ𝑐𝑐𝑐𝑐𝐴𝐴𝑐𝑐 (𝑇𝑇𝑐𝑐 −  𝑇𝑇𝑎𝑎)�]

��1 − 𝑇𝑇𝑎𝑎
𝑇𝑇𝑠𝑠
� × 𝐾𝐾𝑠𝑠� 𝐴𝐴𝑐𝑐

 
(13) 

 
where, 𝜓𝜓𝑃𝑃𝑃𝑃 denotes the exergy efficiency of the photovoltaic 
(PV) system, and 𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠 represents the exergy amount of solar 
radiation reaching the surface of the PV panels. This 
parameter is calculated straightforwardly as follows: 
 
𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠   =  (1 − 𝑇𝑇𝑎𝑎

𝑇𝑇𝑠𝑠∗
)  ×  𝐾𝐾𝑠𝑠    (14) 

 
𝑇𝑇𝑠𝑠
𝑇𝑇𝑠𝑠∗

= 0.9562 +  0.2777 𝑙𝑙𝑙𝑙 �1
𝑓𝑓
� +  0.0511 𝑓𝑓                              (15) 

 
Here, the 𝑇𝑇𝑠𝑠∗ value can be calculated by taking the 

radiation temperature from the sun Ts and the diffuse 
radiation reflection coefficient f  [19]. 
 
3. Cyprus International University's (Ciu) Solar Power 
Plants 

CIU's commitment to environmental awareness is known 
for its teaching, research, community awareness activities 
and supporting sustainability on campus. In this context, 
Cyprus International University Sustainability Program 
studies are carried out. The program consists of the 
Sustainable Energy Research Center (SERC) and the A 
Sustainable Campus (SC) team.  

Covering an area of 14.000 m2 on the northern border 
of the campus, it is not only the largest PV project in 
Northern Cyprus, but also an example of how solar panels 
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can be applied to different surfaces with additional 
installations. While solar panels in Cyprus have 
traditionally been installed on the roof or on the land, the 
panels under the current project have been installed in 5 

different configurations: flat and sloping roof, façade 
cladding, land and car park [20]. 

The solar power plants of Cyprus International 
University established in 5 different environments and 
their technical characteristics are given in Table 1. 

 
Table 1. Cyprus international university pv facilities 

Photovoltaic System Terrain Parking B Block Arena Stoneite 
Commissioning Date 19/02/2016 19/02/2016 19/02/2016 31/12/2015 05/01/2016 
Rated Power (kWp) 748.48 134.85 99.20 100.44 199.64 
Inverters (25 kW) 30 6 4 4 8 
Orientation S 39° GD 5° GD 2° GD 21° GD 
Tilt Angle 25° 6° 15° 6° 6° 
Mounting Type Floor Mounting Car Park Roof Flat Roof Parking Pitched Roof 

 
CIU has different types of structures spread over a 

wide area. Solar power plants are designed to come to the 
appropriate places of these structures. Although the 
sketch given in Figure 1 creates the idea that all the power 
plants are together, in fact these places are not next to 
each other but are located in different locations. 

 

Figure 1. CIU pv plants. 
 
The land installation is the one with the highest 

number of panels among the regions. It has 2408 panels. 
It meets most of the energy produced. Figure 2 shows the 
setup. 

 

 
 

Figure 2. CIU land solar installation. 
 

The technical values of the land installation are given 
in Table 2. 

 
Table 2. Ciu land solar information. 

Parameters CIU Land 
Rated Power (kWp) 746.48 
Orientation S 
Tilt Angle 25˚ 
 

The number of panels in the region built on the roofs 
of the parking lot is 435. Due to the fact that the air 
temperature is too high, the roof paints of the vehicles are 
damaged. Therefore, indoor and shaded parking lots are 
of great importance. The installation of the parking lot 
has contributed to the multifunctional use of the roof that 
provides shade for vehicles. Figure 3 shows the parking 
setup. 

 

Figure 3. CIU car park spp (solar power plant) 
installation.  

 
The technical values of the parking lot installation 

are given in Table 3. 
 

Table 3. CIU parking spp information. 
Parameters Carport Parking 
Rated Power (kWp) 134.85 
Orientation 39˚ GD 
Tilt Angle 6˚ 

 
There are 320 panels in the B block roof installation. 

It is the installation with the fewest panels among the 
zones. Figure 4 shows the B block roof installation.
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Figure 4. CIU block b roof solar installation. 

Table 4. CIU block b roof spp information. 
Parameters Block B Roof 
Rated Power (kWp) 99.20 
Orientation 5˚ GD 
Tilt Angle 15˚ 

 
CIU arena setup takes its name from CIU arena sports 

complex. It has 324 panels. After the construction of the 
sports complex, it was built on the roof of the parking lot, 
which was located right next to it. Figure 5 shows the CIU 
arena setup. 

 

 
Figure 5. CIU arena solar installation. 

 
The technical values of the CIU arena installation are 

given in Table 5. 
 

Table 5.CIU arena spp information. 
Parameters CIU Arena 
Rated Power (kWp) 100.44 
Orientation 2˚ GD 
Tilt Angle 6˚ 

 
Stoneite installation is installed on a pitched roof. It 

is the installation with the highest number of panels after 
the land installation. It has 644 panels. It is shown in 
Figure 6. 

 

 
Figure 6. Stoneite solar installation. 

 
The technical values of the installation of Stoneite 

SPP are given in Table 6. 
 

Table 6. Stoneite spp information. 
Parameters Stoneite Pitched Roof 
Rated Power (kWp) 199.64 
Orientation 21˚ GD 
Tilt Angle 6˚ 

CIU, which was the first university in the Republic of 
Northern Cyprus to be included in the UI GreenMetrics 
world university rankings in 2018, has become the 111th 
most sustainable university in the world according to the 
2021 UI GreenMetrics world ranking [20]. 

 
3.1 Energy and Exergy Analysis of Solar Power Plants of 
Cyprus International University 

CIU Solar Power Plants are located at different points in 
the region where the university was established. Due to the 
fact that these points are far from each other and the 
variability of the factors that are active is not high, some 
values to be used in the calculations will be accepted as the 
same and analyzes will be made. 

 
3.1.1 CIU SPP Energy Analysis 

The energy balance of the PV system is as follows. All 
calculations are based on the daily time frame. Units are 
accordingly specified in Watt hours (Wh). 

 
𝐸𝐸𝑃𝑃𝑃𝑃  = 𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   (16) 

 
The term EPV represents the energy state of the system in 

the equilibrium state. The expression EPV,electric refers to the 
electricity generation of the panel system, while 
EPV,Thermal denotes the lost heat energy of the panel system. 
 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠  (17) 

 
𝑉𝑉𝑜𝑜𝑜𝑜  (Open Circuit Voltage) is the maximum voltage that 

can be obtained from a solar cell and occurs at zero current. 
When no load is connected to the solar panel, it is the voltage 
value measured with an avometer from both ends. Isc (Short 
Circuit Current) is the maximum current read at the ends of 
the panel when the voltage is zero. The values to be used 
below are taken from the performance analysis study of PV 
plants carried out by the CIU Sustainable Energy Research 
Center. 
 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒. = 𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠 =  (45.6)x(8.99)  =  409.944 Wh   (18) 
 
where, 𝑉𝑉𝑜𝑜𝑜𝑜 = 45.6 𝑉𝑉  and 𝐼𝐼𝑠𝑠𝑠𝑠 = 8.99 𝐴𝐴. 
 

The amount of heat lost to the natural environment due to 
the effect of wind is expressed as follows [19]. 

 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  ℎ𝑐𝑐𝑐𝑐 𝐴𝐴𝑐𝑐 (𝑇𝑇𝑐𝑐 −  𝑇𝑇𝑇𝑇) (19) 

 
The stable temperature of the solar cells in the system is 

given below [21]. 
 

4𝑇𝑇𝑐𝑐5 − 3𝑇𝑇𝑎𝑎𝑇𝑇𝑐𝑐4 − 𝑇𝑇𝑎𝑎𝑇𝑇𝑠𝑠4 = 0 (20) 
 

     The average panel surface temperature, 𝑇𝑇𝑐𝑐,𝐶𝐶𝐶𝐶𝐶𝐶, was 
provided by the CIU staff who supported the study. The 
average ambient temperature, 𝑇𝑇𝑎𝑎,𝐶𝐶𝐶𝐶𝐶𝐶, corresponds to the 
annual mean temperature of the Nicosia region. After 
substituting these values into the equation, the solar radiation 
temperature in the region, 𝑇𝑇𝑠𝑠,𝐶𝐶𝐶𝐶𝐶𝐶 was determined. These 
values were used in subsequent calculations. 
𝑇𝑇𝑐𝑐,𝐶𝐶𝐶𝐶𝐶𝐶  = 44. 3𝑜𝑜𝐶𝐶 = 317.45 𝐾𝐾 (average panel surface 
temperature), 
𝑇𝑇𝑎𝑎,𝐶𝐶𝐶𝐶𝐶𝐶  = 19𝑜𝑜𝐶𝐶 = 292.15 𝐾𝐾 (average ambient temperature), 
𝑇𝑇𝑠𝑠,𝐶𝐶𝐶𝐶𝐶𝐶  = 345 𝐾𝐾 (solar radiation temperature in the region). 
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The heat transport coefficient during the amount of heat 
lost to the natural environment due to the effect of the wind 
is expressed as follows [22]. 

 
ℎ𝑐𝑐𝑐𝑐  =  2.8 +  (3.0.𝑣𝑣𝑟𝑟) 𝑡𝑡𝑡𝑡 0 ≤  𝑣𝑣𝑟𝑟  ≤ 7 𝑚𝑚𝑚𝑚 − 1  (21) 

 
where, 𝑣𝑣𝑟𝑟 is the wind speed measured on the panel. For 
Northern Cyprus this value is 2.8 m/s.   This value has been 
accepted as the annual average wind speed of the region 
where the panels are located and the value determined by the 
meteorological department of the Republic of Northern 
Cyprus has been used [22]. 
 
ℎ𝑐𝑐𝑐𝑐  =  2.8 +  (3.0𝑥𝑥2.8) =  11.2 W/m2K                     (22) 

 
The dimensions required for the Ac panel surface area 

were taken from the performance analysis study of PV plants 
carried out by the CIU Sustainable Energy Research Center, 
where the Ac panel surface area was calculated 
as1,97𝑥𝑥0,99 𝑚𝑚 = 1,95 𝑚𝑚2 

 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  ℎ𝑐𝑐𝑐𝑐 𝐴𝐴𝐶𝐶  (𝑇𝑇𝐶𝐶 −  𝑇𝑇𝑎𝑎)  

=  11.2 x 1.95 x(317.45 –  292.15) (23) 

 
The equilibrium state of the total energy of the 

photovoltaic system is shown below. 
 

𝐸𝐸𝑃𝑃𝑃𝑃  =  𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠  +  ℎ𝑐𝑐𝑐𝑐 𝐴𝐴𝐶𝐶  (𝑇𝑇𝐶𝐶 −  𝑇𝑇𝑎𝑎) (24) 
 
𝐸𝐸𝑃𝑃𝑃𝑃  =  409.944 +  552.552 =  962.496 Wh                    (25) 
 

A value of 409.944 (𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) indicates the electrical 
energy production of the PV system, and a value of 552.552 
(𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) refers to the heat losses of the PV system. A 
value of 962.496 (𝐸𝐸𝑃𝑃𝑃𝑃) refers to the energy balance of the PV 
system. 

In the context of engineering, efficiency is often 
expressed as the ratio between output and input. Energy 
efficiency for photovoltaic (PV) systems, on the other hand, 
can be defined as the ratio of the total output energy 
(electrical and thermal energy) to the solar energy falling on 
the PV surface. It is possible to express this situation as 
follows: "The energy efficiency of PV systems is defined as 
the ratio of output energy (electrical and thermal energy) to 
solar energy falling on the PV surface, and in general, 
efficiency in engineering is considered as the ratio of output 
to input". This value was used by taking the accepted value 
from the CIU staff in their past studies.  

 

𝜂𝜂𝑃𝑃𝑃𝑃 =  
 𝐸𝐸𝑃𝑃𝑃𝑃
𝐾𝐾𝑠𝑠𝑥𝑥𝐴𝐴𝑐𝑐  

 =  
𝑉𝑉𝑜𝑜𝑜𝑜  𝐼𝐼𝑠𝑠𝑠𝑠 + ℎ𝑐𝑐𝑐𝑐𝐴𝐴𝑐𝑐 (𝑇𝑇𝑐𝑐 − 𝑇𝑇𝑎𝑎)

𝐾𝐾𝑠𝑠 𝑥𝑥 𝐴𝐴𝑐𝑐
 (26) 

 
where, 𝜂𝜂𝑃𝑃𝑃𝑃 represents the proportion of useful energy that 
can be utilized by the photovoltaic (PV) system, while 𝐾𝐾𝑠𝑠 
denotes the solar energy reaching the surface of the PV panel  
(𝐾𝐾𝑠𝑠  =  533.03 Wh/m2). 
 
𝜂𝜂𝑃𝑃𝑃𝑃 = 962.496

533.03 x 1.95
=  0.926 =  0.93     (27) 

 
As a result of the analyzes carried out within the scope of 

TRNC CIU PV systems, it has been observed that almost 
58% of the energy delivered to the panels by the sun is 
converted into thermal energy, which is a different type of 

energy, during the journey and becomes useless. It has been 
determined in many previous studies that this level of 
thermal energy in PV systems both reduces the life of the 
system and negatively affects the energy production 
efficiency. The ratio of the thermal energy and the total 
Electrical energy obtained to the total amount of radiation 
energy provided by the sun has been determined to be at the 
level of 93% of the efficiency of the PV system. However, in 
this calculation, heat energy is also included in the scope of 
energy accepted as output. If a calculation is made in such a 
way that heat energy is not included in the scope of the 
output, it has been determined that the efficiency of the PV 
system is around 39%. While determining the 58% and 39% 
values specified here, 552.552 (𝐸𝐸𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) and 409.944 
(𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) values calculated with the formulas were used. 
The value of 𝐾𝐾𝑠𝑠  was used by taking the value accepted in the 
past studies from the CIU staff. 

Normally, PV panels are used only in terms of generating 
electricity, so only the part that is converted into electrical 
energy is taken for efficiency. 𝐸𝐸𝑃𝑃𝑃𝑃  is the value of the energy 
produced by the E system during a day in Wh (Watt hours). 
The daily electrical yield of the PV system is given below. 

 

𝜂𝜂𝑃𝑃𝑃𝑃,𝐷𝐷  =  
𝐸𝐸𝑃𝑃𝑃𝑃,𝐸𝐸

𝐸𝐸𝑠𝑠
 (28) 

 
where,  𝜂𝜂𝑃𝑃𝑃𝑃,𝐷𝐷 represents the daily electrical efficiency of the 
photovoltaic (PV) system, 𝐸𝐸𝑃𝑃𝑃𝑃,𝐸𝐸 denotes the amount of 
energy produced by the system during a day (115 Wh), and 
𝐸𝐸𝑠𝑠 refers to the amount of solar energy received from the sun 
during the same period (946 Wh). 

 
𝜂𝜂𝑃𝑃𝑃𝑃,𝐷𝐷  =  𝐸𝐸𝑃𝑃𝑃𝑃,𝐸𝐸

𝐸𝐸𝑠𝑠
= 115

946
= 0.12  (29) 

 
As a result of the calculations made with the monthly 

production quantities continuously recorded by CIU, EPV 
was found to be the value corresponding to the average daily 
production value. The Es value was used by taking the value 
accepted by the CIU Sustainable Energy Research Center in 
its studies. 

 
3.1.2 CIU SPP Exergy Analysis 

The electrical exergy obtained by the photovoltaic 
system aims to make as much of the available energy 
potential available as possible. The equilibrium state of 
exergy is given below. 

 
𝑋𝑋𝑃𝑃𝑃𝑃  =  𝑋𝑋𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  −  𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   −  𝑋𝑋𝑃𝑃𝑃𝑃−𝑑𝑑,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (30) 
 
where, 𝑋𝑋𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  represents the electrical exergy of the 
photovoltaic (PV) assembly, 𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  denotes the internal 
exergy losses within the system, and 𝑋𝑋𝑃𝑃𝑃𝑃−𝐷𝐷,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 refers to 
the external exergy losses associated with thermal effects. 

The internal loss of energy is a result of the natural heat 
flow because the insulation in the system cannot be reduced 
to the zero point, and the external losses are the result of the 
natural heat flow because the atmospheric temperature has a 
lower temperature than the system. The exergy losses 
(electrical and thermal) of the photovoltaic system are 
expressed as follows. 

 
𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠  (31) 
  
𝐸𝐸𝑃𝑃𝑃𝑃,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠 =  (45.6)x(8.99)  =  409.944 Wh  (32) 
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𝑋𝑋𝑃𝑃𝑃𝑃−𝑑𝑑,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  𝑉𝑉𝑜𝑜𝑜𝑜𝐼𝐼𝑠𝑠𝑠𝑠 − 𝑉𝑉𝑚𝑚𝐼𝐼𝑚𝑚 (33) 
 
where, 𝑉𝑉𝑚𝑚= 36.3 V and 𝐼𝐼𝑚𝑚 = 8.53 A. 
 
𝑋𝑋𝑃𝑃𝑃𝑃−𝑑𝑑,𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  (45.6)x(8.99)  −  (36.3)x(8.53)  

=  100.305 Wh     (34) 

 
The 𝑉𝑉𝑚𝑚value used in equation 3 expresses the voltage of 

the system during maximum power, and the 𝐼𝐼𝑚𝑚 value 
expresses the current of the system during maximum power. 
These values were taken from the performance analysis 
study of PV plants carried out by the CIU Sustainable Energy 
Research Center. 

The values of (𝑇𝑇𝑐𝑐)𝑐𝑐𝑐𝑐𝑐𝑐 and (𝑇𝑇𝑎𝑎)𝑐𝑐𝑐𝑐𝑐𝑐 used in the equation 
below express the average panel surface temperature of the 
system and the average environmental temperature of the 
region, respectively. External exerge losses due to heat 
𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  are obtained by the following formula. 

 

𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = ��1 −
(𝑇𝑇𝑎𝑎)𝑐𝑐𝑐𝑐𝑐𝑐 
(𝑇𝑇𝑐𝑐)𝑐𝑐𝑐𝑐𝑐𝑐 

� 𝑥𝑥 �ℎ𝑐𝑐𝑐𝑐𝐴𝐴𝑐𝑐�𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  −  𝑇𝑇𝑎𝑎𝑐𝑐𝑐𝑐𝑐𝑐��� (35) 

 

𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  �1 −  
292.15
317.45

�  x (552.552) = 44.2 Wh  (36) 

  
The exergy efficiency of PV systems is calculated by the 

ratio of the exertion value of the PV system to the exergy 
value of the solar radiation incident on the PV system 
surface, where 𝑋𝑋𝑃𝑃𝑃𝑃,𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 44.2 Wh represents the 
thermal exergy of the photovoltaic system. 

 

𝜓𝜓𝑃𝑃𝑃𝑃  =  
𝑋𝑋𝑃𝑃𝑃𝑃

𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠 𝑥𝑥 𝐴𝐴𝑐𝑐

=
�𝑉𝑉𝑚𝑚𝐼𝐼𝑚𝑚 − �1 − (𝑇𝑇𝑎𝑎)𝑐𝑐𝑐𝑐𝑐𝑐

(𝑇𝑇𝑐𝑐)𝑐𝑐𝑐𝑐𝑐𝑐
� × [ℎ𝑐𝑐𝑐𝑐𝐴𝐴𝑐𝑐((𝑇𝑇𝑐𝑐)𝑐𝑐𝑐𝑐𝑐𝑐  −  (𝑇𝑇𝑎𝑎)𝑐𝑐𝑐𝑐𝑐𝑐)]�

��1 − (𝑇𝑇𝑎𝑎)𝑐𝑐𝑐𝑐𝑐𝑐
(𝑇𝑇𝑐𝑐)𝑐𝑐𝑐𝑐𝑐𝑐

� × 𝐼𝐼𝑠𝑠� × 𝐴𝐴𝑐𝑐
 
(37) 

 
where, 𝜓𝜓𝑃𝑃𝑃𝑃 denotes the exergy efficiency of the photovoltaic 
(PV) system, and 𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠 represents the exergy amount of solar 
radiation reaching the surface of the PV panels. This 
parameter is calculated straightforwardly as follows: 

 
𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠   =  (1 − (𝑇𝑇𝑎𝑎)𝑐𝑐𝑐𝑐𝑐𝑐

𝑇𝑇𝑠𝑠∗
)  × 𝐾𝐾𝑠𝑠    (38) 

 
𝑇𝑇𝑠𝑠
𝑇𝑇𝑠𝑠∗

=  0.9562 +  0.2777 𝑙𝑙𝑙𝑙 �1
𝑓𝑓
� + 0.0511 𝑓𝑓  (39) 

 
In the calculations, the solar radiant temperature was 

taken as 𝑇𝑇𝑠𝑠 =  5777 K, while the reference temperature of 
the system was determined as 𝑇𝑇𝑠𝑠∗ =  446.71. The diffuse 
radiation coefficient in the region (𝑓𝑓) was considered to be 
between 260 and 270. 
 

𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠   =  �1 −  
(292.15)
(446.71) � ×  533.0 = 184.42 Wh (40) 

 
𝜓𝜓𝑃𝑃𝑃𝑃  =  𝑋𝑋𝑃𝑃𝑃𝑃

𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠 × 𝐴𝐴𝑐𝑐
 =  (36.3)×(8.53)−(0.080)× (552.552)

(184.42)×(1.95)
                    (41) 

 
 The parameter 𝜓𝜓𝑃𝑃𝑃𝑃  was calculated using Equation (41), 
and 𝜓𝜓𝑃𝑃𝑃𝑃 =  0.73  was found to be an approximate value. 

When calculating the exergy efficiency of the PV system, 
𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠, that is, the exergy value of the solar radiation coming 
to the panel surface, is needed. The 𝑇𝑇𝑠𝑠 ∗  value used in the 

calculation of this value refers to the sum of the radiation 
temperature of the sun directly reaching the region and the 
radiation temperature caused by the effect of diffuse 
radiation. While finding this value, the solar radiation 
temperature acting on the system in the region is obtained 
based on the effects of solar radiation temperature and 
diffuse radiation coefficient. As a result, the exergy 
efficiency of the PV system was found to be 73%. The f 
value, which is specified as the diffuse radiation coefficient, 
refers to the radiation that arises from the reflection of the 
rays coming from the sun through the clouds. 

 
4. Conclusion and Recommendations 

With our studies on CIU solar power plants, it has been 
determined that the energy efficiency of the system is 93% 
and the daily electricity efficiency is 12%. This value shows 
that the system has a good level of efficiency, considering 
the average efficiency of photovoltaic panels. The concept of 
exergy, defined as the 'usable part' of energy or the part that 
can be converted into another form of energy, is also very 
important for photovoltaic panels. As a result of our exergy 
analysis, the exergy efficiency of our system was found to be 
around 73%. According to this value, a large part of the 
usable energy is lost in our system. It is of great importance 
for Turkish Republic of Northern Cyprus, which has 
difficulties in meeting its energy needs, to be able to use its 
solar energy potential at the maximum level. 

 In the study conducted by Mehmet Altınkaynak, Recep 
Demirekin and Ali Kemal Yakut, the electrical efficiency of 
the system was calculated as 15.2%. In our study, we see that 
this value is around 12%. There are few studies in the 
literature that directly analyze the exergy efficiency of solar 
panels. However, considering these studies, the values we 
achieved in our study are quite acceptable. Due to the 
location of the Turkish Republic of Northern Cyprus, solar 
radiation is quite high. This increases the efficiency of the 
panels. We see that the exergy and energy efficiencies are at 
very high levels along with the measures taken to increase 
the efficiency of the installed solar panels. 

The data that allows these values to be obtained was 
obtained by using the average of the values measured in the 
past. Therefore, average efficiency values were calculated 
not by following the process, but by determining an average 
reference point. That's why we haven't formed a chain of 
values that changes over time. The value we found represents 
the values that should be considered average in a process. 

If we need to evaluate the findings obtained, the 
efficiency of our power plant has not yet reached the 
optimum level according to the solar radiation potential of 
the Turkish Republic of Northern Cyprus. Getting maximum 
efficiency is of great importance in meeting the energy needs 
of the island. Therefore, suggestions and studies should be 
made in terms of development to increase efficiency. If the 
desired goals are achieved after the recommendations and 
studies, this work will be an example for all other solar power 
plants on the island. This exemplary work will be 
disseminated and energy efficiency will be increased 
throughout the country. Since the Turkish Republic of 
Northern Cyprus is an island country, it is very important to 
use local resources efficiently. In this sense, it is very 
important to carry out these studies. Therefore, in order to 
increase these values, all universally derived methods must 
be reviewed and the appropriate ones must be included in the 
system. Some of these methods will be presented as 
suggestions below. 
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CIU Solar power plants are currently high efficiency 
plants. In order to contribute to the sustainability level of 
these efficiencies, some suggestions can be put into 
practice. These; 
 When measuring the panel temperature, the best 
measurement point that can represent the panel is the panel 
center. Taking sustainable measures to keep the panel 
temperature at maximum efficiency will contribute to the 
average efficiency of our system. 
 The slope of a correctly calculated panel allows more 
sunshine time, which increases efficiency. In the light of this 
information, the development of panels whose slopes can be 
improved can be achieved. In addition, panel slopes are 
effective in better absorption of radiation and reducing 
reflection losses. 
 Wind, which contributes more to the efficiency in roof 
applications, contributes less to the points close to the 
ground. Utilizing artificial or natural wind energy according 
to the installation method and region will contribute to 
increasing panel efficiency. 
 Studies that can keep the panel temperature under control 
according to the maximum useful radiation value will 
contribute to increasing the panel efficiency. 
 In order to minimize the shading effect of CIU Solar 
power plants, the environmental conditions will be examined 
at regular intervals and measures will be taken against the 
factors that may create shading. 
 The effect of cleaning will prevent losses due to dusting 
and maintain efficiency. 
 Maximum Power Point Tracking system method is a 
control mechanism that detects the point where the power 
obtained from the panel is at its highest level. Radiation, 
Temperature, Panel slope, Panel aging and structural features 
can change this point. This mechanism evaluates the panel 
variables and changes the reference of the power converter 
so that the power peaks. With the activation of this 
mechanism in CIU solar power plants, the output power will 
be increased by 25-30% compared to the power obtained 
without control. 
 With the hot spot effect, cell temperatures can reach very 
high levels and completely deteriorate. Today, bridging 
diodes are widely used to avoid this effect. After the analysis 
of this situation in CIU SPP power plants, bridging diodes 
can be used at necessary points. With this study, panel 
efficiency will be maintained in a stable manner. 
 By evaluating the options according to each region and 
installation, and adding the appropriate cooling system to the 
system, an increase in panel efficiency can be achieved. 
 By making analyzes on the power plants, the panels that 
remain at the extreme points and whose efficiency can be 
increased with the solar tracking system can be determined 
and solar tracking systems can be installed specifically for 
these panels. 
 By choosing the most suitable conductor in CIU SPP 
power plants, energy production will be protected from 
decreases. The condition of the conductors used in the 
system should be analyzed in periods to be determined, and 
if they lose their function, sustainability should be ensured 
by making changes. 
 Panels operating at different DC currents in SPP cause 
incompatibility between each other. This incompatibility 
creates losses on the system. In order to eliminate 
incompatibility problems, panels with maximum power 
point currents close to each other can be positioned together. 
This situation can be analyzed at CIU SPP power plants, and 

this can be used at appropriate points and losses can be 
reduced. 

Feasibility studies were carried out very carefully 
before the installations of CIU SPP power plants. The 
improvement of the existing system and the 
transformation of developments into modern systems are 
also constantly monitored. CIU continues to provide all 
kinds of support for the solution of the energy crisis, 
which is also a problem throughout the TRNC, as well as 
being very sensitive to renewable energy and sustainable 
environment issues within its own structure. The October 
2022 'Renewable Energy Summit' symposium and the 
April 2023 'Energy Crisis in the TRNC' panel are some 
of the recent studies for the solution of the energy 
problem in the TRNC. With this energy crisis, it is of 
great importance to carry out efficiency studies at every 
point in energy production. Researching efficiency 
studies at every point and applying them where necessary 
will be a very important factor contributing to the 
solution of the energy crisis. This crisis can be overcome 
by the fact that every private and legal entity in the 
TRNC, both in private and in general, acts together on 
this issue, such as CIU. 
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Nomenclature 
% Percentage 
Ac Solar panel area [m²] 
CIU Cyprus International University 
COP Conference of the Parties 
EPV Energy state of the system in equilibrium [Wh] 
EPV,E Amount of energy produced during a day [Wh] 
EPV,electric Electricity generation of the panel system [Wh] 
EPV,thermal Lost heat energy of the panel system [Wh] 

Es 
Amount of solar energy received from the sun 
during a day [Wh] 

 f Diffuse radiation reflection coefficient [W/m²] 

hca 
Heat transfer coefficient from the photovoltaic 
cell to the ambient air [W/m²·K] 

Im Current at maximum power [A] 
Isc Short-circuit current [A] 
Ks Solar energy reaching the PV surface [Wh] 
PV Photovoltaic 
SC Sustainable Campus 
SERC Sustainable Energy Research Center 
SI Sustainability Index 
SPP Solar Power Plant 
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Ts Solar radiation temperature [5777 K] 
TRNC Turkish Republic of Northern Cyprus 
Vm Voltage at maximum power [V] 
Voc Open-circuit voltage [V] 
XPV d,electric Internal exergy losses [Wh] 

XPV,electric 
Electrical exergy of the photovoltaic assembly 
[Wh] 

XPV,thermal External exergy losses [Wh] 

Xsun 
Exergy amount of solar radiation reaching the 
PV panels [Wh] 

Greek symbols 
𝜂𝜂 Energy efficiency 
𝜂𝜂𝐼𝐼𝐼𝐼 Exergy efficiency 

𝜂𝜂𝑃𝑃𝑃𝑃 Useful energy rate of the PV system that can be 
utilized 

𝜂𝜂𝑃𝑃𝑃𝑃,𝐷𝐷 Daily electrical efficiency of the PV system 
υr Wind speed around the panel [m/s] 
ψPV Exergy efficiency of the PV system 
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Abstract 
 
Effective energy management in prosumer communities is significant for optimizing renewable energy usage and 
cutting down costs. The research develops an optimization framework to analyze the impact of scaling up photovoltaic 
(PV) generation and demand on self-consumption, storage utilization, and grid interaction. A linear programming 
approach can be used to minimize total energy costs by optimizing energy purchases, storage operation, and grid sales. 
Additionally, the Modified Social Group Optimization (MSGO) algorithm improves the optimization efficiency, 
taking into account the variations in demand, storage restriction, and the limits of grid exchanges. Simulation results 
show that by increasing PV generation, self-consumption and energy export are maximized, while high demand 
requires efficient storage and thus large reliance on grids. The system generates 182.58 kW PV energy and the 
consumption of 343.20 kW requires import of 262.80 kW. The storage systems manage surplus power 109.23 kW; of 
that stored, 72.63 kW is released during low solar periods. Economically, contribution of PV sales reaches €41.29, 
and that of storage adds up to €18.45, resulting in partial offsetting of total costs amounting to €340. Findings highlight 
that proper scaling of PV and managing demand could enhance energy efficiency as well as reduce dependence on 
the grid while unlocking better economic returns, thus making this framework a very advantageous tool in making 
sustainable energy plans for prosumer communities.  
 
Keywords: Energy cost optimization; modified social group optimization; prosumer energy management; renewable 
energy utilization; smart grids; social group optimization. 

 
1. Introduction 

Gradually but steadily, the energy landscape is changing 
from totally centralized to more decentralized architectures 
in the context of distributed energy resources (DERs) 
adoption and the growing emergence of prosumers, which 
are entities acting as energy consumers and producers. 
Unlike conventional consumers, who rely solely on 
centralized generation plants, prosumers actively use 
markets through generating meters, storing, and consuming 
electricity, thereby decentralizing energy generation. This 
shift fosters more resilience, security, and self-sufficiency 
within the grid while reducing dependency on fossil fuel 
powers [1]. 

Improvements in smart meters, battery storage systems, 
and bidirectional communication networks allow prosumers 
to use energy more efficiently in real-time. This has not only 
reduced energy costs but has also enabled renewable energy 
integration, and thus a cleaner, more sustainable energy 
ecosystem. In many cases, the optimal utilization of 
prosumer energy resources requires quite sophisticated 
optimization techniques, balancing generation, storage, and 
consumption. 

 
1.2 Significance of Photovoltaic (PV) Generation in 
Sustainable Energy Management 

Solar resource photovoltaic (PV) generation is one of the 
renewables promising or apt solutions for prosumers at 
present. Increasingly lower cost of solar panels, coupled with 
government support programs and net metering policies, 
induces the ever-accelerating PV adoption worldwide [2]. 
Integration of PV systems allows prosumers to create their 
power and use it, instead of supplementing it with the 
traditional grid. This technology substantially lowers energy 
expenses, mitigates the carbon footprint, and enhances 
sustainability levels. 

However, PV generation remains sparse, and in a 
nutshell, it depends on solar radiation, which is variable due 
to varying weather patterns, geographical locational 
differences, and seasonal changes occurring. Such variations 
pose threats toward balancing a stable supply-demand profile 
of electricity. This situation thus poses a necessity for 
effective energy storage and scheduling mechanisms for 
optimal utilization of PV-generated electricity. 

 
1.3 Challenges in Optimizing Prosumer Energy 
Management 

Uncertainty in PV generation: Solar power output differs 
due to environmental factors such as cloud cover, shading, 
and seasonal variations; hence, accurate energy planning 
becomes tough [3]. 
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Demand variations: The load demand varies over time 
because of the dynamic behavior of customers with respect 
to different appliances and systems at different times of the 
day. 

Storage limitations: batteries are commonly employed 
for energy storage, but their limited capacity, degradation 
with time, and high cost require efficient strategy, on how 
and when to charge and discharge them [4]. 

Bidirectional energy flow: Prosumers can either inject 
their excess energy into the grid or withdraw power 
whenever they require it, hence needing dynamic pricing 
models and smart trading of energy. 

 
1.4 Need for Efficient Optimization Techniques 

Conventional methods that rely on rules and heuristics 
for energy scheduling are unable to address some non-linear, 
high-dimensional, and uncertain energy systems. Machine 
learning and AI techniques promise to do much better, albeit 
they often require enormous datasets and do not guarantee 
the real-time computational efficiency required for energy 
management.  

Some metaheuristics like Particle Swarm Optimization 
(PSO), Genetic Algorithm (GA), and Social Group 
Optimization (SGO) have been widely applied for the 
optimization of prosumer energy [5]. However, their slow 
convergence, premature stagnation, and difficulty to adapt to 
dynamic energy environments are now the major problems. 
To address these issues, this research presents the Modified 
Social Group Optimization (MSGO), which modifies the 
conventional SGO algorithm to improve convergence, 
adaptability, and computational efficiency in prosumer 
energy management with PV generation. 

 
1.5 Research Gap & Contribution 

Existing Optimization Methods and Their Limitations 
This shows that energy management techniques of 

prosumer energy optimization have been extensively 
investigated. Swarm intelligence-based Particle Swarm 
Optimization (PSO), a popular technique, has been widely 
used for energy scheduling; however, its main drawbacks are 
that it often gets stuck in local optima and has slow 
convergence in immensely complicated Mult objective 
problems. Being another evolutionary algorithm, the Genetic 
Algorithm (GA) traverses the solution space rapidly; 
however, it suffers from high computational complexity and 
longer execution times [6]. A relatively new optimization 
algorithm that imitates social groups' interactions during 
problem-solving known as Social Group Optimization 
(SGO) has been fairly new in showings its bright results 
across many optimization tests. The weak point of SGO, 
however, is its less efficient exploration-exploitation 
balance, which, as a result, reduces convergence in a more 
dynamic energy landscape.  

There is thus a need for an optimization technique that 
would combine computational expediency with robustness 
in terms of handling dynamic energy environments. This 
study thus seeks to bridge the gap by proposing the Modified 
Social Group Optimization (MSGO) algorithm, which 
integrates adaptive learning mechanisms, dynamic weight 
adjustments, and a hybrid mutation strategy toward 
improving performance. 

 
1.6 Introduction of Modified Social Group Optimization 
(MSGO) 

It has modified the SGO algorithm by adding adaptive 
parameters-which increase the efficiency and speed of 
convergence-to create the MSGO algorithm. Unlike standard 
SGO, which relies on a fixed interaction model, the MSGO 
algorithm dynamically adjusts the learning rates and 
weighting factors to meet real-time energy demand and 
generation conditions [7]. This makes the algorithm capable 
of exploring a wider solution space avoiding premature 
convergence. MSGO is suitable for prosumer energy 
management for handling uncertainties in PV generation 
storage optimization of batteries charge schedule efficiently. 
Furthermore, real-time decision-making regarding energy 
consumption optimizes the cost with self-sufficiency. This 
adaptiveness between cost minimization and self-sufficiency 
enables more reliable and efficient improvement provisions 
in MSGO. The embedded improvements result in discovery 
toward a productive and effective framework for 
optimization of energy production with consumption 
through storage in prosumer smart grids [8, 9]. 

 
1.7 Key Contributions of This Work 

A new framework of energy management is presented in 
this study using the Modified Social Group Optimization 
(MSGO) algorithm to maximize the energy utilization of 
prosumers from PV-integrated smart grids. The dynamic 
energy scheduling model differs from the conventional static 
optimization as it adjusts according to battery storage limits, 
grid interaction policies, and dynamic pricing schemes. The 
MSGO algorithm is tested in many operational scenarios so 
far under which energy storage and trade costs are reduced 
while the effectiveness in grid stability improved. Besides 
being faster in convergence and less in price than what PSO, 
GA, and Standard SGO determined, MSGO also uses 
renewables better, a use-case ideal in smart grids. 
 
2. Literature Survey  
2.1 Prosumer Energy Management (PEM) and 
Optimization Approaches 

In the study by Gomez-Gonzalez et al. (2021) and Yang 
et al. (2022) [11], PEM is said to optimize the consumption, 
storage, and generation of energy. In other words, prosumers 
need to resolve supply and demand optimally while 
considering the increasing trend of distributed RESs such as 
PV and wind systems. Also, some advanced energy storage 
methods include BESS and HESS to promote renewable 
integration. Demand-side management techniques enabling 
further optimization of energy consumption include load 
shifting and dynamic pricing. Metaheuristic techniques-GA, 
PSO, ACO, and SGO-are used to increase the efficiency of 
PEM through cost minimization and reliability of energy 
supply [12].  
 
2.2 Social Group Optimization (SGO) and Its 
Limitations 

Ghasemnejad et al. (2024) [13] highlights the efficient 
application of the SGO algorithm when applied in the 
complex energy scheduling problems, involving the 
modeling of interactions inside social groups to find. In that 
way, it shows potential for application in the field of 
prosumer energy management due to its great adaptability to 
dynamic energy environments. Despite the beauty of the 
algorithm from the conceptual point of view, several 
principal drawbacks exist. These issues concern slow 
convergence speed and confinement to local optima, 
especially in high-dimensional search spaces. At the same 
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time, the scalability problem arises when it is applied to large 
energy networks with multiple prosumers and storage units, 
limiting its suitability for full-scale complex optimization 
problems [13].  

 
2.3 Modifications in MSGO for Improved Energy 
Optimization 

To overcome the drawbacks of the classical Social Group 
Optimization (SGO), these authors developed the so-called 
Modified Social Group Optimization (MSGO) techniques to 
strike a fine balance between good exploitation and analysis 
of the search workspace. There are adaptive learning 
schemes, mutation operators, and hybrid metaheuristic 
frameworks introduced by Sharma et al. (2024) and 
Mohammadi et al. (2022) to considerably augment the 
convergence speed and, by and large, to avoid the 
entrapment in a local optimum [14, 15]. 

In regard to demonstrating its capacity to do so, the 
MSGO solution achieves energy demand anticipation while 
reducing operating costs, enhancing self-sufficiency, and 
optimizing load distribution. Secchi et al. (2021) used 
MSGO for battery storage sizing toward economically viable 
self-sufficiency [16]. Wu et al. (2025) integrated 
transmission congestion and carbon emission constraints 
into energy management models, further extending MSGO 
with improved grid interaction [17]. Such works confirm the 
superiority of the MSGO that traditional methods of 
optimization have conferred on renewable energy prosumer 
networks, making it a very robust tool for the optimization 
of storage, energy trading, and demand-side management 
under dynamic electricity markets.  

While MSGO does improve the classical SGO, it also 
achieves competitive results against recent approaches like 
TLBO, NSGA-II, and DE-based variants. Naik et al. (2020) 
as well as Reddy & Narayana (2022) extended MSGO to 
electric vehicle energy systems and economic dispatch 
problems, validating its adaptability. Unlike PSO or GA, 
MSGO manages a better exploration-exploitation trade-off, 
particularly in complex multimodal problems like dynamic 
energy management. 

In recent times, the MSGO algorithm has seen 
application in various energy-oriented domains. Reddy and 
Narayana (2022) used it as a multi-strategy ensemble for 
electric vehicle energy optimization, whereas Naik et al. 
(2020) employed MSGO for short-term hydrothermal 
scheduling [18, 19]. These works stand as testament to the 
robustness of MSGO in handling constraints existing in the 
energy domain in real life, thus supporting its application in 
prosumer energy management.  
 
3. Problem Formulation 
3.1 Prosumer Energy Management Model 

Because of the growing integration of renewable energy, 
prosumers have emerged: people who generate and use 
power, chiefly by means of photovoltaic (PV) systems. 
Within such a context, the development of an economic and 
environmental benefit-enhanced optimization energy 
management model becomes necessary. The model 
presented here optimally describes supply and demand, in so 
doing taking storage and grid interactivity into account. To 
this end, the model proposes minimizing electricity expenses 
by optimizing the energy mix, thus deciding when to use 
self-generated PV power, store energy, or trade with the grid. 
Self-consumption is prioritized as much as possible, to avoid 
reliance on fossil-fuel-based power. This renders an energy 

management approach that is viable, economical, and 
sustainable for prosumer communities. 
 
3.2 Mathematical Formulation 

An energy management model has been defined as an 
optimization problem with an objective function and 
associated constraints. 

Objective Function: The aim should be to minimize the 
overall costs attributed to energy grid purchases and the 
operation costs of the battery, compensated through 
additional energy selling on the grid. The cost function is 
represented by [18]: 

 
min 𝐽𝐽 = ∑ �𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ∙ 𝐶𝐶𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) − 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ∙ 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) +𝑇𝑇

𝑡𝑡=1

𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑡𝑡) + 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑡𝑡)�               (1) 
 

where: 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) is the energy purchased from the grid at time 
𝑡𝑡, 𝐶𝐶𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) is the dynamic price per unit of electricity from 
the grid, 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) is the energy sold back to the grid, 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) 
is the revenue earned per unit of energy sold,  𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑡𝑡) is 
the cost of charging and discharging the battery, and 
𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑡𝑡) is the cost associated with load shifting. 

The self-consumption of power generated by 
photovoltaic (PV) systems can be used as a good indicator 
when examining the cost of credit in photovoltaics in the 
solar energy business if the power system installation costs 
are also known. 

Decision Variables: The optimization model determines 
the following decision variables: 
• 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) is power drawn from the grid at each time step, 
• 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) is power sold to the grid from PV generation or 

battery storage. 
• 𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) is power generated by the PV system. 
• 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡), 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) are battery charging and 

discharging power. 
• 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) is power demand of the system at each time 

step. 
• 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡) is state of charge of the battery at each time step. 

System Constraints: Power Balance Constraint [19]: 
 

𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) + 𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) + 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,   𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) = 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) +
𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) + 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡)           (2) 

 
It assures generation and purchase of total power equal to 

the whole demand including power supply and sales. 
Grid Stability Constraints: Power grids must not be 

overburdened, and the exchange of power energy shall be 
limited within admissible limits so as to avoid violation fees 
and service interruptions. [20]. 

 
𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ≤ 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚                      (3) 

 
where, 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚  and 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚 are the minimum and maximum 
allowable grid power exchanges. 

Also, great swings in the power demand should be 
checked for frequency stability. Let 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔  be the grid power: 

 
�𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) − 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡 − 1)� ≤ ∆𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚              (4) 

 
where, ∆𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚  is the maximum allowable change in grid 

power per time step. 
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Battery Operational Constraints: In each time step, the 
battery's state of charge (SoC) changes due to the charging 
and discharging processes [21]: 

 
𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡) ≤ 𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚                         (5) 

 
Ensures that the battery's state of charge 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡) at any 

time t remains within the permissible range, SOC(t) is the 
State of charge of the battery at time 𝑡𝑡 (in kWh or %), 
𝑆𝑆𝑆𝑆𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚   denotes as Minimum allowable SOC to avoid deep 
discharge (typically 10–20%), and 𝑆𝑆𝑆𝑆𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚  as Maximum 
allowable SOC to avoid overcharging (typically 90–100%). 

Maintaining the SOC within this range extends battery 
life and ensures safety. 

 
𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) ≤ 𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏,𝑚𝑚𝑚𝑚𝑚𝑚,𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,   𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) ≤ 𝐷𝐷𝑏𝑏𝑏𝑏𝑏𝑏,𝑚𝑚𝑚𝑚𝑚𝑚        (6) 

 
These constraints ensure that the battery charging power 

𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) and discharging power 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) at 
time 𝑡𝑡 do not exceed their respective maximum capacities: 
𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) denotes as Charging power applied to the 
battery at time 𝑡𝑡 (in kW), 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) as Power 
discharged from the battery at time 𝑡𝑡 (in kW), 𝐶𝐶𝑏𝑏𝑏𝑏𝑏𝑏,𝑚𝑚𝑚𝑚𝑚𝑚 as 
Maximum charging power limit of the battery (in kW), and 
𝐷𝐷𝑏𝑏𝑏𝑏𝑏𝑏,𝑚𝑚𝑚𝑚𝑚𝑚denotes as Maximum discharging power limit of the 
battery (in kW). 

These constraints help protect the battery from excessive 
charging or discharging rates, ensuring optimal performance 
and longevity. 

The battery is limited by its charging capacity and 
charge/discharge pulse power limits. 

Battery Degradation and Lifespan Constraints: More 
and more charge-discharge cycles may wear down batteries 
all the more swiftly. To coincide with the worsened battery 
condition, depth of discharge (DoD) and number of charge-
discharge cycles must be reduced [22]: 

 
𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 + ∆𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ≤ 𝑆𝑆𝑆𝑆𝑆𝑆(𝑡𝑡) ≤ 𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 − ∆𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠          (7)        

                       
where ∆𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is a safety margin to prevent excessive 
charge/discharge. 

Battery power variations also can be limited: 
 

�𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,   𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) − 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,   𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡 − 1)� ≤ ∆𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚       (8) 
 
�𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,   𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) − 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏,   𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡 − 1)� ≤ ∆𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚       (9) 

 
where, ∆𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 limits the rate of change in battery power. 

Energy Trading Constraint [23]: 
 

𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤ 𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) − 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)   𝑖𝑖𝑖𝑖 𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) > 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)   (10) 
 

where, 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) defined as Power exported to the grid at time 
𝑡𝑡 (in kW), 𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) as Power generated by the PV system at 
time 𝑡𝑡 (in kW), and 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) denotes as Power consumed 
by the prosumer (load demand) at time 𝑡𝑡 (in kW). 

 
This ensures that only surplus PV energy is sold to the 

grid. 
Demand Response Constraints [24]: 
 

𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) ≤ 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)     𝑓𝑓𝑓𝑓𝑓𝑓 𝑡𝑡 ∈ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜    (11) 
 
∑ 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) = ∑ 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡)𝑇𝑇

𝑡𝑡=1
𝑇𝑇
𝑡𝑡=1              (12) 

where, 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) defined as original prosumer 
demand at time 𝑡𝑡 (kW).  𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡) as Demand after 
shifting to minimize peak-hour consumption (kW). And  𝑡𝑡 ∈
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 denotes Time intervals where electricity tariffs 
are higher. 𝑇𝑇 as Total number of time intervals in the 
scheduling horizon (e.g., 24 for hourly scheduling over a 
day). 

The premise of load shifting is that the shifting of load 
does not change net energy consumption but shifts that 
consumption to time periods in which the energy price is 
lower. 

Dynamic Pricing Constraints: Demand-and-supply 
mechanisms and market links determine electricity prices 
from time to time. Therefore, power transactions (in terms of 
grid purchases or sales) should be optimized to suit market 
conditions that are price favorable [25]. 

 
𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ≤ 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚    𝑖𝑖𝑖𝑖 𝐶𝐶𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ≤ 𝐶𝐶𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

𝑎𝑎𝑎𝑎𝑎𝑎       (13) 
 

𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤ 𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) − 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡)      𝑖𝑖𝑖𝑖 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≥ 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑎𝑎𝑎𝑎𝑎𝑎          (14) 

 
where, 𝐶𝐶𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

𝑎𝑎𝑎𝑎𝑎𝑎  is the average grid price over a given period and 
𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑎𝑎𝑎𝑎𝑎𝑎 is the average selling price over a given period. 

Such restraints ascertain that energy dealings come about 
at their optimal cost-benefit points. 

PV Scaling Factor Constraints [26]: 
 

𝑃𝑃𝑃𝑃𝑃𝑃,   𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) = 𝑚𝑚𝑆𝑆 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃,   𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡)         (15) 
 
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ,   𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) = 𝑚𝑚𝐷𝐷 ∙ 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,   𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡)                  (16) 

 
where 𝑚𝑚𝑆𝑆 and 𝑚𝑚𝐷𝐷 are multiplicative scaling factors applied 
to PV generation and demand, respectively. 

Incorporating Emission Reduction: The total grid 
energy purchase carbon emissions can be expressed as [27]: 

 
𝐸𝐸𝐶𝐶𝐶𝐶2 = ∑ 𝑃𝑃𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔(𝑡𝑡) ∙ 𝛾𝛾𝑇𝑇

𝑡𝑡=1                       (17) 
 

where 𝛾𝛾 is the grid emission factor (kg CO₂ per kWh). The 
objective function can be extended to penalize emissions: 

 
𝐽𝐽′ = 𝐽𝐽 + 𝜆𝜆𝐶𝐶𝐶𝐶2𝐸𝐸𝐶𝐶𝐶𝐶2           (18) 

 
where, 𝜆𝜆𝐶𝐶𝐶𝐶2  is the cost penalty per unit of CO₂ emissions. 

PV Generation Uncertainty Modeling: To account for 
the inherent uncertainty in solar photovoltaic (PV) output 
due to variable weather conditions, we extended our 
simulation model by incorporating stochastic PV generation 
profiles. A Monte Carlo simulation approach was adopted to 
generate multiple irradiance scenarios reflecting real-world 
variability. Historical irradiance data from the NREL 
OpenEI solar database was used to generate 100 distinct 
weather scenarios for a 24-hour period, including clear-sky, 
partly cloudy, and overcast conditions. 

For each scenario, the corresponding PV output 𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) 
was computed using: 

 
𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡) = 𝜂𝜂 ∙ 𝐴𝐴 ∙ 𝐺𝐺𝑡𝑡(𝑡𝑡)       (19) 
 
where 𝜂𝜂 is the PV efficiency, 𝐴𝐴 is the panel area, and 𝐺𝐺𝑡𝑡(𝑡𝑡) 
is the solar irradiance (W/m²) at time 𝑡𝑡, randomly sampled 
from the irradiance distribution. 

The Modified Social Group Optimization (MSGO) 
algorithm was then run for each irradiance scenario 
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independently, and the expected value of the key 
performance indicators (energy cost, renewable utilization, 
battery cycling) was calculated: 

 
𝔼𝔼[𝑓𝑓(𝑥𝑥)] = 1

𝑁𝑁
∑ 𝑓𝑓𝑖𝑖(𝑥𝑥)𝑁𝑁
𝑖𝑖=1            (20) 

 
where, 𝑁𝑁 = 100 is the number of Monte Carlo trials and 
𝑓𝑓𝑖𝑖(𝑥𝑥) is the objective value for the 𝑖𝑖𝑡𝑡ℎ scenario. 

This approach allows for evaluating the robustness of the 
optimization framework under realistic PV uncertainty, 
ensuring that the scheduling solution remains effective 
across a broad range of environmental conditions. 
 
4. Modified Social Group Optimization (MSGO) 
Approach 
4.1 Overview of Social Group Optimization (SGO) 
Algorithm 

Social Group Optimization (SGO) refers to the 
population-based metaheuristics evolution from cooperative 
behaviors found in groups of animals and human beings. 
This method is also incorporated in a leader-follower 
paradigm, which involves moving the individuals according 
to a leader and their association with other members. 
Furthermore, such social activities or interactions are the 
basis for the exchange of information and decision-making, 
finally culminating in the optimized solution. 

The position of an individual at iteration 𝑡𝑡 + 1 is updated 
mathematically as follows [29]: 

 
𝑋𝑋𝑖𝑖𝑡𝑡+1 = 𝑋𝑋𝑖𝑖𝑡𝑡 + 𝜆𝜆1(𝑋𝑋𝐿𝐿𝑡𝑡 − 𝑋𝑋𝑖𝑖𝑡𝑡) + 𝜆𝜆2(𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡 − 𝑋𝑋𝑖𝑖𝑡𝑡)                        (21) 

 
where, 𝑋𝑋𝑖𝑖𝑡𝑡 represents the position of the ithi^{th}ith agent at 
iteration 𝑡𝑡, 𝑋𝑋𝐿𝐿𝑡𝑡 is the leader’s position, and 𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡  is a 
randomly chosen individual’s position. The parameters 𝜆𝜆1 
and 𝜆𝜆2 control the influence of the leader and peer agents. 

The conventional SGO algorithm is effective but slow in 
convergence and prone to local optimal. The Modified Social 
Group Optimization (MSGO) algorithm offers the adaptive 
learning mechanism, dynamic weight adjustment, and hybrid 
mutation strategies to overcome these issues. 

Unlike standard SGO, MSGO integrates a time-
dependent learning rate and combines exploration (via 
Gaussian mutation) with exploitation (via introspection 
learning). This hybrid strategy reduces premature 
convergence and improves adaptability to dynamic 
constraints. 

 
4.2 Enhancements in MSGO 

MSGO's foremost new feature is its adaptive learning 
mechanism, which allows the learning rate to be adjusted 
dynamically, hence balancing exploration and exploitation. 
The learning rate α changes over iterations according to [30]: 

 
𝛼𝛼𝑡𝑡 = 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 − �𝑡𝑡

𝑇𝑇
� (𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 − 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚)          (22) 

 
where 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 and 𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 are the initial and final learning 

rates, and 𝑇𝑇 is the total number of iterations. This allows the 
algorithm to explore more in the initial stages and refine 
solutions in later stages. 

The second improvement is that dynamic weight 
adjustment increases the balance between intensification and 
diversification. The weight factor 𝑊𝑊𝑡𝑡 is adjusted 
dynamically, as indicated by [31]: 

 

𝑊𝑊𝑡𝑡 = 𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚 −
𝑡𝑡
𝑇𝑇

(𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚 −𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚)           (23) 
  

where, 𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚  and 𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚 define the range of weight values. 
This ensures that the algorithm transitions smoothly from 
exploration to exploitation, leading to better convergence. 

An additional hybrid mutation strategy is introduced for 
this application in order to avert premature convergence. 
This mutation process perturbs the stagnant agents' positions 
so that they might escape the local optima. The mutation is 
defined using [32]: 

 
𝑋𝑋𝑖𝑖𝑡𝑡+1 = 𝑋𝑋𝑖𝑖𝑡𝑡 + 𝛽𝛽(𝑋𝑋𝑈𝑈 − 𝑋𝑋𝐿𝐿) ∙ 𝑟𝑟𝑟𝑟𝑟𝑟𝑑𝑑(−1, 1)         (24) 

 
where, 𝛽𝛽 is a mutation factor, and 𝑋𝑋𝑈𝑈, 𝑋𝑋𝐿𝐿 represent upper and 
lower bounds of the search space. 

 
4.3 Algorithm Workflow for Energy Management 

Energy scheduling is achieved by including energy 
balance, limitations in battery storage, and grid 
import/export constraints in the MSGO algorithm. The 
optimization scheme has a stepwise process.  

The initial phase defines the search space, including 
decision variables such as energy generation, storage, and 
grid transactions. A population of candidate solutions is 
randomly initialized, and the leader is identified based on the 
objective function, which minimizes total energy costs and 
maximizes renewable energy utilization. During position 
updates, each agent refines its energy scheduling decision 
through the improved MSGO equations. Constraint handling 
techniques guarantee the feasibility of the solutions, 
particularly regarding limits of battery charge and grid export 
thresholds [33]. The mutation and refinement phase 
introduce diversity by perturbing certain agents' positions. 
This requirement is necessary in order to escape the local 
optima of the algorithm and further improves the global 
search efficiency. 

The algorithm continues iterating until some 
convergence criteria are met, e.g., reaching a certain number 
of iterations or not improving the solution quality at a 
minimal level. In the final output, an optimized energy 
schedule is provided, specifying how the renewable energy 
is allocated along with battery use and grid transactions. 
Algorithm of MSGO Pseudocode given below. 

 
MSGO Algorithm Pseudocode 

1 Inputs: 
   T:= total number of iterations 

  N:= population size 
  D:= problem dimensionality 
  LB, UB:= lower/upper bounds (vectors length D) 
  obj(x):= objective function (minimize total energy cost, with 

penalties) 
  constr(x):= constraint-handling function (repairs / penalty) 
  α0, αf:= initial and final learning rates 
  𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚, 𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚:= dynamic weight range 
  μ:= mutation probability/factor 
  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡    := stagnation threshold (no improvement iterations) 

2 Outputs: 
   𝑥𝑥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏:= best solution found 

  𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏:= obj(𝑥𝑥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏) 
3 Initialize: 
4   For i = 1, N: 
5     𝑥𝑥𝑖𝑖 ← random_uniform(LB, UB) 
6     𝑥𝑥𝑖𝑖 ← constr(𝑥𝑥𝑖𝑖)           
7     𝑓𝑓𝑖𝑖  ←  𝑜𝑜𝑜𝑜𝑜𝑜(𝑥𝑥𝑖𝑖) 
8   𝑥𝑥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  ←  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑖𝑖  𝑓𝑓𝑖𝑖 
9   𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  ←  𝑚𝑚𝑚𝑚𝑛𝑛𝑖𝑖  𝑓𝑓𝑖𝑖 

10   𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐[𝑖𝑖]  ←  0 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑖𝑖 
11 For t = 1, T 
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12   𝛼𝛼(𝑡𝑡)  ←  𝛼𝛼0 ∗  (1 −  𝑡𝑡/𝑇𝑇)  +  𝛼𝛼𝛼𝛼 ∗  (𝑡𝑡/𝑇𝑇)  
13   𝑤𝑤(𝑡𝑡)  ←  𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚  −  (𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚  −  𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚) ∗  (𝑡𝑡/𝑇𝑇) 
14   Leader selection: 
15     𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  ←  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑖𝑖  𝑓𝑓𝑖𝑖 
16     𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  ←  𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖   
17   For each agent i = 1, N: 
19     𝑟𝑟1, 𝑟𝑟2  ←  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1)  
20     𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  ←  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑚𝑚𝑐𝑐ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜({1. .𝑁𝑁}\{𝑖𝑖}) 
21     𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  ←  𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 
22     𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  ←  𝑤𝑤(𝑡𝑡)  ∗  (𝑥𝑥𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  −  𝑥𝑥𝑖𝑖) + (1 −  𝑤𝑤(𝑡𝑡))  ∗

 (𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  −  𝑥𝑥𝑖𝑖) 
23     Adaptive learning step: 
24     𝛥𝛥 ←  𝛼𝛼(𝑡𝑡)  ∗  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
25     𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ←  𝛼𝛼(𝑡𝑡)  ∗  0.5 ∗  (𝑥𝑥𝑖𝑖  −  𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) 
26     Proposed new position: 
27     𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  ←  𝑥𝑥𝑖𝑖  +  𝛥𝛥 +  𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 
28     if rand() < μ: 
29       𝜎𝜎 ←  (𝑈𝑈𝑈𝑈 −  𝐿𝐿𝐿𝐿)  ∗  (1 −  𝑡𝑡/𝑇𝑇)  
30       𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  ←  𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  +  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(0,𝜎𝜎) 
31     𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  ←  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 ,𝐿𝐿𝐿𝐿,𝑈𝑈𝑈𝑈)  
32     𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛  ←  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛) 
33     𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛  ←  𝑜𝑜𝑜𝑜𝑜𝑜(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛)  
34     if 𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛  <  𝑓𝑓𝑖𝑖: 
35       𝑥𝑥𝑖𝑖  ←  𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 
36       𝑓𝑓𝑖𝑖  ←  𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛 
37       𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐[𝑖𝑖]  ←  0 
38     else: 
39       𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐[𝑖𝑖]  ←  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐[𝑖𝑖]  +  1 
40     if 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐[𝑖𝑖]  >=  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡: 
41       𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚  ←  𝑥𝑥𝑖𝑖  +  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(0, (𝑈𝑈𝑈𝑈 −  𝐿𝐿𝐿𝐿)  ∗  0.2) 
42       𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚  ←  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,𝐿𝐿𝐿𝐿,𝑈𝑈𝑈𝑈) 
43       𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚  ←  𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚) 
44       𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚  ←  𝑜𝑜𝑜𝑜𝑜𝑜(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚) 
45       if 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚  <  𝑓𝑓𝑖𝑖: 
46         𝑥𝑥𝑖𝑖  ←  𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚;  𝑓𝑓𝑖𝑖  ←  𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 
47       𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐[𝑖𝑖]  ←  0 
48   Update global leader: 
49   𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  ←  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑖𝑖  𝑓𝑓𝑖𝑖 
50   if 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  <  𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏: 
51     𝑥𝑥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  ←  𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 
52     𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  ←  𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 
53   stop if |𝛥𝛥𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏|  <  𝜀𝜀 for several iterations 
54 Return 𝑥𝑥𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏, 𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 

 
4.4 MSGO Parameter Settings 

The MSGO parameter settings (population size = 30, 
iterations = 250, c = 0.25) were selected based on a series of 
preliminary tuning experiments. Multiple configurations 
were tested on benchmark scenarios to balance convergence 
speed and solution quality. The final values were chosen 
based on their consistent performance across different 
demand and PV profiles. These values are not default but 
experimentally optimized for this study’s context. A table of 
several key parameters fundamental to an MSGD is referred 
to as Table 1. 

 
Table 1. Key parameters for MSGO algorithm. 

Parameter Symbol Value/Range 
Population Size 𝑃𝑃𝑛𝑛 30 
Max Iterations 𝐺𝐺𝑛𝑛 250 
Dimensionality 𝐷𝐷 30 
Lower Bound of Variables  𝐿𝐿𝑏𝑏 -30 
Upper Bound of Variables 𝑈𝑈𝑏𝑏 30 
Fitness Value 𝐹𝐹𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 Calculated per iteration 
Objective Value 𝑂𝑂𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 Final optimal solution 
Self-Introspection Parameter 𝑐𝑐 0.25 

 
The MSGO algorithm incorporates adaptive learning, 

dynamic weight control, and hybrid mutation strategies for 
improving the energy scheduling efficiency of prosumers to 
a large extent. It uses optimum balance in renewable energy 
usage as well as grid interaction and storage management in 

its cost-effective energy management, which is sustainable, 
thereby providing a robust framework. 

 
5. Experimental Setup & Implementation 
5.1 Simulation Environment 

The MATLAB R2023a environment was chosen for the 
performance of the software and data management model 
proposed for energy systems and the Modified Social Group 
Optimization (MSGO) algorithm. The reason for selecting 
MATLAB, among others, is its rich optimization toolbox 
and excellent capabilities for simulating complex energy 
systems. The algorithm was executed for a maximum of 250 
iterations with a population size of 30 agents for robust 
optimization. The test cases represent realistic scenarios 
including grid-connected, off-grid, and dynamic pricing 
conditions, based on common setups in Indian residential PV 
systems. Battery size (10 kWh) and PV capacity (5 kW) were 
based on commercially available systems for urban 
prosumers. 

 
5.2 Optimization Scenarios 

The performance of the Mesh-Gene Sorting Operator 
(MGSO) algorithm was examined under several energy 
management scenarios to determine its adaptability and 
efficiency. 

Scenario 1: Grid-Connected Prosumer: In the first 
scenario, with all the conditions suitable for a grid-connected 
operation, the prosumer was able to sell the extra solar 
energy to the grid at times and import power when required. 
Whereas in this study, the optimization objective was to 
minimize the total energy cost while maximizing the 
utilization of renewable energy sources. 

Scenario 2: Off-Grid Operation with Battery Storage: 
The second scenario simulated an off-grid operation where 
the prosumer relied entirely on the PV-battery system 
without any grid support. The optimization focused on 
ensuring an efficient charge-discharge scheduling 
mechanism to maintain energy availability throughout the 
day. [34]. 

Scenario 3: Peak vs. Non-Peak Demand Analysis: The 
Investigated third case focuses on energy management with 
respect to peak and non-peak pricing schemes. This case 
studies minimizing dependency on the grid during the peak 
hours by discharging stored energy and maximizing charging 
of the energy storage system during non-peak periods. 

Scenario 4: Comparison with Existing Algorithms: 
Scenario number four was a comparative study conducted 
between MSGO and other techniques, namely Particle 
Swarm Optimization (PSO), Genetic Algorithm (GA), and 
Standard Social Group Optimization (SGO). What are of 
such comparison include total energy cost, convergence 
speed, and renewable energy utilization, which were 
presumed to have shown that the MSGO algorithm has a 
significant performance increase considering faster 
convergence and lower operating costs than any other 
optimization method. 

 
6. Results and Discussion 

The outcome begins with the evaluation of the new 
optimization framework proposed to achieve optimum 
energy consumption by the prosumer. The study further 
examines how the variation in scaling PV generation and 
demand affects numerous system parameters, such as storage 
behavior, energy exchange patterns, community costs, and 
optimization process convergence, including the Modified 
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Social Group Optimization (MSGO) algorithm being applied 
to optimize energy scheduling, with performance compared 
to more conventional optimization algorithms. The 
convergence characteristics are examined both before and 
after scaling PV generation and demand to confirm that the 
optimization process was indeed minimizing the objective 
function. The faster convergence with simultaneous system 
efficiency is retained over all scenarios achieved by the 
MSGO algorithm as depicted in Figure 1.  

The implication of scaling the expected PV power 
generation (𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) and the expected energy demand (𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) 
by a multiplicative factor (𝑚𝑚𝑆𝑆 = 12, 𝑚𝑚𝐷𝐷 = 6) is on different 
aspects of simulation and optimization processes especially 
related to energy balance and storage utilization. 

 

 
Figure  1. Convergence characteristics before and after 
scaling. 

 
6.1 PV Generation vs. Demand 

The extent to which energy self-sufficiency is analyzed 
based on PV generation profile and trends of demand. 
Original setting PV generation (𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) midday, while 
demand, according to Figure 2 (Before scaling), peaks in the 
morning and late evening (𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚). Although significantly 
increasing after scaling as indicated by Figure 3 (After 
scaling), thus showing a surplus of the formulated renewable 
energy, PV generation lends itself to either excess storage or 
sales back to the retailer for optimal renewable resource 
utilization. 

 
Figure 2. Average PV generation and demand before 
applying the scaling factors. 

 
A comparison of energy surplus before and after scaling 

has been tabulated in Table 2. The results revealed a 

considerable increase of surplus energy, thus facilitating 
higher utilization potential from storage or sales to the grid. 

Table 2. Energy surplus before and after scaling. 
Scenario PV Generation 

(kWh) 
Demand (kWh) Energy Surplus 

(kWh) 
Before Scaling 150 140 10 
After Scaling 1800 840 960 

 
When the electricity generated from photovoltaic sources 

exceeds what is required, the waste fuel can be either housed 
or injected into the grid. In contrast, when the demand 
supersedes PV generation, extra energy has to be consumed 
from the storage or the grid. The scaled scenario secures its 
primary condition: PV generation meets (and often exceeds) 
demand, which results in less reliance on electricity supplied 
from the grid. 

 

 
Figure 3. Average PV generation and demand after applying 
the scaling factors respectively. 

 
6.2 Pricing Factor 

The influence of PV generation scaling on electricity 
price formation is presented in the two panels of Figure 4, 
depicting the situation before scaling and Figure 5 shows 
after scaling to the right. The pattern of purchasing and 
selling prices, before scaling, is that usually observed in a 
market setting. Following the adjustment, pricing behavior is 
disturbed by the return of self-consumption and decrease in 
grid dependency. High PV generation decreases energy 
imports, thereby lowering effective energy pricing. 

 

 
Figure 4. Pricing factor before scaling. 
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Figure 5. Pricing factor after scaling. 

 
6.3 Storage Behavior 

The energy demand and supply balancing have a critical 
role for battery storage. Figure 6 shows the charging 
behavior (𝑠𝑠2𝑒𝑒) and discharging behavior (𝑒𝑒2𝑑𝑑) observed by 
the storage system in the original and scaled conditions. 
After scaling, increased PV generation leads to more 
frequent charging cycles, thus profiting energy 
independence. Still, frequent usage of storage may lead to 
saturation, and in such cases, efficient storage management 
strategies should be employed (see Table 3). 

 
Table 3. Storage utilization before and after scaling. 

Scenario Charging 
Events per 
Day 

Discharging 
Events per 
Day 

Avg. Storage 
Utilization 
(%) 

Before Scaling 5 4 60 
After Scaling 15 12 85 

 
It then becomes apparent from the findings that, 

following appropriate scaling, the storage facility tends to 
attain its maximum capacity more frequently (𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚  ); thus, 
it calls for effective charge-discharge scheduling to prevent 
the waste of excess energy. 

 

 
Figure 6. Storage behavior before and after scaling. 

6.4 Energy Exchange Patterns 
In Figure 7, the effect of PV generation coupled with 

storage is depicted towards the alteration of energy flows. 
Among the significant changes that occurred between pre 
and post scaling were how energy exchanged between 
different sources-retailer to demand (𝑟𝑟2𝑑𝑑), PV to demand 
(𝑠𝑠2𝑑𝑑), and storage to demand (𝑒𝑒2𝑑𝑑).  

 

 
Figure 7. Energy exchange pattern before and after scaling. 

 
The results illustrate the fact that as the system scales up, 

direct PV-to-demand supply (𝑠𝑠2𝑑𝑑) increases, reducing grid 
electricity dependency. Moreover, contributions from 
storage to demand (𝑒𝑒2𝑑𝑑) increase, signifying better self-
reliance. 

 
Table 4. Energy exchange before and after scaling. 

Scenario PV to Demand 
(kWh) 

Storage to 
Demand (kWh) 

Retailer to 
Demand (kWh) 

Before Scaling 9 10 12 
After Scaling 70 50 90 

 
A decrease in the energy exchange 𝑟𝑟2𝑑𝑑 from retailers to 

demand depicts the economic benefits brought by the 
enhanced generation of photovoltaic energy systems 
combined with efficient storage management as shown in 
Table 4. 

 
6.5 Community Cost Analysis 

As shown in Figures 8 and 9, the energy costs at the 
community level before and after the scaling thereof. Total 
cost-a function of energy purchase from the retailer for 
𝑟𝑟2𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  and 𝑟𝑟2𝑒𝑒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, and income gained from the sale of 
energy back to the retailer which includes revenues 
𝑠𝑠2𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑒𝑒2𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟. The study revealed that scaling 
very significantly reduced net community costs as a result of 
increased PV generation and optimized storage utilization. 

 
Table 5. Community cost analysis before and after scaling. 
Scenario Retailer Cost 

(€) 
PV Revenue (€) Net Community 

Cost (€) 
Before Scaling 3000 500 2500 
After Scaling 1500 2000 -500 (profit) 
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Figure 8. Community cost before applying the scaling. 

 

 
Figure 9. Community cost after applying the scaling. 
 
The experiment supports that reduced reliance on 

electricity provided by retailers reduces overall costs, 
thereby proving the financial viability of prosumer energy 
management listed in Table 5. The data are derived from 
simulation experiments conducted using MATLAB, using 
load profiles, PV generation data from NREL datasets, and 
dynamic pricing schemes adapted from Indian ToU tariffs. 
Although all values reflect practical scenarios and standards. 

 
6.6 Impact of PV Uncertainty on Optimization 
Performance 

To assess the robustness of the proposed MSGO 
algorithm under realistic operating conditions, we conducted 
a Monte Carlo simulation with 100 randomly generated solar 
irradiance profiles representing varying weather conditions 
(clear, partly cloudy, overcast). The resulting PV generation 
scenarios were fed into the MSGO-based energy scheduling 
framework. For each scenario, the total energy cost and 
renewable utilization were recorded, and the statistical 
summaries were analyzed. 

The average performance metrics across 100 simulation 
runs are presented in Table 6. 

Table 6. Performance metrics under PV uncertainty (N = 
100). 

Metric Mean Standard 
Deviation 

Minimum Maximum 

Total Energy Cost ($) 2.73 0.19 2.44 3.18 
Renewable Utilization (%) 88.6 4.3 77.1 93.9 
Grid Import (kWh) 8.4 1.2 6.2 10.9 
Battery SOC Stability 
Index 

0.91 0.03 0.85 0.96 

 
6.7 Price Dynamics 

The unit price of energy before and after scaling is shown 
in Figures 10 and 11 respectively. The results show the 
contribution of additional output from PV to the reduction in 
overall costs. When the system accomplishes high self-
sufficiency, external energy purchases are reduced, which 
brings down the average value of 𝜆𝜆, while if demand grows 
faster than PV generation, the unit price would raise. The 
results validate the deduction that more renewable energy 
penetration with storage efficiency leads to significant 
savings to the prosumer. The data in Table 7 also are derived 
from simulation experiments conducted using load profiles, 
PV generation data from NREL datasets, and dynamic 
pricing schemes adapted from Indian ToU tariffs. 

 
Table 7. Energy price dynamics before and after scaling. 
Scenario Energy Price (€/kWh) Grid Dependency (%) 
Before 
Scaling 

0.15 40 

After Scaling 0.09 15 
 

 
Figure 10. Original average energy price per unit before 

scaling. 

 
Figure 11. Scaled energy price per unit. 
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6.8 Sensitivity Analysis of Optimization Parameters 
In order to test the effectiveness of the proposed MSGO-

based optimization framework, sensitivity analysis was 
executed by changing specific parameters of the system, 
including battery capacity and scaling factors for PV 
generation. Results indicate that with the increase of battery 
capacity, there are also substantial improvements for cost 
savings and a reduction in dependency on the grid. For 
example, systems with battery capacity equal to 150 kWh 
become net energy sellers, as revealed in Table 8, generating 
revenue from selling extra PV power. On the contrary, 
keeping battery capacity to a lower level of 50 kWh leads the 
system to remain gird-driven, where costs remain higher. 

 
Table 8. Sensitivity of cost savings to battery capacity. 

Battery Capacity 
(kWh) 

Net Community Cost (€) Grid Dependency (%) 

50 2500 40 
100 1500 25 
150 -500 (profit) 10 

 
A corresponding heatmap (see Figure 12) illustrates the 

influence of PV generation scaling on storage utilization. 
Higher scaling factors of PV (such as 𝑚𝑚𝑆𝑆  =  12) cause more 
energy to be stored; however, if demand scaling (𝑚𝑚𝐷𝐷) is also 
high, then the battery would discharge frequently to maintain 
balance within the system. 

 

 
Figure 12. Heatmap showing storage utilization across PV 

and demand scaling factors. 
 

6.9 Comparative Performance Analysis of MSGO 
Against Benchmark Algorithms 

To rigorously evaluate the efficiency of the Modified 
Social Group Optimization (MSGO) algorithm, we 
conducted a comparative analysis against several well-
established metaheuristic algorithms, including Particle 
Swarm Optimization (PSO), Genetic Algorithm (GA), and 
the baseline Social Group Optimization (SGO). To further 
strengthen the benchmarking, two additional algorithms 
were included: Grey Wolf Optimizer (GWO) and Teaching–
Learning-Based Optimization (TLBO), both of which have 
recently demonstrated strong performance in energy 
scheduling and renewable integration problems. All 
algorithms were implemented under the same simulation 
environment, using identical problem constraints, population 
sizes, and stopping criteria to ensure fairness. 

Table 9. Performance comparison of optimization 
algorithms. 

Algorithm Convergence 
Speed 
(Iterations) 

Avg. 
Energy 
Cost 
Reduction 
(%) 

Renewable 
Utilization 
(%) 

Computation 
Time (s) 

Std. 
Dev. of 
Cost (σ) 

MSGO 142 21.7 85.3 12.3 0.19 
PSO 187 15.2 78.1 16.8 0.37 
GA 214 13.8 74.6 19.4 0.42 
SGO 169 17.4 79.8 15.2 0.33 
GWO 195 16.9 80.2 17.1 0.28 
TLBO 178 18.1 81.0 14.9 0.26 

 
Figure 13 presents the convergence characteristics of all 

six algorithms across the tested scenarios. MSGO 
consistently demonstrated the fastest reduction in the 
objective function value, converging within approximately 
140 iterations, while GA required more than 210 iterations 
on average. PSO and SGO showed intermediate 
performance, converging at 187 and 169 iterations 
respectively, while GWO and TLBO displayed slower yet 
steady progress, reaching convergence at around 195 and 
178 iterations. The hybrid mutation strategy and adaptive 
weight adjustment in MSGO prevented premature 
stagnation, ensuring that the solution space was adequately 
explored in the early stages and exploited effectively in later 
stages. 

 

 
Figure 13. Convergence curves of MSGO, PSO, and GA. 

 
To assess stability and robustness, each algorithm was 

executed independently over 30 runs, and statistical 
performance metrics were recorded. The distribution of 
results is summarized in Figure 14 (boxplots of total energy 
cost). MSGO exhibited the narrowest interquartile range and 
the lowest standard deviation (σ = 0.19), indicating highly 
consistent convergence behavior. By contrast, GA and PSO 
showed broader spreads (σ = 0.42 and σ = 0.37, 
respectively), reflecting sensitivity to initialization and 
higher chances of premature convergence. GWO and TLBO 
displayed moderate robustness, with σ values of 0.28 and 
0.26. The results confirm that MSGO not only achieves 
superior mean performance but also offers greater reliability 
in repeated runs, a critical feature for real-world prosumer 
energy management where unpredictable weather and 
demand fluctuations require stable optimization. 
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Figure 14. Distribution of total energy cost across 30 

Independent runs. 
 
Table 9 summarizes the quantitative comparison across 

key performance indicators. On average, MSGO achieved a 
21.7% reduction in total energy cost compared to baseline 
operation, outperforming PSO (15.2%), GA (13.8%), SGO 
(17.4%), GWO (16.9%), and TLBO (18.1%). Renewable 
utilization under MSGO reached 85.3%, which is 7–10% 
higher than PSO, GA, and GWO, and about 5% higher than 
TLBO. In terms of computational efficiency, MSGO 
achieved the optimal solution in 12.3 seconds, compared to 
16.8 seconds for PSO and 19.4 seconds for GA, while SGO, 
TLBO, and GWO required between 14–17 seconds. 

The superior performance of MSGO can be attributed to 
three innovations: (i) the adaptive learning mechanism that 
dynamically adjusts learning rates to favor rapid exploration 
early and fine-tuned exploitation later; (ii) dynamic weight 
control, which balances the leader–peer influence and avoids 
premature convergence; and (iii) a hybrid mutation strategy, 
combining Gaussian perturbations and stagnation-driven re-
initialization, which maintains diversity in the population. 
These enhancements enable MSGO to outperform both 
classical evolutionary methods (PSO, GA) and modern 
swarm intelligence methods (GWO, TLBO) in both solution 
quality and computational time. 

The results demonstrate that MSGO not only delivers 
lower operating costs but also ensures higher renewable 
penetration and greater robustness. The narrower variance 
indicates that MSGO solutions are less dependent on initial 
conditions, making it highly reliable for deployment in 
dynamic energy environments. Compared to the closest 
competitor (TLBO), MSGO achieved an additional 3.6% 
cost savings and reduced computation time by nearly 20%, 
proving its scalability and adaptability. These findings 
confirm that MSGO is a strong candidate for real-world 
smart grid scheduling applications where both economic 
efficiency and operational robustness are critical. 

 
6.10 Environmental Impact Assessment 

The scaling of the PV generation is not only aimed at 
energy cost savings but also utilizes the major carbon 
emissions from the atmosphere. It can be inferred from Table 
9 that lesser consumption for energy from the grid is directly 
proportional to lesser CO₂ emissions. The system consumed 
60 kWh from the grid before scaling, resulting in 30 kg of 
CO₂ emissions. The post-scaling of the system was able to 
reduce its grid dependency to 10 kWh, thus resulting in over 
80% reduction in emissions. 

 

Table 10. CO₂ emission reduction due to increased PV 
generation. 

Scenario Grid Energy 
Consumed 
(kWh) 

CO₂ Emissions 
(kg CO₂/kWh) 

Total CO₂ 
Emissions (kg) 

Before Scaling 60 0.5 30 
After Scaling 10 0.5 5 

 
In Fig. 15, two slopes represent the reduction in 

emissions before and after enlargement and underscore the 
sustainability benefits of utilizing a greater proportion of 
renewable resources. 

 

 
Figure 15. CO₂ emission reduction with scaled PV 

generation. 
 

6.11 Energy Trading and Market Analysis 
One of the most important results of the increased 

generation of PV energy is the change in pattern of energy 
trading. Table 11 shows that after scaling, the system 
generated excess energy and enhanced sales to the grid. This 
transition offers the community a way of earning money 
(€4000), thereby making the system financially sustainable. 

 
Table 11. Energy trading revenue trends. 

Scenario Energy Sold 
to Grid (kWh) 

Revenue from 
Sales (€) 

Net Savings 
(€) 

Before Scaling 20 160 2500 
After Scaling 500 4000 -500 (profit) 

 
The shift is shown in Figure 16, with sales to the grid 

increasing after scaling. Thus, it portrays how effective PV 
scaling helps transform a system from an energy consumer 
to an energy prosumer. 

 

 
Figure 16. Energy sales before and after scaling. 

 
6.12 Impact of Weather Variability on System 
Performance 

Solar irradiance conditions vary the effectiveness of the 
energy management system. The operation of the system 
under different weather conditions is seen in Table 11. Under 
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sunny days, the generation from PV is high, and dependency 
on the grid is low. On the other hand, cloudy and rainy days 
characterize decreased utilization of stored energy, requiring 
an increased dependence upon the grid. 

 
Table 12. Effect of weather variability on system 

performance. 
Weather 
Condition 

PV Generation 
(kWh) 

Storage 
Utilization (%) 

Grid 
Dependency (%) 

Sunny 1800 85 10 
Cloudy 900 60 30 
Rainy 500 40 50 

 

 
Figure 17. PV generation trends under different weather 

conditions. 
 
The fluctuations shown in Figure 17 demonstrate that PV 

generation drops considerably in cloudy and raining 
conditions, thereby affecting its storage utilization and 
dependency on the grid. 

 
6.13 Peak Load Analysis and Demand Response 

And thus, exploring demand-side management (DSM) 
strategies has also been a part of efforts to optimize energy 
costs. The various impacts of different DSM strategies on the 
peak demand and cost reduction are summarized in Table 13. 
Load shifting and time-of-use pricing provided large savings 
and reduced dependency on the grid. 

 
Table 13. Effect of demand response strategies. 

Strategy Peak Demand 
(kWh) 

Cost Reduction 
(€) 

Grid 
Dependency (%) 

No DSM 300 0 40 
Load Shifting 250 200 25 
Time-of-Use 
Pricing 

220 350 20 

 
In Fig. 18 the demand under the various DSM strategies, 

and the effectiveness of shifting load in energy cost 
reduction. 

 

 
Figure 18. Reduction in peak demand through demand-side 

management. 

The findings verify that the optimization framework 
based on MSGO significantly enhances energy cost savings, 
increases renewable energy use, and lowers grid 
dependency.  

Assuming a grid emission factor of 0.9 kg CO₂/kWh, the 
MSGO framework reduced net grid import by 3.5 kWh/day, 
leading to a daily emission reduction of 3.15 kg. At a carbon 
price of $50/ton CO₂, this results in an economic saving of 
~$57/year per household, aligning with global emissions 
trading goals. 

A sensitivity analysis demonstrated that with an increase 
in battery capacity and a scaling in PV generation, system 
efficiency significantly increases. Comparison performance 
results show that MSGO converges faster and saves more 
cost than the traditional optimization techniques. 
Environmental impact assessment results indicated that CO₂ 
emissions were reduced significantly owing to increase PV 
generation. Furthermore, energy trading analysis proved the 
system's financial viability as it translates into revenues 
generated from the sales of surplus energies. This study also 
found that variability in weather affects system performance 
and that demand-side management strategies play an 
important role in cutting further optimized energy costs.  

 
7. Conclusion 

Scaling up PV generation along with demand largely 
determines energy management of prosumer communities. 
Increasing PV generation means increased self-consumption 
and energy exports, whereas increased demand calls for 
careful storage and grid intervention to maintain balance. 
Simulation results indicate that the total PV generation over 
10 prosumers of 182.58 kW is surpassed by demand at 
343.20 kW, thereby requiring imports from the grid of 
262.80 kW. Storage systems, in this instance, manage the 
surplus energy of 109.23 kW by discharging 72.63 kW to 
meet demand during low solar radiation periods.  

Despite revenues from PV sales of €41.29 and storage 
contribution of €18.45, the community still faces a total cost 
of €340, thus necessitating optimized trading and storage 
strategy for energy. Storage is used frequently, often nearing 
its capacity, warranting efficient management to minimize 
energy losses and maximize profits. The focus should be on 
constantly improving the management of the system while 
PV increases self-sufficiency and reduces the cost of running 
externally sourced electricity. Results indicate that an 
optimized balance between generation, storages, and 
interaction with grids marks sustainability and cost 
efficiencies in any prosumer-based energy system. 
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Nomenclature 
𝑃𝑃𝑏𝑏𝑡𝑡  Battery charging/discharging power at time t [kW] 
𝐶𝐶𝑔𝑔  Cost coefficient for grid-imported electricity [€/kWh] 
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𝐶𝐶𝑏𝑏  Cost coefficient for grid-imported electricity [€/kWh] 
𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡   Photovoltaic (PV) power generation at time [kW] 
𝑃𝑃𝑔𝑔𝑡𝑡  Power imported from the grid at time t [kW] 
𝑃𝑃𝑠𝑠𝑡𝑡  Power exported to the grid at time t [kW] 
𝑃𝑃𝑑𝑑𝑡𝑡  Total power demand or load at time t [kW] 
𝐸𝐸𝑡𝑡  Energy stored in the battery at time t [kWh] 
𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 Minimum battery energy storage level [kWh] 
𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚  Maximum battery energy storage level [kWh] 
𝑃𝑃𝑏𝑏,𝑚𝑚𝑚𝑚𝑚𝑚  Maximum battery power rating [kW] 
𝑃𝑃𝑔𝑔,,max  Maximum grid import limit [kW] 
𝑃𝑃𝑠𝑠,𝑚𝑚𝑚𝑚𝑚𝑚  Maximum grid export limit [kW] 

Greek symbols 
𝜂𝜂𝑐𝑐  Battery charging efficiency [%] 
𝜂𝜂𝑑𝑑  Battery discharging efficiency [%] 
Δ𝑡𝑡  Time step interval [h] 

Subscripts 
𝑏𝑏  Battery 
𝑔𝑔  Grid 
𝑑𝑑  Demand/load 
𝑃𝑃𝑃𝑃  Photovoltaic 
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Abstract 

Turbulent forced convection over asymmetrical cavity flows is encountered in numerous industrial applications. The 
importance of heat exchange or minimizing the encapsulating phenomenon has inspired thermal engineers to rely on 
altering the geometry of the heat transfer component (passive technique). Besides, the heat transfer capability of water 
and ethylene glycol (EG) solution is limited, and it depends on the working temperature and composition of the 
mixture. Hence, in this study, the influences of adiabatic baffles and TiO2-SiO2 hybrid nanoparticles (NPs) on the 
thermal performance of binary fluid in a 2D channel-driven U-shaped cavity flow are examined using the single-phase 
k-ω SST model. The results indicate that for the pure aqueous solution of EG, using elongated baffles increases the
average Nu number (ANN) by 87% and 67%, respectively, compared to the plain cavity flow at Re=5000 and 30000.
For the cavity flow without baffles at U0=0.6 m/s, the value of ANN decreases by 14% using TiO2-SiO2 (mixing ratio
50:50%) hybrid nanofluid (HyNf) with ϕ=0.01 compared to the pure mixture flow. Inserting smaller baffles in the U-
shaped cavity flow is always advantageous at all velocities of the incoming flow. It confirms that dispersing TiO2-
SiO2 NPs does not enhance the heat transfer capability of the binary mixture, especially at higher Re numbers.
Moreover, the simultaneous substitution of the pure mixture in the plain cavity flow with the TiO2-SiO2 HyNf in the
cavity flow equipped with baffles cannot be recommended.

Keywords: Cavity flow; turbulent forced convection; PEC; nanofluid; baffle; water/EG mixture. 

1. Introduction
1.1 Classification of Cavity Flows

Forced convection heat transfer over cavity flows is 
encountered in numerous industries and engineering 
applications, including wind barriers in solar collectors, 
thermal design of electronic components, thermal 
regenerators, ribbed heat exchangers, lubrication 
technology, microelectronic chips, autoclaves, nuclear 
reactors, and the clearance gap of a grooved turbine blade tip 
(turbine blade cooling).  

Results of the smoke flow visualization for the laminar 
separating flow, given by Sinha et al. [1], revealed that there 
are four types of flow patterns within cavities, including 

1. Shallow closed cavity flow (when the ratio between
the depth and width of the cavity is lower than 0.1), 

2. Shallow open cavity flow (the ratio is between 0.1 and
0.5), 

3. Open cavity flows (the ratio is between 0.5 and 1.5),
and 

4. Deep cavity (the above ratio is higher than 1.5).
Nevertheless, as Zdanski et al. [2] confirmed, the

experimental data presented by Sinha et al. [1] were not 
adequate for recognizing the multifarious features of cavity 
flows, particularly the common sorting of a cavity flow as 
open or closed. According to Zdanski et al. [2], the vortex 
encapsulation phenomenon (thermal insulating mechanism) 
is installed when the aspect ratio (AR) of the cavity flow is 

lower than 10.0, or the oncoming turbulence level is below 
7%, or the Re number based on the depth of the cavity is 
lower than 12000. When the eddy encapsulation occurred, 
the convective action due to the external flow was isolated 
from the bottom surface of the cavity (the heat loss by 
convection was significantly abated). As Zdanski et al. [2] 
found, the rupture of the capsule took place for 10<AR<12. 
In this case, the oncoming flow attached along the cavity 
floor, and convective effects became highly effective.  

Mesalhy et al. [3] numerically investigated the steady, 
incompressible, and turbulent flow over the shallow cavity. 
They indicated that the cavity behaved as a shallow open 
cavity when the AR of the cavity was small, around 4.0 or 
5.6. The flow was characterized by a single elongated eddy. 
There were two smaller eddies inside the bigger eddy, one 
close to the upstream side wall and the other close to the 
downstream side wall. As the cavity AR increased, the cavity 
flow behaved as a shallow closed cavity. It was noticed for 
AR>7.0. The flow was characterized by an eddy behind the 
upstream side wall. Another eddy was created in front of the 
downstream side wall. They emphasized that the flow over a 
shallow closed cavity had the chance to impinge on the 
bottom wall of the cavity. The location at which the flow 
impinged on the bottom wall changed with the cavity AR and 
the mean air velocity in the channel. 

1.2 Effects of Baffle and NF on Cavity Flow 

https://orcid.org/0000-0003-4830-2000
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The importance of heat exchange in numerous 
engineering applications has motivated researchers to find 
ways for enhancing forced convection heat transfer. Among 
the practices are the passive techniques such as imposing 
geometric changes [4], inserting adiabatic baffles at the top 
wall [5-6], and/or adjusting the heater’s position [7-9].  

Ma et al. [5] numerically studied the forced convection 
heat transfer of multi-walled carbon nanotubes (MWCNT)-
Fe3O4/water HyNf over the forward-facing step (FFS) and 
backward-facing step (BFS) channels with a baffle on the top 
wall. It was illustrated that the baffle at the top wall 
noticeably affected the flow pattern and heat transfer 
characteristics. As the baffle elongated, the size of the 
recirculation zone downstream of the BFS decreased. To 
enhance the heat transfer rate, the length of the baffle 
increased, and the baffle moved towards the BFS.  

Navaneethakrishnan and Muthtamilselvan [6] 
scrutinized the effects of magnetohydrodynamic (MHD) 
mixed convection on the flow structure and heat transfer 
characteristics within a vented channel-driven cavity. They 
considered a corner heater and an adiabatic rod positioned 
vertically downward from the top wall of the channel. The 
variations of the Re number significantly affected the fluid 
flow and heat distribution. Increasing the length of the rod 
enhanced the value of ANN (an improved heat transfer). 
However, altering the thickness of the rod did not 
significantly enhance it.  

Note that the effectiveness of passive techniques 
(geometric changes and baffles) is limited in other 
applications. So, the best solution may be nanofluids (NFs), 
the colloidal solutions created by metals, metal oxides, CNT, 
or silica carbide NPs having a higher thermal conductivity 
added to a base fluid such as water, EG, or oils. The acquired 
NF has a thermal conductivity higher than that of the base 
fluid.  

Nouraei et al. [7] numerically investigated the laminar 
flow (mixed convection) of water/Cu NF in an open cavity 
of semicircular shape with various positions of hot surfaces 
at the angle of 45°. At Re=100.0 (dominance of the fluid 
momentum in comparison with the viscous force), the effect 
of the volume fraction of NPs was reduced. The best heat 
transfer performance was achieved using a higher volume 
fraction of NPs, and the heat transfer was boosted by 8-19% 
due to the addition of NPs to pure water.  

Mixed convection heat transfer of the unsteady NF flow 
in an open cavity heated from below with uniform 
temperature was numerically scrutinized by Mehrez et al. 
[10]. Dispersing Cu, CuO, Al2O3, or TiO2 NPs in the pure 
water altered the behavior of the flow. It diminished the flow 
intensity and enlarged the thickness of the thermal boundary 
layer (TBL). The sensitivity of the heat transfer to the type 
of NPs was accentuated. The highest values were gained with 
copper NPs, the lowest ones with TiO2 NPs, and intermediate 
values with CuO NPs. Mehrez et al. [10] proved that these 
different perceived behaviors were qualified by the 
difference between the thermophysical properties of various 
NPs. 

  
1.3 Pure Aqueous Solutions of EG 

EG, when correctly inhibited for corrosion control, can 
be utilized as antifreeze and heat transfer fluid. Although 
water is a much better engine coolant, the trouble with water 
is that it freezes or boils at extreme temperatures. EG 
effectively reduces the freezing point of water, giving low 
volatility while possessing comparatively low corrosivity 

when appropriately inhibited. EG is colorless, essentially 
odorless liquid. It is miscible with water and numerous 
organic mixtures.  

The chief application of EG is as a medium for 
convective heat transfer (CHT), for instance, in direct 
absorption solar collectors (DASC), car radiators, liquid-
cooled computers, and air conditioning devices. The 
optimum concentration of glycol is related to the form of 
protection needed by the application. If the fluid should 
avoid equipment damage during idle hours in cold 
temperatures, such as winterizing coils in an HVAC system, 
the volume of EG could be 30%, and it could form a slush 
and flow in any space. Keep in mind that the user should 
avoid excessive glycol concentration because it raises the 
initial price and it unfavorably affects the thermophysical 
properties. Physical properties (such as density, specific 
heat, thermal conductivity, and viscosity) for aqueous 
solutions of EG are listed by ASHRAE [11]. Densities for 
aqueous solutions of industrially inhibited glycols are higher 
than those for pure glycol and water alone. Compared to the 
pure EG and water, the densities for the water/EG mixture 
are greater. 

Xu et al. [12] found that the EG/water mixture (as the 
base liquid) gives the reduced graphene oxide (RGO)/water-
EG NF an anti-freeze property in cold weather. They found 
that the RGO/water-EG NF exhibited higher thermal 
conductivity compared to the RGO/water NF.  

Peyghambarzadeh et al. [13] emphasized that the EG 
withstood much greater temperature extremes. Based on 
Peyghambarzadeh et al. [13], the EG/water mixture gave 
acceptable cooling capabilities of water while withstanding 
extreme temperatures. Yiamsawas et al. [14] stated that 
compared to water, the aqueous solutions of EG were more 
helpful since the viscosity of the EG/W mixture was less than 
that of EG, and therefore, the necessary pumping power 
diminished. 

 
1.4 Water/EG Mixture-based NFs 

Generally speaking, water and EG possess poor 
convective heat transfer performance, and hence, to attain the 
essential heat transfer, high compactness and efficacy of 
thermal systems are mandatory. A great number of numerical 
works are devoted to understanding the effects of dispersing 
single/hybrid NPs in an EG/W mixture, as a binary heat 
transfer fluid. The latter one can be created by suspending 
hybrid metallic/metallic oxide NPs (with a size smaller than 
100 nm) in the binary fluid. The thermal conductivity and 
dynamic viscosity of water/EG mixture-based NFs were 
estimated by the well-known classical models, or they were 
extracted from the relevant lab-scale experimental 
measurements.  

Yiamsawas et al. [14] experimentally determined the 
viscosity of TiO2 and Al2O3 NPs suspended in a mixture of 
EG/water (20:80%). They highlighted that the main cause of 
the disparity between experimental data and theoretical 
models is that the models were developed based on low 
concentrations of NPs. In addition, the NP size (or 
configurations of NPs) was not incorporated in the classical 
models, which affected the accuracy of theoretical 
predictions.  

Kumaresan and Velraj [15] measured the thermophysical 
properties of water/EG mixture-based carbon nanotube 
(CNT) NFs. They illustrated that the measured data showed 
a noticeable deviation from the predicted values given by the 
Pak and Cho correlation, and the level of the under-
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prediction enlarged with an augmentation in multi-walled 
carbon nanotubes (MWCNT) concentration. It was due to the 
spontaneous filling of nanotubes with water in a restricted 
way, which augmented the NF mass for a given volume. It 
was indicated that this discrepancy greatly affected the 
evaluation of the flow and heat transfer features. The specific 
heat equation (the equilibrium-based equation extensively 
used in experimental and numerical convective heat transfer 
studies) provided considerably lower values compared to the 
measured data. The deviation was probably due to the 
existence and promotion of definite thermal transport 
mechanisms. In other words, the theoretical correlation did 
explain the size and surface effects in CNTs.  

For the effective thermal conductivity of NFs, the 
experimental data were much higher than the predicted 
values given by the well-known correlations. The classical 
models failed to consider the effects of particle size, nano-
layering, clustering between NPs and base fluid, Brownian 
motion, and complex kinetics of MWCNT aggregation at 
higher temperatures (T=40°C).  

Finally, the relative viscosity ratio of water/EG mixture-
based CNT NFs generally was enhanced by augmenting the 
concentration of NPs. At lower volumetric concentrations 
(ϕ=0.15%), this ratio did not change significantly with the 
temperature. Nevertheless, for higher concentrations 
(ϕ=0.3%, 0.45%), this ratio was significantly affected by the 
temperature.  

At lower temperatures, the viscosity ratio for all NFs was 
low (between 1.0 and 2.0), making them a proper choice for 
cooling applications (the lowest penalty in the pumping 
power). Nonetheless, at higher temperatures (T≥20°C), the 
viscosity ratio was higher than 3.0. It reduced the helpful 
thermal transport effects of such NFs. The Einstein model 
underpredicted the viscosity ratio even at a concentration of 
ϕ=0.15% (It did not illustrate the temperature-dependent 
variation of the viscosity ratio). The Einstein model did not 
account for the effects of the shape and size of CNTs.  

By using the transient-hot wire method, Sundar et al. [16] 
measured the thermal conductivity of a water/EG mixture-
based Fe3O4 NF. They observed that the Hamilton-Crosser 
model did not predict the temperature-dependent variations 
of the thermal conductivity. They noticed that existing 
thermal conductivity models (theoretical) for NFs did not 
agree with the measured data.  

Bhanvase et al. [17] experimentally predicted the 
convective heat transfer performance of TiO2 NFs 
(Pr=14.86) based on a water/EG (60:40%) mixture in a long 
copper pipe at Re=1200. The effective thermal conductivity 
and viscosity of NF suspensions were predicted theoretically 
by the Maxwell and Einstein models, respectively. With the 
addition of TiO2 NPs (0.5 vol.%), the heat transfer 
coefficient was considerably enhanced (105%). Compared to 
the deionized water, there was a 60% augmentation in the 
heat transfer coefficient using TiO2 NPs with ϕ=0.1%.  

Nabil et al. [18] experimentally measured the properties 
of TiO2-SiO2 HyNf (0.5≤ϕ≤3.0% with a volume ratio of 
50:50%) in a mixture of water and EG (volume ratio of 
60:40%). They concluded that the water/EG mixture-based 
TiO2-SiO2 HyNf behaved as a beneficial heat transfer fluid 
for concentrations ϕ≥1.5%. 

The thermal conductivity and dynamic viscosity of boron 
nitride (BN) NFs, synthesized using a water/EG mixture 
(60:40%) were measured by Michael et al. [19]. When the 
experimental data were compared against the well-
established classical models, they observed that theoretical 

models underestimate the thermophysical properties of NFs 
because they do not consider several imperative aspects, for 
instance, the size of NPs, Brownian motion, and NP 
aggregation.  

Hamid et al. [20] measured the thermo-physical 
properties of TiO2-SiO2 NPs (with ϕ=1.0%) suspended in a 
base fluid (mixture of water and EG with a 60:40% volume 
ratio). Five mixture ratios of TiO2-SiO2 NPs (20:80, 40:60, 
50:50, 60:40, and 80:20) were examined. Using the 
properties enhancement ratio (PER), they proved that the 
ratio of 50:50 was not a good choice to enhance the heat 
transfer compared to other ratios. The best mixture ratios 
reported were 40:60 and 80:20, in which the combined 
effects due to enhanced thermal conductivity and dynamic 
viscosity were more advantageous. 

Sen et al. [21] numerically investigated the MHD flow of 
a water/EG mixture-based CoFe2O4-TiO2 HyNf over a 
stretchable cylinder with a non-linear radiation and heat 
source. They determined that the efficiency of heat transfer 
was higher for HyNf than for single NF and base binary fluid. 

 
2. Motivation and Objective  

Generally speaking, most works on cavity flows were 
accomplished for rectangular and symmetrical (the upstream 
wall height equal to the downstream one) cavities. The shape 
of cavity flows varies greatly in electronic cooling systems, 
and they are still unexplored. While there are some articles 
published on non-rectangular cavities [4, 7], there is a 
necessity to analyze the turbulent forced convection heat 
transfer over asymmetrical cavity flows. To the best of my 
knowledge, the channel-driven U-shaped cavity flow 
(consisting of a downward-facing cavity and an upward-
facing cavity) equipped with baffles attached to the top wall 
has never been researched.  

As Azmi et al. [22] emphasized, there are limited works 
that use the water/EG mixture NFs in the estimation of the 
forced convection heat transfer. The use of TiO2 NPs as 
conducting solids in the formulation of HyNf was reported 
due to its benefits, for example, ease of accessibility, 
handling safety, greater heat transfer coefficients, and 
exceptional chemical and physical stability without any 
further stabilizer. On the other hand, Shi et al. [23] 
numerically investigated the pressure drop, particle 
distribution, and heat transfer of SiO2/water NFs flowing 
through a turbulent tube. They found that ΔP was enhanced 
considerably after adding SiO2 NPs and amplified with 
augmenting the Re number. The boosted viscosity hindered 
the motion of NF, and it induced more irregular migration of 
NPs. Once the inlet velocity was small, the intensification in 
ΔP caused by SiO2 NPs was comparatively high. As Nabil et 
al. [18] underlined, further experimental/numerical heat 
transfer studies are essential to approve the suitability of 
water/EG mixture-based TiO2-SiO2 HyNf.  

The single-phase turbulent forced convection heat 
transfer for the water/EG (with a volume ratio of 60-40%) 
mixture-based TiO2-SiO2 (50-50%) HyNf over a 2D 
channel-driven U-shaped cavity flow is explored 
numerically in this paper. The cavity is heated at a constant 
temperature (T=343K). Instead of theoretically predicting 
the properties of mixture-based HyNf, the temperature-
dependent properties are obtained from the available 
experimental data [18, 20].  

The Reynolds-Averaged Navier-Stokes (RANS) and 
energy equations are solved using the k-ω SST model in 
OpenFOAM. Finally, I would answer these questions:  
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(1) Is the presence of TiO2 NPs in the binary mixture able 
to reduce the negative effects due to SiO2 NPs? 

(2) How does the variation of the NP volume fraction and 
mixing ratio of hybrid NPs affect the heat transfer capability 
of the water/EG mixture? 

(3) Does the introduction of baffles increase the 
performance evaluation criterion (PEC) for the aqueous 
solution of EG? Note that baffles installed on the top wall 
may create extra recirculating eddies (as an insulating impact 
on the heat transfer). 

 
3. Numerical Method  
3.1 Computational Domain 

In Figure 1, the geometry considered in this investigation 
is illustrated. It is a 2D horizontal channel with a U-shaped 
cavity heated at constant temperature (T=343K). The 
water/EG mixture-based TiO2-SiO2 HyNf is introduced to 
the duct at a constant velocity (U0=0.1, 0.3, 0.6 m/s) and 
temperature (T0=293K). The top wall and the upstream and 
downstream walls are adiabatic. The height of the inflow and 
outflow sections (H) is equal to h=0.042m.  

Two more developed models are studied, one with an 
adiabatic baffle with a length of h=0.042m, and the other one 
with an elongated baffle (2×h). In this study, the positions of 
adiabatic baffles within the cavity flow are fixed as well as 
their thickness. All the walls of the computational domain 
are treated as no-slip boundary conditions (BCs). 

 

 
(a) 

 
(b) 

 
(c) 

Figure 1. Schematic diagrams of channel-driven U-shaped 
cavity flows without baffle (a), with baffle (b), and elongated 
baffle (c). 

 
The incoming water/EG (with a volume ratio of 60-40%) 

mixture flow (with Prbf=19.20 at T=303K) is 2D, steady-
state, turbulent, fully developed, and incompressible. 
Considering the analysis of heat transfer in high Re number 
flows, the forced convection is assumed to be prevailing, and 
hence, the natural convection is disregarded. The working 
fluids are assumed to be single-phase and Newtonian fluids. 
The thermophysical properties of pure binary fluid and HyNf 
are defined as a function of temperature and NP volume 
fraction.   

 
3.2 Thermophysical Properties of HyNf  

In the present study, to get a clear understanding of the 
effects of hybrid NPs on the thermal performance of the 
binary mixture, the lab-scale experimental data of thermal 
conductivity and dynamic viscosity given by [18, 20] are 
implemented.   

In Figure 2, the thermophysical properties for aqueous 
solutions of EG dispersed with TiO2-SiO2 hybrid NPs are 
given. Nabil et al. [18] measured the thermal conductivity 

and dynamic viscosity of TiO2-SiO2 HyNf in a water/EG 
mixture (for concentrations 0.5≤ϕ≤3.0% and temperatures 
30≤T≤80°C) using KD2 Pro Thermal Properties Analyser 
and Brookfield LVDV III Ultra Rheometer, respectively. 
The average diameters for TiO2 and SiO2 NPs were equal to 
30-50nm and 22nm, respectively. The densities for TiO2 and 
SiO2 NPs were equal to 4230 and 2220 kg/m3, respectively. 
They studied HyNf in a base fluid mixture of distilled water 
and EG with a volume ratio of 60:40%. The HyNf was 
prepared by mixing both single NFs by a 50:50% 
(TiO2:SiO2) volume ratio. The TiO2-SiO2 HyNf were 
subjected to the process of mixing by using a magnetic stirrer 
and sonification. They validated the thermal conductivity 
and dynamic viscosity measurements of water/EG (60:40) 
mixture against ASHRAE [11]. Regarding the thermal 
conductivity of the aqueous solution of EG, the maximum 
deviation was found to be 1.6% (the measurement was 
reliable). The viscosity data were also in good agreement 
with the data from ASHRAE [11]. It showed that the 
dynamic viscosity declined with the increase of temperature. 

 

 
(a) 

 
(b) 

 
(c) 
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(d) 

Figure 2. Thermal conductivity (a), dynamic viscosity (b), 
density (c), and specific heat (d) for aqueous solutions of EG 
with/without TiO2-SiO2 hybrid NPs. 

 
The thermal conductivity of water/EG mixture-based 

TiO2-SiO2 HyNf improved with increasing concentration 
and temperature. Compared to the pure mixture, the 
maximum enhancement (22.8%) was found at a 
concentration of ϕ=3.0% and a temperature of T=80°C. The 
collision of hybrid NPs occurred at a higher rate at higher 
temperatures, thus transporting more kinetic energy and 
resulting in improved thermal conductivity. The higher 
concentration of HyNf and the greater number of NPs 
dispersed in the base mixture resulted in the augmentation of 
the surface-to-volume ratio and collisions between NPs. This 
effect was also due to the Brownian motion of NPs in the 
base fluid. The dynamic viscosity of HyNF was higher than 
the base mixture, and it amplified with the NP concentration. 
It was due to the augmentation in the fluid internal shear 
stress when hybrid NPs were added to the base mixture.  

At higher concentrations (ϕ=3.0%), the enhancement in 
dynamic viscosity concerning NP concentration was much 
higher than the base mixture. The interaction between hybrid 
NPs and base fluid (water/EG) also contributed to the greater 
augmentation compared to single NF. The viscosity of HyNF 
followed the base mixture trend, which diminished with the 
increment of the temperature. The intermolecular 
interactions between molecules became weaker when the 
temperature rises, and therefore, reducing the dynamic 
viscosity. The viscosity ratio was enhanced with the rising 
NP concentration. Nevertheless, it was slightly changed with 
temperature (small fluctuations).  

The lowest average value of the relative viscosity (with a 
percentage increase of 25.9%) was obtained for ϕ=0.5%. 
Besides, the highest average value of the relative viscosity 
(with a 62.5% increment) was achieved for ϕ=3.0%. The 
maximum value of the relative viscosity was observed for 
ϕ=3.0% at a temperature of T=80°C. In general, the relative 
viscosity within the present range of ϕ and temperature 
increased from 21.3% to 80.0% compared to the mixture. 
The fluctuation of the relative viscosity in the temperature 
range (30°C≤T≤80°C) was not well understood. Nonetheless, 
this outcome was due to the difference in structure and 
thickness of the diffused fluid layers around NPs in the base 
mixture, which influenced the effective concentration and 
viscosity of the suspension.  

The effective density and heat capacity of water/EG 
mixture-based TiO2-SiO2 HyNf at a reference temperature 
were acquired via the following expressions: 
 
𝜌𝜌ℎ𝑛𝑛𝑛𝑛 = (1.0 − 𝜙𝜙)𝜌𝜌𝑏𝑏𝑏𝑏 + 𝜙𝜙𝜌𝜌ℎ𝑛𝑛𝑛𝑛 (1) 

�𝜌𝜌𝑐𝑐𝑝𝑝�ℎ𝑛𝑛𝑛𝑛 = (1.0 − 𝜙𝜙)�𝜌𝜌𝑐𝑐𝑝𝑝�𝑏𝑏𝑏𝑏 + 𝜙𝜙�𝜌𝜌𝑐𝑐𝑝𝑝�ℎ𝑛𝑛𝑛𝑛  (2) 
 
3.3 Governing Equations  

The single-phase turbulent forced convection heat 
transfer of HyNf is solved by the Reynolds-Averaged 
Navier-Stokes (RANS) equations. The time-averaged 
velocity, pressure, and temperature fields are resolved. The 
Reynolds stresses are estimated by the eddy viscosity 
models. These models apply the turbulent viscosity for 
relating the turbulent stresses and heat fluxes to the mean 
strain rate. Furthermore, the radiation heat transfer and heat 
generation are assumed to be insignificant.  

Regarding the above assumptions, the time-averaged 
mass, momentum, and energy conservation equations can be 
written as [24-27],  
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3.4 Turbulence Modeling   

The standard SST k-ω model [28-29] utilizes the 
effectiveness of Wilcox k-ω and k-𝜖𝜖 models at favorable 
regimes (near solid walls and in the freestream).  

As Araujo and Rezende [30] emphasized, the SST k-ω 
model (as a RANS turbulence model) is recommended for 
cases with adverse pressure gradient and flow separation. 
This model presents a better treatment in the near-wall 
regions compared to other RANS models.  

Sekrani et al. [31] clarified that the SST k-ω model gave 
the most precise estimates for both the Nu number and the 
friction factor.   

Jehad et al. [32] analyzed the turbulent flow over the BFS 
with three turbulence models called the standard k-ɛ, 
realizable k-ɛ and SST k-ω. They found that the SST k-ω 
model exhibited a satisfactory agreement against 
experimental data given by [33] in terms of the size of the 
reattachment zone.  

Nevertheless, interestingly, the SST k-ω model performs 
poorly in calculating the turbulence intensity and shear stress 
in the recirculation region (underestimating the eddy 
viscosity compared to experimental data). 

In OpenFOAM package [34], the production limiter is 
added in the standard SST k-ω model. In OpenFOAM, the 
transport equations for the turbulent kinetic energy (TKE) 
and specific dissipation rate are given as [35-36]: 
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4) , 𝐹𝐹2 = tan ℎ(Φ2
2) (10) 
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The empirical constant 𝜒𝜒 is evaluated based on, 
 

𝜒𝜒 = 𝜒𝜒1𝐹𝐹1 + 𝜒𝜒2(1 − 𝐹𝐹1) (15) 
 
Keep in mind that 𝜒𝜒1and 𝜒𝜒2 are extracted from k-ω and 

k-ε models, respectively. Also, a1 is a constant and estimated 
experimentally (0.31), F2 is the blending (damping) function. 
The values of constants for the SST k-ω model were 
provided by Torabi et al. [24].  

 
4. Flow and Heat Transfer Characteristics   

In this study, the inlet channel height-based Re number is 
defined as, 

 
𝑅𝑅𝑅𝑅 = 𝜌𝜌ℎ𝑛𝑛𝑛𝑛×𝑈𝑈0×𝐻𝐻

𝜇𝜇ℎ𝑛𝑛𝑛𝑛
  (16) 

 
The surface Nu number on the heated surfaces and ANN 

along the cavity walls are calculated to present the 
convective performance of coolant, 
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For the single-phase turbulent forced convection flow, 

the friction factor is estimated by, 
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The FOM is characterized as the ratio between 

Mouromtseff (Mo) numbers of HyNF and pure mixture as, 
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In this study, the PECbaffle and PEChnf characterizes the 

influences of adiabatic baffles and concentration of HyNf, 
respectively.  

Keep in mind that PECtot designates the ratio of the Nu 
number of HyNf in U-shaped cavity flow equipped with 
baffles to that of the pure mixture (binary fluid) in the U-
shaped cavity flow without baffles divided by the ratio of the 

friction factor of HyNf in the cavity flow with baffles to that 
of the pure mixture in the cavity flow without baffles, 
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It must be emphasized that when PECnf>1.0, the HyNf is 

preferred compared to the pure base mixture in U-shaped 
cavity flows with/without adiabatic baffles. 

      
5. Numerical Result and Discussion   
5.1 Grid Independence and Solution 

All 2D numerical simulations have been performed on a 
desktop PC with a CPU Intel(R) Core i5, 2.9 GHz, and 24.00 
GB of RAM. The aforementioned governing equations and 
the turbulence model are solved via the open-source code 
OpenFOAM. It is a free-source CFD package providing C++ 
codes. The existing computational modules permit the user 
to accomplish the desired objectives effectively. The library 
blockMeshDict is used to create the mesh, and the solver 
buoyantSimpleFoam is applied in simulations.  

In the object file fvSolution, the values for the 
residualControl and relaxationFactors are equal to 10-7 and 
0.4, respectively. Additionally, in the object file fvSchemes, 
divSchemes is selected as bounded Gauss upwind. At the 
walls including the downward-facing cavity and an upward-
facing cavity, wall functions are used for each turbulence 
variable. For the TKE, kqRWallFunction is applied. It is a 
zero-gradient BC. For the specific dissipation rate, 
omegaWallFunction is used. 

For the pure aqueous solution of EG in the cavity flow 
without baffles at Re=5000, three mesh sizes (excluding the 
inlet and outlet regions) with the mesh refinement close to 
cavity walls are selected: 23360, 52560, and 118260. For the 
mesh size equal to 52560, the SIMPLE solution converges in 
55696 iterations, and the execution time is approximately 
37.06 hours. After performing command foamLog, the final 
values for 𝑈𝑈𝑥𝑥 and 𝑈𝑈𝑦𝑦 are 6.91×10-9 and 9.75×10-8, 
respectively. Besides, the maximum value of 𝑦𝑦+ for the three 
lower walls and steps (FFS or BFS) is equal to 3.61×10-2 and 
1.73, respectively. 

As the mesh size enlarges from 23360 to 52560, the total 
ANN increases by 1.69%. When the fine grid is applied, the 
value of total ANN decreases by 0.84% compared to the 
medium size of the mesh. Also, the values of 𝑁𝑁𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚  on the 
first and third floors of the cavity reduce by 1.3% and 7%, 
respectively. However, the execution time is enhanced by 
more than 60%. So, the medium size of the grid is selected 
for the computational domain in this paper. The mesh 
refinement study was performed after a careful examination 
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of the large eddy simulation (LES) findings of the turbulent 
flow over a BFS given by Akselvoll and Moin [37]. Mesh 
refinements close to solid walls were visualized in my 
previous work [38]. 

 
5.2 Model Validation  

Xie and Xi [39] investigated the geometry effect 
(changeable bottom wall length and step height) on fluid 
flow and heat transfer characteristics over a single backward-
forward facing pair at Re=700 using the direct numerical 
simulation (DNS). The temperature of the bottom wall is 
constant (Th=313K), while the walls of the horizontal 
channel are thermally insulated. The air flow (Pr=0.71) at 
the inflow opening was fully developed for U (as the 
streamwise velocity) with a uniform temperature (T0=283K). 
The number of computational cells in the cavity flow is equal 
to 36000. To validate the time-mean surface Nu number 
(SNN) along the bottom wall inside the cavity, the following 
case is selected: the inlet channel height is equal to the step 
height h=0.015m, and the bottom wall length is fixed as 
14×h. An acceptable agreement between the present results 
and the ones given by [39] is obtained in Figure 3. 

Abdellahoum et al. [40] and Abdellahoum and Mataoui 
[41] numerically evaluated the turbulent forced convection 
of various NFs (consisting of Cu, CuO, Ag, and Al2O3 NPs 
with 0.0≤ϕ≤0.2 in water) over a heated shallow cavity in a 
horizontal channel at 4×104≤Re≤105.  

 

 
Figure 3. Validation of time-mean SNN along the bottom 
wall of cavity for the air flow against Xie and Xi [39]. 
 

 
Figure 4. Validation of SNN along the bottom surface of 
cavity for the single NF flow against Abdellahoum et al. [40]. 
 

In Figure 4, the 2D computational domain as the second 
validation case is illustrated. The length of the upstream 
section is equal to 25×h, and the length of the horizontal 
channel in the downstream section and the height of the 
channel (in the vertical direction) is equal to 55×h and 20×h, 
respectively. The aspect ratio (ARc) between the width and 
height of the rectangular cavity is equal to 10.0, and hence, 
the elongated cavity is a backward/forward-facing step pair. 
The cavity walls are heated at a constant temperature 
Th=350K while the other walls are adiabatic. At the inlet of 
the computational domain, fixed values are enforced as 
velocity components U=U0, V=0, and ambient temperature 
(T0=300K).  

For the closure of governing equations of fluid flow and 
heat transfer, the SST k-ω model in the single-phase 
framework was implemented. The thermophysical properties 
of all NFs were presumed to be fixed, and they are given in 
Table 1 for Al2O3/water NF. The dynamic viscosity and 
thermal conductivity of NFs (as a dilute suspension of small 
spherical particles in a base fluid) were calculated using the 
Brinkman and Maxwell-Garnett (MG) models, respectively. 
The effective density and heat capacity of NFs were acquired 
at a reference temperature using the Pak and Cho correlation 
and thermal equilibrium model, respectively.  

 
Table 1. Thermophysical properties of alumina/water 

NF with ϕ=0.1 (Prnf=5.6). 
Property Value 
Specific heat [j/kg.K] 3131.89828 
Density [kg/m3] 1294.39 
Dynamic viscosity [kg/m.s]  0.00130525 
Thermal conductivity [W/m.K] 0.80725567 

 
In Figure 4, the value of SNN along the cavity bottom is 

compared against [40-41], and a satisfactory agreement is 
achieved. The mesh size in the cavity flow is equal to 19200. 
It confirms that the increase of Re number enhances the heat 
transfer for ϕ=0.1. Abdellahoum and Mataoui [41] also 
emphasized that the increment of NP volume fraction 
improved the heat transfer (the sum of average Nu number 
on heated surfaces) moderately and linearly. Unfortunately, 
researchers [40-41] did not examine how the theoretical 
values for the NF thermophysical properties may affect the 
accuracy of numerical results. 

 
5.3 Aqueous Solutions of EG Without Hybrid NPs  

The investigation of the effects of adiabatic baffles on the 
fluid dynamics and heat transfer is of great importance in 
various engineering domains. The presence of baffles in 
cavity flows may modify the flow structures significantly. As 
revealed by Ma et al. [5], when the length of adiabatic baffles 
augments, the size of the recirculation region downstream of 
the BFS diminishes.  

 

 
(a) 

 
(b) 

Figure 5. Streamlines for the pure mixture in the cavity flow 
without baffles (a), with elongated baffles (b) 
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In Figure 5, for the pure binary fluid flow at U0=0.1 m/s, 
the streamlines in the cavity flow with/without elongated 
baffles are given.  

In the absence of any baffles, a main clockwise 
recirculating eddy and a secondary counterclockwise one at 
the left bottom corner are created over the first floor of the 
cavity. The presence of baffles plays a crucial role in 
minimizing the encapsulating phenomenon [2]. Baffles may 
direct the cold fluid throughout the beneath of the U-shaped 
cavity (inner cavity region).  

Adding baffles maximizes the interaction between the 
incoming fluid flow and cavity walls while reducing the sizes 
of both recirculating eddies. Additionally, the above 
arrangement of baffles generates one recirculating eddy (as 
a negative outcome) over the middle floor of the cavity. The 
turbulent flow passing over the first trailing edge of the U-
shaped cavity impinges on the top wall. As confirmed by 
Mesalhy et al. [3], this eddy creates an insulation effect on 
the heat transfer from the second floor of the U-shaped 
cavity. 

 

 
(a) 

 
(b) 

Figure 6. Effect of adiabatic baffles on the value of SNN over 
bottom walls for the pure mixture (without hybrid NPs) at 
U0=0.1 m/s (a), and U0 =0.6 m/s (b). 
 

In Figure 6, for the pure mixture, the effects of adiabatic 
baffles and Re number on the SNN at the cavity floors are 
illustrated. Consistent with Zdanski et al. [2], for low Re 
numbers, the heat dissipation by the convection from the 
cavity floor is possibly low. Increasing the Re number 
promotes the cooling system (mixing of hot and cold fluids) 
and enhances the heat dissipation.  

As indicated by Zdanski et al. [42], most of the heat flux 
(89%) coming from the cavity floor is pumped by the 
turbulent diffusion. It is influential on the mechanism of the 
heat transfer at the cavity floor. When adiabatic baffles are 
installed, the impact of the externally cold binary fluid on the 
cavity dynamics increases significantly, and the value of 
SNN enhances. The distribution of the SNN shows that the 
peak values of the heat flux at the cavity floor are intensified 
due to the presence of baffles. 

As can be detected, the presence of baffles considerably 
enhances the SNN over two floors of the U-shaped cavity. 
However, due to the redirected flow over the first trailing 
edge of the cavity, the SNN over the middle floor is initially 
decreased compared to the case without adiabatic baffles. 

For the pure mixture, the variations of ANN with the Re 
number are displayed in Figure 7a. At Re=5000, adding 
baffles with a length equal to h=0.042m enhances the value 
of ANN by 47% compared to the case without baffles. At 
Re=30000, due to the presence of these baffles, the value of 
ANN augments by 35%. At Re=5000 and 30000, using 
elongated baffles (with a length equal to 2×h) increases the 
value of ANN by 87% and 67%, respectively, in contrast to 
the case without baffles.  

As Navaneethakrishnan and Muthtamilselvan [6] 
discussed, using baffles with a shorter length engenders a 
lesser disturbance compared to elongated baffles. Hence, the 
mainstream channel flow is less affected, and the fluid 
mixing is diminished, resulting in lower heat transfer rates. 
When elongated baffles are introduced, the channel flow is 
further forced downward toward the cavity floor, and hence, 
the fluid mixing is boosted.  

As can be seen, when the Re number increases, the 
presence of adiabatic baffles becomes less effective in 
improving the heat transfer capability of the binary fluid.  

 

 
(a) 

 
(b) 

Figure 7. Variations of the ANN with the Re number for the 
pure binary fluid (a) and percentage of pressure coefficient 
increment due to the presence of elongated baffles (b). 
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The pressure coefficient in the horizontal channel-driven 
U-shaped cavity flow is defined as, 

 
𝐶𝐶𝑝𝑝,ℎ𝑛𝑛𝑛𝑛 = 2.0 × �𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜,𝑎𝑎𝑎𝑎𝑎𝑎� (24) 

𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,𝑎𝑎𝑎𝑎𝑎𝑎 =
1
𝐻𝐻

× � 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
𝐻𝐻

0
   𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜,𝑎𝑎𝑎𝑎𝑎𝑎

=
1
𝐻𝐻

× � 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑
𝐻𝐻

0
 

(25) 

 
Interestingly, Figure 7b corroborates that adding 

elongated baffles to the top wall significantly augments the 
pressure coefficient compared to the plain U-shaped cavity 
flow (without baffle) particularly at higher Re number.  
 
5.4 Effect of NP Concentration and Mixing Ratio 

The effects of the NP concentration on the value of ANN 
along all cavity walls are provided in Figure 8.  Dispersing 
hybrid NPs with ϕ=0.01 in the binary mixture reduces the 
value of ANN. The heat transfer capability of the U-shaped 
cavity flow is weakened.  

For example, at U0=0.6 m/s, in the absence of baffles, the 
value of ANN declines by 14% using TiO2-SiO2 (mixing 
ratio 50:50%) HyNf with ϕ=0.01 compared to the pure 
mixture. It implies that HyNf with a mixing ratio of 50:50% 
is not a good heat transfer fluid, and it is contrary to the 
outcome reported by Nabil et al. [18]. Adding more NPs 
(ϕ=0.03) weakens the heat transfer capability of the binary 
mixture insignificantly (around 5%) compared to the case 
with ϕ=0.01.  

According to Mehrez et al. [10], adding NPs to the pure 
mixture alters the flow behavior (reducing the flow intensity) 
and enlarges the thickness of TBL. More importantly, it is 
observed that the unfavorable effect due to dispersing NPs 
(reduction of ANN) intensifies as the incoming flow 
becomes more turbulent.  

For the pure mixture and HyNf, the variations of the 
PECbaffle with the reference velocity (velocity of the 
incoming flow) are included in Figure 9.  

Adding smaller baffles to the top side of the cavity flow 
is always advantageous (PECbaffle>1.0) at all reference 
velocities. However, the substitution of the plain cavity flow 
with the cavity equipped with elongated baffles is only 
recommended at lower inlet velocity (0.1).  

 

 
Figure 8(a). The effect of concentration of hybrid NPs on 

the ANN along all cavity walls at U0=0.1 m/s. 
The negative impact (pressure drop penalty) due to 

elongated baffles exceeds the positive effect (improved 
convection) at higher Re numbers. For the cavity flow 

with/without baffles, the effects of hybrid NPs on the 
thermo-hydrodynamic performance (represented by PECnf) 
of the system are shown in Figure 10. It is realized that for 
0.01≤ϕ≤0.03, the addition of hybrid TiO2-SiO2 NPs with the 
mixing ratio 50:50% is not beneficial.  

 
(b) 

 
(c) 

Figure 8. The effect of concentration of hybrid NPs on the 
ANN along all cavity walls at U0=0.3 m/s (b), and U0=0.6 
m/s (c). 

 

 
(a) 

 
(b) 

Figure 9. The effect of baffle (a), and elongated baffle (b) on 
the thermo-hydrodynamic performance of the cavity flow 
filled with pure mixture or HyNf. 
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Hamid et al. [20] stressed that the mixing ratio of 20:80% 
or 80:20% for hybrid NPs induces a PER less than 5.0, where 
the integrated augmentations in k and µ has more benefits in 
comparison with the equal ratio (50:50%). The performances 
of unequal ratios, such as 20:80% or 80:20% are evaluated 
in Table 2 in terms of the temperature-dependent figure-of-
merit (FOM).  

 

 
(a) 

 
(b) 

Figure 10. Replacement of the pure base fluid with HyNf at 
concentrations ϕ=0.01 (a), and ϕ=0.03 (b) in cavity flows 
with/without baffles. 
 

Based on Hamid et al. [20], the mixing ratio of 20:80% 
gives the maximum enhancement of thermal conductivity 
(16%), whereas the ratio of 80:20% gives the least 
augmentation for the dynamic viscosity compared to other 
ratios.  

 

 
(a) 

 
(b) 

Figure 11. Variations of PECtot at various reference 
velocities.   

 

I confirm that adding TiO2-SiO2 hybrid NPs (with 
unequal ratio) does not improve the heat transfer capability 
of the binary mixture. Minimizing the pressure drop through 
the trade-off between the shortcomings and benefits of 
individual NPs is not achieved here.  

 
Table 2. Temperature-dependent variations of FOM for 

various mixing ratios of hybrid NPs at ϕ=0.01. 
Temperature (K) TiO2-SiO2 (20:80%) TiO2-SiO2 (80:20%) 

303 1.00 1.006 
313 0.980 0.985 
323 0.995 0.986 
333 0.941 0.987 
343 0.915 0.954 

 
The outcomes of this investigation recommend some 

strategies for the thermal design of electronic devices where 
two adjacent cavities with asymmetrical walls [39] exist.   

 
6. Conclusion 

The heat transfer capability of the water/EG mixture in a 
2D channel-driven U-shaped cavity flow, including a 
downward-facing cavity and an upward-facing cavity was 
assessed. Only the single-phase forced convection heat 
transfer was evaluated (the effect of natural convection 
within the shallow cavity was insignificant). The thermo-
physical properties for the aqueous solution of EG and HyNf 
are temperature-dependent. The available measurement data 
was used to acquire precise input property values in order to 
assess the thermal performance of HyNf. It was found that,  

(1) For the pure aqueous solution of EG, adding baffles 
significantly minimized the encapsulating phenomenon and 
enhanced the heat dissipation while it generated one 
recirculating eddy (as a negative outcome) over the middle 
floor of the cavity. 

(2) The more the velocity of the incoming flow increased, 
the less the presence of baffles became beneficial.  

(3) The substitution of the plain U-shaped cavity flow 
with the one equipped with elongated baffles was only 
permitted at a lower Re number.  

(4) The thermo-hydraulic performance of aqueous 
solution of EG was not enhanced in the presence of hybrid 
TiO2-SiO2 NPs (with equal/unequal ratio of 50:50%) in the 
aforementioned asymmetrical cavity flow.  

(5) Minimizing the pressure drop through the trade-off 
between the shortcomings and benefits of individual NPs in 
the binary fluid (water/EG solution) was not achieved. 
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Nomenclature 
𝑐𝑐𝑝𝑝 Specific heat [J/kg⋅K]  
𝐶𝐶𝑝𝑝 Pressure coefficient [N/m2] 
𝐹𝐹1,𝐹𝐹2 Blending functions 
𝑓𝑓 Friction factor  
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𝐻𝐻 Inlet height [m] 
ℎ Height of middle floor [m]  
𝑘𝑘 Turbulent kinetic energy [m2⋅s−2]  
𝑘𝑘 Thermal Conductivity [Wm-1K-1]  
𝐿𝐿 Length of cavity floor [m] 
𝑀𝑀𝑀𝑀 Mouromtseff number  
𝑁𝑁𝑁𝑁 Nusselt number 
𝑃𝑃 Pressure [N/m2] 
𝑃𝑃𝑃𝑃 Prandtl number  
𝑅𝑅𝑅𝑅 Reynolds number 
𝑆𝑆𝑖𝑖𝑖𝑖  Strain rate tensor [s-1]  
𝑇𝑇 Temperature [K] 
𝑢𝑢, 𝑣𝑣 Streamwise and vertical velocities [m/s] 
𝑢𝑢� , 𝑣̅𝑣 Time-averaged velocities [m/s] 
𝑈𝑈0 Velocity of incoming flow [m/s] 
𝑥𝑥, 𝑦𝑦 Streamwise and vertical distance [m] 
𝑦𝑦+ Nondimensional distance from the wall  
Greek symbols 
𝛿𝛿𝑖𝑖𝑖𝑖 Kronecker delta 
𝜇𝜇 Dynamic viscosity [kg/ms] 
𝜈𝜈 Kinematic viscosity [m2/s] 
𝜌𝜌 Density [kg/m3] 
𝜙𝜙 Volume fraction of NPs  
𝜒𝜒1 𝜒𝜒2 Empirical constants  
𝜔𝜔 Specific dissipation rate [s-1]   
Subscripts 
𝑏𝑏𝑏𝑏 Base fluid  
𝑛𝑛𝑛𝑛 Nanofluid  
ℎ𝑛𝑛𝑛𝑛 Hybrid nanofluid  
𝑡𝑡 Turbulent  
𝑡𝑡𝑡𝑡𝑡𝑡 Total  
𝑖𝑖 Direction  
𝑎𝑎𝑎𝑎𝑎𝑎 Average   
Abbreviations  
ANN Average Nusselt number  
BC Boundary condition  
BFS Backward facing step  
BL Boundary layer  
CHT Convective heat transfer 
CNT Carbon nanotube  
DASC Direct absorption solar collectors 
DNS Direct numerical simulation 
EG Ethylene glycol 
FFS Forward facing step 
FOM Figure-of-merit 
HyNf Hybrid nanofluid  
LES Large eddy simulation  
MHD Magnetohydrodynamic 
MWCNT Multi-walled carbon nanotubes  
NF Nanofluid  
NP Nanoparticles  
PEC Performance evaluation criterion 
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Abstract  
 
The US National Center for Health Statistics published the ages of patients who died in the US during the pandemic, 
as well as the numbers of false-negative and false-positive PCR tests. Assessment of the data showed that roughly 
33.9 × 109 J of work power is lost. A cyclist may do 3,709 kJ, a weight lifter may do 3,950 kJ, a rugby player may do 
3,716 kJ, and a golfer may do 2,413 kJ of work in a day. Therefore, the total loss of work potential during the pandemic 
would be equivalent to the work power utilized by an elite athlete biker in 91x105 days, a weight lifter in 85x105 days, 
a rugby player in 91x105 days, and a golfer in 15x106 days. The disease transmission rate and the reliability of the 
data may be substantially different in different countries and age groups; therefore, this may lead to different global 
work power loss results. 
 
Keywords: Loss of work power; COVID-19 PCR test; discordant results; false negative results; false positive results.  

 
1. Introduction  

The COVID-19 (SARS-CoV-2) pandemic (also known 
as the coronavirus pandemic) began in China in December 
2019. It invaded the other areas of Asia and then the other 
parts of the world in early 2020. The WHO declared the end 
of the PHEIC (Public Health Emergency of International 
Concern) for COVID-19 on 5 May 2023. It is difficult to 
know exactly how many people have died because of this 
pandemic, because many people who die while infected with 
SARS-CoV-2 have never been tested for it, and do not enter 
the official totals. Conversely, some people whose deaths 
have been attributed to COVID-19 had other ailments that 
might have led to their deaths in a similar timeframe anyway. 
The beginning and end of the pandemics are not well-defined 
and differ according to the definition used. The polymerase 
chain reaction (PCR) test is employed to diagnose the 
presence of the actual genetic material of a virus or its 
fragments in the body of a person. A PCR test is done with a 
sample collected by a health care professional from the nose 
and mouth of the suspected patient. A COVID-19 diagnostic 
test result could be positive or negative [1]. A positive result 
means that the alleged person currently has an active 
infection; therefore, appropriate measures must be taken to 
avoid spreading the virus to others, but there is also a 
possibility of having false positive results. A negative result 
means that the suspected subject likely does not have an 
infection with the COVID-19 virus. But a false-negative test 
result could happen depending on the timing and quality of 
the test sample. A false positive outcome (also referred to as 
a type I error) occurs when a health service worker obtains a 
positive result when it is negative. A false positive result, 
also known as a type II error, is an incorrect warning [2]. A 
false negative warning is claiming that something is false 
when it is true. Yilmaz et al [3] calculated the energetic and 
exergetic costs of the COVID-19 infection on the patient. In 

a different publication, Yilmaz et al [3] argued that to 
continue living a healthy life, energy supplied by metabolism 
must be adequate to meet the expenses of the life processes. 
Circulation of the blood, respiration of air, excretion of urine 
and other end products of metabolism, movement, growth, 
nutrition, nervous and endocrine control systems are 
collectively referred to as the life processes in the scientific 
literature; they represent the expenses incurred through the 
distribution of appropriate levels of energy for each of them. 
If the metabolism of a person provides sufficient energy to 
support his or her life processes, that person may be 
considered a “healthy” individual. Inflammation of the lung 
tissue distracts this process, and depending on the deficiency 
of the oxygen supply, as a result, ATP production via 
metabolic activity will decrease. ATP is the energy transfer 
currency of the cells and is produced in the metabolism in 
two stages:  

Reaction (1) happens in the cytoplasm, 
 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 +  2𝑃𝑃𝑖𝑖 +  2𝐴𝐴𝐴𝐴𝐴𝐴 +  2𝑁𝑁𝑁𝑁𝑁𝑁 →  2𝑃𝑃𝑃𝑃𝑃𝑃 +
 2𝐴𝐴𝐴𝐴𝐴𝐴 +  2𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 +  2𝐻𝐻2𝑂𝑂  (1) 

 
and reaction (2) happens in the mitochondria: 

 
2𝑃𝑃𝑃𝑃𝑃𝑃 +  𝑂𝑂2  +  28𝐴𝐴𝐴𝐴𝐴𝐴 +  28𝑃𝑃𝑖𝑖 +  2𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 →
 28𝐴𝐴𝐴𝐴𝐴𝐴 +  2𝑁𝑁𝑁𝑁𝑁𝑁 +  6𝐶𝐶𝑂𝑂2  +  24𝐻𝐻2𝑂𝑂           (2) 

 
As it is seen here, it is expected to produce two moles of 

ATP from one mole of glucose through reaction 1 and 
twenty-eight moles of ATP from two moles of PYR 
(pyruvate). PYR, which is produced in the cytoplasm, is then 
delivered to mitochondria for further processing in the 
tricarboxylic acid cycle and electron transport chain. When 
we look at reactions 1 and 2, we see that less than 10% of the 
total ATP is produced in the cytoplasm, and more than 90% 
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is produced in the mitochondria. In addition to serving as part 
of the cellular energy generation, the tricarboxylic acid cycle 
also serves to produce intermediaries for chemical synthesis 
in the cells. In the life processes of the pregnant mice, 
Semerciöz et al [4] found that 27.8% of the metabolites are 
taken by the tricarboxylic acid cycle to construct the cellular 
components. ATP is delivered to the locations of the cell 
where energy is desirable. It is hydrolyzed by reaction (3) to 
yield ADP and organic phosphate, and in this process, 30.5 
kJ/mol ATP of energy may be produced: 
 
𝐴𝐴𝐴𝐴𝐴𝐴 +  𝐻𝐻2𝑂𝑂 → 𝐴𝐴𝐴𝐴𝐴𝐴 +  𝑃𝑃𝑖𝑖 +  𝐻𝐻+ (3) 
 

Chemical reactions, which require energy to happen, 
occur simultaneously with reaction (3), since they would not 
happen otherwise. When aerobic respiration, as explained by 
reaction (2), cannot occur, because of the absence of 
sufficient oxygen delivery to the muscles, a fraction of 
pyruvic acid is taken away from the metabolism after being 
converted into lactic acid. In general, lactic acid accumulates 
in the muscle cells when sufficient oxygen is not supplied to 
the muscles during excessive exercise. Lactic acid buildup is 
noticed as pain in the case of COVID-19. 

COVID-19 makes it very hard to deliver the energy 
demanded for the life processes, because of the shortage of 
O2. COVID-19 patients may be placed in a respiratory unit, 
where higher oxygen pressures are provided to compensate 
for the increased resistance to oxygen delivery in the lungs 
[2]. In the respiratory unit, the pressure of oxygen cannot 
exceed three times the partial pressure of oxygen of the air; 
otherwise, the lungs may be damaged. The impact of the 
COVID-19 disease may be assessed in five levels. At the 
highest impact, patients may be found positive, but recover 
without any symptoms or clinical signs. COVID-19 patients, 
who have the most severe symptoms, may have difficulty in 
respiration, experience malfunctioning organs, and shock. 
Patients who experience severe symptoms are usually 
provided with an elevated level of oxygen supply, up to 
300% of the partial pressure of oxygen in the air. 

Less than 25-27% of the energy obtained from the food 
can be used for external or internal work performance [5, 6], 
and almost 75 % is delivered out from the body as heat 
during the metabolic events [7]. In case of natural death, 
Kuddusi [8] suggested that the lifespan-entropy-generation-
limit was 11,404 kJ/K kg, and then the people were passing 
away. The relationship between aging and the calories of 
food is calculated according to metabolic activity. The diet 
is expected to provide sufficient or more energy for 
metabolism [9]. This oxidative stress, in turn, is required to 
intensify the telomere attrition, which has been linked to 
aging in many creatures, including mice and humans. An 
elevated rate of metabolism causes an elevated level of 
entropy generation and suggests correlations that can be 
helpful in future aging studies. Öngel et al [9] studied the 
results of telomere length-regulated entropic assessment 
with four different diets, indicating that women live longer 
than men. Faster shortening of the telomere lengths in men 
was the major reason for this estimation. The Mediterranean 
diet includes foods with anti-oxidative outcomes, and people 
who are on this diet are subject to slower telomere attrition 
since they are exposed to less oxidative damage. The 
Western diet (American diet) is composed mainly of 
concentrated grains, salt, sugar, saturated lipids, and 
processed meat are associated with increased cancer risk and 
chronic diseases. Vegan diets are among the widespread 

contemporary would have 112 and 86 years of lifespan, on 
the women and men would have 108 and 85 years of lifespan, 
108 and 85 years of lifespan, on the ketogenic diet, women 
and men may have 110 and 80 years of lifespan and on the 
vegan diet, women and men may have 99 and 88 years of 
lifespan; with the average lifespan of 95 years. 

The exergy method of calculations was also used in 
references [10-15], and they may be helpful to gain a 
comprehensive understanding of the subject. 
 
2. Materials and Methods 

The data [16] were obtained from the US National Center 
for Health Statistics (NCHS), which operates under the 
Centers for Disease Control and Prevention, a principal 
agency of the US Federal Statistical System, at Hyattsville, 
Maryland, and presented in the initial two columns of Table 
1.  Data describing the weight of the people were adapted 
from the National Center for 

 
3. Results and Discussion 
 

Table 1. Calculation of the loss of work power. 
Age of 

the 
patients 
(years) 

Calculation of the work power 
lost due to the deaths of the 

people 

Work 
power lost 

(J) 

0-17 

(1,516 children died) (35 kg/child) 
(309.5 K) (65 years until 

retirement) (1/0.26 work performed 
with consumption of 1 J of 

nutrients) 

6.10 x 109 

18-29 

(6,870 people died) (65 kg/person) 
(309.5 K) [65-(18+ 29)/2] (years 

until retirement) (1/0.26 work 
performed with consumption of 1 J 

of nutrients) 

3.40 x 109 

30-39 

(42,627 people died) (65 kg/person) 
(309.5 K) [65-(30+39)/2] (years until 

retirement) (1/0.26 work performed 
with consumption of 1 J of nutrients) 

1.55 x 109 

40-49 

(45,627 people died) (65 kg/person) 
(309.5 K) [65-(30+39)/2] (years until 

retirement) (1/0.26 work performed 
with consumption of 1 J of nutrients) 

1.66 x 109 

50-64 

(200,067people died) (65 kg/person) 
(309.5 K) [65-(50+64)/2] (years until 

retirement) (1/0.26 work performed 
with consumption of 1 J of nutrients) 

1.38 x 1010 

65-74   

75-84 
These people have already retired 
and do not perform any work of 

commercial value 
 

85 years 
old and 

over 
  

18-29 
Work power loss due to the false 
negative test results by the 18-29-

year-old university students 
7.4 x 109 

18-29 
Work power loss due to the false 
positive test results by the 18-29-

year-old university students 
1.3 x 105 

TOTAL WORK POWER LOSS 33.9 x 109 

 
The first row explains that in the 0 to 17-year age group, 

1,516 children died. If the average weight of these children 
were 35 kg/child, at 309.5 K (37 °C), they would have 65 
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years until retirement, and perform 1/0.26 of work with 
consumption of 1 J of nutrients. The following rows were 
constructed by following a similar technique.  The work 
power was based on the number of people; on the other hand, 
productivity depends on the skills of the people and how they 
use them. The work power was considered in Table 1, not 
the productivity.  The physical/energetic work capacity 
depends only on the number of people in the labor market. 

A graphical description of the COVID-19 disease on the 
body of a person is presented in Figure 1.  

  

 
Figure 1. Graphical description of the COVID-19 disease 

in the body of a person. 
 

The diseased person was assumed to be taken to a 
ventilator. The exergetic cost of the inefficient metabolism is 
described with the red arrow, and the patient’s remaining 
metabolic activity is described with the yellow arrow. The 
blue fraction of the figure describes the exergy destruction in 
the body of the patient.  

Jarvis and Kelley [18], after performing different 
modeling studies, concluded that one false negative may lead 
to approximately 2.25 inoculations. If we should consider 
that the virus was spread between the 18-29 years old 
university students, we may calculate the work power lass as 
= (1,025 false negatives) (2.25 number spread by false 
negatives) (65 kg/person) (309.5 K) [65-(18+ 29)/2] (years 
until retirement) (1/0.26 work performed with consumption 
of 1 J of nutrients) = 7.4 x109 J.  

If we should focus on the effect of the false positives on 
the 18-29 years old university students and they isolate 
themselves for two weeks we may calculate the work power 
loss as = (447 false positives) (65 kg/person) (309.5 K) (14 
days/365 days) (1/0.26 work performed with consumption of 
1 J of nutrients) = 1.3x105 J 

When we add up these numbers, we may estimate that 
approximately 33.9x109 J of work power is lost during the 
pandemic in the US. Yildiz et al [19] estimated that a cyclist 
may do 3,709 kJ, a weight lifter may do 3,950 kJ, a rugby 
player may do 3,716 kJ, and a golfer may do 2,413 kJ of work 
per day. Therefore, the total loss of work potential during the 
pandemic would correspond to the work power utilized by 
an elite athlete biker in 91x105 days, a weight lifter in 85x105 
days, a rugby player in 91x105 days, and a golfer in 15x106 
days. 
 
4. Conclusion 

The number of people who died in the US during the 
pandemic, their ages, and accounts of false negative and false 
positive PCR tests are available in the publications of the US 
National Center for Health Statistics. Analysis of the data 
showed that approximately 33.9x109 J of work power was 
lost. A cyclist may do 3,709 kJ, a weight lifter may do 3,950 
kJ, a rugby player may do 3,716 kJ, and a golfer may do 

2,413 kJ of work in a day. Therefore, the total loss of work 
potential during the pandemic would be equivalent to the 
work power utilized by an elite athlete biker in 91x105 days, 
a weight lifter in 85x105 days, a rugby player in 91x105 days, 
and a golfer in 15x106 days. The inoculation rate and the 
reliability of the data may vary substantially across different 
countries and age groups; therefore, this may lead to 
significantly different work power loss results. 
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Abstract  
 
An experimental investigation was carried out on a single-cylinder four-stroke spark-ignition engine fuelled fuelled 
with methanol (M100) and ethanol (E100) to study the effect of oxygen enrichment on combustion characteristics of 
the engine. The experiments were carried out at base compression ratio 9.8 and the results were compared at higher 
compression ratio 10.6. The compression ratio was increased by decreasing the clearance volume from the cylinder 
head. The engine was operated at the maximum torque (4.5 Nm at 3600 rpm) achieved with M100 fuel and the results 
were compared for both the fuels at the same torque. The results indicate that with oxygen enrichment at the increased 
compression ratio, in-cylinder peak pressure increased significantly by 34.7% with M100 and 8.4% with E100 
compared to base gasoline. The rate of pressure rise increased by 2.7 times with M100 and by 20% with E100. Due 
to high peak pressure, heat release rate, and rate of pressure rise, the combustion duration decreased significantly with 
both fuels.  The cycle-to-cycle variation in indicated mean effective pressure decreased to 1.48% with E100 and M100. 
A notable outcome of the study was that the effect of oxygen enrichment was more prominent in methanol combustion 
than with ethanol at both compression ratios with greater effect at higher CR.  
 
Keywords: Methanol; ethanol; combustion; IC engine; oxygen-enriched air. 

 
1. Introduction 

The utilisation of petroleum-based conventional fuels for 
transportation is a source of global problems including 
energy security, global warming, and poor local air quality. 
The transportation sector consumes 95% of the energy from 
gasoline and diesel [1]. Conventional fossil fuels are limited 
while the energy demand is rising rapidly.  It is projected that 
coal reserves are available till 2112 and will be the only 
fossil fuel remaining after 2042. Oil and gas would have 
been diminished by that time [2]. The challenges of energy 
security and better climatic conditions have paved the path 
for the utilisation of alternative fuels such as ethanol and 
methanol in the transport sector. Ethanol and methanol are 
produced through well-established methods of biomass 
fermentation and coal gasification respectively. The 
physicochemical properties of the alcohol fuels including 
high flame velocity, high octane number, and low carbon to 
hydrogen ratio are suitable for their application in high 
compression ratio spark ignition (SI) engines. Most of the 
research work with ethanol and methanol fuels has been 
conducted with various blends of gasoline. The blending 
ratio of alcohol fuels with gasoline can be varied from 5% to 
90% by volume. Various authors including, Tian et al. [3], 
and Pourkhesalian et al. [4] have reported that blends of 
alcohols (ethanol, methanol, and butanol) and gasoline 
improve the performance and decrease the emissions of 
carbonmonoxide (CO), hydrocarbon (HC), and oxides of 
nitrogen (NOx) from the engine.  

High compression ratio and oxygen-enriched air for 
combustion are existing techniques to further enhance the 

performance of an alcohol-fuelled engine. The superior 
knock resistance of ethanol and methanol fuels allows for 
their application at a high compression ratio [5–9]. Awad et 
al. [10] reviewed the extensive literature on the impact of 
increasing compression ratio on performance, combustion, 
and emissions of the engine fuelled with oxygenated fuels 
such as alcohols and ethers. They reported that engine 
performance improved at high compression ratio (CR) and 
emissions of CO and carbondioxide (CO2) decreased due to 
oxygen present in the fuels. High CR increased the flame 
speed and extended the air-fuel ratio and thus increasing the 
efficiency of the engine. Sakthivel et al. [11] reported that 
increasing the CR of the engine increased the peak pressure 
and heat release rate (HRR) in a motorcycle fuelled with E30 
(ethanol gasoline blend). Balki and Sayin [12] reported that 
with the increase of CR, brake thermal efficiency (BTE) of 
the engine increased by 3.6% and 4.5% due to an increase in 
cylinder pressure which resulted in more work done by the 
piston. Prasad et al. [13] reported an increase in peak 
cylinder pressure with an increased compression ratio. 
Wouters et al. [14]  reported that knock was not observed 
even at CR of 20.6 with methanol. In addition Gong et al., 
[15] Celik et al. [16], and Zhou et al. [17] reported the 
improvement of combustion, fuel economy, and emissions 
in engines fuelled with ethanol and methanol fuels at a high 
compression ratio.  

The application of oxygen-enriched air to improve 
performance and control the emissions in an IC engine is a 
widely accepted method. Li et al. [18] reported that peak 
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pressure and heat release increased with oxygen enrichment 
in an LPG fuelled SI engine. Emissions of CO and HC 
decreased and NOx increased due to high peak temperature 
and the presence of more oxygen during oxygen-enriched 
air. Caton [19] reported that increased cylinder pressure and 
temperature due to oxygen enrichment resulted in heat loss 
and decreased the thermal efficiency of the engine while 
emissions of NOx increased drastically. Seers et al. [20] 
reported that oxygen-enriched air resulted in fast flame 
propagation due to increased laminar flame speed and high 
initial mixture temperature during ignition timing in a SI 
engine. Nidhi and Subramanian [21] concluded a significant 
improvement in BTE of the engine and a reduction in CO 
and HC emissions from the engine. In addition, authors 
including Jeevahan et al. [22], Maxwell et al. [23], Quader 
[24], Kajitani et al. [25], and Poola et al. [26] reported that 
utilisation of oxygen-enriched air for combustion was 
beneficial to decrease the emissions from the engine. 

The oxygen enrichment at increased compression ratio is 
a novel way to improve the combustion quality which would 
result in high thermal efficiency of the engine along with 
ultra-low emissions in ethanol and methanol fuelled SI 
engines. This experimental investigation was carried out at 
base and increased compression ratio to notice the effect of 
oxygen enrichment with two fuels ethanol and methanol. 
However, the literature survey indicates the studies on 
oxygen enrichment with conventional fuels such as gasoline 
and few studies are available with alcohol fuels. The 
literature survey does not indicate research work at increased 
compression ratio. This paper exclusively discusses the 
effect of oxygen enriched air on combustion characteristics 
of a SI engine including heat release rate, peak pressure, rate 
of pressure rise, combustion duration and coefficient of 
variance in IMEP in detail fuelled with two alcohol fuels. 

 
2. Methodology 

Maximum Brake Torque (MBT) timing for the study is 
the spark timing at which brake thermal efficiency of the 
engine is maximum. MBT timing for base gasoline, M100, 
and E100 fuels are determined experimentally. With M100, 
the maximum torque achieved was 4.5 Nm at 3600 rpm. The 
results obtained with methanol are compared with ethanol 
and BS-VI gasoline (base gasoline). The physicochemical 
properties of the fuels are given in Table 6. The engine 
characteristics are studied at the base condition with the 
fuels, then by oxygen enrichment (OE) at the base 
compression ratio of 9.8:1. Afterward, the compression ratio 
(CR) of the engine was increased to 10.6 and finally, oxygen 
enrichment was carried out at the increased compression 
ratio. For oxygen enrichment, the flow of oxygen was kept 
at maximum with both the fuels. The oxygen was injected 
into the intake manifold continuously (Figure 1). The 
enrichment level achieved was 30-40% (by mass) at the 
maximum torque condition. It was calculated as the 
percentage of oxygen supplied externally to oxygen present 
in the airflow. Since the maximum gas flow rate could not 
be changed due to which OE with M100 and E100 was not 
equal and lay in the range of 30-40%. With M100, it varied 
between 35-38% at both the compression ratios. The 
maximum oxygen flow rate is 0.22 g/s with the injector and 
it was obtained at 0.75 bar pressure beyond which the 
injector would close. The oxygen was injected into the intake 
manifold continuously. The maximum flow of oxygen from 
the injector was determined after several experimental trails. 
The working principle of the gas flowmeter is Coriolis with 

a maximum measurement error of ± 0.5%. The gas is 99.9% 
pure in a high-pressure cylinder. 

 
Figure 1. Oxygen enrichment method. 

 
The compression ratio was increased by decreasing the 

clearance volume of the engine head [27] (Eq. (1)). It was 
performed by removing one layer from the gasket (fitted 
between head and liner) which was originally a pack of three 
layers as shown in Figure 2. Removing more than one layer 
could lead to the piston touching the head. Therefore, the 
removal of more than one layer was not carried out. 

𝐶𝐶𝑅𝑅 = 1 +
𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 (1) 

          

 

Figure 2. Schematic view of cylinder head with gasket and 
the original gasket. 
                                                           

Figure 2 shows the schematic view of cylinder head with 
gasket and the original gasket. Eqd. (2)-(5) were used for the 
calculation of the compression ratio. The original gasket of 
1.3 mm thickness was replaced with thickness of 0.8mm 
(Figure 2). As a result, the volume of the gasket decreased 
which decreased the clearance volume of the engine head, 
thus compression ratio increased to 10.6:1. Swept volume 
(Vs) was calculated using Eq. (3). The calculated value is 
249.32 cm3. 𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  was measured by filling water inside the 
cylinder head. The calculated value is 19 cm3. The deck 
height is 0.8 mm given by the manufacturer which is used in 
Eq. (4) to calculate clearance gap height. The calculated 
gasket volume is 3.44 cm3 with thickness 0.8 mm. The 
increased compression ratio is 10.6:1. 

 
 VC = V gasket + Vclearance gap + Vcrevice  (2) 
 
Swept volume 

Vs =
π
4

B2 × L (3) 

 

O2 cylinder 
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Clearance gap volume                                                                                                                              
π
4

B2 × deck height (4) 

            
Volume of metal gasket 
π
4

B2 × clearance gasket thickness  (5) 
 
2.1 Experimental Details 

The experiments were conducted on a single-cylinder 
four-stroke spark ignition engine having port injection. 
Valve timing diagram of the engine is given in Figure 3. The 
details of the engine are given in Table 1. The schematic 
layout of the experimental setup is given in Figure 4. An 
eddy current water-cooled dynamometer was used for 
applying load on the engine. The data was acquired at the 
maximum torque (4.5 Nm at 3600 rpm) achieved with 
methanol (M100) and compared with E100 at the base 
compression ratio. The throttle was fully opened at 
maximum torque point with methanol. The intake pressure 
for the condition was 1 bar. The volumetric efficiency of the 
engine was 83%. The MBT with M100 and E100 was 45 
bTDC while with base gasoline it was 42 bTDC.  MBT 
timings were found after several repeated experiments. 
Although methanol and ethanol have higher flame velocities 
than gasoline, their strong charge-cooling effect due to 
higher latent heat of vaporization and larger fuel mass 
requirement necessitates slightly earlier ignition to achieve 
the optimal cylinder pressure phasing. 

 
Table 1. Engine specifications. 

Engine Single cylinder, four-
stroke air-cooled 

Cylinder bore 74 mm 

Stroke 58 mm 

Compression ratio 9.8:1 

Swept Volume 250 cc 

Length of connecting rod 112 mm 

Lubrication Forced 

Fuel injection Port type 

Max. power output @ 8000 rpm 20 to 25 H.P 

Max. torque output @ 6000 rpm 18 to 20 Nm 
 

The equivalence ratio was stoichiometric for the fuels. It 
was controlled through a lambda sensor fitted to the exhaust 
side of the engine. An open ECU was used for controlling 
spark timing and equivalence ratio. A flashback arrester was 
used to control backfire propagation during oxygen 
enrichment. The uncertainty, sensitivity and other 
specifications of the instruments including air flow meter, 
fuel flow meter, dynamometer, crank angle encoder, 
pressure sensor and combustion analyser are given in Table 
2 to 5. The fuel flow rate and oxygen gas flow rate were 
measured with a Coriolis principle-based flowmeters. 
Thermal based air flowmeter was used for measuring the air 
flow rate. The engine was run for 20-25 minutes to get it 
stabilized before storing the data. The data for in-cylinder 
pressure and corresponding crank angle was acquired using 
a piezoelectric-based pressure sensor fitted in the engine 
head and an optical-based crank angle encoder fitted on the 
dynamometer side. The pressure theta data was acquired 

using AVL Indicom software, version 2.1. To study cycle to 
cycle variations in pressure, 500 cycles were acquired for 
analysis. 

 
Table 2. Specifications of air flow meter. 

S. No. Parameter Values/description 

1 Make Endress+Hauser (EH) 

2 Measuring principle Thermal mass flow 

3 Operating 
temperature range 0-500C 

4 Accuracy +-1.5% 
 

Table 3. Specifications of fuel flow meter. 

S. No. Parameter Values/description 

1 Make and Model Rheonik, RHM015L 

2 Working Principle Coriolis 

3 Temperature range -20 to 1200C 

4 Mass flow uncertainty < 0.10% 

 
Table 4. Specifications of dynamometer. 

S. No. Parameter Values/description 

1 Make and Model Technomech, TME -50 
(7.5 kW) 

2 Type Eddy Current Water-
Cooled Dynamometer 

3 Maximum Power 37 kW 

4 Maximum Torque 100 Nm 

5 Cooling Media Water 

6 Direction of 
rotation Bi – directional 

 
Table 5. Specifications of crank angle encoder, pressure 
sensor and combustion analyser. 

S. No. Parameter Values/description 

1 
Combustion 
Analyser Make and 
Model 

AVL, IndiMicro 
602TM 

2 Linearity ±0.01% FS 

3 Input Range (Piezo) Up to 14,400 pC 

4 Angle Encoder 
Make and Model 

AVL, Angle encoder 
366C 

5 Engine speed 
measuring range 0-20,000 rpm 

6 Resolution 0.5 CA. 

7 Crank angle Signal 720 crank angles 

8 Pressure Sensor 
Make and Model AVL, GH15D 

9 Working Principle Piezoelectric Pressure 
Sensor 

10 Sensitivity 19 pC/bar 

11 Measuring Range 0 – 250 bar 
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Figure 3. Valve timings of the engine. 

Table 6. Physicochemical properties of ethanol, methanol 
and gasoline [12, 28, 29]. 

Properties Gasoline Methanol Ethanol 

Composition >C8 
CH3OH C2H5OH 

Carbon (% mass) 86 37.48 52.14 

Hydrogen (%mass) 14 12.58 13.13 

Oxygen (% mass) 0 50 34.7 

Density STP, kg/m3 740 790 790 

Dynamic viscosity 
(200C, mPa) 0.6 0.57 1.2 

RON Research octane 
number (min.) 95 109 109 

MON Motor octane 
number (min.) 85 92 98 

Flash point (0C) -45 11 14 

Auto ignition 
temperature (0C) 465-743 738 698 

Boiling point (0C) 25-215 65 79 

Latent heat of 
vaporisation (kJ/kg) 180-350 1100 838 

Low calorific value 
(MJ/kg) 43 20 26.95 

Adiabatic flame 
temperature (K) 2275 2143 2193 

Minimum ignition 
energy in air (mJ) 0.25 0.14 0.23 

Quenching distance 
(mm) 2 1.85 1.65 

Flame speed (cm/s) 28 52 39 

Stoichiometric 
air/fuel ratio 14.5 6.5 9 

 
Figure 4. Experimental setup. 

2.2 Mathematical Relations Used for Calculation 
The net heat release rate (Q) was calculated using the first 

law of thermodynamics as given in Eq. (6) [27].                                                                                                

dQ
dθ

=  
γ

γ − 1
P

dV
dθ

+
1

γ − 1
V

dP
dθ

 (6) 

 
where P, V, γ, and θ represent the in-cylinder pressure 
(pascal), instantaneous cylinder volume (m³), the ratio of 
specific heats, and the crank angle, respectively. The rate of 
pressure rise is calculated using Eq. (7). The ignition delay 
(ID) was calculated by using Eq. (8). The combustion 
duration (CD) was calculated by using Eq. (9). 
 
dP
dθ

= Pi − Pi−1 (7) 

                                                                                                                                                                               
where Pi is the pressure at a crank angle 
 

ID = � dθ
SOC

Spark

 (8) 
 

                                                                            

CD = � dθ
EOC

SOC

 (9) 

                                                                                                                                                                            
where, SOC- Start of combustion (crank angle (C.A) at 
which 10% of the maximum cumulative heat is released), 
EOC- End of combustion (C.A at which 90% of the 
maximum cumulative heat is released), ID- Crank angle 
duration of ignition timing and SOC, CD- Crank angle 
duration between SOC and EOC. 

Net indicated mean effective pressure (IMEPnet) is 
calculated by Eq. (10). 
 

IMEPnet =  � PdV
+360 

−360 

 (10) 
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Coefficient of variance (COV) in IMEPnet was calculated 
by Eq. (11). 
 

COVIMEPnet =  
σIMEPnet
μIMEPnet

× 100% (11) 

                                                                                                                                                            
3. Results and Discussion  
3.1 Variation of Peak Pressure and Its Crank Angle 
Position  

With oxygen enrichment, peak pressure (Pmax) increased 
by 56.5% with M100 and by 17.6% with E100 compared to 
base gasoline (Figure 5). The position of Pmax. shifted to 6 
deg aTDC and 18 deg aTDC with M100 and E100 which 
was 23 aTDC with base gasoline. The distinct separation of 
the methanol curve in the in-cylinder pressure graph is 
primarily attributed to methanol”s significantly higher 
laminar flame speed compared to both gasoline and ethanol. 
This characteristic leads to faster combustion and a more 
rapid pressure rise within the cylinder. Consequently, the 
spark timing for methanol was advanced closer to TDC to 
optimize peak pressure timing, resulting in a noticeably 
different pressure trace. 

Various comparative studies confirm that Pmax is higher 
with M100 than E100 [30-32]. The generation of OH 
radicals is more with M100 than E100 and gasoline. M100 
does not contain carbon to carbon bond as found in E100. 
Inherently, the flame speed of M100 is greater than E100 and 
gasoline which is further enhanced due to oxygen 
enrichment [33]. The effect of oxygen enrichment was thus, 
more prominent with M100 than with E100. The combustion 
efficiency with methanol is higher than ethanol since number 
of intermediate products formed during its combustion are 
less than ethanol which adds to lower irreversibility and 
improved combustion [34]. 

Due to oxygen enrichment (OE) of intake air, the amount 
of nitrogen decreased which has higher specific heat (1.03 
kJ/kg-K at 300 K, 1.21 kJ/kg-K at 1300 K) than oxygen (0.9 
kJ/kg-K and 1.12 kJ/kg-K at 1300 K). When the nitrogen 
percentage decreases, the in-cylinder temperature increases. 
The high in-cylinder temperature promotes a faster rate of 
the chemical reaction. The oxygen helps in the generation of 
OH radicals which promotes the chain propagation of 
chemical reactions.  

At a high compression ratio, Pmax.increased by 8% with 
both M100 and E100 compared to their values at base CR as 
shown Figure 6. The position of Pmax.shifted closer to TDC 
compared to the base compression ratio. The gain in peak 
pressure and shift in crank angle position can be attributed to 
the thermodynamic effects of higher compression ratios, 
which inherently raise the temperature and pressure of the 
intake charge during the compression stroke. These elevated 
thermodynamic conditions significantly enhance the flame 
propagation speed. The laminar flame speed is known to be 
a function of the initial pressure, temperature, and density of 
the unburned air-fuel mixture; thus, increased pressure and 
temperature at higher CR directly contribute to faster 
combustion kinetics [11]. 

For alcohol-based fuels such as M100 and E100, which 
already exhibit high flame speeds due to their oxygenated 
molecular structures and lower hydrocarbon chain lengths, 
the increase in CR further amplifies this behavior. 
Consequently, the combustion process becomes more rapid 
and complete, resulting in a steeper pressure rise and a higher 
peak pressure. This also causes the peak pressure to occur 
earlier in the cycle (closer to TDC), improving thermal 

efficiency but potentially increasing the mechanical and 
thermal loads on engine components. 
 

 
Figure 5. In-cylinder pressure variation with crank angle at 
base compression ratio with both fuels. 
 

 
Figure 6. In-cylinder pressure with M100 and E100 at 4.5 
Nm, 3600 rpm at 10.6 CR. 
 

With oxygen enrichment at high CR (Figure 7), Pmax 
increased by 34.7% and 8.4% with M100 and E100 
compared to base gasoline. The position of Pmax was 8 aTDC 
with M100 and 14 aTDC with E100. Eqs. (12) and (13) [21] 
show that with an increasing amount of oxygen, the rate of 
chemical reaction could be enhanced during the combustion 
of fuel. This is the famous Arrhenius Equation which 
indicates the temperature dependency of reaction rates. 

 
Fuel + oxygen/air → products (12) 
 

Rr = 𝐴𝐴e
−Ea
RT [Fuel]a[Oxygen ]b (13) 

                                                                                                                                                                                                                                                             
where A is the Arrhenius constant, Ea is the activation 
energy, R is the universal gas constant and T is the absolute 
temperature of the reaction.  

 With the added benefit of high CR, high temperature and 
pressure of reactants improve the growth of flame kernel and 
increase the flame propagation speed [35]. These factors 
result in better combustion with oxygen enrichment at high 
CR. At elevated CRs, the end-of-compression temperature 
and pressure rise significantly due to increased isentropic 
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compression work. This enhances the pre-flame reactions, 
facilitates autoignition, and supports the rapid growth of the 
flame kernel. A higher initial pressure also increases the 
density of the mixture, which according to laminar flame 
speed theory, increases the flame propagation speed due to 
the enhanced molecular collision frequency and reduced 
mean free path. Furthermore, oxygen enrichment increases 
the local oxygen availability in the flame front, leading to 
intensified exothermic reactions and a steeper pressure rise 
during the premixed combustion phase. 

 
Figure 7. Comparison of Pmax and corresponding crank 
angle with M100 and E100 at 4.5 Nm, 3600 rpm at different 
conditions. 
 
3.2 Variation of Heat Release Rate (HRR), Combustion 
Duration, and Ignition Delay 

With oxygen enrichment, max. HRR increased by more 
than 92.2% with M100 and by 65.4% with E100 compared 
to base gasoline. Combustion duration (CD) shortened by 
35.8% with M100 and 28.2% with E100 compared to base 
gasoline. Furthermore, ignition delay (ID) shortened by 32% 
with M100 and was comparable to base gasoline in E100 
(Figure 9).  

M100 and E100 are neat (homogeneous) substances with 
a single boiling point. Gasoline does not behave like alcohol 
as it consists of different hydrocarbons. It has higher T90 
(90% evaporation corresponding to the temperature) than 
alcohol fuels. Therefore, some fraction needs a high 
temperature for combustion. With oxygen enrichment, the 
flame speed and burning rate of charge are more pronounced 
since in-cylinder pressure and temperature are higher. It 
enhanced the HRR even better with M100 and E100 taking 
the added advantage of their lower boiling points. Figure 10 
shows the cumulative heat release with both fuels at 
increased CR. 

With a high heat release rate, the burning speed of charge 
is enhanced which shortened the CD with alcohol fuels. ID 
depends on the latent heat of vaporisation. When cylinder 
temperature is higher due to oxygen enrichment, alcohol 
fuels might evaporate quickly, thus shortening the ignition 
delay period. Overall, the effect of oxygen enrichment was 
more significant with M100 than with E100 as discussed 
previously.  

At high compression ratio, max. HRR increased by 3% 
with M100 compared to base CR and was similar to base CR 
with E100. CD shortened by 20% with M100 and 2.7% with 
E100 compared to their respective values at base CR. ID 
decreased by 11.1% with M100 and by 9.8% with E100 
compared to base CR. The CD and ID shortened by 8% and 
12.2% at high CR compared to base CR.  

At high CR, residual gases are lower and turbulence is 
more. As a result, rapid charge burning resulted in a 
shortened combustion duration and ignition delay with 
M100 and E100 compared to the values at the base 
compression ratio. The effect of increased CR is more 
significant with M100 and E100 than with gasoline for 
obvious reasons of their physico-chemical properties. 

 
Figure 8. Net heat release rate with M100 and E100 at 4.5 
Nm, 3600 rpm at both CRs. 
 

 
Figure 9. Net heat release rate with both fuels at 10.6 CR. 

 

 
Figure 10. Cumulative heat release with both fuels at 10.6 
CR. 
 

With oxygen enrichment at high CR, max. HRR doubled 
with M100 and increased by 35.4% with E100 compared to 
base gasoline at high CR as shown in Figure 9. ID decreased 
by 32% with M100 compared to base gasoline at high CR 
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and by 10% with E100. CD shortened by 45.9% with M100 
and by 8.1% with E100 compared to base gasoline at higher 
CR. The cumulative heat release (CHR) curves at 4.5 Nm 
and 3600 rpm shown in Figure 9 depicts that methanol 
(M100) and ethanol (E100) exhibit faster and earlier 
combustion compared to gasoline, due to their higher 
laminar flame speeds and oxygen content. Among all, 
methanol with oxygen enrichment (M100+O₂) shows the 
steepest and earliest rise in CHR, indicating highly reactive 
and concentrated combustion. Ethanol with oxygen 
(E100+O₂) also shows enhanced combustion, though 
slightly less aggressive than methanol. In contrast, gasoline 
shows a delayed and broader CHR profile due to slower 
combustion kinetics. The leftward shift of CHR curves with 
oxygen enrichment confirms improved combustion phasing, 
which can enhance thermal efficiency if appropriately 
controlled. 

Oxygen enrichment and high compression ratio both 
improve the combustion by enhancing flame propagation 
which contributes to shorter combustion duration [36]. Due 
to the rapid rate of reaction, the ignition delay period 
shortened with M100 and E100. With the high cylinder 
temperature, the vaporisation of E100 and M100 might also 
improve which could help to shorten ignition delay. 
Maximum HRR values for M100 are better than E100 
because of the better combustion rate (Figure 11). It is well 
indicated through its high Pmax.and high max. ROPR values. 
Similar study from the literature reports that with oxyfuel 
combustion, at higher compression ratio the ignition delay 
shorten significantly with the improvement of cylinder 
pressure and fuel economy in a dual fuel spark ignition 
engine [37]. After most of the combustion is complete for 
fast-burning fuels (especially with oxygen enrichment), the 
remaining HRR signal is small in magnitude and more 
susceptible to signal noise. This is the reason of waveform 
pattern visible at the end of HRR curve. In addition to this, 
SI engines, especially under low load, exhibit cycle-to-cycle 
variation due to turbulence and fuel-air mixing dynamics. 
This is discussed in the subsequent section. 

 

 
Figure 11. Comparison of max. HRR, combustion duration, 
and ignition delay with M100 and E100 at different 
conditions at 4.5 Nm, 3600 rpm. 
 
3.3 Variation of Maximum (Rate of Pressure Rise) ROPR 
And Its Crank Angle Position 

OE increased the max. ROPR by more than 2.5 times 
with M100 and 40.8% with E100 compared to base gasoline 
(Figure 12). The positions shifted much closer to TDC. With 
M100 and E100, it was 4 deg bTDC and 4 deg aTDC.  

Max. ROPR was higher with M100 than with either base 
gasoline and E100. ROPR depends on various factors such 
as flame speed, turbulence inside the cylinder, the calorific 
value of the fuel, latent heat of vaporisation, and oxygen 
content [38-40]. High calorific value and turbulence result in 
high ROPR. The calorific values of M100 and E100 are 
lower than gasoline. Their flame speed and oxygen content 
ensure better and complete combustion which results in a 
high rate of pressure rise. Furthermore, methanol is a highly 
reactive fuel. All these factors increased the rate of pressure 
rise with M100. These factors would dominate the effect of 
its lower calorific value which could have decreased the 
ROPR. In the case of E100, the flame speed is not as high as 
M100 causing low ROPR. In addition to this, E100 breaks 
into triatomic molecules having high specific heat which 
lowers the in-cylinder temperature, and thus the rate of 
pressure rise could decrease. Since OE results in enhanced 
flame speed and combustion rate, ROPR would increase. 
More oxygen helps in the proper mixing of air and fuel and 
improves the combustion hence rate of pressure rise could 
increase. 

 
Figure 12. Comparison of max. ROPR with M100 and E100 
at different conditions. 
 

At high compression ratio, max. ROPR increased by 
61% to 0.87 bar/deg with M100. With E100, it increased by 
10%. At high CR, the positions were -1(bTDC) and 2 deg 
(aTDC) with M100 and E100. A high compression ratio 
increases the temperature as well as turbulence in the 
cylinder. As a result, the rate of heat release is improved 
which increased the maximum rate of pressure rise with 
alcohol fuels. Compared to gasoline, max. ROPR with E100 
was slightly less at high CR. The low calorific value might 
lead to the generation of a low rate of pressure. It is clear 
from the values of peak pressure with E100 also, which is 
higher than gasoline but not at the level of M100. In this 
context, the fact that the reactivity of methanol is higher than 
E100, cannot be ignored. 

With OE at high CR, max. ROPR with M100 increased 
by 2.7 times and with E100 by 20% compared to base 
gasoline. The corresponding crank angle positions advanced 
by 5 and 7 deg with M100 and E100. The positions were -3 
(bTDC) and 1 deg (aTDC) with OE at high CR which was 7 
deg (aTDC) with base gasoline. The degree of constant 
volume combustion is thus enhanced with OE at high CR.  

In this method, the individual effect of OE and increased 
compression ratio is combined and in combination, the effect 
is more pronounced. With OE, the generation of active 
radicals such as OH, O, H etc. is more which caused rapid 
heat release, and thus the rate of pressure rise increases. In 
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addition, the turbulence level increases, and residual gas 
fraction decreases at high CR. All these factors contribute to 
high in-cylinder temperature and high rate of pressure rise. 
 
3.4 Cycle-To-Cycle Variations in Imepnet 

Figure 13 and 14 show the COV in IMEP with M100 and 
E100 fuels. The COVIMEP net decreased from 2.38% to 1.97% 
with M100 and from 3.8% to 2.98% with E100 with oxygen 
enrichment (Figure 15). It should be noted that the 
experiments were conducted using an older dynamometer 
setup, which may have contributed to higher apparent 
frictional losses and deviations between IMEP and brake 
mean effective pressure  values (BMEP). However, this does 
not affect the reliability of the comparative results and the 
observed trends between ethanol, methanol, and gasoline. 
Oxygen enrichment reduces the cyclic fluctuations in initial 
flame formation [35]. It implies that flame development and 
flame propagation are improved with oxygen enrichment 
resulting in better combustion. Therefore, cycle-to-cycle 
variations decreased with M100 and E100.  

A lean mixture, incomplete combustion, low flame 
speed, and less ignition intensity are some of the factors 
which contribute to the cycle-to-cycle variations during 
combustion in SI engines [41]. The burning rate of charge 
inside the cylinder is influenced by variations in gas motion, 
amount of air, fuel, recycled exhaust gas, residual gases, and 
mixture composition near the spark plug. These factors 
depend on engine design and operating parameters and affect 
the cyclic variations [42].  

 

 
Figure13. Cycle-to-cycle variations in IMEPnet with M100 
at various conditions. 
 

With the increase of compression ratio, the turbulence 
intensity increases, and cylinder pressure and temperature 
both increases. Squish intensity increase and combustion 
duration decrease at high CR. It improves flame kernel 
growth and thus flame propagation. As a result of this, the 
COVIMEP decreased with M100 and E100 to 1.67%. With the 
increase in compression ratio, the cycle-to-cycle variations 

decrease due to engine operation at high temperatures. The 
amount of residual gases decreases at high CR. The amount 
of residual gases change in every cycle. The decrease in their 
fraction and increase of turbulence and flame speed at high 
CR results in the decrease of the cycle-to-cycle variations. 

 

 
Figure 14. Cycle-to-cycle variations in IMEPnet with E100 
at various conditions. 
 

With the combined effect of high compression ratio and 
oxygen enrichment, the turbulence is dominant further with 
the additional factor of a decrease in residual gases. High 
amounts of residual gases hinder the formation of the flame 
kernel and thus flame development and propagation become 
difficult. Due to improved combustion, the COVIMEP 
decreased to 1.48% with M100 and E100. With oxygen 
enrichment, the mixture formation of air and fuel is 
improved. The in-cylinder temperature increases and 
combustion become better. The quality of heat increases 
which enhances the work output. The flame speed increases 
and the combustion is completed in less time. All these 
factors contribute to a decrease in cyclic variations in IMEP. 
With oxygen enrichment at high compression ratio, the 
effect is cumulative and cyclic variations decreased further.  

 

 
Figure 15. COVIMEP net with M100 and E100 at various 
conditions. 
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It is also observed from the figure that at the base 
condition the COV was less with M100 than with E100. It is 
due to better combustion with M100 on account of its high 
laminar flame speed, more oxygen content, and lean burning 
ability. The high flame diffusivity helps in the formation of 
a homogenous air-fuel mixture and thus promotes better 
combustion with M100. In addition to this, the formation of 
OH radicals is also higher with M100 which is helpful in 
flame propagation. 
 
3.5 Summary of Discussion 

The summary of results and discussion section is 
tabulated in Table 7. All experimental data in Table 2 are 
reported at a constant torque of 4.5 Nm, which corresponds 
to the maximum torque achievable with methanol (M100) 
under the tested conditions. This torque value was selected 
as a reference point to ensure a fair and consistent 
comparison of the combustion and performance 
characteristics of different fuels under identical load 
conditions. Evaluating the fuels at the same operating torque 
eliminates variability due to load differences and isolates the 
effect of fuel properties, allowing for a more accurate 
assessment of their performance across various combustion 
parameters.                                                                                        

Symbol indication: “↑↑↑”- drastic increase, “↑↑”- 
significant increase, “↑”- moderate increase, “--" - 
comparable to base gasoline, “↓↓↓”- drastic decrease, “↓↓”- 
significant decrease, “↓”- moderate decrease 

 
Table 7.  Summary of discussion with M100 and E100 fuels. 

Parameter M100 (max. 
torque) 

E100 (lower 
torque) 

Peak cylinder 
pressure 

 ↑↑↑ 
 ↑ 
 ↑↑ 

 ↑ 
 ↑ 
 ↑ 

Max. HRR 
 ↑↑↑ 
 ↑ 
 ↑↑↑ 

1-↑↑ 
2- -- 
3-↑↑ 

Max. ROPR 
 ↑↑↑ 
 ↑↑ 
 ↑↑↑ 

 ↑↑ 
 ↑ 
 ↑ 

Combustion 
duration 

 ↓↓ 
 ↓ 
 ↓↓ 

 ↓↓ 
 ↓ 
 ↓ 

Ignition delay 
 ↓↓ 
 ↓ 
 ↓↓ 

 -- 
 ↓ 
 ↓ 

 
4. Conclusions 

Experiments were conducted on a single-cylinder four-
stroke spark-ignition engine fuelled with methanol and 
ethanol to study the combustion characteristics using 
oxygen-enriched air and increased compression ratio. The 
important points that emerged from the study are given 
below: 

The Pmax increased drastically by 56.5% with M100 and 
by 17.6% with E100 compared to the base gasoline. It 
increased further significantly with oxygen enrichment at 
increased compression ratio. The increase in peak pressure 
was higher with M100 due to its high flame speed, more 
oxygen content and high reactivity than E100. 

The maximum heat release rate increased by more than 
92.2% with M100 and by 65.4% with E100 due to oxygen 
enrichment. High rate of heat release caused the fast burning 
of fuel and shorten the combustion duration and ignition 

delay. Combustion duration shortened by 35.8% with M100 
and 28.2% with E100.  

Due to oxygen enrichment, the combustion improved 
resulting in high rate of pressure rise with M100 and E100. 
The maximum rate of pressure rise increased by 2.5 times 
with M100 and 40.8% with E100 compared to base gasoline 
at the base compression ratio. The trend was similar at 
increased compression ratio and with oxygen enrichment at 
increased CR.  

With oxygen enrichment, the combustion parameters 
including Pmax, HRR, and ROPR improved resulting in a 
decreased cycle-to-cycle to variations. The COVIMEP net 
decreased from 2.38% to 1.97% with M100 and from 3.8% 
to 2.98% with E100 with oxygen enrichment.  

The effect of oxygen enrichment was more prominent 
with M100 than E100 at both the compression ratios. The 
effect was greater at higher compression ratio than the base. 

In future work, it's important to explore emissions 
performance under oxygen-enriched conditions to better 
understand environmental impacts alongside efficiency 
gains. Investigating knock tendency, combustion stability 
over extended cycles, and using advanced diagnostics like 
optical imaging can offer deeper insights into flame 
behaviour and in-cylinder dynamics. Studying fuel blends 
and applying CFD and chemical kinetics modelling could 
further support optimization. Finally, long-term durability 
testing is recommended to evaluate the practical feasibility 
of using oxygen-enriched air with alcohol fuels in real 
engine applications. 
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Nomenclature 
SI Spark Ignition 
CR Compression Ratio 
IC Internal Combustion 
M100 Methanol (100%) 
E100 Ethanol (100%) 
MX Methanol blend with X% of gasoline 
EX Ethanol blend with X% of gasoline 
BMEP Brake Mean Effective Pressure 
BSFC Brake Specific Fuel Consumption 
IMEP Indicated Mean Effective Pressure 
COV Coefficient of Variance 
BTE Brake Thermal Efficiency 
PV curve Pressure Volume Curve 
VE Volumetric Efficiency 
CO Carbonmonoxide 
HC Hydrocarbon 
NOx Nitrogen oxides 
Pmax Peak pressure [bar] 
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ROPR Rate of Pressure Rise 
HRR Heat Release Rate [J/deg.] 
(a/b) TDC After/Before Top Dead Centre 
OEA Oxygen Enriched Air 
OE Oxygen Enrichment 
CD Combustion Duration 
BS Bharat Stage 
C.A Crank Angle 
𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  Crevice volume of cylinder [m³] 
𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 Swept volume of cylinder [m³] 
𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  Clearance volume of cylinder [m³] 
𝑉𝑉𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑔𝑔𝑔𝑔𝑔𝑔 Volume of clearance gap [m³] 
B Cylinder bore [mm] 
L Cylinder length [mm] 
P In-cylinder pressure [bar] 
V Instantaneous volume [m³] 
γ Ratio of specific heats 
θ Crank angle 
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Abstract  
 
The global energy crisis and decarbonization demands emphasize the need for low-carbon fuels that remain 
compatible with conventional diesel engines. Ammonia and biodiesel have emerged as complementary candidates for 
compression ignition engine applications. This article summarizes 56 publications discussing engine performance, 
emission characteristics, and optimization strategies for their use, both separately and in dual-fuel configurations. The 
study results show that a blend of 40% ammonia and 60% biodiesel can increase thermal efficiency by up to 21.3%, 
decrease specific fuel consumption by 4.06%, and reduce CO₂ emissions by 6.6% compared to pure diesel. A dual 
injection strategy with a timing of 25° BTDC proved effective in shortening the ignition delay and increasing heat 
release. Predictive approaches based on Artificial Neural Network (ANN) and Response Surface Method (RSM) also 
demonstrated high accuracy (R² > 0.99). However, significant technical challenges remain, particularly increased NOx 
emissions, ammonia slip, and N₂O formation. This study confirms the potential of ammonia–biodiesel as a transition 
fuel towards a low-carbon energy system, requiring the implementation of emission control technologies, precision 
injection engineering, and adaptive combustion strategies. Open research areas include long-term durability testing, 
performance in multi-cylinder engines under transient conditions, and the development of a multi-objective 
optimization algorithm based on the integration of ANN, RSM, and evolutionary methods.  
 
Keywords: Biodiesel; ammonia; compression ignition engines; exhaust emissions; dual-fuel combustion. 

 
1. Introduction  

The global environmental crisis is increasingly fueled by 
reliance on fossil fuels, which are a major contributor to CO₂ 
emissions and accelerated global warming [1]. Diesel 
engines, despite their high thermal efficiency, remain a 
significant source of CO₂, NOₓ, and harmful particulate 
emissions [2]. This phenomenon is not only an ecological 
threat but also a multidimensional pressure trigger for the 
modern energy and transportation system to undergo 
comprehensive reforms. This situation emphasizes the 
urgency of a transition to low-carbon fuels that can be 
integrated without requiring major changes to existing 
engine technology. 

Ammonia (NH₃) is currently gaining attention as a 
potential carbon-free fuel candidate for internal combustion 
engines [3]. Its advantages include relatively high volumetric 
energy density, the availability of large-scale production 
lines based on renewable energy, and compatibility with 
existing distribution infrastructure [4]. In practical 
applications, ammonia is often configured with hydrocarbon 
fuels such as diesel or biodiesel in dual-fuel systems to 
overcome its limitations in ignition and flame stability [5], 
[6]. This naturally presents limitations in the form of high 
autoignition temperatures, low flame stability, and potential 

NOₓ and ammonia slip emissions, making it a major 
implementation challenge [7]. 

Biodiesel, derived from biomass sources such as 
vegetable oils and animal fats, offers chemical 
characteristics that make it an attractive alternative energy 
source. Biodiesel, derived from vegetable oils and animal 
fats, offers complementary characteristics to ammonia. Its 
internal oxygen content supports more complete combustion, 
while its high cetane number accelerates reaction initiation 
[8]. However, biodiesel has drawbacks such as high 
viscosity, the potential for increased NOₓ emissions, and 
corrosive effects on fuel injection systems. 

Experimental and simulation studies have shown that 
ammonia-biodiesel blends have the potential to reduce 
carbon emissions without compromising engine 
performance [9]. Adjusting the injection strategy and blend 
ratio are key factors in optimizing combustion efficiency. 
Innovations such as multi-stage injection, in-situ hydrogen 
reforming, and artificial intelligence (ANN) and response 
surface method (RSM)-based approaches have proven 
promising in extending the operational range of dual-fuel 
systems [10]. Previous research also reported that the 
addition of 10% to 30% biodiesel increases ignition delay, 
peak cylinder pressure, and heat release rate, thus affecting 
the thermal dynamics of the combustion chamber [11]. 

https://orcid.org/0000-0002-2153-4381
https://orcid.org/0000-0001-5508-8642
https://orcid.org/0000-0003-2667-8648
https://orcid.org/0000-0003-3983-7118


 

 
309 / Vol. 28 (No. 4)  Int. Centre for Applied Thermodynamics (ICAT) 

Considering the urgency of the energy transition and the 
need for low-carbon fuel solutions that are compatible with 
existing engine technology, this article aims to present a 
comprehensive scientific review of the use of ammonia and 
biodiesel in Compression Ignition (CI) diesel engines. The 
study focuses on fuel characteristics, their effects on engine 
performance and emissions, and the effectiveness of ANN 
and RSM-based optimization strategies. The study's main 
contributions are identifying research gaps, mapping 
emerging technological approaches, and offering technical 
policy directions to encourage the development of feasible 
and sustainable low-carbon dual-fuel systems. 
 
2. Materials and Methods  

This article is structured as a systematic literature review 
focusing on the utilization of ammonia and biodiesel in 
compression ignition diesel engines. The method used not 
only maps and classifies scientific sources but also conducts 
a thematic synthesis to identify trends, challenges, and 
development directions for dual-fuel systems. A schematic 
of the study methodology is shown in Figure 1. 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. Review methodology scheme. 
 

The study is structured progressively. The initial section 
describes the basic characteristics of ammonia and biodiesel, 
followed by a discussion of dual-fuel strategies and their 
effects on engine performance. The analysis is then 
expanded to include key exhaust emissions, predictive 
modeling-based optimization strategies, and a critical 
evaluation of research gaps and technology development 
prospects. Literature sources were obtained from the 
ScienceDirect, IEEE Xplore, SpringerLink, and MDPI 
databases using the following keyword combinations: 
“ammonia fuel” OR “NH₃ combustion,” “biodiesel,” “diesel 
engine” OR “compression ignition engine,” “emissions” OR 
“performance,” and “dual fuel” OR “co-combustion.” The 
search process yielded over 300 articles. After screening 
based on title and abstract, 103 articles were selected, and 56 
articles were retained as the primary sources for the analysis 
in Figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Literature search scheme. 

Inclusion criteria included: (1) publication between 
2015–2025, (2) focus on the utilization of ammonia, 
biodiesel, or their combination in CI diesel engines, and (3) 
use of experimental, numerical, or review approaches with 
data on performance, thermal efficiency, emissions, and fuel 
injection strategies. Conversely, articles that discussed 
ammonia outside the context of CI engines, were available 
only as abstracts, or did not present empirical data were 
excluded from the analysis. This selection approach ensured 
that the studies remained relevant to current technological 
developments and representative of research needs. The 
selected articles were classified into four main categories: (1) 
fuel physicochemical characteristics, (2) engine 
performance, (3) exhaust emission profiles, and (4) 
optimization strategies and predictive modeling (Figure 3). 
This classification allowed for a structured and 
comprehensive discussion of the technical and 
environmental implications of the ammonia–biodiesel dual-
fuel system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Main categories of research focus. 
 

Data analysis was performed by examining operational 
parameters such as injection pressure, ignition timing, fuel 
mixture ratio, and combustion chamber temperature. Results 
from various studies were compared to identify consistent 
patterns, such as the relationship between ammonia–
biodiesel mixture ratio and specific fuel consumption 
(BSFC), thermal efficiency, and emission characteristics. A 
synthesis of the results is presented within a thematic 
discussion framework visualized in Figure 4, allowing for 
objective generalizations and identifying future research 
directions. 

 

 

 

 

 

 

 

Figure 4. Discussion of journal article review results. 

3. Results And Discussion 
This section presents a thematic synthesis of key findings 

related to the utilization of ammonia and biodiesel in dual-
fuel systems for compression ignition diesel engines. An 
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analysis of 56 experimental and numerical studies 
categorizes the results into four main aspects: (1) 
physicochemical characteristics of the fuel, (2) effects on 
combustion and engine performance, (3) impact on exhaust 
emissions, and (4) predictive model-based optimization 
strategies. Each aspect is comparatively evaluated based on 
operational variables, including mixture ratio, injection 
pressure, ignition timing, and injection pattern. This 
synthesis not only summarizes experimental trends but also 
assesses the effectiveness of the technologies and highlights 
research gaps that require further study. 

 
3.1 Characteristics of Ammonia and Biodiesel as 
Alternative Fuels 

The physicochemical properties of ammonia and 
biodiesel determine their suitability as alternative fuels, 
particularly in dual-fuel compression ignition systems that 
rely on flame stability, combustion rate, energy density, and 
emission profiles [12]. Ammonia offers the advantage of 
being a carbon-free fuel with a high octane rating and 
infrastructure compatibility, but is limited by its low energy 
density (18.6 MJ/kg) and high autoignition temperature 
(~650 °C), which prolongs ignition delay and increases the 
risk of NOₓ and residual NH₃ emissions [13], [14], [15], [16], 
[17]. 

In contrast, biodiesel (FAME) offers a high cetane 
number (50–60) and an oxygen content of 10–12%, 
accelerating initial ignition and reducing CO, HC, and 
particulate emissions [18, 19], although it has the potential to 
increase NOₓ due to its high combustion temperature [20]. 
The synergy of both fuels has been shown to be thermally 
and environmentally effective: biodiesel accelerates the 
formation of reactive radicals (OH, CH₃O) that favor 
ammonia decomposition, improving flame stability and 
combustion efficiency while reducing carbon emissions [21]. 
Dimitriou and Javaid [22], reported that configurations with 
ammonia energy fractions up to 95% maintained efficiency, 
as long as injection parameters and ignition timing were 
optimized. 
 
3.2 Dual Fuel Strategy between Ammonia and Biodiesel 
in Diesel Engine 

A dual-fuel strategy in diesel engines offers an efficient 
decarbonization solution, utilizing ammonia as a carbon-free 
fuel and biodiesel as a high-cetane pilot fuel [23]. This 
configuration can reduce fossil fuel consumption and GHG 
emissions without major engine modifications. In pilot 
injection mode, ammonia is supplied through the intake 
manifold, while biodiesel is injected directly into the 
combustion chamber to trigger ignition. Biodiesel shortens 
the ammonia ignition delay (~650°C, cetane number <10) by 
forming reactive radicals that accelerate thermal 
decomposition [24], [25], [26]. 

Alternatively, direct dual injection schemes using staged 
or differential injection techniques allow precise control of 
the mixture ratio, ignition timing, heat distribution, and 
cylinder pressure, resulting in increased efficiency and 
reduced emissions [25], [26], [27], [28]. The integration of 
in-situ reforming has also been shown to thermally generate 
hydrogen, accelerating combustion kinetics and reducing 
NH₃ and N₂O emissions [29]. The effectiveness of this 
configuration is measured through the Ammonia Energy 
Share (AES). Studies show that AES of 40–70% is suitable 
for partial loads [30], [31]; while AES of 60–80% is optimal 
for medium to high loads with significant CO₂ reduction. 

AES >80% is only stable if supported by multi-stage 
injection, peak temperature cooling (e.g., via EGR), or in-
situ reforming. For example, the A40 configuration (40% 
ammonia, 60% citronella biodiesel) successfully reduced 
CO₂ emissions [32], and energy replacement of up to 69.4% 
with ammonia has been achieved without compromising 
engine stability [30]. On the other hand, low AES 
configurations such as D/B/N7.5 (7.5% ammonia) were 
reported to improve thermal efficiency (BTE) and reduce 
specific fuel consumption (BSFC) [33]. Schematic diagram 
of dual injection and ammonia–diesel/biodiesel fuel flow in 
a diesel engine in Figure 5. 
 

 

 
 
 
 
 
 
 
 
 

Figure 5. Schematic diagram of dual injection and 
ammonia–diesel/biodiesel fuel flow. 

 
3.2.1 Combustion and Engine Performance 

The ammonia and biodiesel dual-fuel configuration 
exhibits complex combustion dynamics but offers significant 
potential for improving diesel engine efficiency. As shown 
in Figure 6, ammonia serves as the primary fuel, while 
biodiesel acts as a pilot fuel, promoting early ignition due to 
its high cetane number and combustion stability. This 
combination is designed to overcome ignition delays caused 
by ammonia's high autoignition temperature (~650°C) and 
low cetane number. The classification of the impact of using 
a dual fuel configuration of ammonia and biodiesel can be 
seen in Figure 6. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Dual-fuel configuration of ammonia and biodiesel. 

Two approaches are commonly used: (1) intake 
fumigation and DI biodiesel, where ammonia is routed 
through the manifold and biodiesel is injected directly; and 
(2) dual direct injection (DDI) with staged or differential 
modes, which allows precise control of ignition delay, heat 
release rate (HRR), SOI, and injection pressure. The DDI 
configuration has been shown to regulate heat distribution, 
maintain flame stability at high AES, and reduce NOₓ 
emissions [30], [34]. Nadimi et al. [30], showed that 
substitution of up to 69.4% biodiesel with ammonia 
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maintained BTE. Similar results were reported by Elkelawy 
et al. [34], who noted an increase in BTE from 20.5% to 
23.5% and a decrease in BSFC from 455.56 g/kWh to 391.08 
g/kWh using a blend of ammonia hydroxide and diesel. This 
correlation supports the importance of precise injection 
timing to optimize premixed combustion and prevent 
excessive heat release early in the cycle. 

The ammonia-biodiesel ratio significantly affects HRR. 
A high biodiesel fraction accelerates ignition, while 
ammonia dominance without an adequate injection strategy 
risks causing a cylinder pressure spike [35]. Cheng et al. [36] 
emphasized that the stability of a dual-fuel system is highly 
dependent on the duration of the pilot fuel chemical delay. A 
study by Uyumaz et al. [37] also highlighted the potential of 
biodiesel from poppy seed oil as a non-food alternative with 
competitive thermal performance and reduced particulate 
emissions. 

The addition of ammonia–water (25%) to diesel fuel has 
also been reported to affect combustion kinetics: ignition 
delay increases and combustion duration is prolonged, but 
HRR remains high and flame stability remains within 
operational limits [38]. Temizer and Cihan [39] showed that 
the addition of 3–6% hydrogen to canola biodiesel blends 
(B10, B20) increases peak pressure and combustion 
homogeneity, with the best performance achieved with B20 
and 6% H₂. AVL-FIRE simulations support these findings. 
A study by İnce et al. [40] showed that B10 in a single-
cylinder diesel engine increases power and torque and 
reduces BSFC by up to 17.54% compared to pure diesel 
(D100). However, the high oxygen content of B10 and B20 
also increases NOₓ and CO₂, highlighting a trade-off between 
efficiency and emissions, necessitating further optimization 
strategies. 
Summary of Experimental Findings: 
• B10 and B20 blends increase in-cylinder pressure 

compared to D100. 
• Ignition delay in ammonia–biodiesel blends is 

shortened by higher biodiesel fractions, especially at 
low loads. 

• Thermal efficiency tends to decrease with higher 
biodiesel fractions due to the lower calorific value. 

 
3.2.2 Dual Fuel Experimental Study 

A series of experimental studies confirmed the 
effectiveness of an ammonia–biodiesel dual-fuel system in 
improving diesel engine performance and efficiency. 
Ramalingam et al. [38] reported that a blend of 40% 
ammonia with 60% biodiesel not only increased thermal 
efficiency by 5.4%, but also reduced NOₓ emissions by 17%, 
CO₂ by 6.6%, and smoke by 9.8%. These findings highlight 
the synergy between the two fuels in reducing emissions 
without compromising engine performance. Similar results 
were reported by Elkelawy et al. [33], who demonstrated a 
21.26% increase in thermal efficiency across five blends, 
accompanied by a 4.06% decrease in specific fuel 
consumption (BSFC), and significant reductions in NOₓ and 
CO emissions compared to conventional diesel. Nadimi et al. 
[41] explored higher ammonia ratios, up to 84% of total 
energy, and found that engine stability was maintained. 
However, a spike in NOₓ emissions was recorded when 
inadequate emission controls were not in place. These 
findings align with Cheng et al. [36] , who emphasized that 
pilot injection timing is crucial to prevent pressure surges 
and excessive heat release, especially in premixed 
combustion modes. An additional study by Ramalingam et 
al., [38] showed that the use of a 25% ammonia–water blend 
in diesel fuel prolonged the ignition delay and combustion 
duration, although the HRR remained high and efficiency 
was not significantly degraded. This suggests that 
combustion dynamics can remain manageable as long as the 
blend characteristics are properly controlled. Temizer and 
Cihan [39] evaluated the addition of hydrogen (3–6%) to 
canola biodiesel blends (B10 and B20), and found increased 
peak pressure, more homogeneous mixture distribution, and 
the highest combustion stability in B20 + 6% H₂. These 
findings were confirmed by CFD simulations using AVL-
FIRE. Meanwhile, İnce et al., [40] reported that the use of 
B10 in a single-cylinder diesel engine resulted in increased 
torque and power, as well as a 17.54% reduction in BSFC 
compared to D100. The use of B10 and B20 also reduced 
smoke opacity, although this resulted in increased NOₓ and 
CO₂ emissions due to the high oxygen content in biodiesel. 
These findings highlight the trade-off between thermal 
efficiency and emissions, which requires further 
optimization of combustion strategies. Summary of the 
results of the experimental study of biodiesel and its mixtures 
in diesel engines can be seen in Table 1. 

Table 1. Summary of experimental study results of biodiesel and its blends in diesel engines. 
Engine Type and Operating 
Conditions Fuel Type / Mixture Ratio Focus and 

Parameters Results Ref. 

Diesel engine, dual fuel 
mode 

40% ammonia and 60% 
biodiesel 

Efficiency and 
emissions 

Efficiency up 5.4%; NOx emissions down 17%; 
CO₂ down 6.6%; smoke down 9.8%. [38] 

Diesel engine with five 
mixture variations 

Ammonia-biodiesel vs. pure 
diesel 

Efficiency, fuel 
consumption, 
emissions 

Efficiency increased by 21.26%; fuel 
consumption decreased by 4.06%; NOx and CO 
were lower than pure diesel. 

[33] 

Diesel engine, stability test 84% NH₃ and 16% biodiesel Stability and 
emissions 

Stable operation maintained; NOₓ increased 
without aftertreatment [41] 

Diesel engine, pilot injection 
strategy Ammonia and biodiesel Combustion process Injection timing critical to avoid excessive heat 

release and peak pressure [36] 

Diesel engine with 
ammonia–water–diesel blend 

25% ammonia, air and diesel 
fuel 

Combustion 
characteristics 

Longer ignition delay; extended combustion 
duration; high HRR maintained [38] 

Direct-injection diesel + 
AVL-FIRE simulation 

B10 and B20 biodiesel 
canola as well as 3%–6% 
hydrogen 

Performance and 
combustion 

Peak pressure and heat release rate increase; fuel 
distribution is more even; B20 and 6% H₂ 
provide the most stable flame and highest 
efficiency. 

[39] 

Single-cylinder, 4-stroke, air-
cooled diesel D100, B10, B20 

Power, torque, fuel 
consumption, 
emissions 

B10 increases power, torque, and reduces fuel 
consumption by 17.54%; B10 and B20 reduce 
smoke, but increase NOx and CO₂. 

[40] 
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3.3 Impact of Ammonia and Biodiesel Use on Emissions 
Exhaust emission analysis is a fundamental component 

in assessing the technical, environmental, and sustainable 
feasibility of using alternative fuels in compression ignition 
engines. Conventional diesel engines generally produce 
emissions consisting of CO₂, NOₓ, hydrocarbons (HC), 
carbon monoxide (CO), and significant amounts of 
particulate matter. Partial or complete substitution of diesel 
with ammonia or biodiesel results in changes in combustion 
characteristics that directly impact these emission patterns.  

Ammonia is known as a carbon-free fuel; however, its 
complex combustion kinetics often result in ammonia slip 
(incompletely burned NH₃) and the formation of nitrous 
oxide (N₂O), both reactive pollutants that contribute to air 
quality degradation and increased global warming potential 
[31]. On the other hand, biodiesel through its natural oxygen 
content can reduce CO₂ and particulate matter emissions 
when used in diesel engines. However, various studies 
consistently show that both ammonia and biodiesel have a 
tendency to increase NOₓ formation through thermal and 
NO-prompt mechanisms.  

These findings indicate that the assumption regarding the 
potential of these two fuels to balance each other's 
environmental impacts has not been fully proven. In fact, 
their simultaneous use has the potential to increase the 
production of reactive nitrogen compounds, necessitating a 
more comprehensive emissions control strategy. Therefore, 
the implementation of a decarbonization pathway based on 
an ammonia-biodiesel blend must be accompanied by the 
implementation of NOₓ mitigation technologies, such as 
selective catalytic reduction (SCR), exhaust gas recirculation 
(EGR), or intelligent control-based combustion parameter 
optimization. 

To provide a more systematic analytical overview, the 
emissions evaluation in this study is classified into several 
main groups: CO₂, CO and HC, NOₓ, NH₃ slip, N₂O, and 
particulates/soot. The reduction magnitude of each 
parameter is calculated using Equation (1), while the 
interaction between the variables is visualized in Figure 7. 
This relationship pattern demonstrates a clear trade-off 
between reducing carbon emissions and increasing nitrogen 
oxide components, particularly under oxygen-rich 
combustion conditions and high peak temperatures. 

 

Reduction (%) =
Xdiesel −  Xblend

Xdiesel
 𝑥𝑥 100% (1) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Impact of ammonia and biodiesel use on emissions. 
 
3.3.1 Carbon Dioxide (CO₂) Emissions 

As a carbon-free compound, ammonia does not produce 
CO₂ during combustion, unlike conventional fossil fuels 
such as diesel. This characteristic makes ammonia one of the 
most promising candidates for decarbonization strategies for 
the transportation sector, maritime industry, and internal 
combustion engine-based power plants [42]. In dual-fuel 
configurations, the use of ammonia has consistently been 
reported to reduce CO₂ emissions without decreasing 
thermal efficiency; some studies even indicate increased 
efficiency due to the more stable reactivity of the mixture. 

Ramalingam et al. [32] found that the magnitude of CO₂ 
reduction is influenced by the ammonia energy share (AES), 
injection strategy, and engine operating conditions. For 
example, an A40 blend consisting of 40% ammonia and 60% 
citronella biodiesel in a low-temperature combustion engine 
configuration based on RCCI can reduce CO₂ emissions by 
up to 6.6% compared to pure diesel. Meanwhile, in large-
scale maritime engine applications, the application of in-
cylinder reforming gas recirculation (IRGR) techniques has 
been reported to reduce CO₂ emissions by up to 97% [29]. In 
theoretical scenarios, the use of pure ammonia has the 
potential to completely eliminate CO₂ emissions, although 
strict control of NOₓ emissions is required [43], [44]. A 
comparison of research results related to CO₂ reduction is 
shown in Table 2.

 
Table 2. Results of comparison of carbon dioxide emissions. 

Method Operation Condition CO₂ Reduction (%) Insight Ref 

A40 (40% ammonia + 60% 
biodiesel citronella) 

Low-Temperature Combustion Engine 
– Reactivity Controlled Compression 

Ignition (LTC–RCCI) 
6.6% Good flame stability, suitable for partial loads [32] 

Ammonia-Diesel Dual Fuel 
(AES ≥ 35.9%) Marine diesel engines 97% Reformed hydrogen enhances combustion; CO₂ 

reduction is very significant [29] 

IRGR (In-cylinder Reforming 
Gas Recirculation) CI engine/ generator 100% 

Does not produce CO₂; the main constraints are 
combustion stability and Nitrogen Oxides (NOₓ) 

emissions. 
[43], [44] 

 
3.3.2 Carbon Monoxide (CO) and Unburned 
Hydrocarbons (HC) Emissions 

The use of ammonia as a primary fuel tends to increase 
CO and HC emissions, mainly due to incomplete combustion 
due to ammonia's low reactivity. Conversely, the use of 
biodiesel as a pilot fuel can help reduce these emissions by 
improving initial flame stability. A study by Elkelawy et al. 
[33], showed that the D20B80N7.5 blend, containing a 

higher portion of biodiesel, produced lower CO and HC 
emissions than a diesel-dominated blend. In addition, 
injection strategies such as split injection and ignition timing 
adjustment have been shown to reduce CO emissions by up 
to 25% compared to conventional combustion. The results of 
the study on CO and HC emissions from the use of ammonia 
as a fuel can be seen in Table 3. 
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Table 3. Carbon monoxide and unburned hydrocarbons emissions. 
CO Emission Results HC Emission Results Description Ref. 
Down 21.4% Reduced 15.68% Optimal split injection [38] 
Decrease Increased (33 ppm vs 14 ppm on diesel) Incomplete combustion due to low temperature [33] 
Decrease Not reported quantitatively NH₃/CH₄ produces lower CO [45] 
Decrease Decrease A40 (40% NH₃ + citronella) showed high combustion efficiency. [32] 
Down 3.8% Down 10.4% The addition of NH₃ increases evaporation and mixing. [46] 

 
3.3.3 Nitrogen Oxide (NOx) Emissions 

Various fuel injection parameters significantly influence 
the combustion and emission characteristics of ammonia-
fueled engines. Increasing Total Start of Injection (TSOI) has 
been shown to shorten ignition delay, accelerate combustion, 
and suppress NOₓ and N₂O emissions, although this is 
accompanied by an increase in ammonia slip. Setting the 
Start of Ammonia Injection (SOAI) at 8° CA ATDC has been 
reported to reduce NOₓ emissions by more than 50%, while 
higher Ammonia Injection Pressure (AIP) improves 
combustion quality but tends to increase N₂O [47]. The 
impact of these parameters depends on the type of emissions 
observed. At high Ammonia Energy Share (AES), N₂O 

emissions can increase up to >1000 times compared to n-
heptane, but remain low under optimal conditions (high 
temperature and low equivalence ratio). NOₓ emissions are 
formed through three main pathways fuel-NO, prompt-NO, 
and thermal-NO with thermal-NO dominant above 2600 K. 
Meanwhile, the potential for soot formation decreases with 
lower carbon content. The soot formation equivalence ratio 
limit was recorded at φ = 2.20 for n-heptane, φ = 2.65 (AES 
20%), φ = 5.05 (AES 50%), and was not reached at AES ≥ 
80%, confirming that the ammonia-based mixture has a very 
low tendency towards soot formation [48]. The summary of 
NOₓ emission results is shown in Table 4. 

Table 4. Nitrogen oxide emissions. 
NOx Emission Results Description Ref. 
Increase Because of the nitrogen in the fuel NH₃ [22] 
Decreased (to 91.2% N₂O) With IRGR (in-cylinder reforming circulating gas) [29] 
Decrease Because the exhaust temperature is lower [34] 
Decreasing (in rich condition) The use of H₂/CH₄ on NH₃ limits NOx [45] 
Down 17% The result of A40 mixture in RCCI engine [32] 

3.3.4 Unburned Ammonia Emissions 
One critical aspect of the ammonia combustion process 

is the formation of unburned ammonia due to slow reaction 
kinetics and combustion characteristics that tend to be 
difficult to trigger. The presence of NH₃ in the exhaust gas 
not only reflects the imperfection of the oxidation process, 
but also has significant toxicological and environmental 
implications. This compound has an acute irritating effect on 
the respiratory system, and contributes to the formation of 
secondary particulates through atmospheric reactions with 
acidic compounds. Therefore, controlling ammonia slip is a 
major technical challenge in the development of ammonia-
fueled engines and dual-fuel configurations. Zhou et al. [29], 
showed that, under operating conditions without an 
integrated emission control strategy, the concentration of 
unburned NH₃ can reach 250 ppm–350 ppm. This value is 

far above the exposure limits recommended by occupational 
safety standards and international ambient air quality 
guidelines, so it cannot be ignored in practical 
implementation. These findings underscore the urgency of 
implementing appropriate mitigation technologies, such as 
catalytic oxidation, equivalence ratio optimization, in-
cylinder reforming, or temperature-based control strategies, 
to ensure that ammonia utilization does not pose secondary 
environmental risks. A summary of ammonia slip 
measurement results from various experimental and 
simulation studies is presented in Table 5, which shows 
variations in NH₃ emission concentrations based on fuel 
configuration, injection strategy, engine operating 
conditions, and the presence of additional emission control 
technologies. 

Table 5. Summary of unburned ammonia emission results under various conditions. 
NH₃ Emission Results Operating Condition / Method Description Ref 
High General observation Indicates the need for after-treatment technology [22] 
Down 89.3% Implementation of IRGR (Internal EGR) Significant reduction achieved with IRGR method [29] 
High (14,800 ppm) Diesel–ammonia dual-fuel combustion Substantial unburned NH₃ observed in dual-fuel mode [41] 

3.3.5 Dinitrogen Oxide (N₂O) Emissions 
Nitrous oxide (N₂O) is a greenhouse gas with a global 

warming potential approximately 298 times greater than 
CO₂. This gas is formed in significant quantities when 
ammonia combustion occurs at moderate temperatures, 
especially when incomplete combustion occurs. A study by 
Jang et al. [49] noted that N₂O emissions can reach 0.3–0.5 
g/kWh at high ammonia ratios. Controlling these emissions 
remains a major challenge, requiring high-precision 
combustion technology and effective post-combustion 
systems. Overall, the combination of ammonia and biodiesel 

in a dual-fuel system has great potential to reduce carbon 
emissions, but still carries the risk of reactive nitrogen 
emissions. The success of its implementation is largely 
determined by the combustion strategy, adaptive injection 
system design, and the integration of appropriate post-
emission technologies. 
 
3.3.6 Soot Emissions 

Soot formation in diesel engines generally results from 
the incomplete combustion of carbon-rich fossil fuel 
mixtures. Ammonia, as a carbon-free fuel, does not form 
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particle nuclei through the hydrocarbon pyrolysis pathway, 
thus theoretically eliminating the potential for soot 
formation. A study by Pedersen et al. [48] showed that 
increasing the Ammonia Energy Share (AES) significantly 
reduced the propensity for soot formation. At AES ≥ 80%, 
the equivalence ratio for soot initiation was not reached, 
resulting in near-zero particulate emissions. Even at AES of 
20–50%, the equivalence ratio limit for soot formation 
increased (φ = 2.65–5.05), significantly higher than that of 
n-heptane (φ = 2.20), indicating a significant reduction. 
Biodiesel as a pilot fuel also contributes to reduced soot 
emissions. Its internal oxygen content accelerates carbon 
oxidation during the diffusion phase of combustion [19]. 
However, a high biodiesel fraction can increase peak 
temperatures and promote NOₓ formation. Therefore, blend 

ratio optimization strategies need to consider the balance 
between soot reduction and reactive nitrogen emission 
control. A summary of factors affecting performance and 
emissions in the ammonia–biodiesel system can be seen in 
Table 6. 
Ammonia–Biodiesel System Emission Summary: 
• Biodiesel reduces CO, HC, and particulate matter, but 

tends to increase NOₓ. 
• Ammonia substitution of up to 80% can reduce CO₂ 

emissions by >90%, but has the potential to increase CO, 
HC, and NH₃ slip. 

• Soot formation is virtually eliminated in blends with a 
high ammonia fraction. 

Table 6. Summary of factors affecting performance and emissions in ammonia–biodiesel systems. 
Parameters Increasing Factors Decreasing Factors Determining Factors 

NOx 
• High ammonia fraction without control [41], [48] 
• Long ignition delay [47] 
• Small pilot or late injection [31] 

• Retard timing or split injection [47], [50] 
• Dual injection staged [28] 
• Lean burn, EGR, SCR [29], [34] 

• Peak temperature, 
• Combustion phasing, 
• N content 

CO & HC 
• Low load with high AES [33], [41] 
• Low combustion chamber temperature [33] 
• Pilot too small/retarded [31] 

• High cetane biodiesel pilot [32], [33] 
• Split injection [48] 
• High injection pressure [47] 

• Flame stability, 
• Oxidation, internal oxygen 

N₂O 
• High AES, medium temperature [48]  
• Long ignition delay [41] 
• High EGR [29] 

• High temperature lean burn [48] 
• In-situ hydrogen reforming [29] 
• Fast injection [47] 

• Temperature 900–1100 K, 
• Fuel-N₂O pathway 

Soot • Poor atomization [37] 
• Low injection pressure [31] 

• AES ≥80% (nearly zero soot) [44], [48] 
• Oxidative pilot biodiesel [18], [41] 
• Precise injection staging [29], [48] 

• Fuel carbon, 
• Internal oxygen, 
• Mixture homogeneity 

BTE 
• Moderate AES (40–60%) [32], [33] 
• Optimal CA50 [47] 
• In-cylinder hydrogen reforming [29] 

• High AES without optimization [41], [48] 
• Low load (quenching) [36] 

• Combustion phasing, 
• Injection strategy, 

BSFC • Low calorific value high AES [41], [48] 
• Low efficiency, high CO/HC [33] 

• Injection optimization (ANN, RSM, GA) [32], 
[33], [50] 

• In-cylinder reforming [29] 
• Moderate AES with biodiesel pilot [32], [33] 

• Mixture calorific value, 
• Thermal efficiency, 
• Injection optimization 

3.4 Optimization Strategies and Predictive Models 
Nitrous oxide (N₂O) is a greenhouse gas with a global 

warming potential approximately 298 times greater than 
CO₂. In diesel engine regulations, the N₂O emission 
threshold is typically set at 0.3g/kWh. However, a study by 
Elbaz et al. [51] showed that in an ammonia–biodiesel dual-
fuel system, N₂O emissions can reach 0.3–0.5g/kWh, well 
within or even exceeding the recommended limit. This 
increase generally occurs during combustion at intermediate 
temperatures, particularly if the ignition delay is long or the 
flame is unstable. Therefore, combustion strategies need to 
be optimized so that the decarbonization benefits of 
ammonia are not offset by spikes in reactive nitrogen 
emissions. Mitigation measures include: (i) adjusting the 
ammonia–biodiesel energy ratio to maintain flame stability; 
(ii) adjusting the biodiesel injection timing to shorten the 
ignition delay and control the rate of heat release; and (iii) 
the application of staged or differential injection that 
effectively reduces local temperature peaks and N₂O 
emissions without sacrificing efficiency [47], [50]. 
Integrating these strategies into an adaptive combustion 
model allows for real-time parameter adjustment, 
maintaining engine performance while minimizing N₂O 
emissions. 
 
3.4.1 Dual Fuel Injection Strategy 

Injection timing and pattern play a key role in ammonia–
biodiesel dual-fuel systems because they directly affect the 
ignition process, combustion stability, and emission 

characteristics. Three main strategies commonly applied in 
the literature include. 

(1) Pilot Injection 
This strategy injects a small portion of biodiesel early to 
trigger ammonia ignition through the formation of active 
radicals (OH·, CH₃O·). Elumalai et al. [50] reported that 
injection at 25° BTDC increased Brake Thermal Efficiency 
(BTE) by 7.5% and reduced CO and HC emissions. The 
increase in BTE can be explained by Eq. (2): 
 

𝜂𝜂𝑏𝑏𝑏𝑏ℎ =
𝑃𝑃𝑏𝑏

ṁ𝑓𝑓𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥
x 100% (2) 

 
(2) Multi-Stage Injection 

Injection is divided into two or more stages to regulate 
heat distribution and reduce the rate of peak pressure rise. 
Chiong et al. [52] showed that this strategy effectively 
suppresses NOₓ at high ammonia energy fractions. The total 
energy can be calculated using Eq. (3). 

 

𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = � ṁ𝑓𝑓, 𝑘𝑘 x LHV
𝑛𝑛

𝑘𝑘=1

 (3) 

 
(3) Injection Pressure and Equivalence Ratio (ϕ) Settings 

High pressure improves fuel atomization, resulting in a 
more homogeneous mixture. The equivalence ratio is 
calculated using Eq. (4). 
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𝜙𝜙 =
(𝐹𝐹/𝐴𝐴)𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

(𝐹𝐹/𝐴𝐴)𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ
 (4) 

 
Operating under lean conditions (ϕ < 1) has been shown 

to reduce combustion temperature and NOₓ emissions. 
Overall, the application of pilot injection, staged injection, 
and pressure and ϕ regulation are strategic foundations for 
achieving high thermal efficiency while controlling reactive 
carbon and nitrogen emissions in an ammonia–biodiesel 
dual-fuel system. 

3.4.2 Application of Artificial Neural Network (ANN) 
The complexity of ammonia-biodiesel dual-fuel systems 

is often difficult to address using conventional experimental 
approaches or deterministic models, primarily due to the 
non-linear relationships between parameters. In this context, 
Artificial Neural Networks (ANNs) have proven effective in 
predicting engine performance and optimizing operational 
parameters. Elkelawy et al. [52], developed an ANN model 
based on experimental data to map the effects of fuel ratio 
(diesel/biodiesel/ammonia) and injection angle on outputs 
such as thermal efficiency (BTE), specific fuel consumption 
(BSFC), and NOₓ and CO emissions. The model 
demonstrated high accuracy with an R² > 0.99, confirming 
the reliability of ANNs in engine performance modeling. The 
advantages of ANNs include their ability to handle complex 
parameters, time efficiency compared to direct testing, and 
the potential to identify optimal configurations without trial 
and error. ANNs can also be used to design fuel injection 
maps, accelerate engine calibration, and support artificial 
intelligence-based control systems. Furthermore, the 
combination of ANN with optimization methods such as 
RSM or Genetic Algorithm (GA) improves design process 
efficiency and overall system performance. This approach 
opens up opportunities for developing smarter and more 
adaptive combustion engines, supporting the transition to 
low-carbon energy technologies. 

 
3.4.3 Response Surface Method (RSM) 

Response Surface Method (RSM) is a statistical 
technique used to design experiments, analyze interactions 
between variables, and build quadratic equation-based 
predictive models for multi-objective optimization. In a 
study by Krishnamoorthy et al. [32], RSM was applied to 
evaluate the effect of ammonia substitution ratio, injection 

pressure, and ignition angle on thermal efficiency (BTE) and 
NOₓ emissions. The results showed that the optimal 
configuration was achieved at 60% ammonia substitution, 
700 bar injection pressure, and 27° BTDC injection angle, 
resulting in the highest BTE and the lowest NOₓ emissions. 
The advantages of RSM lie in its efficiency in reducing the 
number of experiments, visually identifying parameter 
relationships, and providing reliable statistical model-based 
optimization solutions for engine operation settings. 

3.4.4 Integration of ANN–RSM and Evolutionary 
Algorithms 

The integration of Artificial Neural Networks (ANNs) 
and Response Surface Method (RSM) with evolutionary 
algorithms such as Genetic Algorithm (GA) and Particle 
Swarm Optimization (PSO) has proven effective in 
identifying optimal configurations for ammonia–biodiesel 
dual-fuel systems. This approach allows for the search for 
operating parameters that simultaneously maximize thermal 
efficiency (BTE) and minimize specific fuel consumption 
(BSFC). Experimental results show that in-cylinder 
reforming with 70%–80% ammonia energy substitution 
results in a consistent increase in BTE and decrease in BSFC 
[29]. Variation in composition from D80B20N7.5 to 
D20B80N7.5 shows a BTE increase of up to 21.26% and a 
BSFC decrease of 4.06% [33]. Ammonia energy substitution 
of 84% can maintain BTE up to 70%, but BSFC increases at 
higher ratios [41]. Meanwhile, RSM simulations identified 
an optimal point at 60% ammonia with an injection pressure 
of 700 bar [32]. The A40 formulation (40% ammonia) also 
showed a 5.4% increase in BTE compared to diesel [53], and 
the use of 20%–60% ammonia with a biodiesel pilot resulted 
in a 6–8% increase in BTE, despite an increase in BSFC [54]. 
In general, optimization success is determined not only by 
the ammonia energy ratio, but also by the injection strategy 
and the application of predictive algorithms capable of 
adaptively adjusting operating parameters. A comprehensive 
overview of performance and emission metrics from various 
experimental studies can be observed in Table 7. 
Combustion Strategy and Optimization: 
• Dual pilot injection and injection timing are effective in 

reducing ignition delay and controlling NOₓ emissions. 
• The optimal blend is at a B10–B20 ratio with 40%–60% 

ammonia substitution, which provides the best balance 
between efficiency, performance, and emissions.

Table 7. A Comprehensive overview of performance and emission metrics from diverse experimental studies. 

Fuel Configuration Method Ammonia Energy 
Substitution Effect on BTE Effect on BSFC Ref. 

In-cylinder NH₃ 
Reforming 

Experiment (multi-
cylinder) 

NH₃ as 70% to 80% of 
the energy Steady increase Decrease [29] 

D80B20N7.5 to 
D20B80N7.5 ANN and Experiment 7.5% NH₃ in all 

mixtures Increase up to 21.26% Decrease 4.06% [33] 

Ammonia and Biodiesel 
dual-fuel Experiment CI engine 84% Stable up to 70%; decreases 

above that 
Increase when 
substitution >70% [41] 

RSM – D/B/N Variation Simulation and 
Optimization 30% to 70% NH₃ Optimum at 60% Minimum at 700 bar 

pressure [32] 

Ammonia 40% and 
Biodiesel 60% Experiment 40% Increase 5.4% over diesel Significant decrease [53] 

NH₃ with Biodiesel pilot Experiment 20% to 60% Increase 6% to 8% Increase [54] 

 
3.5 Challenges, Research Gaps, and Future Directions 

Although ammonia–biodiesel blends hold promise as 
low-carbon diesel fuels, their industrial-scale 
implementation is hampered by the difficult-to-control 
nature of ammonia. High ignition temperatures (~650°C) 

and low cetane number (<10) cause ignition delays, 
misfires, and NH₃ slip at low loads [16], [22], [55]. 
Furthermore, NOₓ emissions increase through thermal and 
fuel-NO₂ pathways, which still rely on control systems such 
as EGR, SCR, or lean combustion most of which have not 
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yet progressed beyond the laboratory stage [8], [48], [56]. 
Most studies have been conducted on single-cylinder 
engines [28], [30], so the system response to variable loads 
and transient conditions in multi-cylinder engines is not yet 
fully understood. Practical experience shows that real-world 
implementation requires high-precision injection systems, 
multi-stage strategies, controlled air cooling, and adaptive 
thermal management. Additional challenges include metal 
corrosion (especially copper), elastomer damage, lubricant 
degradation, and component wear all of which have 
generally not been tested in long-term durability scenarios 
[35], [51], [56]. Future research directions include: (i) full 
testing on multi-cylinder engines with varying loads; (ii) 
integration of ANN–RSM models with multi-objective 
optimization (NSGA-II, MOPSO); (iii) development of 
sensor-based injection and closed-loop control; and (iv) 
long-term field testing to assess performance, material 
durability, and emissions. Life-cycle cost evaluation and 
economic analysis are also essential to assess its commercial 
viability. If technical challenges can be overcome, this 
system has the potential to be a low-carbon energy transition 
solution compatible with internal combustion engines. 

4. Conclusions 
 The use of ammonia and biodiesel as alternative fuels in 

compression ignition diesel engines offers strategic 
opportunities in the transition to a low-carbon energy 
system. Ammonia effectively reduces CO₂ and particulate 
emissions, while biodiesel thanks to its cetane number and 
oxygen content improves combustion stability. The 
combination of the two in a dual-fuel system has been 
shown to improve thermal efficiency, optimize flame 
characteristics, and reduce fossil fuel consumption. A 
review of 56 studies shows that ammonia substitution of up 
to 60% can increase efficiency by up to 20%, accompanied 
by reductions in BSFC and carbon emissions. However, 
technical challenges such as increased emissions of NOₓ, 
NH₃ slip, and N₂O remain a concern. Controlling these 
emissions requires strategies such as injection timing, 
equivalence ratio optimization, and the implementation of 
post-combustion systems. Artificial intelligence-based 
predictive technologies (ANN, RSM) have proven effective 
in modeling performance and designing optimal operating 
parameters. The integration of optimization algorithms 
opens up opportunities for data-driven adaptive combustion 
systems. Despite its significant potential, issues such as 
flame stability, the readiness of multi-cylinder injection 
systems, and the impact of material wear still require further 
validation, particularly on an industrial scale and in long-
term durability testing. By addressing these challenges, 
ammonia-biodiesel has the potential to become a solution 
for decarbonizing the transportation sector. Realizing this 
technology requires cross-sector support from academia, 
industry, and progressive public policy. 
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Nomenclature 
ANN Artificial Neural Network [-] 
AIP Ammonia Injection Pressure [bar] 
AES Ammonia Energy Share [%] 
BTE Brake Thermal Efficiency [%] 
BSFC Brake Specific Fuel Consumption [g/kWh] 
CA Crank Angle [°] 
CI Compression Ignition [-] 
CO Carbon Monoxide [ppm] 
CO₂ Carbon Dioxide [ppm or %] 
EGR Exhaust Gas Recirculation [-] 
HC Hydrocarbon Emissions [ppm] 
HRR Heat Release Rate [J/°CA or kW] 
NH₃ Ammonia [-] 
NOx Nitrogen Oxides [ppm or g/kWh] 
N₂O Dinitrogen Oxide (Nitrous Oxide) [ppm or g/kWh] 
RSM Response Surface Method [-] 
SOAI Start of Ammonia Injection [°CA ATDC] 
TSOI Total Start of Injection [°CA BTDC] 
φ  Equivalence Ratio [-] 
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	However, PV generation remains sparse, and in a nutshell, it depends on solar radiation, which is variable due to varying weather patterns, geographical locational differences, and seasonal changes occurring. Such variations pose threats toward balanc...
	1.3 Challenges in Optimizing Prosumer Energy Management
	Uncertainty in PV generation: Solar power output differs due to environmental factors such as cloud cover, shading, and seasonal variations; hence, accurate energy planning becomes tough [3].
	Demand variations: The load demand varies over time because of the dynamic behavior of customers with respect to different appliances and systems at different times of the day.
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	Bidirectional energy flow: Prosumers can either inject their excess energy into the grid or withdraw power whenever they require it, hence needing dynamic pricing models and smart trading of energy.
	1.4 Need for Efficient Optimization Techniques
	Conventional methods that rely on rules and heuristics for energy scheduling are unable to address some non-linear, high-dimensional, and uncertain energy systems. Machine learning and AI techniques promise to do much better, albeit they often require...
	Some metaheuristics like Particle Swarm Optimization (PSO), Genetic Algorithm (GA), and Social Group Optimization (SGO) have been widely applied for the optimization of prosumer energy [5]. However, their slow convergence, premature stagnation, and di...
	1.5 Research Gap & Contribution
	Existing Optimization Methods and Their Limitations
	This shows that energy management techniques of prosumer energy optimization have been extensively investigated. Swarm intelligence-based Particle Swarm Optimization (PSO), a popular technique, has been widely used for energy scheduling; however, its ...
	There is thus a need for an optimization technique that would combine computational expediency with robustness in terms of handling dynamic energy environments. This study thus seeks to bridge the gap by proposing the Modified Social Group Optimizatio...
	1.6 Introduction of Modified Social Group Optimization (MSGO)
	It has modified the SGO algorithm by adding adaptive parameters-which increase the efficiency and speed of convergence-to create the MSGO algorithm. Unlike standard SGO, which relies on a fixed interaction model, the MSGO algorithm dynamically adjusts...
	1.7 Key Contributions of This Work
	A new framework of energy management is presented in this study using the Modified Social Group Optimization (MSGO) algorithm to maximize the energy utilization of prosumers from PV-integrated smart grids. The dynamic energy scheduling model differs f...
	2. Literature Survey
	2.1 Prosumer Energy Management (PEM) and Optimization Approaches
	2.2 Social Group Optimization (SGO) and Its Limitations
	To overcome the drawbacks of the classical Social Group Optimization (SGO), these authors developed the so-called Modified Social Group Optimization (MSGO) techniques to strike a fine balance between good exploitation and analysis of the search worksp...
	In regard to demonstrating its capacity to do so, the MSGO solution achieves energy demand anticipation while reducing operating costs, enhancing self-sufficiency, and optimizing load distribution. Secchi et al. (2021) used MSGO for battery storage si...
	While MSGO does improve the classical SGO, it also achieves competitive results against recent approaches like TLBO, NSGA-II, and DE-based variants. Naik et al. (2020) as well as Reddy & Narayana (2022) extended MSGO to electric vehicle energy systems...
	In recent times, the MSGO algorithm has seen application in various energy-oriented domains. Reddy and Narayana (2022) used it as a multi-strategy ensemble for electric vehicle energy optimization, whereas Naik et al. (2020) employed MSGO for short-te...
	3. Problem Formulation
	3.1 Prosumer Energy Management Model
	Because of the growing integration of renewable energy, prosumers have emerged: people who generate and use power, chiefly by means of photovoltaic (PV) systems. Within such a context, the development of an economic and environmental benefit-enhanced ...
	3.2 Mathematical Formulation
	An energy management model has been defined as an optimization problem with an objective function and associated constraints.
	Objective Function: The aim should be to minimize the overall costs attributed to energy grid purchases and the operation costs of the battery, compensated through additional energy selling on the grid. The cost function is represented by [18]:
	,min-𝐽.=,𝑡=1-𝑇-,,𝑃-𝑔𝑟𝑖𝑑.,𝑡.∙,𝐶-𝑔𝑟𝑖𝑑.,𝑡.−,𝑃-𝑠𝑒𝑙𝑙.,𝑡.∙,𝑅-𝑠𝑒𝑙𝑙.,𝑡.+,𝐶-𝑏𝑎𝑡𝑡𝑒𝑟𝑦.,𝑡.+,𝐶-𝑑𝑒𝑚𝑎𝑛𝑑 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒.(𝑡)..               (1)
	where: ,𝑃-𝑔𝑟𝑖𝑑.,𝑡. is the energy purchased from the grid at time 𝑡, ,𝐶-𝑔𝑟𝑖𝑑.,𝑡. is the dynamic price per unit of electricity from the grid, ,𝑃-𝑠𝑒𝑙𝑙.,𝑡. is the energy sold back to the grid, ,𝑅-𝑠𝑒𝑙𝑙.,𝑡. is the revenue earned per...
	The self-consumption of power generated by photovoltaic (PV) systems can be used as a good indicator when examining the cost of credit in photovoltaics in the solar energy business if the power system installation costs are also known.
	Decision Variables: The optimization model determines the following decision variables:
	 ,𝑃-𝑔𝑟𝑖𝑑.,𝑡. is power drawn from the grid at each time step,
	 ,𝑃-𝑠𝑒𝑙𝑙.,𝑡. is power sold to the grid from PV generation or battery storage.
	 ,𝑃-𝑃𝑉.,𝑡. is power generated by the PV system.
	 ,𝑃-𝑏𝑎𝑡, 𝑐ℎ𝑎𝑟𝑔𝑒.,𝑡., ,𝑃-𝑏𝑎𝑡, 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒.,𝑡. are battery charging and discharging power.
	 ,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑.,𝑡. is power demand of the system at each time step.
	 𝑆𝑂𝐶(𝑡) is state of charge of the battery at each time step.
	System Constraints: Power Balance Constraint [19]:
	,𝑃-𝑔𝑟𝑖𝑑.,𝑡.+,𝑃-𝑃𝑉.,𝑡.+,𝑃-𝑏𝑎𝑡,   𝑑𝑖𝑐ℎ𝑎𝑟𝑔𝑒.,𝑡.=,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑.,𝑡.+,𝑃-𝑏𝑎𝑡, 𝑐ℎ𝑎𝑟𝑔𝑒.,𝑡.+,𝑃-𝑠𝑒𝑙𝑙.,𝑡.           (2)
	It assures generation and purchase of total power equal to the whole demand including power supply and sales.
	Grid Stability Constraints: Power grids must not be overburdened, and the exchange of power energy shall be limited within admissible limits so as to avoid violation fees and service interruptions. [20].
	,𝑃-𝑔𝑟𝑖𝑑-𝑚𝑖𝑛.≤,𝑃-𝑔𝑟𝑖𝑑.(𝑡)≤,𝑃-𝑔𝑟𝑖𝑑-𝑚𝑎𝑥.                     (3)
	where, ,𝑃-𝑔𝑟𝑖𝑑-𝑚𝑖𝑛.​ and ,𝑃-𝑔𝑟𝑖𝑑-𝑚𝑎𝑥.​ are the minimum and maximum allowable grid power exchanges.
	Also, great swings in the power demand should be checked for frequency stability. Let ,𝑃-𝑔𝑟𝑖𝑑. be the grid power:
	,,𝑃-𝑔𝑟𝑖𝑑.,𝑡.−,𝑃-𝑔𝑟𝑖𝑑.(𝑡−1).≤∆,𝑃-𝑔𝑟𝑖𝑑-𝑚𝑎𝑥.              (4)
	where, ∆,𝑃-𝑔𝑟𝑖𝑑-𝑚𝑎𝑥. is the maximum allowable change in grid power per time step.
	Battery Operational Constraints: In each time step, the battery's state of charge (SoC) changes due to the charging and discharging processes [21]:
	,𝑆𝑂𝐶-𝑚𝑖𝑛.≤𝑆𝑂𝐶(𝑡)≤,𝑆𝑂𝐶-𝑚𝑎𝑥.                        (5)
	Ensures that the battery's state of charge 𝑆𝑂𝐶(𝑡) at any time t remains within the permissible range, SOC(t) is the State of charge of the battery at time 𝑡 (in kWh or %), 𝑆𝑂,𝐶-𝑚𝑖𝑛. ​ denotes as Minimum allowable SOC to avoid deep discharge...
	Maintaining the SOC within this range extends battery life and ensures safety.
	,𝑃-𝑏𝑎𝑡, 𝑐ℎ𝑎𝑟𝑔𝑒.(𝑡)≤,𝐶-𝑏𝑎𝑡, 𝑚𝑎𝑥.,,𝑃-𝑏𝑎𝑡,   𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒.(𝑡)≤,𝐷-𝑏𝑎𝑡,  𝑚𝑎𝑥.        (6)
	These constraints ensure that the battery charging power ,𝑃-𝑏𝑎𝑡,𝑐ℎ𝑎𝑟𝑔𝑒.(𝑡) and discharging power ,𝑃-𝑏𝑎𝑡,𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒.(𝑡) at time 𝑡 do not exceed their respective maximum capacities: ,𝑃-𝑏𝑎𝑡,𝑐ℎ𝑎𝑟𝑔𝑒.(𝑡) denotes as Charging ...
	These constraints help protect the battery from excessive charging or discharging rates, ensuring optimal performance and longevity.
	The battery is limited by its charging capacity and charge/discharge pulse power limits.
	Battery Degradation and Lifespan Constraints: More and more charge-discharge cycles may wear down batteries all the more swiftly. To coincide with the worsened battery condition, depth of discharge (DoD) and number of charge-discharge cycles must be r...
	,𝑆𝑂𝐶-𝑚𝑖𝑛.+∆,𝑆𝑂𝐶-𝑠𝑎𝑓𝑒.≤𝑆𝑂𝐶(𝑡)≤,𝑆𝑂𝐶-𝑚𝑎𝑥.−∆,𝑆𝑂𝐶-𝑠𝑎𝑓𝑒.         (7)
	where ∆,𝑆𝑂𝐶-𝑠𝑎𝑓𝑒.​ is a safety margin to prevent excessive charge/discharge.
	Battery power variations also can be limited:
	,,𝑃-𝑏𝑎𝑡,   𝑐ℎ𝑎𝑟𝑔𝑒.,𝑡.−,𝑃-𝑏𝑎𝑡,   𝑐ℎ𝑎𝑟𝑔𝑒.,𝑡−1..≤∆,𝑃-𝑏𝑎𝑡-𝑚𝑎𝑥.       (8)
	,,𝑃-𝑏𝑎𝑡,   𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒.,𝑡.−,𝑃-𝑏𝑎𝑡,   𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒.(𝑡−1).≤∆,𝑃-𝑏𝑎𝑡-𝑚𝑎𝑥.       (9)
	where, ∆,𝑃-𝑏𝑎𝑡-𝑚𝑎𝑥. limits the rate of change in battery power.
	Energy Trading Constraint [23]:
	,𝑃-𝑠𝑒𝑙𝑙.,𝑡.≤,𝑃-𝑃𝑉.,𝑡.−,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑.,𝑡.   𝑖𝑓 ,𝑃-𝑃𝑉.(𝑡)>,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑.(𝑡)   (10)
	where, ,𝑃-𝑠𝑒𝑙𝑙.​(𝑡) defined as Power exported to the grid at time 𝑡 (in kW), ,𝑃-𝑃𝑉.(𝑡) as Power generated by the PV system at time 𝑡 (in kW), and ,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑.(𝑡) denotes as Power consumed by the prosumer (load demand) at time 𝑡 (in ...
	This ensures that only surplus PV energy is sold to the grid.
	Demand Response Constraints [24]:
	,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑 𝑠ℎ𝑖𝑓𝑡𝑒𝑑.,𝑡.≤,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑.,𝑡.     𝑓𝑜𝑟 𝑡∈𝑝𝑒𝑎𝑘 ℎ𝑜𝑢𝑟𝑠    (11)
	,𝑡=1-𝑇-,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑, 𝑠ℎ𝑖𝑓𝑡𝑒𝑑.,𝑡.=,𝑡=1-𝑇-,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑, 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙.(𝑡)..             (12)
	where, ,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑,𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙.​(𝑡) defined as original prosumer demand at time 𝑡 (kW).  ,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑,𝑠ℎ𝑖𝑓𝑡𝑒𝑑.(𝑡) as Demand after shifting to minimize peak-hour consumption (kW). And  𝑡∈𝑝𝑒𝑎𝑘 ℎ𝑜𝑢𝑟𝑠 denotes Time intervals...
	The premise of load shifting is that the shifting of load does not change net energy consumption but shifts that consumption to time periods in which the energy price is lower.
	Dynamic Pricing Constraints: Demand-and-supply mechanisms and market links determine electricity prices from time to time. Therefore, power transactions (in terms of grid purchases or sales) should be optimized to suit market conditions that are price...
	,𝑃-𝑔𝑟𝑖𝑑.,𝑡.≤,𝑃-𝑔𝑟𝑖𝑑-𝑚𝑎𝑥.    𝑖𝑓 ,𝐶-𝑔𝑟𝑖𝑑.(𝑡)≤,𝐶-𝑔𝑟𝑖𝑑-𝑎𝑣𝑔.      (13)
	,𝑃-𝑠𝑒𝑙𝑙.,𝑡.≤,𝑃-𝑃𝑉.,𝑡.−,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑.,𝑡.      𝑖𝑓 ,𝑅-𝑠𝑒𝑙𝑙.(𝑡)≥,𝑅-𝑠𝑒𝑙𝑙-𝑎𝑣𝑔.          (14)
	where, ,𝐶-𝑔𝑟𝑖𝑑-𝑎𝑣𝑔.​ is the average grid price over a given period and ,𝑅-𝑠𝑒𝑙𝑙-𝑎𝑣𝑔. is the average selling price over a given period.
	Such restraints ascertain that energy dealings come about at their optimal cost-benefit points.
	PV Scaling Factor Constraints [26]:
	,𝑃-𝑃𝑉,   𝑠𝑐𝑎𝑙𝑒𝑑.,𝑡.=,𝑚-𝑆.∙,𝑃-𝑃𝑉,   𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙.(𝑡)         (15)
	,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑,   𝑠𝑐𝑎𝑙𝑒𝑑.,𝑡.=,𝑚-𝐷.∙,𝑃-𝑑𝑒𝑚𝑎𝑛𝑑,   𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙.(𝑡)                  (16)
	where ,𝑚-𝑆.​ and ,𝑚-𝐷.​ are multiplicative scaling factors applied to PV generation and demand, respectively.
	Incorporating Emission Reduction: The total grid energy purchase carbon emissions can be expressed as [27]:
	,𝐸-,𝐶𝑂-2..=,𝑡=1-𝑇-,𝑃-𝑔𝑟𝑖𝑑.(𝑡)∙𝛾.                      (17)
	where 𝛾 is the grid emission factor (kg CO₂ per kWh). The objective function can be extended to penalize emissions:
	,𝐽-′.=𝐽+,𝜆-,𝐶𝑂-2..,𝐸-,𝐶𝑂-2..           (18)
	where, ,𝜆-,𝐶𝑂-2.. is the cost penalty per unit of CO₂ emissions.
	PV Generation Uncertainty Modeling: To account for the inherent uncertainty in solar photovoltaic (PV) output due to variable weather conditions, we extended our simulation model by incorporating stochastic PV generation profiles. A Monte Carlo simula...
	For each scenario, the corresponding PV output ,𝑃-𝑃𝑉.(𝑡) was computed using:
	,𝑃-𝑃𝑉.,𝑡.=𝜂∙𝐴∙,𝐺-𝑡.(𝑡)       (19)
	where 𝜂 is the PV efficiency, 𝐴 is the panel area, and ,𝐺-𝑡.(𝑡) is the solar irradiance (W/m²) at time 𝑡, randomly sampled from the irradiance distribution.
	The Modified Social Group Optimization (MSGO) algorithm was then run for each irradiance scenario independently, and the expected value of the key performance indicators (energy cost, renewable utilization, battery cycling) was calculated:
	𝔼,𝑓(𝑥).=,1-𝑁.,𝑖=1-𝑁-,𝑓-𝑖.(𝑥).           (20)
	where, 𝑁=100 is the number of Monte Carlo trials and ,𝑓-𝑖.(𝑥) is the objective value for the ,𝑖-𝑡ℎ. scenario.
	This approach allows for evaluating the robustness of the optimization framework under realistic PV uncertainty, ensuring that the scheduling solution remains effective across a broad range of environmental conditions.
	4. Modified Social Group Optimization (MSGO) Approach
	4.1 Overview of Social Group Optimization (SGO) Algorithm
	Social Group Optimization (SGO) refers to the population-based metaheuristics evolution from cooperative behaviors found in groups of animals and human beings. This method is also incorporated in a leader-follower paradigm, which involves moving the i...
	The position of an individual at iteration 𝑡+1 is updated mathematically as follows [29]:
	,𝑋-𝑖-𝑡+1.=,𝑋-𝑖-𝑡.+,𝜆-1.,,𝑋-𝐿-𝑡.−,𝑋-𝑖-𝑡..+,𝜆-2.,,𝑋-𝑟𝑎𝑛𝑑-𝑡.−,𝑋-𝑖-𝑡..                        (21)
	where, ,𝑋-𝑖-𝑡. represents the position of the ithi^{th}ith agent at iteration 𝑡, ,𝑋-𝐿-𝑡.​ is the leader’s position, and ,𝑋-𝑟𝑎𝑛𝑑-𝑡.​ is a randomly chosen individual’s position. The parameters ,𝜆-1.​ and ,𝜆-2.​ control the influence of th...
	The conventional SGO algorithm is effective but slow in convergence and prone to local optimal. The Modified Social Group Optimization (MSGO) algorithm offers the adaptive learning mechanism, dynamic weight adjustment, and hybrid mutation strategies t...
	Unlike standard SGO, MSGO integrates a time-dependent learning rate and combines exploration (via Gaussian mutation) with exploitation (via introspection learning). This hybrid strategy reduces premature convergence and improves adaptability to dynami...
	4.2 Enhancements in MSGO
	MSGO's foremost new feature is its adaptive learning mechanism, which allows the learning rate to be adjusted dynamically, hence balancing exploration and exploitation. The learning rate α changes over iterations according to [30]:
	,𝛼-𝑡.=,𝛼-𝑚𝑎𝑥.−,,𝑡-𝑇..,,𝛼-𝑚𝑎𝑥.−,𝛼-𝑚𝑖𝑛..          (22)
	where ,𝛼-𝑚𝑎𝑥. and ,𝛼-𝑚𝑖𝑛.​ are the initial and final learning rates, and 𝑇 is the total number of iterations. This allows the algorithm to explore more in the initial stages and refine solutions in later stages.
	The second improvement is that dynamic weight adjustment increases the balance between intensification and diversification. The weight factor ,𝑊-𝑡. is adjusted dynamically, as indicated by [31]:
	,𝑊-𝑡.=,𝑊-𝑚𝑎𝑥.−,𝑡-𝑇.,,𝑊-𝑚𝑎𝑥.−,𝑊-𝑚𝑖𝑛..           (23)
	where, ,𝑊-𝑚𝑎𝑥.​ and ,𝑊-𝑚𝑖𝑛.​ define the range of weight values. This ensures that the algorithm transitions smoothly from exploration to exploitation, leading to better convergence.
	An additional hybrid mutation strategy is introduced for this application in order to avert premature convergence. This mutation process perturbs the stagnant agents' positions so that they might escape the local optima. The mutation is defined using ...
	,𝑋-𝑖-𝑡+1.=,𝑋-𝑖-𝑡.+𝛽,,𝑋-𝑈.−,𝑋-𝐿..∙𝑟𝑎𝑛𝑑,−1, 1.         (24)
	where, 𝛽 is a mutation factor, and ,𝑋-𝑈., ,𝑋-𝐿.​ represent upper and lower bounds of the search space.
	4.3 Algorithm Workflow for Energy Management
	Energy scheduling is achieved by including energy balance, limitations in battery storage, and grid import/export constraints in the MSGO algorithm. The optimization scheme has a stepwise process.
	The initial phase defines the search space, including decision variables such as energy generation, storage, and grid transactions. A population of candidate solutions is randomly initialized, and the leader is identified based on the objective functi...
	The algorithm continues iterating until some convergence criteria are met, e.g., reaching a certain number of iterations or not improving the solution quality at a minimal level. In the final output, an optimized energy schedule is provided, specifyin...
	4.4 MSGO Parameter Settings
	The MSGO parameter settings (population size = 30, iterations = 250, c = 0.25) were selected based on a series of preliminary tuning experiments. Multiple configurations were tested on benchmark scenarios to balance convergence speed and solution qual...
	Table 1. Key parameters for MSGO algorithm.
	The MSGO algorithm incorporates adaptive learning, dynamic weight control, and hybrid mutation strategies for improving the energy scheduling efficiency of prosumers to a large extent. It uses optimum balance in renewable energy usage as well as grid ...
	5. Experimental Setup & Implementation
	5.1 Simulation Environment
	The MATLAB R2023a environment was chosen for the performance of the software and data management model proposed for energy systems and the Modified Social Group Optimization (MSGO) algorithm. The reason for selecting MATLAB, among others, is its rich ...
	5.2 Optimization Scenarios
	The performance of the Mesh-Gene Sorting Operator (MGSO) algorithm was examined under several energy management scenarios to determine its adaptability and efficiency.
	Scenario 1: Grid-Connected Prosumer: In the first scenario, with all the conditions suitable for a grid-connected operation, the prosumer was able to sell the extra solar energy to the grid at times and import power when required. Whereas in this stud...
	Scenario 2: Off-Grid Operation with Battery Storage: The second scenario simulated an off-grid operation where the prosumer relied entirely on the PV-battery system without any grid support. The optimization focused on ensuring an efficient charge-dis...
	Scenario 3: Peak vs. Non-Peak Demand Analysis: The Investigated third case focuses on energy management with respect to peak and non-peak pricing schemes. This case studies minimizing dependency on the grid during the peak hours by discharging stored ...
	Scenario 4: Comparison with Existing Algorithms: Scenario number four was a comparative study conducted between MSGO and other techniques, namely Particle Swarm Optimization (PSO), Genetic Algorithm (GA), and Standard Social Group Optimization (SGO). ...
	6. Results and Discussion
	The outcome begins with the evaluation of the new optimization framework proposed to achieve optimum energy consumption by the prosumer. The study further examines how the variation in scaling PV generation and demand affects numerous system parameter...
	The implication of scaling the expected PV power generation (,𝑆-𝑚𝑒𝑎𝑛.) and the expected energy demand (,𝐷-𝑚𝑒𝑎𝑛.) by a multiplicative factor (,𝑚-𝑆.=12, ,𝑚-𝐷.=6) is on different aspects of simulation and optimization processes especially r...
	Figure  1. Convergence characteristics before and after scaling.
	6.1 PV Generation vs. Demand
	The extent to which energy self-sufficiency is analyzed based on PV generation profile and trends of demand. Original setting PV generation (,𝑆-𝑚𝑒𝑎𝑛.) midday, while demand, according to Figure 2 (Before scaling), peaks in the morning and late eve...
	Figure 2. Average PV generation and demand before applying the scaling factors.
	A comparison of energy surplus before and after scaling has been tabulated in Table 2. The results revealed a considerable increase of surplus energy, thus facilitating higher utilization potential from storage or sales to the grid.
	Table 2. Energy surplus before and after scaling.
	When the electricity generated from photovoltaic sources exceeds what is required, the waste fuel can be either housed or injected into the grid. In contrast, when the demand supersedes PV generation, extra energy has to be consumed from the storage o...
	Figure 3. Average PV generation and demand after applying the scaling factors respectively.
	6.2 Pricing Factor
	The influence of PV generation scaling on electricity price formation is presented in the two panels of Figure 4, depicting the situation before scaling and Figure 5 shows after scaling to the right. The pattern of purchasing and selling prices, befor...
	Figure 4. Pricing factor before scaling.
	Figure 5. Pricing factor after scaling.
	6.3 Storage Behavior
	The energy demand and supply balancing have a critical role for battery storage. Figure 6 shows the charging behavior (𝑠2𝑒) and discharging behavior (𝑒2𝑑) observed by the storage system in the original and scaled conditions. After scaling, increas...
	Table 3. Storage utilization before and after scaling.
	It then becomes apparent from the findings that, following appropriate scaling, the storage facility tends to attain its maximum capacity more frequently (,𝐸-𝑚𝑎𝑥. ); thus, it calls for effective charge-discharge scheduling to prevent the waste of ...
	Figure 6. Storage behavior before and after scaling.
	6.4 Energy Exchange Patterns
	In Figure 7, the effect of PV generation coupled with storage is depicted towards the alteration of energy flows. Among the significant changes that occurred between pre and post scaling were how energy exchanged between different sources-retailer to ...
	Figure 7. Energy exchange pattern before and after scaling.
	The results illustrate the fact that as the system scales up, direct PV-to-demand supply (𝑠2𝑑) increases, reducing grid electricity dependency. Moreover, contributions from storage to demand (𝑒2𝑑) increase, signifying better self-reliance.
	Table 4. Energy exchange before and after scaling.
	A decrease in the energy exchange 𝑟2𝑑 from retailers to demand depicts the economic benefits brought by the enhanced generation of photovoltaic energy systems combined with efficient storage management as shown in Table 4.
	6.5 Community Cost Analysis
	As shown in Figures 8 and 9, the energy costs at the community level before and after the scaling thereof. Total cost-a function of energy purchase from the retailer for 𝑟2,𝑑-𝑐𝑜𝑠𝑡. and 𝑟2,𝑒-𝑐𝑜𝑠𝑡., and income gained from the sale of energy ...
	Table 5. Community cost analysis before and after scaling.
	Figure 8. Community cost before applying the scaling.
	Figure 9. Community cost after applying the scaling.
	The experiment supports that reduced reliance on electricity provided by retailers reduces overall costs, thereby proving the financial viability of prosumer energy management listed in Table 5. The data are derived from simulation experiments conduct...
	6.6 Impact of PV Uncertainty on Optimization Performance
	To assess the robustness of the proposed MSGO algorithm under realistic operating conditions, we conducted a Monte Carlo simulation with 100 randomly generated solar irradiance profiles representing varying weather conditions (clear, partly cloudy, ov...
	The average performance metrics across 100 simulation runs are presented in Table 6.
	Table 6. Performance metrics under PV uncertainty (N = 100).
	6.7 Price Dynamics
	The unit price of energy before and after scaling is shown in Figures 10 and 11 respectively. The results show the contribution of additional output from PV to the reduction in overall costs. When the system accomplishes high self-sufficiency, externa...
	Table 7. Energy price dynamics before and after scaling.
	Figure 10. Original average energy price per unit before scaling.
	Figure 11. Scaled energy price per unit.
	6.8 Sensitivity Analysis of Optimization Parameters
	In order to test the effectiveness of the proposed MSGO-based optimization framework, sensitivity analysis was executed by changing specific parameters of the system, including battery capacity and scaling factors for PV generation. Results indicate t...
	Table 8. Sensitivity of cost savings to battery capacity.
	A corresponding heatmap (see Figure 12) illustrates the influence of PV generation scaling on storage utilization. Higher scaling factors of PV (such as ,𝑚-𝑆. = 12) cause more energy to be stored; however, if demand scaling (,𝑚-𝐷.) is also high, t...
	Figure 12. Heatmap showing storage utilization across PV and demand scaling factors.
	6.9 Comparative Performance Analysis of MSGO Against Benchmark Algorithms
	To rigorously evaluate the efficiency of the Modified Social Group Optimization (MSGO) algorithm, we conducted a comparative analysis against several well-established metaheuristic algorithms, including Particle Swarm Optimization (PSO), Genetic Algor...
	Table 9. Performance comparison of optimization algorithms.
	Figure 13 presents the convergence characteristics of all six algorithms across the tested scenarios. MSGO consistently demonstrated the fastest reduction in the objective function value, converging within approximately 140 iterations, while GA requir...
	Figure 13. Convergence curves of MSGO, PSO, and GA.
	To assess stability and robustness, each algorithm was executed independently over 30 runs, and statistical performance metrics were recorded. The distribution of results is summarized in Figure 14 (boxplots of total energy cost). MSGO exhibited the n...
	Figure 14. Distribution of total energy cost across 30 Independent runs.
	Table 9 summarizes the quantitative comparison across key performance indicators. On average, MSGO achieved a 21.7% reduction in total energy cost compared to baseline operation, outperforming PSO (15.2%), GA (13.8%), SGO (17.4%), GWO (16.9%), and TLB...
	The superior performance of MSGO can be attributed to three innovations: (i) the adaptive learning mechanism that dynamically adjusts learning rates to favor rapid exploration early and fine-tuned exploitation later; (ii) dynamic weight control, which...
	The results demonstrate that MSGO not only delivers lower operating costs but also ensures higher renewable penetration and greater robustness. The narrower variance indicates that MSGO solutions are less dependent on initial conditions, making it hig...
	6.10 Environmental Impact Assessment
	The scaling of the PV generation is not only aimed at energy cost savings but also utilizes the major carbon emissions from the atmosphere. It can be inferred from Table 9 that lesser consumption for energy from the grid is directly proportional to le...
	Table 10. CO₂ emission reduction due to increased PV generation.
	In Fig. 15, two slopes represent the reduction in emissions before and after enlargement and underscore the sustainability benefits of utilizing a greater proportion of renewable resources.
	Figure 15. CO₂ emission reduction with scaled PV generation.
	6.11 Energy Trading and Market Analysis
	One of the most important results of the increased generation of PV energy is the change in pattern of energy trading. Table 11 shows that after scaling, the system generated excess energy and enhanced sales to the grid. This transition offers the com...
	Table 11. Energy trading revenue trends.
	The shift is shown in Figure 16, with sales to the grid increasing after scaling. Thus, it portrays how effective PV scaling helps transform a system from an energy consumer to an energy prosumer.
	Figure 16. Energy sales before and after scaling.
	6.12 Impact of Weather Variability on System Performance
	Solar irradiance conditions vary the effectiveness of the energy management system. The operation of the system under different weather conditions is seen in Table 11. Under sunny days, the generation from PV is high, and dependency on the grid is low...
	Table 12. Effect of weather variability on system performance.
	Figure 17. PV generation trends under different weather conditions.
	The fluctuations shown in Figure 17 demonstrate that PV generation drops considerably in cloudy and raining conditions, thereby affecting its storage utilization and dependency on the grid.
	6.13 Peak Load Analysis and Demand Response
	And thus, exploring demand-side management (DSM) strategies has also been a part of efforts to optimize energy costs. The various impacts of different DSM strategies on the peak demand and cost reduction are summarized in Table 13. Load shifting and t...
	Table 13. Effect of demand response strategies.
	In Fig. 18 the demand under the various DSM strategies, and the effectiveness of shifting load in energy cost reduction.
	Figure 18. Reduction in peak demand through demand-side management.
	The findings verify that the optimization framework based on MSGO significantly enhances energy cost savings, increases renewable energy use, and lowers grid dependency.
	Assuming a grid emission factor of 0.9 kg CO₂/kWh, the MSGO framework reduced net grid import by 3.5 kWh/day, leading to a daily emission reduction of 3.15 kg. At a carbon price of $50/ton CO₂, this results in an economic saving of ~$57/year per house...
	A sensitivity analysis demonstrated that with an increase in battery capacity and a scaling in PV generation, system efficiency significantly increases. Comparison performance results show that MSGO converges faster and saves more cost than the tradit...
	7. Conclusion
	Scaling up PV generation along with demand largely determines energy management of prosumer communities. Increasing PV generation means increased self-consumption and energy exports, whereas increased demand calls for careful storage and grid interven...
	Despite revenues from PV sales of €41.29 and storage contribution of €18.45, the community still faces a total cost of €340, thus necessitating optimized trading and storage strategy for energy. Storage is used frequently, often nearing its capacity, ...
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	1. Introduction
	1.1 Classification of Cavity Flows
	Forced convection heat transfer over cavity flows is encountered in numerous industries and engineering applications, including wind barriers in solar collectors, thermal design of electronic components, thermal regenerators, ribbed heat exchangers, l...
	Results of the smoke flow visualization for the laminar separating flow, given by Sinha et al. [1], revealed that there are four types of flow patterns within cavities, including
	1. Shallow closed cavity flow (when the ratio between the depth and width of the cavity is lower than 0.1),
	2. Shallow open cavity flow (the ratio is between 0.1 and 0.5),
	3. Open cavity flows (the ratio is between 0.5 and 1.5), and
	4. Deep cavity (the above ratio is higher than 1.5).
	Nevertheless, as Zdanski et al. [2] confirmed, the experimental data presented by Sinha et al. [1] were not adequate for recognizing the multifarious features of cavity flows, particularly the common sorting of a cavity flow as open or closed. Accordi...
	Mesalhy et al. [3] numerically investigated the steady, incompressible, and turbulent flow over the shallow cavity. They indicated that the cavity behaved as a shallow open cavity when the AR of the cavity was small, around 4.0 or 5.6. The flow was ch...
	1.2 Effects of Baffle and NF on Cavity Flow
	The importance of heat exchange in numerous engineering applications has motivated researchers to find ways for enhancing forced convection heat transfer. Among the practices are the passive techniques such as imposing geometric changes [4], inserting...
	Ma et al. [5] numerically studied the forced convection heat transfer of multi-walled carbon nanotubes (MWCNT)-Fe3O4/water HyNf over the forward-facing step (FFS) and backward-facing step (BFS) channels with a baffle on the top wall. It was illustrate...
	Navaneethakrishnan and Muthtamilselvan [6] scrutinized the effects of magnetohydrodynamic (MHD) mixed convection on the flow structure and heat transfer characteristics within a vented channel-driven cavity. They considered a corner heater and an adia...
	Note that the effectiveness of passive techniques (geometric changes and baffles) is limited in other applications. So, the best solution may be nanofluids (NFs), the colloidal solutions created by metals, metal oxides, CNT, or silica carbide NPs havi...
	Nouraei et al. [7] numerically investigated the laminar flow (mixed convection) of water/Cu NF in an open cavity of semicircular shape with various positions of hot surfaces at the angle of 45 . At Re=100.0 (dominance of the fluid momentum in comparis...
	Mixed convection heat transfer of the unsteady NF flow in an open cavity heated from below with uniform temperature was numerically scrutinized by Mehrez et al. [10]. Dispersing Cu, CuO, Al2O3, or TiO2 NPs in the pure water altered the behavior of the...
	1.3 Pure Aqueous Solutions of EG
	EG, when correctly inhibited for corrosion control, can be utilized as antifreeze and heat transfer fluid. Although water is a much better engine coolant, the trouble with water is that it freezes or boils at extreme temperatures. EG effectively reduc...
	The chief application of EG is as a medium for convective heat transfer (CHT), for instance, in direct absorption solar collectors (DASC), car radiators, liquid-cooled computers, and air conditioning devices. The optimum concentration of glycol is rel...
	Xu et al. [12] found that the EG/water mixture (as the base liquid) gives the reduced graphene oxide (RGO)/water-EG NF an anti-freeze property in cold weather. They found that the RGO/water-EG NF exhibited higher thermal conductivity compared to the R...
	Peyghambarzadeh et al. [13] emphasized that the EG withstood much greater temperature extremes. Based on Peyghambarzadeh et al. [13], the EG/water mixture gave acceptable cooling capabilities of water while withstanding extreme temperatures. Yiamsawas...
	1.4 Water/EG Mixture-based NFs
	Generally speaking, water and EG possess poor convective heat transfer performance, and hence, to attain the essential heat transfer, high compactness and efficacy of thermal systems are mandatory. A great number of numerical works are devoted to unde...
	Yiamsawas et al. [14] experimentally determined the viscosity of TiO2 and Al2O3 NPs suspended in a mixture of EG/water (20:80%). They highlighted that the main cause of the disparity between experimental data and theoretical models is that the models ...
	Kumaresan and Velraj [15] measured the thermophysical properties of water/EG mixture-based carbon nanotube (CNT) NFs. They illustrated that the measured data showed a noticeable deviation from the predicted values given by the Pak and Cho correlation,...
	For the effective thermal conductivity of NFs, the experimental data were much higher than the predicted values given by the well-known correlations. The classical models failed to consider the effects of particle size, nano-layering, clustering betwe...
	Finally, the relative viscosity ratio of water/EG mixture-based CNT NFs generally was enhanced by augmenting the concentration of NPs. At lower volumetric concentrations (ϕ=0.15%), this ratio did not change significantly with the temperature. Neverthe...
	At lower temperatures, the viscosity ratio for all NFs was low (between 1.0 and 2.0), making them a proper choice for cooling applications (the lowest penalty in the pumping power). Nonetheless, at higher temperatures (T≥20 C), the viscosity ratio was...
	By using the transient-hot wire method, Sundar et al. [16] measured the thermal conductivity of a water/EG mixture-based Fe3O4 NF. They observed that the Hamilton-Crosser model did not predict the temperature-dependent variations of the thermal conduc...
	Bhanvase et al. [17] experimentally predicted the convective heat transfer performance of TiO2 NFs (Pr=14.86) based on a water/EG (60:40%) mixture in a long copper pipe at Re=1200. The effective thermal conductivity and viscosity of NF suspensions wer...
	Nabil et al. [18] experimentally measured the properties of TiO2-SiO2 HyNf (0.5≤ϕ≤3.0% with a volume ratio of 50:50%) in a mixture of water and EG (volume ratio of 60:40%). They concluded that the water/EG mixture-based TiO2-SiO2 HyNf behaved as a ben...
	The thermal conductivity and dynamic viscosity of boron nitride (BN) NFs, synthesized using a water/EG mixture (60:40%) were measured by Michael et al. [19]. When the experimental data were compared against the well-established classical models, they ...
	Hamid et al. [20] measured the thermo-physical properties of TiO2-SiO2 NPs (with ϕ=1.0%) suspended in a base fluid (mixture of water and EG with a 60:40% volume ratio). Five mixture ratios of TiO2-SiO2 NPs (20:80, 40:60, 50:50, 60:40, and 80:20) were ...
	Sen et al. [21] numerically investigated the MHD flow of a water/EG mixture-based CoFe2O4-TiO2 HyNf over a stretchable cylinder with a non-linear radiation and heat source. They determined that the efficiency of heat transfer was higher for HyNf than ...
	2. Motivation and Objective
	3. Numerical Method
	3.1 Computational Domain
	3.2 Thermophysical Properties of HyNf
	3.3 Governing Equations
	3.4 Turbulence Modeling
	4. Flow and Heat Transfer Characteristics
	5. Numerical Result and Discussion
	5.1 Grid Independence and Solution
	5.2 Model Validation
	5.3 Aqueous Solutions of EG Without Hybrid NPs
	5.4 Effect of NP Concentration and Mixing Ratio
	The heat transfer capability of the water/EG mixture in a 2D channel-driven U-shaped cavity flow, including a downward-facing cavity and an upward-facing cavity was assessed. Only the single-phase forced convection heat transfer was evaluated (the eff...
	(1) For the pure aqueous solution of EG, adding baffles significantly minimized the encapsulating phenomenon and enhanced the heat dissipation while it generated one recirculating eddy (as a negative outcome) over the middle floor of the cavity.
	(2) The more the velocity of the incoming flow increased, the less the presence of baffles became beneficial.
	(3) The substitution of the plain U-shaped cavity flow with the one equipped with elongated baffles was only permitted at a lower Re number.
	(4) The thermo-hydraulic performance of aqueous solution of EG was not enhanced in the presence of hybrid TiO2-SiO2 NPs (with equal/unequal ratio of 50:50%) in the aforementioned asymmetrical cavity flow.
	(5) Minimizing the pressure drop through the trade-off between the shortcomings and benefits of individual NPs in the binary fluid (water/EG solution) was not achieved.
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	1. Introduction
	The COVID-19 (SARS-CoV-2) pandemic (also known as the coronavirus pandemic) began in China in December 2019. It invaded the other areas of Asia and then the other parts of the world in early 2020. The WHO declared the end of the PHEIC (Public Health E...
	Reaction (1) happens in the cytoplasm,
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	Chemical reactions, which require energy to happen, occur simultaneously with reaction (3), since they would not happen otherwise. When aerobic respiration, as explained by reaction (2), cannot occur, because of the absence of sufficient oxygen delive...
	COVID-19 makes it very hard to deliver the energy demanded for the life processes, because of the shortage of O2. COVID-19 patients may be placed in a respiratory unit, where higher oxygen pressures are provided to compensate for the increased resista...
	Less than 25-27% of the energy obtained from the food can be used for external or internal work performance [5, 6], and almost 75 % is delivered out from the body as heat during the metabolic events [7]. In case of natural death, Kuddusi [8] suggested...
	The exergy method of calculations was also used in references [10-15], and they may be helpful to gain a comprehensive understanding of the subject.
	2. Materials and Methods
	3. Results and Discussion
	The first row explains that in the 0 to 17-year age group, 1,516 children died. If the average weight of these children were 35 kg/child, at 309.5 K (37  C), they would have 65 years until retirement, and perform 1/0.26 of work with consumption of 1 J...
	A graphical description of the COVID-19 disease on the body of a person is presented in Figure 1.
	Figure 1. Graphical description of the COVID-19 disease in the body of a person.
	The diseased person was assumed to be taken to a ventilator. The exergetic cost of the inefficient metabolism is described with the red arrow, and the patient’s remaining metabolic activity is described with the yellow arrow. The blue fraction of the ...
	Jarvis and Kelley [18], after performing different modeling studies, concluded that one false negative may lead to approximately 2.25 inoculations. If we should consider that the virus was spread between the 18-29 years old university students, we may...
	If we should focus on the effect of the false positives on the 18-29 years old university students and they isolate themselves for two weeks we may calculate the work power loss as = (447 false positives) (65 kg/person) (309.5 K) (14 days/365 days) (1...
	When we add up these numbers, we may estimate that approximately 33.9x109 J of work power is lost during the pandemic in the US. Yildiz et al [19] estimated that a cyclist may do 3,709 kJ, a weight lifter may do 3,950 kJ, a rugby player may do 3,716 k...
	4. Conclusion
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	1. Introduction
	The global environmental crisis is increasingly fueled by reliance on fossil fuels, which are a major contributor to CO₂ emissions and accelerated global warming [1]. Diesel engines, despite their high thermal efficiency, remain a significant source o...
	Ammonia (NH₃) is currently gaining attention as a potential carbon-free fuel candidate for internal combustion engines [3]. Its advantages include relatively high volumetric energy density, the availability of large-scale production lines based on ren...
	Biodiesel, derived from biomass sources such as vegetable oils and animal fats, offers chemical characteristics that make it an attractive alternative energy source. Biodiesel, derived from vegetable oils and animal fats, offers complementary characte...
	Experimental and simulation studies have shown that ammonia-biodiesel blends have the potential to reduce carbon emissions without compromising engine performance [9]. Adjusting the injection strategy and blend ratio are key factors in optimizing comb...
	Considering the urgency of the energy transition and the need for low-carbon fuel solutions that are compatible with existing engine technology, this article aims to present a comprehensive scientific review of the use of ammonia and biodiesel in Comp...
	2. Materials and Methods
	This article is structured as a systematic literature review focusing on the utilization of ammonia and biodiesel in compression ignition diesel engines. The method used not only maps and classifies scientific sources but also conducts a thematic synt...
	Figure 1. Review methodology scheme.
	The study is structured progressively. The initial section describes the basic characteristics of ammonia and biodiesel, followed by a discussion of dual-fuel strategies and their effects on engine performance. The analysis is then expanded to include...
	Inclusion criteria included: (1) publication between 2015–2025, (2) focus on the utilization of ammonia, biodiesel, or their combination in CI diesel engines, and (3) use of experimental, numerical, or review approaches with data on performance, therm...
	Figure 3. Main categories of research focus.
	Data analysis was performed by examining operational parameters such as injection pressure, ignition timing, fuel mixture ratio, and combustion chamber temperature. Results from various studies were compared to identify consistent patterns, such as th...
	Figure 4. Discussion of journal article review results.
	3. Results And Discussion
	This section presents a thematic synthesis of key findings related to the utilization of ammonia and biodiesel in dual-fuel systems for compression ignition diesel engines. An analysis of 56 experimental and numerical studies categorizes the results i...
	3.1 Characteristics of Ammonia and Biodiesel as Alternative Fuels
	3.2.1 Combustion and Engine Performance
	The ammonia and biodiesel dual-fuel configuration exhibits complex combustion dynamics but offers significant potential for improving diesel engine efficiency. As shown in Figure 6, ammonia serves as the primary fuel, while biodiesel acts as a pilot f...
	Figure 6. Dual-fuel configuration of ammonia and biodiesel.
	Two approaches are commonly used: (1) intake fumigation and DI biodiesel, where ammonia is routed through the manifold and biodiesel is injected directly; and (2) dual direct injection (DDI) with staged or differential modes, which allows precise cont...
	The ammonia-biodiesel ratio significantly affects HRR. A high biodiesel fraction accelerates ignition, while ammonia dominance without an adequate injection strategy risks causing a cylinder pressure spike [35]. Cheng et al. [36] emphasized that the s...
	The addition of ammonia–water (25%) to diesel fuel has also been reported to affect combustion kinetics: ignition delay increases and combustion duration is prolonged, but HRR remains high and flame stability remains within operational limits [38]. Te...
	Summary of Experimental Findings:
	 B10 and B20 blends increase in-cylinder pressure compared to D100.
	 Ignition delay in ammonia–biodiesel blends is shortened by higher biodiesel fractions, especially at low loads.
	 Thermal efficiency tends to decrease with higher biodiesel fractions due to the lower calorific value.
	Table 3. Carbon monoxide and unburned hydrocarbons emissions.
	Table 4. Nitrogen oxide emissions.
	One critical aspect of the ammonia combustion process is the formation of unburned ammonia due to slow reaction kinetics and combustion characteristics that tend to be difficult to trigger. The presence of NH₃ in the exhaust gas not only reflects the ...
	Table 5. Summary of unburned ammonia emission results under various conditions.
	Table 7. A Comprehensive overview of performance and emission metrics from diverse experimental studies.
	4. Conclusions
	The use of ammonia and biodiesel as alternative fuels in compression ignition diesel engines offers strategic opportunities in the transition to a low-carbon energy system. Ammonia effectively reduces CO₂ and particulate emissions, while biodiesel th...
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