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MULTICRITERIA DECISION MAKING BASED ON
CUBIC SET

Tahir Mahmood1

Saleem Abdullah2
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Muhammad Bilal1

<tahirbakhat@yahoo.com>
<saleemabdullah81@yahoo.com>
<saeedraja10@gmail.com>
<mb bilal@yahoo.com>

1Department of Mathematics and Statistic, International Islamic University Islamabad, Pakistan.
2Department of Mathematics, Abdul Wali Khan University Mardan, Pakistan.

Abstaract − This paper solves multicriteria decision making problems based on cubic set. The
whole cubic set information given by the decision maker has been presented in a matrix form
along with the weights assigned to each criteria. We have applied proposed method to select best
alternative among available altermatives.

Keywords − Fuzzy sets, Cubic sets, Score function.

1 Introduction

The idea of fuzzy sets (FSs) was first proposed by Zadeh and has achieved a huge
success in many areas.The concept of fuzzy sets was generalized as intuitionistic
fuzzy sets (IFSs) by Atanassov. In 2008, Xu proposed some geometric aggrega-
tion operators, like the intuitionistic fuzzy weighted geometric (IFWG) operator,
the intuitionistic fuzzy ordered weighted geomtric (IFOWG) operator and the intu-
itionistic fuzzy hybrid geometric (IFHG) operator, and applied IFGH operator to
multicriteria decision-making problems with intuitionistic fuzzy knowledge. Some
of the arithmetic aggregation operators like intuitionistic fuzzy weighted averaging
(IFWA) etc. were introduced by Xu (2000). Tursken (1986) and Gorzaleczany (1987)
gave the idea of so-called interval-valued fuzzy sets (IVFSs) which was considered to
be furthur general form of a fuzzy set, but really there is solid bond between IFSs and
IVFSs. Both the IFSs and IVFSs were furthur generalized by Gargov (1989), named
as interval-valued intuitionistic fuzzy sets (IVIFSs). For IVIFSs some aggregation
operators, labelled as the interval-valued intuitionistic fuzzy weighted geometric ag-
gregation (IIFWGA) operator and the interval-valued intuitionistic fuzzy weighted

*Corresponding Author.
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arithematic aggregation (IIFWAA) operator were introduced, and utilized these op-
erators to decision making problems involving multicriteria with the help of the score
function of interval-valued intuitionistic fuzzy information.

In the current article we have proposed the application of cubic set instead of
IVIFS to decision-making problems having multicriteria. Our proposed score func-
tion or an accuracy function does not lead to the paradox of the difficult decision
to the alternatives. The remaining article is arranged as follows. In section no.
3, we briefly introduce some aggregation operators for cubic sets. In third section,
we suggest a score function, and then we provide two examples to justify that the
suggested function is more suitable in the process of decision-making . In section
4, we have established a algorithm to recognize the best alternative. We make the
use of cubic set weighted geometric aggregation (CSWGA) and cubic set weighted
aggregation (CSWAA) operators to aggregate cubic set information corresponding
to each alternative, and then give ranking to the alternatives and choose the best
one(s) in view of the accuracy degrees of the aggregated cubic set information corre-
sponding to score function. We show the worth of the adopted method by presenting
illustrative examples in section 5.

2 Preliminaries

A fuzzy set in a set U is a function defined by µ : U → I where I = [0, 1]. The closed
subinterval c̃ = [c−, c+] of I, is called an interval number, where 0 ≤ c− ≤ c+ ≤ 1.
The interval number c̃ = [c−, c+] with c− = c+ denoted by c. For the set of all
interval numbers we will use the notation [I] .

Let U be a nonempty set. A function B : U → [I] is called an interval-valued
fuzzy set (IVF) in U . Let [I]U denote the set of all IVF sets in U . For every B ∈
[I]U and u ∈ U , B(u) = [B−(u), B+(u)] is called the degree of the membership of an
element u to B, where B− : U → I and B+ : U → I are fuzzy sets in U which are
termed as lower fuzzy set and upper fuzzy set in U resp. For every F,G ∈ [I]U , we
define F ⊆ G ⇐⇒ F (u) ≤ G(u) for all u ∈ U , and F = G ⇐⇒ F (u) = G(u) for
all u ∈ U .

2.1 Cubic Sets

Let U 6= Φ be a set. A cubic set in U has the form, B = {〈 u,B(u), µ(u)〉 | u ∈ U} ,where
B is an IVF set in U and µ is a fuzzy set in U . A cubic set B = {〈 u,B(u), λ(u)〉 | u ∈ U}
is denoted by B = 〈B, µ〉 for simplicity.

2.1.1 Internal Cubic Set ( briefly, ICS)

Let U 6= Φ be a set. A cubic set B = 〈B, µ〉 in U is known as an internal cubic set
(ICS) if B−(u) ≤ µ(u) ≤ B+(u) for all u ∈ U.

2.1.2 External Cubic Set ( briefly,ECS)

Let U 6= Φ be a set. A cubic set B = 〈B, µ〉 in U is known as an external cubic set
(ECS) if µ(x) /∈ (B−(u), B+(u)) for all u ∈ U
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2.1.3 Example

Let B = {〈 u,B(u), µ(u)〉 | u ∈ I} be a cubic set in I. If B(u) = [0.2, 0.5] and
µ(u) = 0.4 for all µ ∈ I, then B is an ICS. If B(x) = [0.2, 0.5] and µ(u) = 0.7 for
all u ∈ I, then B is an ECS. If B(u) = [0.2, 0.5] and µ(u) = u for all u ∈ I, then B
does not belong to the class of ICS and ECS.

3 Score Function

Before defining score function, we define two weighted aggregation operators related
to CSs.

Definition 3.1. Let B = 〈B, µ〉 and C = 〈C, ν〉 be cubic sets in U . Then we define
(i) (Equality) B = C ⇐⇒ B = C and µ = ν. (ii) (P-order) B ⊆p C ⇐⇒ B ⊆ C
and µ ≤ ν. (ii) (R-order) B ⊆R C ⇐⇒ B ⊆ C and µ ≥ ν.

From here on we will denote by CS(U) the set of all cubic sets in U . The value
of a cubic set will be conventionally denoted by B = ([b, c], d).

Definition 3.2. Let Bj(1 ≤ j ≤ n) ∈ CS(U). The weighted arithematic average
operator is defined by Fw( B1, B2, ..., Bn) =

n∑

j=1

wjBj =
([

1− n
π

j=1

(
1−B−

j (u)
)wj

, 1− n
π

j=1

((
1−B+

j (u)
)wj

)]
,

[
n
π

j=1
µwj

j (u)
])

(1)

where wj is the weight of Bj(1 ≤ j ≤ n), wj ∈ [0, 1] and
n∑

j=1

wj = 1. Especially

assume wj = 1
n

( j = 1, 2, ..., n) then, Fw is known as an arithematic average operator
for CSs.

Definition 3.3. Let Bj(1 ≤ j ≤ n) ∈ CS(U). The weighted geometric average
operator is defined by

Gw( B1, B2, ..., Bn) =
n
π

j=1
B

wj

j =
([

n
π

j=1
B−wj

j (u) ,
n
π

j=1
B+wj

j (u)
]

,

[
1− n

π
j=1

(1− µj (u))wj

])
(2)

where wj is the weight of Bj(1 ≤ j ≤ n), wj ∈ [0, 1] and
n∑

j=1

wj = 1. Especially

assume wj = 1
n

( j = 1, 2, ..., n) then, Gw is known as geometric average operator for
CSs.

The aggregation results Fw & Gw are still CS(U).
Let B = ([b, c] , d) be a CSV, a score function M of cubic set value is suggested

by the formula given below

M (B) =
b + c− 1 + d

2
(3)

where M (B) ∈ [−1, +1]. Now we consider following examples.
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3.1 Example

If internal cubic set values for different alternatives are B1 = ([0.3, 0.5] , 0.4) and
B2 = ([0.5, 0.7] , 0.6) the wanted alternative is selected in view of score function.
After applying equation (3) we have

M (B1) =
0.3 + 0.5− 1 + 0.4

2
= 0.1

M (B1) =
0.5 + 0.7− 1 + 0.6

2
= 0.4

Obviously the alternative B2 has prefrence over B1.

3.2 Example

If external cubic set values for two diffrent alternatives are B1 = ([0.3, 0.4] , 0.5)
and B2 = ([0.4, 0.5] , 0.6) the desired alternative is choosen with the help of score
function. By using equation (3) we get

M (B1) =
0.3 + 0.4− 1 + 0.5

2
= 0.10

M (B2) =
0.4 + 0.5− 1 + 0.6

2
= 0.25

clearly the alternative B2 has advantage over B1.

4 Multicriteria Cubic Set Decision Making Method

Based on the Score Function

Here we are going to present a method for tackling of multicriteria cubic set decision-
making problems along with weights. Suppose that B = {B1, B2, ...,Bm} is a
collection of alternatives and also suppose that C = {C1, C2, ..., Cn} is a set of
criteria. Consider the criterion Cj (1 ≤ j ≤ n) , recommended by the decision-maker,

has weight wj, wj ∈ [0, 1] and
n∑

j=1

wj = 1. In this situation, the characterstic of the

alternative Bi is represented by a cubic set as

Bi =
{〈

Cj,
[
B−(Cj), B

+ (Cj)
]
, [µ (Cj)]

〉 | Cj ∈ C
}

.

The cubic set value that is the pair of IVFS and fuzzy number, i.e.

(Bi (Cj) = [bij, cij] , µ (Cj) = dij for Cj ∈ C) is denoted by αij = ([bij, cij] , dij)
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Flow chart of the proposed method.

Since [bij, cij] ⊆ [0, 1] & dij ∈ [0, 1]. Therefore a decision matrix of the form
D = (αij) can be formulated. The aggregating cubic set value αi for Bi (1 ≤ i ≤ m)
is αi = ([bi, ci] , di) = Fiw (αi1, αi2,..., αin) or αi = ([bi, ci] , di) = Giw (αi1, αi2,..., αin)
which is obtained by using equation (1) or Eq. (2), in accordance with each row
in the decision matrix. We will use Eq. (3) to calculate the accuracy M(αi) of
aggregating cubic set value αi (1 ≤ i ≤ m) to rank the alternatives Bi (1 ≤ i ≤ m)
and then to choose the best one(s). Simply, the decision making process for the
suggested technique can be described by the following steps.

Step( a). Obtain the weighted arithmetic average values by applying Eq. (1) if
we prefer the influence of group, otherwise get the weighted geometric values with
the help of Eq. (2).

Step( b). Obtain the accuracy M(αi) of cubic set value αi (1 ≤ i ≤ m) by the
application of Eq. (3).

Step (c). Rank the alternatives Bi (1 ≤ i ≤ m) and choose the best one(s) in
comparison with M(αi) (1 ≤ i ≤ m) .
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5 Illustrative Examples

This section is consisting of two examples. First example adapted from Herrera
and Herrera -Viedma (2000) for a decision-making problem of alternatives along
with multicriteria is used to potray the suggested fuzzy decision making method in
the spectrum of reallity, as well as the validity of the effectiveness of the suggested
algorithm.

Here is a set of people provided with four options to invest the money: (1) B1 is
a company of car; (2) B2 is a company of food; (3) B3 is a company of computer;
(4) B4 is a company of arms. The investor must have to decide by keeping in mind
these three criteria: (1) C1 is the analysis of risk; (2) C2 is the analysis of growth;
(3) C3 is the analysis of enviromental impact. Now decider will evaluate the four
possible alternatives under the above mentioned criteria, as provided in the following
matrices. First we consider the matrix D1 consisting of internal cubic set values.

D1 =




([0.1, 0.3] , 0.2) ([0.2, 0.4] , 0.3) ([0.3, 0.6] , 0.4)
([0.5, 0.7] , 0.5) ([0.3, 0.4] , 0.3) ([0.7, 0.8] , 0.7)
([0.3, 0.5] , 0.4) ([0.7, 0.9] , 0.8) ([0.6, 0.8] , 0.7)
([0.4, 0.6] , 0.4) ([0.1, 0.2] , 0.2) ([0.6, 0.8] , 0.7)




Now assume that the weights of C1, C2 & C3 are 0.35, 0.25 and 0.40 resp. Then
we use the following algorithm.

Step 1. Eq. (1) provides us the weighted arithmetic average value αi for Bi (i = 1, 2, ..., 4) .
α1 = ([0.2097, 0.4615] , 0.2921)
α2 = ([0.5566, 0.6967] , 0.5035)
α3 = ([0.5472, 0.7682] , 0.5950)
α4 = ([0.3827, 0.5243] , 0.3678)
Step 2. By applying Eq. (3) we can compute M(αi) where i = 1, 2, 3, 4 as

M(α1) = 0.4817, M(α2) = 0.3784, M(α3) = 0.4552, M(α4) = 0.1374.
Step 3. Awarding ranks to all alternatives in view of the accuracy degree of

M(αi) (i = 1, 2, 3, 4) : B1 Â B3 Â B2 Â B4, and thus the best alternative is B1.
Now we consider the matrix D2 consisting of external cubic set values.

D2 =




([0.4, 0.5] , 0.3) ([0.4, 0.6] , 0.2) ([0.1, 0.3] , 0.5)
([0.6, 0.7] , 0.2) ([0.5, 0.7] , 0.2) ([0.4, 0.7] , 0.1)
([0.3, 0.6] , 0.1) ([0.5, 0.6] , 0.4) ([0.5, 0.6] , 0.3)
([0.7, 0.8] , 0.1) ([0.6, 0.7] , 0.3) ([0.3, 0.4] , 0.2)




Consider the same weights for C1, C2 & C3 as mentioned above and use the
following algorithm.

Step 1. Applying Eq. (1) we obtain the weighted arithmetic average value αi for
Bi (i = 1, 2, ..., 4).

α1 = ([0.2944, 0.4590] , 0.3325)
α2 = ([0.5026, 0.7000] , 0.1516)
α3 = ([0.4375, 0.6000] , 0.2195)
α4 = ([0.5476, 0.6565] , 0.1737)
Step 2. By applying Eq. (3) we can compute M(αi) where i = 1, 2, 3, 4 as

M(α1) = 0.0430, M(α2) = 0.1771, M(α3) = 0.1285, M(α4) = 0.1889.
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Step 3. By ranking all alternatives in view of the accuracy degree of M(αi)
(i = 1, 2, 3, 4) : B4 Â B2 Â B3 Â B1, and thus the alternative B4 is the best one.

Finally we consider the matrix D3 consisting of cubic set values which are neither
internal cubic set values nor external cubic set values.

D3 =




([0.3, 0.7] , 0.1) ([0.3, 0.7] , 0.2) ([0.3, 0.7] , 0.4)
([0.3, 0.7] , 0.4) ([0.3, 0.7] , 0.5) ([0.4, 0.7] , 0.1)
([0.3, 0.7] , 0.7) ([0.3, 0.7] , 0.8) ([0.3, 0.7] , 0.6)
([0.2, 0.5] , 1) ([0.2, 0.5] , 0.3) ([0.2, 0.5] , 0.6)




Again using the similar procedure as stated above with similar weights we have
M(α1) = 0.1036, M(α2) = 0.1215, M(α3) = 0.3403, M(α4) = 0.3017 so B3 Â B4 Â
B2 Â B1 and thus the alternative B3 is the most wishful one.

Now we present another example in this section in which we want to investigate
the suitability of an S-box to image encryption applications. We have been provided
with nine different alternatives of S-boxes: (1) B1 is Plain Image; (2) B2 is Advanced
Encryption Standard; (3) B3 is Affine Power Affine; (4) B4 is Gray; (5) B5 is S8;
(6) B6 is Liu; (7) B7 is Prime; (8) B8 is Xyi; (9) B9 is Skipjack. We have to make
the decision according to the following criterion: (1) C1 is the entropy analysis; (2)
C2 is the contrast analysis; (3) C3 is the average correlation analysis; (4) C4 is the
energy analysis; (5) C5 is the homogeneity analysis; (6) C6 is the mean of absolute
deviation analysis. The nine possible alternatives are to be sorted out using the cubic
set information by the decider from the given criterion as presented in the following
matrix.

D =

2
666666666664

([0.1, 0.2] , 0.3) ([0.1, 0.3] , 0.2) ([0.3, 0.4] , 0.1) ([0.4, 0.5] , 0.6) ([0.3, 0.6] , 0.5) ([0.5, 0.6] , 0.4)
([0.5, 0.7] , 0.4) ([0.3, 0.4] , 0.2) ([0.7, 0.8] , 0.6) ([0.4, 0.5] , 0.3) ([0.6, 0.7] , 0.2) ([0.4, 0.7] , 0.1)
([0.3, 0.5] , 0.4) ([0.7, 0.9] , 0.8) ([0.6, 0.8] , 0.7) ([0.5, 0.6] , 0.3) ([0.7, 0.8] , 0.1) ([0.1, 0.3] , 0.5)
([0.4, 0.6] , 0.4) ([0.1, 0.2] , 0.2) ([0.3, 0.6] , 0.4) ([0.3, 0.4] , 0.1) ([0.3, 0.4] , 0.2) ([0.6, 0.7] , 0.3)
([0.1, 0.3] , 0.3) ([0.5, 0.6] , 0.7) ([0.2, 0.4] , 0.3) ([0.6, 0.8] , 0.7) ([0.1, 0.2] , 0.2) ([0.3, 0.5] , 0.1)
([0.5, 0.6] , 0.2) ([0.4, 0.7] , 0.6) ([0.5, 0.7] , 0.9) ([0.8, 0.9] , 0.8) ([0.4, 0.6] , 0.3) ([0.7, 0.8] , 0.2)
([0.7, 0.8] , 0.9) ([0.4, 0.7] , 0.5) ([0.4, 0.6] , 0.2) ([0.7, 0.9] , 0.2) ([0.8, 0.9] , 0.7) ([0.2, 0.5] , 0.4)
([0.8, 0.9] , 0.7) ([0.7, 0.9] , 0.8) ([0.1, 0.2] , 0.1) ([0.3, 0.2] , 0.1) ([0.5, 0.6] , 0.1) ([0.4, 0.8] , 0.6)
([0.8, 0.9] , 0.6) ([0.6, 0.9] , 0.7) ([0.3, 0.5] , 0.6) ([0.4, 0.7] , 0.3) ([0.4, 0.6] , 0.5) ([0.1, 0.2] , 0.3)

3
777777777775

Now we assume the same weight for each of C1, C2 ,..., C6, that is 0.167 and use
the following algorithm.

Step 1. We calculate the weighted arithmetic average value αi for Bi (i = 1, 2, ..., 9)
with the aid of Eq. (1).

α1 = ([0.3035, 0.4592] , 0.2922)
α2 = ([0.5096, 0.6646] , 0.2501)
α3 = ([0.5330, 0.7200] , 0.3797)
α4 = ([0.3575, 0.5170] , 0.2334)
α5 = ([0.3350, 0.5194] , 0.3025)
α6 = ([0.5884, 0.7499] , 0.4088)
α7 = ([0.5912, 0.7845] , 0.4068)
α8 = ([0.5330, 0.7242] , 0.2567)
α9 = ([0.4942, 0.7272] , 0.4670)
Step 2. By applying Eq. (3) we can compute M(αi) where i = 1, 2, ..., 9 as

M(α1) = 0.0275, M(α2) = 0.2122, M(α3) = 0.3164, M(α4) = 0.0540, M(α5) =
0.0785, M(α6) = 0.3736, M(α7) = 0.8913, M(α8) = 0.7570, M(α9) = 0.3342.
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Step 3. After awarding ranks to all alternatives in view of the accuracy degree
of M(αi) (i = 1, 2 , ..., 9.) : B7 Â B8 Â B6 Â B9 Â B3 Â B2 Â B5 Â B4 Â B1 and
thus the alternative B7 is the most desired one.
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Abstaract − Let G be a simple fuzzy graph. A family Γf = {γ1, γ2, . . . , γk} of fuzzy sets on a
set V is called k-fuzzy colouring of V = (V, σ, µ) if i)∪Γf = σ, ii) γi ∩ γj = ∅, iii)for every strong
edge (x, y)(i.e., µ(xy) > 0) of G min{γi(x), γi(y)} = 0, (1 ≤ i ≤ k). The minimum number of k for
which there exists a k-fuzzy colouring is called the fuzzy chromatic number of G denoted as χf (G).
Then Γf is the partition of independent sets of vertices of G in which each sets has the same colour
is called the fuzzy chromatic partition. A graph G is called the just χf -excellent if every vertex of
G appears as a singleton in exactly one χf -partition of G. This paper aims at the study of the new
concept namely Just Chromatic excellence in fuzzy graphs. Fuzzy colourful vertex is defined and
studied. We explain these new concepts through examples.

Keywords − fuzzy chromatic excellent, fuzzy just excellent,fuzzy colourful vertex

1 Introduction

A fuzzy graph is a symmetric binary fuzzy relation on a fuzzy subset. The concept
of fuzzy sets and fuzzy relations was introduced by L.A.Zadeh in 1965[1] and further
studied[2]. It was Rosenfeld[5] who considered fuzzy relations on fuzzy sets and
developed the theory of fuzzy graphs in 1975. The concepts of fuzzy trees, blocks,
bridges and cut nodes in fuzzy graph has been studied[3]. Computing chromatic sum
of an arbitrary graph introduced by Kubica [1989] is known as NP-complete problem.
Graph coloring is the most studied problem of combinatorial optimization. As an
advancement fuzzy coloring of a fuzzy graph was defined by authors Eslahchi and
Onagh in 2004, and later developed by them as Fuzzy vertex coloring[4] in 2006.This
fuzzy vertex coloring was extended to fuzzy total coloring in terms of family of fuzzy
sets by Lavanya. S and Sattanathan. R[6]. In this paper we are introducing “Just
Chromatic excellence in fuzzy graphs”.

2 Preliminary

Definition 2.1. A fuzzy graph G = (σ, µ) is a pair of functions σ : V → [0, 1] and
µ : V × V → [0, 1] where for all u, v ∈ V , we have µ(u, v) ≤ σ(u) ∧ σ(v).

*Corresponding Author.
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Definition 2.2. The order p and size q of a fuzzy graph G = (σ, µ) are defined to
be p =

∑
x∈V

σ(x) and q =
∑

xy∈E

µ(xy).

Definition 2.3. The degree of vertex u is defined as the sum of the weights of the
edges incident at u and is denoted by d(u).

Definition 2.4. The union of two fuzzy graphs G1 and G2 is defined as a fuzzy
graph G = G1 ∪G2 : ((σ1 ∪ σ2, µ1 ∪ µ2)) defined by

(σ1 ∪ σ2)(u) =

{
σ1(u), if u ∈ V1 − V2 and

σ2(u) if u ∈ V2 − V1

(µ1 ∪ µ2)(uv) =

{
µ1(uv), if uv ∈ E1 − E2 and

µ2(uv) if uv ∈ E2 − E1

Definition 2.5. The join of two fuzzy graphs G1 and G2 is defined as a fuzzy graph
G = G1 + G2 : ((σ1 + σ2, µ1 + µ2)) defined by

(σ1 + σ2)(u) = (σ1 ∪ σ2)(u)∀u ∈ V1 ∪ V2

(µ1 + µ2)(uv) =

{
(µ1 ∪ µ2)(uv) if uv ∈ E1 ∪ E2 and

σ1(u) ∧ σ2(v) if uv ∈ E ′.

where E ′ is the set of all edges joining the nodes of V1 and V2.

Definition 2.6. The cartesian product of two fuzzy graphs G1 and G2 is defined as
a fuzzy graph G = G1 × G2 : (σ1 × σ2, µ1 × µ2) on G∗ : (V, E) where V = V1 × V2

and E = {((σ1, σ2), (µ1, µ2))/u1 = v1, u2v2 ∈ E2oru2 = v2, u1v1 ∈ E1} with

(σ1 × σ2)(u1, v1) = σ1(u1) ∧ σ2(u2)forall(u1, u2) ∈ V1 × V2

(µ1 × µ2)((u1, u2)(v1, v2)) =

{
σ1(u1) ∧ µ2(u2, v2), if u1 = v1 and u2v2 ∈ E2

σ2(u2) ∧ µ1(u1, v1), if u2 = v2 and u1v1 ∈ E1

3 Main Defintions and Results

Definition 3.1. Let G be a fuzzy graph. A family Γf = {γ1.γ2, . . . , γk} of fuzzy sets
on a set V is called k-fuzzy colouring of V = (V, σ, µ) if

(i) ∪Γf = σ,

(ii) γi ∩ γj = ∅,
(iii) for every strong edge (x, y)(i.e., µ(xy) > 0) of G min{γi(x), γi(y)} = 0, (1 ≤

i ≤ k).

The minimum number of k for which there exists a k-fuzzy colouring is called the
fuzzy chromatic number of G denoted as χf (G).

Definition 3.2. Γf is the partition of independent sets of vertices of G in which
each sets has the same colour is called the fuzzy chromatic partition.
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Figure 1: For Exaple 3.7

Definition 3.3. A vertex v ∈ V (G) is called Γf -good if {v} belongs to a Γf -partition.
Otherwise v is said to be Γf -bad vertex.

Definition 3.4. A graph is called Γf -excellent fuzzy graph if every vertex of G is
Γf -good.

Definition 3.5. A graph G is said to be Γf - commendablefuzzy graph if the num-
ber of Γf -good vertices is greater than the number of Γf -bad vertices.

A graph G is said to be Γf - fair fuzzy graph if the number of Γf -good vertices
is equal to the number of Γf -bad vertices.

A graph G is said to be Γf - poor fuzzy graph if the number of Γf -good vertices
is less than the number of Γf -bad vertices.

Definition 3.6. A fuzzy graph G is just χf -excellent if every vertex of G appears
as a singleton in exactly one χf -partition.

Example 3.7. See Figure 1. The fuzzy colouring Γf = {γ1, γ2, γ3, γ4}
γ1(vi) = 0.8 i = 1
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γ2(vi) =





0.4 i = 2

0.4 i = 5

0.1 i = 8

0 otherwise

γ3(vi) =





0.7 i = 3

0.3 i = 6

0.9 i = 9

0 otherwise

γ4(vi) =





0.2 i = 4

0.5 i = 7

0.6 i = 10

0 otherwise

For the above fuzzy graph χf (G) = 4. Similarly, the χf -partitions are

Γf
1 = {{v1}, {v2, v5, v8}, {v3, v6, v9}, {v4, v7, v10}}

Γf
2 = {{v2}, {v3, v6, v9}, {v4, v7, v10}, {v5, v8, v1}}

Γf
3 = {{v3}, {v4, v7, v10}, {v5, v8, v1}, {v6, v9, v2}}

Γf
4 = {{v4}, {v5, v8, v1}, {v6, v9, v2}, {v7, v10, v3}}

Γf
5 = {{v5}, {v6, v9, v1}, {v7, v10, v3}, {v8, v1, v4}}

Γf
6 = {{v6}, {v7, v10, v3}, {v8, v1, v4}, {v9, v2, v5}}

Γf
7 = {{v7}, {v8, v1, v4}, {v9, v2, v5}, {v10, v3, v6}}

Γf
8 = {{v8}, {v9, v2, v5}, {v10, v3, v6}, {v1, v3, v6}}

Γf
9 = {{v9}, {v10, v3, v6}, {v1, v4, v7}, {v2, v5, v8}}

Γf
10 = {{v10}, {v1, v4, v7}, {v2, v5, v8}, {v3, v6, v9}}

Therefore every vertex in above figure is appears in a singleton in exactly one χf -
partition. Hence above figure is just χf -excellent.

Remark 3.8. (1) Every just χf -excellent fuzzy graph is χf -excellent graph

(2) Let G be any χf -excellent graph. Add a vertex u to every vertex in G such
that µ(uv) ≤ σ(u) ∧ σ(v) for every v ∈ V (G). Let the resulting graph be H.
Then H is χf -excellent but not just χf -excellent.

For every χf -partition of H contains {u}. Since G is χf -excellent, then for
any v ∈ V (G), there exists a χf -partition Γf of G such that {v} ∈ Γf . Then
Γf ∪ {u} is χf -partition of H.

(3) If G is χf -excellent, then G has exactly one χf -partition(i.e.,G is uniquely
colourable) iff G is complete.

For: If G is complete, then G is χf -excellent and it has exactly one χf -partition

Conversely, if G is χf -excellent and it has exactly one χf -partition, then every
vertex in G must appear as a singleton in that χf -partition. Therefore G is
complete.

Proposition 3.9. If G is not complete fuzzy graph and G is χf -excellent, then G
has atleast two χf -partitions.
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Proof. Let us take Γf be a χf -patition of G. Since G is not complete, then there exists
atleast non full degree vertex say u. Let Γf

1 = {{u}, V2, . . . , Vχf} be a χf -partition of
G. Let v ∈ V (G) such that u and v are not adjacent(i.e.,µ(uv) > σ(u) ∧ σ(v)). Let
v ∈ Vi, 2 ≤ i ≤ χf . Then Γf

2 = {{Vi − {v}, {u, v}, V3, . . . , Vχf} is also a χf -partition
of G not containing {u}.
Proposition 3.10. If G is not complete fuzzy graph and G is χf -excellent, then G
has atleast three χf -partitions.

Proof. We know that any χf -excellent non complete fuzzy graph has atleast two
χf -partitions(from the above proposition). Suppose that G has exactly two χf -
partitions Γf

1 and Γf
2 . Let Γf

1 = {V1, V1, . . . , Vχf} and Γf
2 = {W1, W2, . . . , Wχf} be

the two partitions of G. Since G is χf -excellent and not complete, Γf
1 has r singletons

and Γf
2 contains atleast n − r singletons. Let Γf

1 contains {u1}, {u2}, . . . , {un} and
let {ur+1}, . . . , {un} be the elements of Γf

2 . Then 〈u1, u2, . . . , ur〉 is complete and
also 〈ur+1, ur+2, . . . , un〉 is complete.

Therefore in Γf
1 there will be {u1}, {u2}, . . . , {ur}, {ur+1}, . . . , {un} elements, a

contradiction. Hence there are atleast three χf -partitions.

Remark 3.11. A similar arguement as in the above proposition shows that there
are atleast four χf -partitions

Remark 3.12. There exists fuzzy graphs having not full degree vertex and not just
χf -excellent but χf -excellent.

Proposition 3.13. If G is just χf -excellent fuzzy graph and G 6= Kn then χf =⌊
n+1

2

⌋
. The converse is not true.

Remark 3.14. Pn is not just χf -excellent fuzzy graph but is an induced subgraph
of a just χf -excellent fuzzy graph.(If n is odd say n = 2k + 1, then Pn is an induced
subgraph of C2k+3. If n is even say n = 2k,then Pn is an induced subgraph of C2k+1).

Remark 3.15. Let G 6= Kn, be a χf -excellent fuzzy graph with a full degree vertex.
Then G is not just χf -excellent.

Proof. Since G 6= Kn, then χf (G) < n. Let {u} be a full degree vertex of G. Then
clearly, G has atleast two χf -partitions. Then {u} appears in all χf -partitions of G.
Therefore G is not just χf -excellent.

Proposition 3.16. If G is a just χf -excellent fuzzy graph and G 6= Kn,then any
χf -partition of G can contain exactly one singleton.

Proof. Let us assume that there exists a χf -partition Γf of G containing more than
one singleton. Let Γf

1 = {{u1}, {u2}, V3, . . . , Vχf} be a partition of G. Since G is
just χf -excellent and G 6= Kn, no vertex of V (G) is a full degree vertex. Therefore
there exists v1 ∈ V (G) such that u1 and v1 are not adjacent such that µ(u1v1) >
σ(u1)∧ σ(v1). Let v1 ∈ Vi, 3 ≤ i ≤ χf . Clearly, |Vi| ≥ 2, for if Vi = {v1},then u1 and
v1 are adjacent. Let Γf

2 = {{u1, v1}, {u2}, V3, . . . , Vi − {v1}, . . . , Vχf}. Then Γf
2 is a

χf -partition containing {u2},which is a contradiction to G is just χf -excellent.

Corollary 3.17. If G is just χf -excellent fuzzy graph and G 6= Kn, then χf ≤ ⌊
n+1

2

⌋
.
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Proof. Since G is just χf -excellent,then any χf -partition contains exactly one sin-
gleton. Therefore n ≥ 1 + 2(χf − 1). That is n ≥ 2(χf − 1). Hence χf ≤ ⌊

n+1
2

⌋
.

Remark 3.18. (1) W6 has chromatic number 4 >
⌊

n+1
2

⌋
and W6 is χf -excellent.

Clearly, W6 is not just χf -excellent.

(2) The bound is sharp as seen in C5 (χf (C5) = 3 = 5+1
2

) and C5 is just χf -
excellent.

Remark 3.19. The sum of two just χf -excellent graphs need not be just χf -
excellent.

For: C5 is just χf -excellent but C5 + C5 is not just χf -excellent.

Remark 3.20. If G + H is just χf -excellent fuzzy graph then G and H are just χf -
excellent graph. Proof: Any chromatic partition of G + H is a union of a chromatic
partition of G and H.Then G + H is just χf -excellent,then G and H are just χf -
excellent.

Proposition 3.21. If G and H are just χf -excellent fuzzy graph and one of them is
not complete if other is K1 then G + H is not just χf -excellent. Proof: Let G = K1.
Then H is not not complete fuzzy graph.Then G + H is not complete but it has a
full degree vertex. Therefore G + H is not just χf -excellent graph.

Let G 6= K1 and h 6= K1. Since G and H are just χf -excellent, G,H 6= K̄n for
n ≥ 2. Then any χf -partition of G and H contains atleast two elements. Then for
any χf -partition of G with a singleton element, we can associate several χf -partitions
of H, giving a χf -partition of G + H. Therefore G + H is not just χf -excellent.

Proposition 3.22. Let G and H be two fuzzy graphs. G + H is just χf -excellent
if and only if both of them are complete graphs. Proof: Let us assume that G and
H are complete fuzzy graph. Then G + H is complete fuzzy graph and hence just
χf -excellent.

Conversely, assume that G + H are just χf -excellent. Therefore both G and H
are just χf -excellent.If G or H is not complete, then using above remark, G + H
is not just χf -excellent, a contradiction. Therefore G and H are complete. Hence
G + H is complete fuzzy graph.

Proposition 3.23. Let G 6= Kn be just χf -excellent graph. Let u ∈ V (G). Let
Γf = {{u}, V2, . . . , Vχf be a χf -partition of G. Then for every vertex in Vi, 2 ≤ i ≤ χf

is adjacent with atleast one vertex in Vj, for all j,j 6= i, 2 ≤ j ≤ χf . Proof: Since G is
just χf -excellent, |Vi| ≥ 2 for all i, 2 ≤ i ≤ χf . Let v ∈ Vi. suppose v is not adjacent
to any vertex of some Vj such that µ(uv) > σ(u)∧ σ(v),for u ∈ Vj,j 6= i, 2 ≤ j ≤ χf .

Then Γf
1 = {{u}, V2, . . . , Vi − {v}, . . . , Vj ∪ {v}, . . . , Vχf} is a χf -partition of G(note

that Vi − {v} 6= ∅) different from Γf a contradiction.

Definition 3.24. A vertex of a fuzzy graph G with respect to a χf -partition Γf of
G is called a fuzzy colourful vertex if it is adjacent to every colour class other than
the one to which it belongs.
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Figure 2: For Exaple 3.25

Let Γf = {V1, V2, . . . , Vχf} be a χf -partition of G.Let u ∈ Vi is said to be fuzzy
colourful vertex if u is adjacent to every colour class in Γf -partition but not adjacent
to Vi such that µ(uvi) ≤ σ(u) ∧ σ(vi) for some vertex vi ∈ V1, . . . , Vi−1, Vi+1, . . . , Vχf

and µ(uvj) > σ(u) ∧ σ(vj) for every vj ∈ Vi

Example 3.25. See Figure 2. For the above figure χf (G) = 3. Let

Γf = {V1 = {v1}, V2 = {v2, v4}, V3 = {v3, v5}}
be a χf -partition. From this partition {v1} is adjacent to some vertex in V2 and V3,
{v2} is adjacent to V1 and V3, {v4} is adjacent to V3 but not {v1}, {v3} is adjacent to
V2 but not V1, {v5} is adjacent to V1 and V2. Hence {v1, v2, v5} are colourful vertices
with respect to the Γf -partition.

Corollary 3.26. (1) If G is just χf -excellent then every vertex in N f [u], u ∈ V (G)
is a fuzzy colourful vertex in the χf -partition in which {u} is an element. Then
the number of colourful vertices is degf (u) + 1.

(2) There exists a χf -partition in which the number of fuzzy colourful vertices is
equal to ∆f (G) + 1 which is greater than or equal to χf (G).

Theorem 3.27. Let G be a just χf -excellent fuzzy graph which is not complete.Let
u ∈ V (G) and let Γf = {{u}, V2, . . . , Vχf} be a χf -partition of G. If |Vi| ≥ 3| for
some 2 ≤ i ≤ χf then there exists a atleast some Vj with |Vj| ≥ 3 containing a
vertex not adjacent to u. Proof: Suppose let u is adjacent to every vertex in Vi with
|Vi| ≥ 3(2 ≤ i ≤ χf ).

Case(1): |Vi| ≥ 3 for all i, 2 ≤ i ≤ χf . Then u is a full degree vertex and it
appears singleton in every χf -partition of G, which is a contradiction to G is just
χf -excellent and G 6= Kn.

Case(2): Let |Vi| ≥ 3 for all i, 2 ≤ i ≤ t and |Vt+1| = 2. Let |Vt+1 = {v1, v2}|.
Suppose there exists Vt+1, Vt+2, . . . , Vχf such that |Vt+j| = 2, 2 ≤ j ≤ χf − t(Note
that no Vi,(2 ≤ i ≤ χf ) is a singleton since G is just χf -excellent). Since Γf is a
χf -partition, u is adjacent with atleast one vertex in each of Vt+1, . . . , Vχf . Suppose u
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is adjacent with v1 and not adjacent with v2 in Vt+1 such that µ(uv1) ≤ σ(u)∧σ(v1)
and µ(uv2) > σ(u) ∧ σ(v2)for v1, v2 ∈ Vt+1.Then u is adjacent with every vertex
Vt+j, 2 ≤ j ≤ χt−1 such that µ(uvi) ≤ σ(u)∧σ(vi) for every vi ∈ Vt+j, 2 ≤ j ≤ χf−1.
For: otherwise there exists some vertex w ∈ Vt+j not adjacent with u. Therefore

Γf
1 = {{u, v2, w}, V2, . . . , Vt, {v1}, . . . , Vt+j − {w}, . . . , Vχf} which is a contradiction

to G is just χf -excellent. Hence u is adjacent with every vertex in V − {v1}.(Note
that if Vt+1 = Vχf then also u is adjacent with every vertex in V − {v2}). Since G

is just χf -excellent there exists a χf -excellent Γf
2 = {{v2}, V ′

2 , . . . , V
′
χf}. Therefore

u ∈ V
′
i , a contradiction since u is adjacent with every vertex in V − {v2} such that

µ(uvi) ≤ σ(u) ∧ σ(vi) for every vertex vi ∈ V − {v2}. Hence the theorem.

Remark 3.28. Let G be a graph which is just χf -excellent. If there exists a χf -
partition in which one of the element is a singleton {u} and some other element
with cardinality greater than or equal to 3, then there exists a χf -partition in which
none of the elements is singleton. Proof: Let G be a just χf -excellent fuzzy graph
satisfying the hypothesis. Then there exists a χf -partition Γf = {{u}, V2, . . . , Vχf}
in which |Vi| ≥ 3 for some i,2 ≤ i ≤ χf and Vi contains a non-neighbour,say, v and
u. Then Γf

1 = {{u, v}, V2, . . . , Vi−{v}, . . . , Vχf} is a χf -partition of G in which each
class contains atleast 2 vertices of G.

Remark 3.29. If G is just χf -excellent and G 6= Kn and βf
0 (G) = 2, then the

number of χf -partitions of G is exactly ‘n‘. For:

Let V (G) = {u1, u2, . . . , uk, by the hypothesis there exists a χf -partitions
{{ui, V2, . . . , Vk} and |Vi| = 2 for all 2 ≤ i ≤ k. Therefore |V (G)| = 2k + 1. Hence
there can not exists a χf -partitions in which one of the element is a singleton.

Remark 3.30. If G is just χf -excellent and G 6= Kn, then G has exactly ‘n‘ χf -
partitions if and only if in those χf -partitions in which one element is a singleton,
the cardinality of any other element of the partition is 2.

Remark 3.31. If G is just χf -excellent fuzzy graph, then degf (u) ≤ n − 3 for any
vertex u ∈ V (G)

4 Application

Fuzzy graph coloring has extensive applications in the following fields and solving
different problems as follows: In Human Resource management such as assignment,
job allocation, scheduling,In telecommunication process,In Bioinformatics, In traffic
light problem.

5 Conclusion

In this paper we define new parameter called just chromatic excellence in fuzzy
graphs. We can extend this concept to new type of fuzzy chromatic excellence and
study the characteristics of this new parameter.
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Abstract – In this paper, the minimal ideal  of a semigroup  is characterized by the intuitionistic 
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1 Introduction 
 

Semigroups are important in many areas of mathematics, for example, coding and language 

theory, automata theory, combinatorics and mathematical analysis. Zadeh [16] introduced 

the concept of a fuzzy set for the first time and this concept was applied by Rosenfeld [14] 

to define fuzzy subgroups and fuzzy ideals. Based on this crucial work, Kuroki 

[9,10,11,12] defined a fuzzy semigroup and various kinds of fuzzy ideals in semigroups 

and characterized them.  In [13], Kim considered the semigroup  of the fuzzy points of a 

semigroup , and discussed the relation between the fuzzy interior ideals and the subsets of 

, also see [6, 7]. Atanassov [4, 5] introduced the notion of intuitionistic fuzzy sets as a 

generalization of fuzzy sets. Many concepts in fuzzy set theory were also extended to 

intuitionistic fuzzy set theory, such as intuitionistic fuzzy relations, intuitionistic L- fuzzy 

sets, intuitionistic fuzzy implications, intuitionistic fuzzy logics, intuitionistic fuzzy 

semigroups etc.  Jun and Song [8] introduced the notion of intuitionistic fuzzy points. In 

[15] Sardar et al., defined some relations between the intuitionistic fuzzy ideals of a 

semigroup S and the set of all intuitionistic fuzzy points of S. In [3] Akram characterized 

intuitionistic fuzzy ideals in ternary semigroups by intuitionistic fuzzy points. Also in [2] 

he analyzed some relations between the intuitionistic fuzzy Γ-ideals and the sets of 

intuitionistic fuzzy points of these Γ-ideals of a Γ-semigroup. In this paper, we consider the 
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semigroup  of the intuitionistic fuzzy points of a semigroup , and discuss some relations 

between some ideals  of  and the subset  of the semigroup . 

 

 

2 Basic Definitions and Results 
 

Let  be a semigroup. A nonempty subset  of  is called a left (resp., right) ideal of  

if , and a two-sided ideal (or simply ideal) of  if  is both a left and a 

right ideal of . A nonempty subset  of  is called an interior ideal of  if  . An ideal  

of  is called minimal ideal of  if  does not properly contains any other ideal of  If the 

intersection  of all the ideals of a semigroup  is nonempty then we shall call the kernel 

of  A sub-semigroup  of  is called a bi-ideal of  if . A function  from  to the 

closed interval [0, 1] is called a fuzzy set in . The semigroup  itself is a fuzzy set in  such 

that  for all , denoted also by . Let  and  be two fuzzy sets in . Then the 

inclusion relation  is defined  for all .  and  are fuzzy sets in 

 defined by 

 

 
 

 
 

for all .  

 

For any  and a fuzzy set  in   is called a fuzzy point in  if 

 

 
 

for all . The fuzzy point  is said to be contained in a fuzzy set , denoted by   

iff .  

 

Definition 1. [4, 5] The intuitionistic fuzzy sets (IFS, for short) defined on a non-empty set 

X as objects having the form 

 

, 

 

where the functions   and  denote the degree of membership and the 

degree of non-membership of each element  to the set A respectively, and 

 for all .  

 

For the sake of simplicity, we shall use for intuitionistic fuzzy set 

.  

 

Definition 2. [15] Let  with . An intuitionistic fuzzy point, written 

as  is defined to be an intuitionistic fuzzy subset of S, given by  
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Definition 3. [15] A non-empty IFS  of a semigroup S is called an intuitionistic 

fuzzy subsemigroup of S if 

 

(i) ,  

(ii) . 

 

Definition 4. [15] An intuitionistic fuzzy subsemigroup  of a semigroup S is 

called an intuitionistic fuzzy interior ideal of S if 

 

(i) ,  

(ii) . 

 

Definition 5. [15] An intuitionistic fuzzy subsemigroup  of a semigroup S is 

called an intuitionistic fuzzy bi-ideal of S if 

 

(i) ,  

(ii) . 

 

Definition 6. [15] A non-empty IFS  of a semigroup S is called an intuitionistic 

fuzzy left (right) ideal of S if 

 

(i)  (resp. ,   

(ii)  (resp. . 

 

Definition 7. [15] A non-empty IFS  of a semigroup S is called an intuitionistic 

fuzzy two-sided ideal or an intuitionistic fuzzy ideal of S if it is both an intuitionistic fuzzy 

left and an intuitionistic fuzzy right ideal of S. 

 

Let  be a subset of a semigroup  and  be the complement of .  is defined as:  

 

 
 

for all .   

 

Let  be the set of all intuitionistic fuzzy sets in a semigroup . For 

each , the product of  and  is an intuitionistic fuzzy set 

 defined as follows: 

 

, 

 

where 
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Lemma 1. [1] For any nonempty subsets  and  of a semigroup , we have   if and 

only if   

 

Lemma 2. [1] Let  be a nonempty subset of a semigroup , then  is an ideal of   if and 

only if   is an intuitionistic fuzzy ideal of  . 

 

Theorem 1. A nonempty subset  of a semigroup  is a minimal ideal if and only if  is a 

minimal intuitionistic fuzzy ideal of  . 

 

Proof .Let  be a minimal ideal of  , then by lemma 2.,  is an intuitionistic fuzzy ideal 

of . Suppose that  is not minimalintuitionistic fuzzy ideal of , then there exists some 

intuitionistic fuzzy ideal  of  such that . Hence, lemma 1 implies that , 

where  is an ideal of . This is a contradiction to the fact that  is minimal ideal of  . 

Thus  is minimalintuitionistic fuzzy ideal of . Conversely, let  be a 

minimalintuitionistic fuzzy ideal of  , then  is an ideal of  . Suppose that   is not 

minimal ideal of  , then there exists some  ideal  of  such that . Now by lemma 1, 

 where  is an intuitionistic fuzzy ideal of  . This contradicts that  is a 

minimalintuitionistic fuzzy ideal of  . Thus  is minimal ideal of  .  

 

Lemma 3. If  is a minimal intuitionistic fuzzy ideal of a semigroup  , then  is 

the intuitionistic fuzzy kernel of  . 

 

Proof. Let  be any intuitionistic fuzzy ideal of , then . Since  

is an intuitionistic fuzzy ideal of  and , it follows that . But 

then , so  is contained in every intuitionistic fuzzy ideal of  and hence is an 

intuitionistic fuzzy kernel of  .  

 

Lemma 4. If  is an intuitionistic fuzzy kernel of a semigroup  , then  is a 

simple intuitionistic fuzzy subsemigroup of  . 

 

Proof. Since  is an intuitionistic fuzzy ideal of , so  is an intuitionistic fuzzy 

subsemigroup of . To show that  is simple, let  be any intuitionistic fuzzy ideal of , 

then  is an intuitionistic fuzzy ideal of , since 

 

 
and 

 

 
 

Also, , but by lemma 3,  is minimal intuitionistic fuzzy ideal of . 

Hence . Also, , which implies that . Thus , that is 

 is simple subsemigroup of .  

 

Lemma 5. Let  be an intuitionistic fuzzy left ideal of a semigroup  and  be 

any intuitionistic fuzzy point of  , then  is a minimal intuitionistic fuzzy left ideal of  

. 
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Proof.  is an intuitionistic fuzzy left ideal of , since 

. Suppose  is an intuitionistic fuzzy left ideal of 

 and let . Let  be in  and  be in , then 

 and so . Hence  , which implies that 

. Thus  is an intuitionistic fuzzy left ideal of   contained in  and besause of 

minimality of , we get . Thus for all ,  which implies that 

. Hence   and therefore, is a minimal intuitionistic fuzzy 

left ideal of .  

 

 

3 Main Results 

 

If  is a semigroup, then  is a semigroup with the product  [15]. Let   be the set of 

all intuitionistic fuzzy points in a semigroup . Then  , for 

,   and . Thus  is a subsemigroup of 

[15]. For any  denotes the set of all intuitionistic fuzzy points contained in 

, that is,  For any  we define the product of  

and  as . 

 

Lemma 6. [15] Let    and  be two intuitionistic fuzzy subsets of a 

semigroup  then 

 

1)  

2)  

3)  

Lemma 7. Let  be nonempty subset of a semigroup , we have   if and only if  

 

 

Proof. Suppose that   for any  then  Hence    for any  

which implies that Conversely, Let  then  and  for 

any  This means that .  

 

Lemma 8. For any nonempty subsets  and  of a semigroup , we have  

 

1)   if and only if   

2)   if and only if  

 

Proof. (1)Assume that and let  By lemma 7,   and , this 

implies that  Conversely, suppose that  Let  then by lemma 7, for any 

and  which implies that  (2) it is obvious that if  then 

. Now assume that  and let  then and consequently, we 

have . This completes the proof.  

 

Lemma 9. Let   be a nonempty subset of a semigroup . Then  is an ideal of   if and 

only if   is an ideal of   
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Proof. By lemma 2,  is an ideal of  if and only if  is a fuzzy ideal of  . And from 

theorem 3.5[13],  is a fuzzy ideal of   if and only if   is an ideal of   

 

Theorem 2. A nonempty subset  of a semigroup  is minimal ideal if and only if  is a 

minimal intuitionistic fuzzy ideal of  . 

 

Proof. Let  be a minimal ideal of  , then by lemma 2,  is an intuitionistic fuzzy ideal of 

. Suppose that  is not minimalintuitionistic fuzzy ideal of , then there exists some 

intuitionistic fuzzy ideal  of  such that . Hence, lemma 1 implies that , 

where  is an ideal of . This is a contradiction to the fact that  is minimal ideal of  . 

Thus  is minimalintuitionistic fuzzy ideal of . Conversely, let  be a 

minimalintuitionistic fuzzy ideal of  , then by lemma,   is an ideal of  . Suppose that   

is not minimal ideal of , then there exists some  ideal  of  such that . Now by 

lemma,  where  is an intuitionistic fuzzy ideal of . This contradicts that  is a 

minimal intuitionistic fuzzy ideal of . Thus  is minimal ideal of  .  

 

Theorem 3. Let   be a nonempty subset of a semigroup . Then  is a minimal ideal of   if 

and only if   is a minimal ideal of   

 

Proof. By theorem 1,  is a minimal ideal of   if and only if  is an intuitionistic fuzzy 

minimal ideal of  We only need to prove that,  is a minimal intuitionistic fuzzy ideal of  

 if and only if   is a minimal ideal of  Let  be a minimal intuitionistic fuzzy ideal of  

, then  is an ideal of   Suppose that  is not minimal, then there exists some ideals  

of     such that   which implies that  where   is an intuitionistic fuzzy 

ideal of  This is a contradiction to  is a minimal intuitionistic fuzzy ideal of   Thus  

is a minimal ideal of   Conversely, assume that  is a minimal ideal of   and that  is 

not  a minimal intuitionistic fuzzy ideal of  . Then there exists an intuitionistic fuzzy ideal 

 of such that  . Hence  where   is an ideal of . This contradicts that  

is a minimal ideal of  . This completes the proof of the theorem.    

 

Theorem 4. Let be a nonempty subset of a semigroup . Then  is the kernel of  if and 

only if  is the kernel of   

 

Proof. Suppose that  is the kernel of , then  where Ii is an ideal of  Let  be an 

ideal of , then  is an ideal of . Now we need to show that,  Let , by 

lemma 7,   and also , since is the kernel of  This implies that  and 

hence,  is the kernel of    Conversely, Let  be the kernel of  , then  for every 

ideal  of   Thus  and therefore,  is the kernel of  

 

The following lemma weakens the condition of theorem 4.   

 

Lemma 10. Let   be a minimal ideal of a semigroup , then   is the kernel of   

 

Proof. Since  is a minimal ideal of , then  is a minimal intuitionistic fuzzy ideal of . 

Also lemma 3 implies that  is the fuzzy kernel of  Now, let be an intuitionistic fuzzy 
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ideal of , then we have  and hence . So  is a minimal ideal contained in 

every ideal of  Thus  is the kernel of   

 

Theorem 5. Let   be a nonempty subset of a semigroup  . Then  is an interior ideal of   

if and only if   is an interior ideal of   

 

Proof. Let   be an  interior  ideal of  and let  and  Since  then  

 This implies that  thus  is an 

interior ideal of  Conversely, suppose that  is an interior ideal of  Let  and  

then  Assume that,   then 

This implies that  and hence  is an  interior  ideal of  

 

Theorem 6. Let   be a nonempty subset of a semigroup  . Then  is a bi- ideal of   if and 

only if   is a bi- ideal of   

 

Proof. Let   be a bi- ideal of  and let  and  Since  and  

 then  

 

 
 

This implies that  thus  is a bi-ideal of  Conversely, suppose that  is a 

bi-ideal of  Let  and , then   by lemma 7. Assume that,  

 then This implies 

that  and hence  is a bi- ideal of  
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Abstaract − In this paper, we introduce new separation axioms on soft double topological spaces
and study some of their properties. Also, we define the soft double subspaces and study some related
properties. Finally, we study the behaviour of the separation axioms under open (homeomorphism)
mappings.

Keywords − Soft double T ∗i −spaces (T ∗∗i −spaces), (i = 0, 1, 2, 3), SDT0−spaces, SDT 1
2
−spaces,

SDT1−spaces, soft double Hausdorff spaces, soft double regular spaces, soft double R2−spaces
(SDR2−spaces, for short), soft double subspaces, soft double open mappings, soft double closed
mappings, soft double homeomorphism mappings, soft double continuous functions and separation
axioms.

1 Introduction

Atanassov [1, 2, 3, 4] introduced the concept of intuitionistic fuzzy sets as a gener-
alization of fuzzy sets. Coker [5] generalized topological structures in intuitionistic
fuzzy case. The concept of intuitionistic sets and the topology on intuitionistic sets
was first given by Coker [7, 6].

In 2005, the suggestion of J. G. Garcia et al. [8] that double set is a more
appropriate name than flou (intuitionistic) set, and double topology for the flou
(intuitionistic) topology. Kandil et al. [11, 12] introduced the concept of double sets,
double topological spaces, continuous functions between these spaces and separation
axioms on double topological spaces.

After presentation of the operations of soft sets [16], the properties and applica-
tions of soft set theory have been studied increasingly [1, 14, 16, 18].

*Corresponding Author.
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Recently, in 2011, Shabir and Naz [19] initiated the study of soft topological
spaces. They defined soft topology on the collection τ of soft sets over X. Conse-
quently, they defined basic notions of soft topological spaces such as open(closed)
soft sets, soft subspace, soft separation axioms and established their several proper-
ties. Hussain and Ahmad [9] investigated the properties of soft nbds and soft closure
operator.

In [21] Tantawy, et al. introduced the concept of soft double sets (SD-sets, for
short), soft double points (SD-points, for short), soft double topological space (SDTS,
for short) and continuous functions between these spaces.

The purpose of this paper is to introduce some separation axioms on SDTS (SD-
separation axioms, for short) and some of its basic properties, soft double subspace
(SD-subspace, for short) and some properties related to it, continuous function and
separation axioms on SDTS. Moreover, some basic properties of these notions have
obtained.

2 Preliminary

In this section, we collect some definitions and theorems which will be needed in the
sequel. For more details see [9, 11, 12, 13, 15, 16, 17, 19, 20, 21, 22].

Definition 2.1. [12] Let X be a nonempty set.

1. A double set A is an ordered pair (A1, A2) ∈ P (X)×P (X) such that A1 ⊆ A2.

2. D(X) = {(A1, A2) ∈ P (X) × P (X), A1 ⊆ A2} is the family of all double sets
on X.

3. Let η1, η2 ⊆ P (X). The product of η1 and η2, denoted by η1×̂η2, and defined
by: η1×̂η2 = {(A1, A2) ∈ η1×̂η2 : A1 ⊆ A2}.

4. The double set X = (X,X) is called the universal double set.

5. The double set ∅ = (∅, ∅) is called the empty double set.

6. Let x ∈ X. Then, the double sets x1 = ({x}, {x}) and x 1
2

= (∅, {x}) are said
to be double points in X. The family of all double points in X, denoted by
DP (X) i.e, DP (X) = {xt : x ∈ X, t ∈ {1

2
, 1}}.

7. x1∈ A ⇔ x ∈ A1 and x 1
2
∈ A ⇔ x ∈ A2.

Definition 2.2. [12] Let A = (A1, A2) ∈ D(X). A is called a finite double set if A2

is a finite subset of X.

Definition 2.3. [12] Let A = (A1, A2), B = (B1, B2) ∈ D(X).

1. A ∪ B = (A1 ∪B1, A2 ∪B2).

2. A ∩ B = (A1 ∩B1, A2 ∩B2).
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Definition 2.4. [11] Two double sets A and B are said to be a quasi-coincident,
denoted by AqB, if A1 ∩ B2 6= ∅ or A2 ∩ B1 6= ∅. A is called a not quasi-coincident
with B, denoted by A 6qB, if A1 ∩B2 = ∅ and A2 ∩B1 = ∅.
Definition 2.5. [12] Let X be a non-empty set. The family η of double sets in X
is called a double topology on X if it satisfies the following axioms:

1. ∅, X ∈ η,

2. If A,B ∈ η, then A ∩ B ∈ η,

3. If {As : s ∈ S} ⊆ η, then
⋃

s∈S
As ∈ η.

The pair (X, η) is called a double topological space. Each element of η is called an
open double set in X. The complement of an open double set is called a closed double
set.

Definition 2.6. [17] Let X be an initial universe and E be a set of parameters. Let
P (X) denotes the power set of X and A be a non-empty subset of E. A soft set FA

over the universal X is a mapping from the parameter set E to P (X) with support
A i.e., FA : E −→ P (X). In other words a soft set over X is a parameterized family
of subsets of X, where FA(e) 6= ∅ if e ∈ A ⊆ E and FA(e) = ∅ if e 6∈ A.
Note that, a soft set can be written in the following form, FA = {(e, FA(e)) : e ∈
A ⊆ E, FA : E −→ P (X)}.

The family of all soft sets over X denoted by S(X,E).

Definition 2.7. Let FE, GE ∈ S(X,E).

1. FE is said to be a null soft set, denoted by Φ, if FE(e) = ∅, ∀e ∈ E. [16]

2. FE is called absolute soft set, denoted by XE, if FE(e) = X, ∀e ∈ E. [16]

Definition 2.8. [19] Let τ be a collection of soft sets over a universal X with a
fixed set of parameters E. τ is called a soft topology on X if it satisfies the following
conditions:

1. Φ, XE ∈ τ,

2. The union of any number of soft sets in τ belongs to τ,

3. The intersection of any two soft sets in τ belongs to τ.

The triple (X, τ, E) is called a soft topological space over X. Every element of τ is
called an open soft set in X and its complement is called a closed soft set in X.

Definition 2.9. [21] Let X be an initial universe and E be a set of parameters. Let

D(X) denotes the family of all double sets over the universal X. A SD-set F̃A over
the universal X is a mapping from the parameter set E to D(X) with support A i.e.,

F̃A : E −→ D(X). In other words a SD-set over the universal X is a parameterized

family of double subsets of X, where F̃A(e) 6= ∅ if e ∈ A ⊆ E and F̃A(e) = ∅ if e 6∈ A.

Note that, a SD-set can be written in the following form, F̃A = {(e, F̃A(e)) : e ∈ A ⊆
E, F̃A : E −→ D(X)}.
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The family of all SD-sets over X denoted by SD(X)E.

In this paper we use the notation F̃E for any SD-subset where, F̃E(e) 6= ∅, ∀e ∈
A and F̃E(e) = ∅, ∀e 6∈ A.

Definition 2.10. Let F̃E, G̃E ∈ SD(X)E. Then,

1. F̃E is called a null SD-set, denoted by Φ̃, where F̃E(e) = ∅, ∀e ∈ E. [21]

2. F̃E is called an absolute SD-set, denoted by X̃, where F̃E(e) = X, ∀e ∈ E. [21]

3. F̃E is a SD-subset of G̃E, denoted by F̃E⊆̃G̃E, if F̃E(e) ⊆ G̃E(e), ∀e ∈ E. [21]

4. F̃E is equal to G̃E, denoted by F̃E = G̃E, if F̃E(e) = G̃E(e), ∀e ∈ E. [21]

5. The union of F̃E and G̃E is a SD-set H̃E defined by: H̃E(e) = (F̃E

⋃̃
G̃E)(e) =

F̃E(e)
⋃

G̃E(e), ∀e ∈ E. We write F̃E

⋃̃
G̃E = H̃E. [21]

6. The intersection of F̃E and G̃E is a SD-set H̃E defined by: H̃E(e) = (F̃E

⋂̃
G̃E)(e) =

F̃E(e)
⋂

G̃E(e), ∀e ∈ E. We write F̃E

⋂̃
G̃E = H̃E. [21]

7. The difference of F̃E and G̃E is a SD-set H̃E defined by: H̃E(e) = F̃E(e) \
G̃E(e), ∀e ∈ E. We write H̃E = F̃E \ G̃E. [21]

8. The complement of F̃E, denoted by F̃ c
E, defined by: F̃ c

E(e) = X\F̃E(e), ∀e ∈ E.

and (F̃ c
E)c = F̃E. [21]

Definition 2.11. [21] Let F̃E ∈ SD(X)E. F̃E is called a SD-point for short over X
if there exist e ∈ E, x ∈ X and t ∈ {1

2
, 1} such that

F̃E(α) =

{
xt, if α = e;
∅, if α ∈ E − {e}.

and we will denote F̃E by x̃e
t .

The family of all SD-points over X will be denoted by SDP (X)E.

Definition 2.12. [21] Two SD-sets F̃E and G̃E are said to be quasi- coincident,

denoted by F̃E q G̃E if F̃E(e) q G̃E(e), for some e ∈ E. If F̃E is not quasi- coincident

with G̃E, we write F̃E 6q G̃E or F̃E(e) 6q G̃E(e), ∀e ∈ E.

Proposition 2.13. [21] Let F̃E, G̃E, H̃E ∈ SD(X)E and x̃e
t ∈ SDP (X)E. Then,

1. F̃E 6q G̃E ⇔ F̃E⊆̃G̃c
E.

2. F̃E 6q G̃E, H̃E⊆̃G̃E ⇒ F̃E 6q H̃E.

3. x̃e
t 6q (F̃E

⋂̃
G̃E) ⇔ x̃e

t 6q F̃E or x̃e
t 6q G̃E.

Definition 2.14. [21] Let SD(X)E and SD(Y )K be the families of all SD-sets over
X and Y , respectively.
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1. The mapping fβψ : SD(X)E → SD(Y )K is called a soft double mapping, where
β : X → Y and ψ : E → K are two mappings.

2. Let F̃E∈̃SD(X)E. Then, the image of F̃E under the soft double mapping fβψis

the SD-set over Y , denoted by fβψ(F̃E) and defined by:

fβψ(F̃E)(k) =

{
β(

⋃
e∈ψ−1(k)

F̃E(e)), if ψ−1(k) 6= ∅;
∅, otherwise.

3. Let G̃K ∈ SD(Y )K . The pre-image of G̃K under the soft double mapping fβψ

is the SD-set over X, denoted by f−1
βψ (G̃K) and defined by:

f−1
βψ (G̃K)(e) = β−1(G̃K(ψ(e))).

Proposition 2.15. [21] Let fβψ : SD(X)E → SD(Y )K , F̃E, G̃E ∈ SD(X)E and

H̃K , L̃K ∈ SD(Y )K . Then,

1. If F̃E⊆̃G̃E, then fβψ(F̃E)⊆̃fβψ(G̃E).

2. If H̃K⊆̃L̃K , then f−1
βψ (H̃K)⊆̃f−1

βψ (L̃K).

3. F̃E⊆̃f−1
βψ (fβψ(F̃E)), the equality holds if fβψ is an injective.

4. fβψ(f−1
βψ (H̃K))⊆̃H̃K , the equality holds if fβψ is a surjective.

5. f−1
βψ (H̃c

K) = (f−1
βψ (H̃K))c.

Definition 2.16. [21] Let τ̃ be a collection of SD-sets over X, i. e, τ̃ ⊆ SD(X)E. τ̃
is said to be a SD-topology over X if it satisfies the following conditions:

1. Φ̃, X̃ ∈ τ̃ ,

2. The union of any number of SD-sets in τ̃ belongs to τ̃ ,

3. The intersection of any two SD-sets in τ̃ belongs to τ̃ .

The triple (X, τ̃ , E) is called a SDTS. Every member of τ̃ is called an open SD-set
and its complement is called a closed SD-set.

The family of all closed SD-sets we denoted by τ̃ c.

Definition 2.17. [21] Let (X, τ̃ , E) be a SDTS and let F̃E ∈ SD(X)E. F̃E is called

a quasi-neighborhood of a SD-point x̃e
t , if there exists G̃E ∈ τ̃ such that x̃e

tqG̃E⊆̃F̃E.
The family of all quasi-neighborhoods of x̃e

t denoted by N q
(exe

t )E
.

Definition 2.18. [21] Let (X, τ̃ , E) be a SDTS and let F̃E ∈ SD(X)E. The soft

double closure of F̃E, denoted by cleτ (F̃E), and defined by:

cleτ (F̃E) =
⋂̃{G̃E ∈ τ̃ c : F̃E⊆̃G̃E}.
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Proposition 2.19. [21] Let (X, τ̃ , E) be a SDTS and let F̃E ∈ SD(X)E. Then,

cleτ (F̃E) is the smallest closed SD-set containing F̃E.

Proposition 2.20. [21] Let F̃E ∈ SD(X)E and x̃e
t ∈ SDP (X)E. Then,

x̃e
t q cleτ (F̃E) ⇔ ∀G̃E ∈ τ̃ , x̃e

t ∈̃G̃E, G̃E q F̃E.

Definition 2.21. [21] Let fβψ : SD(X)E → SD(Y )K , where β : X → Y and
ψ : E → K. Let (X, τ̃ , E) and (Y, σ̃, K) be two SDT-spaces. fβψ is called a soft

double continuous mapping, denoted by SD-continuous, if f−1
βψ (H̃K) ∈ τ̃ , whenever

H̃K ∈ σ̃.

Proposition 2.22. [21] Let (X, τ̃ , E) and (Y, σ̃, K) be two SDT-spaces and let fβψ :

SD(X)E → SD(Y )K be a mapping, F̃E ∈ SD(X)E and H̃K ∈ SD(Y )K . Then, the
following conditions are equivalent:

1. fβψ is an SD-continuous,

2. f−1
βψ (H̃K) ∈ τ̃ c, ∀H̃K ∈ σ̃c,

3. fβψ(cleτ (F̃E))⊆̃cleσ(fβψ(F̃E)), ∀F̃E ∈ SD(X)E,

4. cleτ (f−1
βψ (H̃K))⊆̃f−1

βψ (cleσ(H̃K)), ∀H̃K ∈ SD(Y )K ,

Definition 2.23. [10] A double topological space (X, η) is called DT 1
2
−space iff for

each xt ∈ DP (X), either xt is an open double set or xt is a closed double set.

3 SD-separation axioms

Theorem 3.1. Let F̃E, G̃E, H̃E ∈ SD(X)E. Then,

1. F̃E \ G̃E = F̃E

⋂̃
G̃c

E.

2. F̃E \ (G̃E

⋃̃
H̃E) = (F̃E \ G̃E)

⋂̃
(F̃E \ H̃E).

3. F̃E \ (G̃E

⋂̃
H̃E) = (F̃E \ G̃E)

⋃̃
(F̃E \ H̃E).

4. (F̃E

⋂̃
G̃E) \ H̃E = (F̃E \ H̃E)

⋂̃
(G̃E \ H̃E).

Proof. 1. (F̃E \ G̃E)(e) = F̃E(e) \ G̃E(e) = F̃E(e)
⋂

G̃c
E(e) = (F̃E

⋂̃
G̃c

E)(e) ∀e ∈ E.

Hence F̃E \ G̃E = F̃E

⋂̃
G̃c

E.

2. F̃E\(G̃E

⋃̃
H̃E) = F̃E

⋂̃
(G̃E

⋃̃
H̃E)c = F̃E

⋂̃
(G̃c

E

⋂̃
H̃c

E) = (F̃E

⋂̃
G̃c

E)
⋂̃

(F̃E

⋂̃
H̃c

E) =

(F̃E \ G̃E)
⋂̃

(F̃E \ H̃E).

3. It is similar to (2).

4. (F̃E

⋂̃
G̃E)\H̃E = (F̃E

⋂̃
G̃E)

⋂̃
H̃c

E = (F̃E

⋂̃
H̃c

E)
⋂̃

(G̃E

⋂̃
H̃c

E) = (F̃E \H̃E)
⋂̃

(G̃E \
H̃E).
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Proposition 3.2. Let x̃e
t , ỹ

e′
r ∈ SDP (X)E. Then,

1. x 6= y ⇒ x̃e
t 6q ỹe′

r for every r, t ∈ {1
2
, 1}, e, e′ ∈ E.

2. x̃e
t 6q ỹe

r ⇔ x 6= y or x = y, t = r = 1
2

and

x̃e
tq ỹe′

r ⇔ x = y and t + r > 1.

Proof. It is obvious.

Proposition 3.3. Let (X, τ̃ , E) be a SDTS and let F̃E ∈ τ, G̃E ∈ SD(X)E. Then,

F̃E q G̃E ⇔ F̃E q cleτ (G̃E).

Proof. F̃E 6q G̃E ⇔ G̃E⊆̃F̃ c
E ⇔ cleτ (G̃E)⊆̃F̃ c

E[ by Proposition 2.19] ⇔ F̃E 6q cleτ (G̃E).

Definition 3.4. Let η̃ be a collection of SD-sets over X, i. e, η̃ ⊆ SD(X)E. Then,
η̃ is said to be a stratified soft double topology over X if it satisfies the following
conditions:

1. Φ̃, X̃ and X̃∅ ∈ η̃, X̃∅(e) = (∅, X), ∀ e ∈ E,

2. The union of any number of SD-sets in η̃ belongs to η̃,

3. The intersection of any two SD-sets in η̃ belongs to η̃.

The triple (X, η̃, E) is called a stratified soft double topological space (SSDTS). Each
element of η̃ is called an open SD-set in X. The complement of the open SD-set is
called a closed SD-set.

Proposition 3.5. Let fβψ : SD(X)E → SD(Y )K , F̃E ∈ SD(X)E. Then, if fβψ is

one-one, onto, then fβψ(F̃ c
E) = (fβψ(F̃E))c.

Proof. Suppose that fβψ is one-one, then F̃E = f−1
βψ (fβψ(F̃E)). Implies,

F̃ c
E = (f−1

βψ (fβψ(F̃E)))c = f−1
βψ (fβψ(F̃E))c.

Since fβψ is onto, then

fβψ(F̃ c
E) = fβψ(f−1

βψ (fβψ(F̃E))c) = (fβψ(F̃E))c.

Hence, fβψ(F̃ c
E) = (fβψ(F̃E))c.

Definition 3.6. Let (X, τ̃1, E) and (X, τ̃2, E) be two SDTS over X.

1. If τ̃1 ⊆ τ̃2, then τ̃2 is soft double finer than τ̃1.

2. If τ̃1 ⊂ τ̃2, then τ̃2 is soft double strictly finer than τ̃1.

3. If τ̃1 ⊆ τ̃2 or τ̃2 ⊆ τ̃1, then τ̃1 is comparable with τ̃2.

Example 3.7. Let X be the universal set, E be the set of parameters.

1. If τ̃ is the collection of all SD-sets which can be defined over X. Then, τ̃ is
called the discrete SD-topology on X and (X, τ̃ , E) is said to be a discrete
SDTS over X.
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2. τ̃ = {Φ̃, X̃} is called the indiscrete SD-topology on X and (X, τ̃ , E) is said to
be a indiscrete SDTS over X.

Definition 3.8. Let F̃E ∈ SD(X)E. F̃E is a finite SD-set if F̃E(e) is a finite double
set, ∀e ∈ E.

Example 3.9. Let X be an infinite set. The family

τ̃∞ = {Φ̃}
⋃̃
{F̃E⊆̃X̃ : F̃ c

E is finite }

is called a co-finite SD-topology on X.

Definition 3.10. Let (X, τ̃ , E) be a SDTS and let Y be a non-empty subset of X. Ỹ

denotes the SD-set over X, such that Ỹ (e) = Y , ∀ e ∈ E.

Definition 3.11. Let (X, τ̃ , E) be a SDTS and let Y be a non-empty subset of

X, F̃E ∈ SD(X)E. The SD-subset over Y , will denote by F̃ Y
E , and defined by:

F̃ Y
E (e) = Y

⋂
F̃E(e), ∀e ∈ E.

We write F̃ Y
E = Ỹ

⋂̃
F̃E.

Definition 3.12. Let (X, τ̃ , E) be a SDTS and Y be a non-empty subset of X. The
soft double topology over Y, will denoted by τ̃Y , and defined by:

τ̃Y = {F̃ Y
E : F̃E ∈ τ̃}.

(Y, τ̃Y , E) is called a SD-subspace of a SDTS (X, τ̃ , E).

Example 3.13. Any SD-subspace of a SD-discrete topological space is a SD-discrete.
Also, any SD-subspace of a SD-indiscrete topological space is a SD-indiscrete.

Definition 3.14. A SDTS (X, τ̃ , E) is said to be:

1. SDT0−space if x̃e
t 6q ỹe′

r ⇒ cleτ (x̃e
t) 6q ỹe′

r or cleτ (ỹe′
r ) 6q x̃e

t , ∀x̃e
t , ỹ

e′
r ∈ SDP (X)E.

2. SDT 1
2
−space if each x̃e

t ∈ SDP (X)E is either open SD-set or closed SD-set.

3. SDT ∗
0−space if x̃e

t 6q ỹe′
r ⇒ cleτ (x̃e

t ) 6q ỹe′
r or cleτ (ỹe′

r ) 6q x̃e
t , ∀x̃e

t , ỹ
e′
r ∈

SDP (X)E, x 6= y, ∀x, y ∈ X.

4. SDT ∗∗
0 −space if x̃e

t 6q ỹe′
r ⇒ cleτ (x̃e

t) 6q ỹe′
r or cleτ (ỹe′

r ) 6q x̃e
t , ∀x̃e

t , ỹ
e′
r ∈

SDP (X)E, x = y, ∀x, y ∈ X.

5. SDT1−space if x̃e
t 6q ỹe′

r ⇒ cleτ (x̃e
t) 6q ỹe′

r and cleτ (ỹe′
r ) 6q x̃e

t , ∀x̃e
t , ỹ

e′
r ∈ SDP (X)E.

6. SDT ∗
1−space if x̃e

t 6q ỹe′
r ⇒ cleτ (x̃e

t ) 6q ỹe′
r and cleτ (ỹe′

r ) 6q x̃e
t , ∀x̃e

t , ỹ
e′
r ∈

SDP (X)E, x 6= y, ∀x, y ∈ X.

7. SDT ∗∗
1 −space if x̃e

t 6q ỹe′
r ⇒ cleτ (x̃e

t) 6q ỹe′
r and cleτ (ỹe′

r ) 6q x̃e
t , ∀x̃e

t , ỹ
e′
r ∈

SDP (X)E, x = y, ∀x, y ∈ X.
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8. SDT2−space or soft double Hausdorff space if x̃e
t 6q ỹe′

r ⇒ ∃ Õexe
t
, Õeye′

r
such that

Õexe
t
6q Õeye′

r
, ∀x̃e

t , ỹ
e′
r ∈ SDP (X)E.

9. SDT ∗
2−space if x̃e

t 6q ỹe′
r ⇒ ∃Õexe

t
, Õeye′

r
such that Õexe

t
6q Õeye′

r
, ∀x̃e

t , ỹ
e′
r ∈

SDP (X)E, x 6= y, ∀x, y ∈ X.

10. SDT ∗∗
2 −space if x̃e

t 6q ỹe′
r ⇒ ∃Õexe

t
, Õeye′

r
such that Õexe

t
6q Õeye′

r
, ∀x̃e

t , ỹ
e′
r ∈

SDP (X)E, x = y, ∀x, y ∈ X.

11. SDR2−space if x̃e
t 6q F̃ ⇒ ∃ Õexe

t
, Õ eF ∈ τ̃ such that Õexe

t
6q Õ eF , ∀x̃e

t ∈
SDP (X)E, ∀F̃ ∈ τ̃ c.

12. SDT3−space or soft double regular space if it is SDR2 and SDT1−spaces.

13. SDT ∗
3−space if it is SDR2 and SDT ∗

1−spaces.

14. SDT ∗∗
3 −space if it is SDR2 and SDT ∗∗

1 −spaces.

Theorem 3.15. Let (X, τ̃ , E) be a SDTS. Then,

(X, τ̃ , E) is SDT1−space (SDT ∗
1−space) iff ∀x̃e

t 6 q ∃ Õexe
t

such that ỹe′
r 6 q Õexe

t
and

∃ Õeye′
r

such that x̃e
t 6q Õeye′

r
.

Proof. It follows from Proposition 2.20.

Theorem 3.16. Let (X, τ̃ , E) be a SDTS. Then,

(X, τ̃ , E) is SDT ∗
1−space iff x̃e

t 6q ỹe′
r , ỹe′

r , x 6= y, ∀x, y ∈ X∃ Õexe
t

such that ỹe′
r 6q Õexe

t

and ∃ Õeye′
r

such that x̃e
t 6q Õeye′

r
.

Proof. It is obvious.

Theorem 3.17. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is SDT1−space iff x̃e

t = cleτ (x̃e
t ), ∀x̃e

t ∈ SDP (X)E.

Proof. Suppose (X, τ̃ , E) is a SDT1−space and let x̃e
t 6 q ỹe′

r . Then, cleτ (x̃e
t ) 6 q ỹe′

r . By

Theorem 3.15, there exists Õye′
r

such that x̃e
t 6 q Õye′

r
. This implies that Õye′

r
⊆̃(x̃e

t )
c,

thus (x̃e
t )

c is open SD-set, ∀x̃e
t ∈ SDP (X)E, i.e, x̃e

t is closed SD-set, ∀x̃e
t ∈ SDP (X)E.

Conversely, Suppose that x̃e
t = cleτ (x̃e

t ), ∀x̃e
t ∈ SDP (X)E and let x̃e

t 6 q ỹe′
r . Then, x̃e

t

and ỹe′
r are closed SD-sets. So that, cleτ (x̃e

t ) 6 q ỹe′
r and cleτ (ỹe′

r ) 6 q x̃e
t , ∀x̃e

t , ỹ
e′
r ∈

SDP (X)E. Hence, (X, τ̃ , E) is a SDT1.

Theorem 3.18. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is SDT ∗

1−space iff x̃e
t = cleτ (x̃e

t), ∀x̃e
t ∈ SDP (X)E.

Proof. It is obvious.

Theorem 3.19. Let (X, τ̃ , E) be a SDTS. Then,

(X, τ̃ , E) is SDT2−space iff x̃e
t =

⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
), ∀x̃e

t ∈ SDP (X)E.
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Proof. Suppose (X, τ̃ , E) is a SDT2−space and let x̃e
t 6q ỹe′

r .

Then, ∃ Õxe
t
∈ N(exe

t )
q
E
, Õye′

r
∈ N(eye′

r )q
E

such that Õxe
t
6 q Õye′

r
. So that Õye′

r
6 q Õxe

t
,

implies Õye′
r
6 q ⋂̃

eOexe
t
∈Nq

(exe
t )E

cleτ (Õexe
t
). Thus, x̃e

t⊇̃
⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
). It is clear that,

x̃e
t⊆̃

⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
). Hence, x̃e

t =
⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
).

Conversely, let x̃e
t =

⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
), ∀x̃e

t ∈ SDP (X)E and let x̃e
t 6 q ỹe′

r .

Then, x̃e
t 6 q

⋂̃
eOeye′

r
∈Nq

(eye′
r )E

cleτ (Õeye′
r
). This implies that, x̃e

t 6 q cleτ (Õeye′
r
), for some Õye′

r
∈

N(eye′
r )q

E
. So, x̃e

t⊆̃(cleτ (Õeye′
r
))c and Õxe

t
= (cleτ (Õeye′

r
))c 6 q Õeye′

r
. Therefore, (X, τ̃ , E) is a

SDT2.

Theorem 3.20. Let (X, τ̃ , E) be a SDTS. Then,

(X, τ̃ , E) is SDT ∗
2−space iff x̃e

t =
⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
), ∀x̃e

t ∈ SDP (X)E.

Proof. It is obvious.

Theorem 3.21. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT0−space → (X, τ̃ , E) is a SDT ∗

0 .

Proof. It is obvious.

Example 3.22. Let X = {h1, h2}, E = {e1, e2} and let τ̃ = {Φ̃, X̃, F̃ 1
E, F̃ 2

E, F̃ 3
E, F̃ 4

E},
where
F̃ 1

E(e1) = ∅, F̃ 1
E(e2) = ({h2}, {h2}),

F̃ 2
E(e1) = ∅, F̃ 2

E(e2) = X,

F̃ 3
E(e1) = ({h1}, {h1}), F̃ 3

E(e2) = X,

F̃ 4
E(e1) = ({h2}, {h2}), F̃ 4

E(e2) = X.

Then, (X, τ̃ , E) is a SDTS and SDT ∗
0−space. But it is not SDT0−space, for ∃ h̃e1

1 1
2

∈
SDP (X)E such that h̃e1

1 1
2

6q h̃e1
1 1

2

, but F̃ 4c
E = cleτ (h̃

e1
1 1

2

)q h̃e1
1 1

2

.

Theorem 3.23. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT 1

2
−space → (X, τ̃ , E) is a SDT0.

Proof. Suppose (X, τ̃ , E) is a SDT 1
2
−space and let x̃e

t 6 q ỹe′
r . Now, if x̃e

t is an open

SD-point, then by Proposition 3.3 cleτ (ỹe′
r ) 6q x̃e

t . On the other hand, if x̃e
t is a closed

SD-point, then cleτ (x̃e
t) = x̃e

t . Implies, cleτ (x̃e
t) 6q ỹe′

r . Hence, (X, τ̃ , E) is a SDT0.

Example 3.24. Let X = {h1, h2}, E = {e1, e2} and let τ̃ = {Φ̃, X̃, F̃ 1
E, F̃ 2

E, ......., F̃ 37
E },

where
F̃ 1

E(e1) = ∅, F̃ 1
E(e2) = ({h2}, {h2}),

F̃ 2
E(e1) = ∅, F̃ 2

E(e2) = X,

F̃ 3
E(e1) = ({h1}, {h1}), F̃ 3

E(e2) = X,

F̃ 4
E(e1) = ({h2}, {h2}), F̃ 4

E(e2) = X,

F̃ 5
E(e1) = X, F̃ 5

E(e2) = ({h2}, X),

F̃ 6
E(e1) = X, F̃ 6

E(e2) = ({h1}, X),
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F̃ 7
E(e1) = ({h1}, X), F̃ 7

E(e2) = X,

F̃ 8
E(e1) = ({h2}, X), F̃ 8

E(e2) = X,

F̃ 9
E(e1) = X, F̃ 9

E(e2) = (∅, X),

F̃ 10
E (e1) = ({h2}, X), F̃ 10

E (e2) = ({h2}, X),

F̃ 11
E (e1) = ({h1}, X), F̃ 11

E (e2) = ({h2}, X),

F̃ 12
E (e1) = ∅, F̃ 12

E (e2) = ({h2}, X),

F̃ 13
E (e1) = ({h1}, {h1}), F̃ 13

E (e2) = ({h2}, X),

F̃ 14
E (e1) = ({h2}, {h2}), F̃ 14

E (e2) = ({h2}, X),

F̃ 15
E (e1) = ({h2}, X), F̃ 15

E (e2) = ({h1}, X),

F̃ 16
E (e1) = ({h1}, X), F̃ 16

E (e2) = ({h1}, X),

F̃ 17
E (e1) = ∅, F̃ 17

E (e2) = (∅, {h2}),
F̃ 18

E (e1) = ∅, F̃ 18
E (e2) = ({h1}, X),

F̃ 19
E (e1) = ({h1}, {h1}), F̃ 19

E (e2) = ({h1}, X),

F̃ 20
E (e1) = ({h2}, {h2}), F̃ 20

E (e2) = ({h1}, X),

F̃ 21
E (e1) = ({h2}, X), F̃ 4

E(e21) = (∅, X),

F̃ 22
E (e1) = ({h1}, X), F̃ 4

E(e22) = (∅, X),

F̃ 23
E (e1) = ∅, F̃ 23

E (e2) = (∅, X),

F̃ 24
E (e1) = ({h1}, {h1}), F̃ 24

E (e2) = (∅, X),

F̃ 25
E (e1) = ({h2}, {h2}), F̃ 25

E (e2) = (∅, X),

F̃ 26
E (e1) = (∅, X), F̃ 26

E (e2) = X,

F̃ 27
E (e1) = (∅, {h1}), F̃ 27

E (e2) = X,

F̃ 28
E (e1) = (∅, X), F̃ 28

E (e2) = ({h2}, X),

F̃ 29
E (e1) = (∅, {h1}), F̃ 29

E (e2) = ({h2}, X),

F̃ 30
E (e1) = (∅, X), F̃ 30

E (e2) = ({h1}, X),

F̃ 31
E (e1) = (∅, {h1}), F̃ 31

E (e2) = ({h1}, X),

F̃ 32
E (e1) = (∅, X), F̃ 32

E (e2) = (∅, X),

F̃ 33
E (e1) = (∅, {h1}), F̃ 33

E (e2) = (∅, X),

F̃ 34
E (e1) = (∅, {h2}), F̃ 34

E (e2) = X,

F̃ 35
E (e1) = (∅, {h2}), F̃ 35

E (e2) = ({h2}, X),

F̃ 36
E (e1) = (∅, {h2}), F̃ 36

E (e2) = ({h1}, X),

F̃ 37
E (e1) = (∅, {h2}), F̃ 37

E (e2) = (∅, X).
Then, (X, τ̃ , E) is a SDTS and SDT0−space. But it is not SDT 1

2
−space, for

∃ h̃e2
11
∈ SDP (X)E, such that h̃e2

11
is neither open nor closed SD-point.

Theorem 3.25. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT1−space → (X, τ̃ , E) is a SDT 1

2
.

Proof. Suppose (X, τ̃ , E) is a SDT1−space, then every SD-point in X is a closed
SD-point by Theorem 3.17. Hence, (X, τ̃ , E) is a SDT 1

2
.

Example 3.26. Let X = {h1, h2}, E = {e1, e2} and let

τ̃ = {Φ̃, X̃, F̃ 1
E, F̃ 2

E, F̃ 3
E, F̃ 4

E, F̃ 5
E, F̃ 6

E,

F̃ 7
E, F̃ 8

E, F̃ 9
E, F̃ 10

E , F̃ 11
E , F̃ 12

E }, F̃ 13
E , F̃ 14

E , F̃ 15
E },
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where F̃ 1
E(e1) = ∅, F̃ 1

E(e2) = ({h1}, {h1}),
F̃ 2

E(e1) = ∅, F̃ 2
E(e2) = (∅, {h1}),

F̃ 3
E(e1) = ({h1}, {h1}), F̃ 3

E(e2) = ∅,
F̃ 4

E(e1) = (∅, {h1}), F̃ 4
E(e2) = ∅,

F̃ 5
E(e1) = X, F̃ 5

E(e2) = ({h1}, {h1}),
F̃ 6

E(e1) = X, F̃ 6
E(e2) = ({h1}, X),

F̃ 7
E(e1) = ({h1}, {h1}), F̃ 7

E(e2) = X,

F̃ 8
E(e1) = ({h1}, X), F̃ 8

E(e2) = X,

F̃ 9
E(e1) = ({h1}, {h1}), F̃ 9

E(e2) = ({h1}, {h1}),
F̃ 10

E (e1) = (∅, {h1}), F̃ 10
E (e2) = ({h1}, {h1}),

F̃ 11
E (e1) = ({h1}, {h1}), F̃ 11

E (e2) = (∅, {h1}),
F̃ 12

E (e1) = (∅, {h1}), F̃ 12
E (e2) = (∅, {h1}),

F̃ 13
E (e1) = ({h1}, X), F̃ 13

E (e2) = ({h1}, {h1}),
F̃ 14

E (e1) = ({h1}, {h1}), F̃ 14
E (e2) = ({h1}, X),

F̃ 15
E (e1) = ({h1}, X), F̃ 15

E (e2) = ({h1}, X).
Then, (X, τ̃ , E) is a SDTS and SDT 1

2
−space. But it is not SDT1−space for the

SD-point h̃e1
1 1

2

is not a closed SD-point.

Theorem 3.27. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT2−space → (X, τ̃ , E) is a SDT1.

Proof. Suppose (X, τ̃ , E) is a SDT2−space, then x̃e
t =

⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ Õexe
t
, ∀x̃e

t ∈
SDP (X). It follows that, every SD-point in X is a closed SD-point. Hence by
Theorem 3.17, (X, τ̃ , E) is a SDT1.

Example 3.28. Let N be the set of all natural numbers. Then, the family τ̃N =

{Φ̃}⋃̃{F̃E⊆̃Ñ : F̃ c
E is finite } is a co-finite SD-topology over X, (N, τ̃ , E) is a co-

finite SDTS and SDT1−space. But it is not SDT2−space for,
⋂̃
eOene

t
∈Nq

(ene
t )E

cleτ (Õene
t
) =

Ñ 6= ñe
t .

Theorem 3.29. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT3−space → (X, τ̃ , E) is a SDT2−space.

Proof. Suppose (X, τ̃ , E) is a SDT3−space and let x̃e
t 6q ỹe′

r . Then, x̃e
t = cleτ (x̃e

t), ∀x̃e
t ∈

SDP (X) [by hypothesis]. It follows that ∃ Õeye′
r
∈ N q

(eye′
r )E

, Õexe
t
∈ N q

(exe
t )E

such that

Õeye′
r
6q Õexe

t
. Hence, (X, τ̃ , E) is a SDT2−space.

Theorem 3.30. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT ∗

1−space → (X, τ̃ , E) is a SDT ∗
0 .

Proof. It is obvious.

Example 3.31. From example 3.22, we have (X, τ̃ , E) is a SDT ∗
0−space. But it is

not SDT ∗
1−space for, h̃e1

11
6q h̃e2

21
, but cl(h̃e2

21
) = X̃ q h̃e1

11
.
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Theorem 3.32. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT1−space → (X, τ̃ , E) is a SDT ∗

1 .

Proof. It is obvious.

Example 3.33. Let X = {h1, h2}, E = {e1, e2} and let τ̃ = {Φ̃, X̃, F̃ 1
E, F̃ 2

E, F̃ 3
E, F̃ 4

E, F̃ 5
E, F̃ 6

E,

F̃ 7
E, F̃ 8

E, F̃ 9
E, F̃ 10

E , F̃ 11
E , F̃ 12

E }, F̃ 13
E , F̃ 14

E }, where

F̃ 1
E(e1) = ({h1}, {h1}), F̃ 1

E(e2) = ({h1}, {h1}),
F̃ 2

E(e1) = ({h2}, {h2}), F̃ 2
E(e2) = ({h2}, {h2}),

F̃ 3
E(e1) = ({h1}, {h1}), F̃ 3

E(e2) = ∅,
F̃ 4

E(e1) = ({h2}, {h2}), F̃ 4
E(e2) = ∅,

F̃ 5
E(e1) = ∅, F̃ 5

E(e2) = ({h1}, {h1}),
F̃ 6

E(e1) = ∅, F̃ 6
E(e2) = ({h2}, {h2}),

F̃ 7
E(e1) = X̃, F̃ 7

E(e2) = ∅,
F̃ 8

E(e1) = ({h1}, {h1}), F̃ 8
E(e2) = ({h2}, {h2}),

F̃ 9
E(e1) = ({h2}, {h2}), F̃ 9

E(e2) = ({h1}, {h1}),
F̃ 10

E (e1) = X̃, F̃ 10
E (e2) = ({h1}, {h1}),

F̃ 11
E (e1) = X̃, F̃ 11

E (e2) = ({h2}, {h2}),
F̃ 12

E (e1) = ∅, F̃ 12
E (e2) = X,

F̃ 13
E (e1) = ({h1}, {h1}), F̃ 13

E (e2) = X,

F̃ 14
E (e1) = ({h2}, {h2}), F̃ 14

E (e2) = X.
Then, (X, τ̃ , E) is a SDTS and SDT ∗

1−space. But it is not SDT1−space for,

h̃e1

1 1
2

6= cl(h̃e1

1 1
2

).

Theorem 3.34. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT ∗

2−space → (X, τ̃ , E) is a SDT ∗
1 .

Proof. It follows from Theorem 3.16, 3.18.

Example 3.35. From example 3.28, we have (N, τ̃ , E) is a co-finite SDTS and

SDT ∗
1−space. But it is not SDT ∗

2−space for,
⋂̃
eOene

t
∈Nq

(ene
t )E

cleτ (Õene
t
) = Ñ 6= ñe

t .

Theorem 3.36. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT2−space → (X, τ̃ , E) is a SDT ∗

2 .

Proof. It is obvious.

Example 3.37. From example 3.33, we have (X, τ̃ , E) is a SDTS and SDT ∗
2−space.

But it is not SDT2−space, for
⋂̃
eOehe1

1
∈Nq

(ehe1
1 )E

cleτ (Õehe1
1

) = (F̃ 14
E )c 6= h̃e1

1 .

Theorem 3.38. Let (X, τ̃ , E) be a SDTS. Then,
(X, τ̃ , E) is a SDT3−space → (X, τ̃ , E) is a SDT ∗

3 .

Proof. It is obvious.

Example 3.39. From example 3.33, we have (X, τ̃ , E) is a SDTS and SDT ∗
3−space.

But it is not SDT3−space, since (X, τ̃ , E) is not a SDT1−space.
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Remark 3.40. 1. From example 3.26 (X, τ̃ , E) is a SDT 1
2
−space, but it is not

SDT ∗
1 . and from example 3.33 (X, τ̃ , E) is a SDT ∗

1−space, but it is not SDT 1
2
.

2. From example 3.28 (X, τ̃ , E) is a SDT1−space, but it is not SDT ∗
2 . and from

example 3.33 (X, τ̃ , E) is a SDT ∗
2−space, but it is not SDT1.

3. From example 3.33 (X, τ̃ , E) is a SDT ∗
3−space, but it is not SDT2.

Remark 3.41. Theorems 3.16, 3.18, 3.20, 3.21, 3.30, 3.32, 3.34, 3.36, 3.38 are
satisfied if we replace SDT ∗

i by SDT ∗∗
i , (i = 0, 1, 2, 3).

Remark 3.42. Let (X, τ̃ , E) be a SDTS. Then,

1. SDT ∗
i is SDTi, (i = 0, 1, 3) iff ∀ x ∈ X, x̃e

1
2

6q cleτ (x̃e
1
2

).

2. SDT ∗
2 is SDT2 iff ∀ x ∈ X, ∃ Õexe

1
2

6q Õexe
1
2

.

Corollary 3.43. For a SDTS (X, τ̃ , E) we have the following implication:
SDT ∗

3 → SDT ∗
2 → SDT ∗

1 → SDT ∗
0 .

↑ ↑ ↑ ↖
SDT3 → SDT2 → SDT1 → SDT 1

2
→ SDT0.

↓ ↓ ↓ ↙
SDT ∗∗

3 → SDT ∗∗
2 → SDT ∗∗

1 → SDT ∗∗
0 .

4 SD-subspaces

Theorem 4.1. Let (Y, τ̃Y , E) be a SD-subspace of a SD-space (X, τ̃ , E) and F̃E ∈
SD(X)E. Then,

1. If F̃E ∈ τ̃Y and ỸE ∈ τ̃ , then F̃E ∈ τ̃ .

2. F̃E ∈ τ̃ c
Y iff F̃E = ỸE

⋂̃
G̃E for some G̃E ∈ τ̃ c.

Proof. 1. Let F̃E ∈ τ̃Y . Then, ∃G̃E ∈ τ̃ such that F̃E = ỸE

⋂̃
G̃E. Now, if ỸE ∈ τ̃ ,

then ỸE

⋂̃
G̃E ∈ τ̃ . Hence, F̃E ∈ τ̃ .

2. Let F̃E ∈ τ̃ c
Y . Then, F̃E = ỸE \ G̃E, G̃E ∈ τ̃Y and G̃E = ỸE

⋂̃
H̃E for some

H̃E ∈ τ̃ .
Now,F̃E = ỸE \ (ỸE

⋂̃
H̃E) = ỸE \ H̃E = ỸE

⋂̃
H̃c

E, where H̃c
E ∈ τ̃ c. Therefore,

F̃E = ỸE

⋂̃
G̃E for some G̃E ∈ τ̃ c.

Conversely, suppose that F̃E = ỸE

⋂̃
G̃E for some G̃E ∈ τ̃ c, then

F̃E = ỸE

⋂̃
G̃E

= ỸE

⋂̃
(X̃ \ H̃E), (G̃E = X̃ \ H̃E, H̃E ∈ τ̃)

= ỸE

⋂̃
H̃c

E

= ỸE \ H̃E

= ỸE \ (ỸE

⋂̃
H̃E), ỸE

⋂̃
H̃E ∈ τ̃Y .

Therefore, F̃E ∈ τ̃ c
Y . Hence, the result.
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Theorem 4.2. Let F̃E ∈ SD(X)E, x̃e
t ∈ SDP (X)E and Y ⊆ X. Then,

x̃e
t q F̃E and x̃e

t ∈̃Ỹ ⇔ x̃e
t q (F̃E∩̃Ỹ ).

Proof. If t = 1
x̃e

1 q F̃E and x̃e
1∈̃Ỹ

⇔ x̃e
1(e) q F̃E(e) and x̃e

1(e)∈Ỹ (e), e ∈ E

⇔ x1 q F̃E(e) = (A1, A2) and x1∈Ỹ (e) = Y = (Y, Y ), e ∈ E
⇔ (x ∈ A1 or x ∈ A2) and x ∈ Y
⇔ x ∈ (A1 ∩ Y ) or x ∈ (A2 ∩ Y )

⇔ x1 q (F̃E(e)∩ Y )

⇔ x̃e
1 q (F̃E∩̃Ỹ ).

If t = 1
2

x̃e
1
2

q F̃E and x̃e
1
2

∈̃Ỹ

⇔ x̃e
1
2

(e) q F̃E(e) and x̃e
1
2

(e)∈Ỹ (e), e ∈ E

⇔ x 1
2

q F̃E(e) = (A1, A2) and x 1
2
∈Ỹ (e) = Y = (Y, Y ), e ∈ E

⇔ (x ∈ A1) and x ∈ Y
⇔ x ∈ (A1 ∩ Y )

⇔ x 1
2

q (F̃E(e)∩ Y )

⇔ x̃e
1
2

q (F̃E∩̃Ỹ ).

Hence, the result.

Theorem 4.3. Let (Y, τ̃Y , E) be a SD-subspace of a SD-space (X, τ̃ , E) and let

ÑY
E ∈ SD(Y )E, ỹe

r ∈ SDP (Y )E. Then, if ÑY
E = Ỹ ∩̃ÑE for some ÑE ∈ Ñ q(ỹe

r)E,

then ÑY
E ∈ Ñ q

Y (ỹe
r)E (nbd.w.r.t(Y, τ̃Y , E)).

Proof. Let ÑY
E = Ỹ ∩̃ÑE, ÑE ∈ Ñ q(ỹe

r)E. Then, ∃G̃E ∈ τ̃ such that ỹe
r q G̃E⊆̃ÑE.

Thus, ỹe
r q G̃E∩̃Ỹ ⊆̃ÑE∩̃Ỹ = ÑY

E . Therefore, ỹe
r q G̃Y

E⊆̃ÑY
E . Hence, ÑY

E ∈ Ñ q
Y (ỹe

r)E.

Theorem 4.4. A SD-subspace (Y, τ̃Y , E) of a SDT ∗
0−space (X, τ̃ , E) is a SDT ∗

0 .

Proof. Let x̃e
t , ỹ

e′
r ∈ SDP (Y )E, x 6= y such that x̃e

t 6q ỹe′
r . Then, x̃e

t , ỹ
e′
r ∈ SDP (X)E, x 6=

y and x̃e
t 6 q ỹe′

r . Implies, x̃e
t 6 q cleτ (ỹe′

r ) or ỹe′
r 6 q cleτ (x̃e

t ). Thus, x̃e
t ∩̃Ỹ 6 q cleτ (ỹe′

r )∩̃Ỹ or

ỹe′
r ∩̃Ỹ 6q cleτ (x̃e

t )∩̃Ỹ . Therefore, x̃e
t 6q clfτY

(ỹe′
r ) or ỹe′

r 6q clfτY
(x̃e

t). Hence, (Y, τ̃Y , E) is a
SDT ∗

0 .

Theorem 4.5. A SD-subspace (Y, τ̃Y , E) of a SDT0−space (X, τ̃ , E) is a SDT0.

Proof. Let x̃e
t , ỹ

e′
r ∈ SDP (Y )E such that x̃e

t 6 q ỹe′
r . Then, x̃e

t , ỹ
e′
r ∈ SDP (X)E and

x̃e
t 6q ỹe′

r . Implies, x̃e
t 6q cleτ (ỹe′

r ) or ỹe′
r 6q cleτ (x̃e

t ). Thus, x̃e
t ∩̃Ỹ 6q cleτ (ỹe′

r )∩̃Ỹ or

ỹe′
r ∩̃Ỹ 6q cleτ (x̃e

t )∩̃Ỹ . Therefore, x̃e
t 6q clfτY

(ỹe′
r ) or ỹe′

r 6q clfτY
(x̃e

t). Hence, (Y, τ̃Y , E) is a
SDT0.

Theorem 4.6. A SD-subspace (Y, τ̃Y , E) of a SDT 1
2
−space (X, τ̃ , E) is a SDT 1

2
.

Proof. Let ỹe
r ∈ SDP (Y )E. Then, ỹe

r ∈ SDP (X)E. This implies that, ỹe
r is an open

or closed SD-set in X. Therefore, ỹe
r = ỹe

r∩̃Ỹ is an open or closed SD-set in Y. Hence,
(Y, τ̃Y , E) is a SDT 1

2
.
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Theorem 4.7. A SD-subspace (Y, τ̃Y , E) of a SDT1−space (X, τ̃ , E) is a SDT1.

Proof. Let ỹe
r ∈ SDP (Y )E. Then, ỹe

r ∈ SDP (X)E. This implies that, ỹe
r = cleτ (ỹe

r).

It follows that, ỹe
r∩̃Ỹ = cleτ (ỹe

r)∩̃Ỹ . Therefore, ỹe
r = cleτY

(y
r
). Hence, (Y, τ̃Y , E) is a

SDT1.

Theorem 4.8. A SD-subspace (Y, τ̃Y , E) of a SDT ∗
1−space (X, τ̃ , E) is a SDT ∗

1 .

Proof. Let x̃e
t , ỹ

e′
r ∈ SDP (Y )E such that x̃e

t 6 q ỹe′
r . Then, x̃e

t , ỹ
e′
r ∈ SDP (X)E and

x̃e
t 6 q ỹe′

r . This implies that, x̃e
t 6 q cleτ (ỹe′

r ) and ỹe′
r 6 q cleτ (x̃e

t ). Thus, x̃e
t ∩̃Ỹ 6 q cleτ (ỹe′

r )∩̃Ỹ

and ỹe′
r ∩̃Ỹ 6q cleτ (x̃e

t )∩̃Ỹ . Therefore, x̃e
t 6q clfτY

(ỹe′
r ) and ỹe′

r 6q clfτY
(x̃e

t ). Hence, (Y, τ̃Y , E)
is a SDT ∗

1 .

Theorem 4.9. A SD-subspace (Y, τ̃Y , E) of a SDT2−space (X, τ̃ , E) is a SDT2.

Proof. Let ỹe
r ∈ SDP (Y )E. Then, ỹe

r ∈ SDP (X)E. Implies, ỹe
r =

⋂̃
eOeye

r
∈Nq

(eye
r)E

cleτ Õeye
r
.

It follows that, ỹe
r∩̃Ỹ = [

⋂̃
eOeye

r
∈Nq

(eye
r)E

cleτ Õeye
r
]∩̃Ỹ . Therefore, ỹe

r =
⋂̃
eOeye

r
∈Nq

Y (eye
r)E

cleτY
Õeye

r
.

Hence, (Y, τ̃Y , E) is a SDT2.

Theorem 4.10. A SD-subspace (Y, τ̃Y , E) of a SDT ∗
2−space (X, τ̃ , E) is a SDT ∗

2 .

Proof. Let x̃e
t , ỹ

e′
r ∈ SDP (Y )E such that x̃e

t 6 q ỹe′
r . Then, x̃e

t , ỹ
e′
r ∈ SDP (X)E and

x̃e
t 6 q ỹe′

r . This implies that, there exist Õexe
t
, Õeye′

r
∈̃τ̃ such that Õexe

t
6 q Õeye′

r
. It follows

that, Õ∗
exe

t
= Õexe

t
∩̃Ỹ 6 q Õeye′

r
∩̃Ỹ = Õ∗

eye′
r

and Õ∗
exe

t
, Õ∗

eye′
r
∈ τ̃Y . Hence, (Y, τ̃Y , E) is a

SDT ∗
2 .

Theorem 4.11. A SD-subspace (Y, τ̃Y , E) of a SDR2−space (X, τ̃ , E) is a SDR2.

Proof. Let ỹe
r ∈ SDP (Y )E and ỹe

r 6 q F̃ ∩̃Ỹ , F̃ ∈ τ̃ c. Then, ỹe
r 6 q F̃ [by Proposition

2.13]. Implies, there exist Õeye
r
, Õ eF ∈ τ̃ such that Õeye

r
6 q Õ eF . It follows that, ÕY

eye
r

=

Õeye
r
∩̃Ỹ 6q Õ eF ∩̃Ỹ = ÕY

eF and ÕY
eye
r
, ÕY

eF ∈ τ̃Y . Hence, (Y, τ̃Y , E) is a SDR2.

Theorem 4.12. A SD-subspace (Y, τ̃Y , E) of a SDT3−space (X, τ̃ , E) is a SDT3.

Proof. It follows from theorem 4.7 and theorem 4.11.

Theorem 4.13. A SD-subspace (Y, τ̃Y , E) of a SDT ∗
3−space (X, τ̃ , E) is a SDT ∗

3 .

Proof. It follows from theorem 4.8 and theorem 4.11.

Theorem 4.14. A SD-subspace (Y, τ̃Y , E) of a SDT ∗∗
i −space (X, τ̃ , E) is a

SDT ∗∗
i , (i = 0, 1, 2, 3).

Proof. It is obvious.
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5 Some Properties of the SD-continuous Func-

tions

In this section, we study the behavior of the separation axioms under open (homeo-
morphism) mappings.

Definition 5.1. Let (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let

fβψ : SD(X)E → SD(Y )K be a mapping and F̃E ∈ SD(X)E.

1. fβψ is called SD-open if fβψ(F̃E) ∈ η̃, ∀F̃E ∈ τ̃ .

2. fβψ is called SD-closed if fβψ(F̃E) ∈ η̃c, ∀F̃E ∈ τ̃ c.

Theorem 5.2. Let (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let

fβψ : SD(X)E → SD(Y )K be a mapping and F̃E ∈ SD(X)E. Then, fβψ is SD-closed

iff cleη(fβψ(F̃E))⊆̃fβψ(cleτ (F̃E)), ∀F̃E ∈ SD(X)E.

Proof. Suppose fβψ is SD-closed and F̃E ∈ SD(X)E, then F̃E⊆̃cleτ (F̃E), and so

cleη(fβψ(F̃E))⊆̃cleη(fβψ(cleτ (F̃E))) = fβψ(cleτ (F̃E)), cleτ (F̃E) ∈ τ̃ c.

Therefore, cleη(fβψ(F̃E))⊆̃fβψ(cleτ (F̃E)).

Conversely, suppose cleη(fβψ(F̃E))⊆̃fβψ(cleτ (F̃E)), ∀F̃E ∈ SD(X)E. Let F̃E be an

SD-closed in X, then cleη(fβψ(F̃E))⊆̃fβψ(F̃E). But fβψ(F̃E)⊆̃cleη(fβψ(F̃E)), so that

fβψ(F̃E) = cleη(fβψ(F̃E)). Therefore, fβψ is SD-closed. Hence, the result.

Lemma 5.3. Let (X, τ̃ , E) and (Y, η̃,K) be two SDTS and let fβψ : SD(X)E →
SD(Y )K be a (one-one) and onto mapping. Then:

1. If ỹk
t ∈ SDP (Y )K , then ∃ x ∈ X and e ∈ E such that β(x) = y, ψ(e) = k, x̃e

t ∈
SDP (X)E and f(x̃e

t ) = ỹk
t .

2. If ỹk
t ∈ SDP (Y )K , then f−1(ỹe

t ) ∈ SDP (X)E.

3. If ỹ1
k1
t , ỹ2

k2
r ∈ SDP (Y )K , ỹ1

k1
t 6 q ỹ2

k2
r , then ∃ x1, x2 ∈ X, e1, e2 ∈ E such that

β(xi) = yi, ψ(ei) = ki, (i = 1, 2) and f(x̃1
e1
t ) = ỹ1

k1
t , f(x̃2

e2
r ) = ỹ2

k2
r , x̃1

e1
t 6q x̃2

e2
r .

Proof. 1. fβψ(x̃e
t)(k)

= β(
⋃

e∈ψ−1(k)
x̃e

t (e))

= β(x̃e
t (e))

= β(x̃t)
= (ỹt), ψ(e) = k
= ỹk

t (k).
Therefore, fβψ(x̃e

t) = ỹk
t .

2. f−1
βψ (ỹ1

k
t )(e1)

= β−1(ỹ1
k
t (ψ(e1)))

= β−1(ỹ1t(k)), ψ(e1) = k
= x̃1t(e1), ψ

−1(k) = e1
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= x̃1
e1
t (e1).

Thus, f−1
βψ (ỹ1

k
t ) = x̃1

e1
t .

Hence, the result.

3. fβψ(x̃1
e1
t )(k)

= β(
⋃

e∈ψ−1(k)
x̃1

e1
t (e))

= β(x̃1t), e = e1

= (ỹ1t), ψ(e1) = k
= ỹ1

k
t (k).

Therefore, fβψ(x̃1
e1
t ) = ỹ1

k
t .

Similarly, we can see that fβψ(x̃2
e2
r ) = ỹ2

k′
r .

Now, since ỹ1
k1
t 6 q ỹ2

k2
r , then ỹ1

k1
t ⊆̃(ỹ2

k2
r )c. So that, f−1

βψ (ỹ1
k1
t )⊆̃f−1

βψ ((ỹ2
k2
r )c) =

(f−1
βψ (ỹ2

k2
r ))c [by Proposition 2.15]. Thus, x̃1

e1
t ⊆̃(x̃2

e2
r )c. Therefore, x̃1

e1
t 6q x̃2

e2
r .

Definition 5.4. Let (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let
fβψ : SD(X)E → SD(Y )K be a mapping. fβψ is called SD-homeomorphism if it is
SD-continuous, SD-closed, one-one and onto.

Theorem 5.5. The property of being SDT ∗
0 is a topological property.

Proof. Suppose that (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let
fβψ : SD(X)E → SD(Y )K be an SD-homeomorphism mapping.

Let ỹ1
k1
t , ỹ2

k2
r ∈ SDP (Y )K such that ỹ1

k1
t 6q ỹ2

k2
r , y1 6= y2. Then, by lemma 5.3

∃ x1, x2 ∈ X, x1 6= x2, e1, e2 ∈ E such that β(xi) = yi, ψ(ei) = ki, (i = 1, 2). Also,
x̃1

e1
t 6 q x̃2

e2
r and f(x̃1

e1
t ) = ỹ1

k1
t , f(x̃2

e2
r ) = ỹ2

k2
r . Since (X, τ̃ , E) is SDT ∗

0−space, then
x̃1

e1
t 6q cleτ (x̃2

e2
r ) or x̃2

e2
r 6qcleτ (x̃1

e1
t ), so that x̃1

e1
t ⊆̃(cleτ (x̃2

e2
r ))c, implies fβψ(x̃1

e1
t )⊆̃

fβψ(cleτ (x̃2
e2
r ))c = (fβψ(cleτ (x̃2

e2
r )))c [by proposition 3.5]. Thus, ỹ1

k1
t ∈̃(cleη(fβψ(x̃2

e2
r )))c

(as fβψ is SD-homeomorphism). It follows that, ỹ1
k1
t 6 q cleη(ỹ2

k2
r ). similarly, we also

have ỹ2
k2
t 6q cleη(ỹ1

k1
r ). Hence, (Y, η̃, K) is a SDT ∗

0 .

Theorem 5.6. The property of being SDT0 is a topological property.

Proof. Suppose that (X, τ̃ , E) and (Y, η̃, K) be two SDTS and let fβψ : SD(X)E →
SD(Y )K be an SD-homeomorphism mapping.
Let ỹ1

k1
t , ỹ2

k2
r ∈ SDP (Y )K such that ỹ1

k1
t 6 q ỹ2

k2
r . Then, by lemma 5.3 ∃ x1, x2 ∈

X, e1, e2 ∈ E such that β(xi) = yi, ψ(ei) = ki, (i = 1, 2). Also, x̃1
e1
t 6 q x̃2

e2
r and

f(x̃1
e1
t ) = ỹ1

k1
t , f(x̃2

e2
r ) = ỹ2

k2
r . Since (X, τ̃ , E) is SDT0−space, then x̃1

e1
t 6 q cleτ (x̃2

e2
r )

or x̃2
e2
r 6 q cleτ (x̃1

e1
t ). So that, x̃1

e1
t ⊆̃(cleτ (x̃2

e2
r ))c, implies fβψ(x̃1

e1
t )⊆̃fβψ(cleτ (x̃2

e2
r ))c =

(fβψ(cleτ (x̃2
e2
r )))c [by proposition 3.5]. Thus, ỹ1

k1
t ∈̃(cleη(fβψ(x̃2

e2
r )))c (as fβψ is SD-

homeomorphism). It follows that, ỹ1
k1
t 6q cleη(ỹ2

k2
r ). similarly, we also have ỹ2

k2
t 6q

cleη(ỹ1
k1
r ). Hence, (Y, η̃, K) is a SDT0.

Theorem 5.7. The property of being a SDT 1
2
−space is a topological property.

Proof. Suppose that (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let
fβψ : SD(X)E → SD(Y )K be SD-open, SD-closed, one-one, onto.

Let ỹk
r ∈ SDP (Y ). Then, by lemma 5.3 ∃ x ∈ X and e ∈ E such that β(x) =

y, ψ(e) = k and fβψ(x̃e
t ) = ỹk

r . Since (X, τ̃ , E) is SDT 1
2
−space, then x̃e

t is an open
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or a closed SD-point in X. Since fβψ is SD-open and SD-closed, then f(x̃e
t ) = ỹk

t is
open SD-set and closed SD-set in Y. Hence, (Y, η̃,K) is SDT 1

2
.

Theorem 5.8. The property of being a SDT1−space is a topological property.

Proof. Suppose that (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let
fβψ : SD(X)E → SD(Y )K be SD-homeomorphism mapping.

Let ỹk
r ∈ SDP (Y )K . Then, by lemma 5.3 ∃x ∈ X and e ∈ E such that β(x) =

y, ψ(e) = k, x̃e
t ∈ SDP (X)E and f(x̃e

t ) = ỹk
t . Since (X, τ̃ , E) is SDT1−space, then

x̃e
t = cleτ (x̃e

t). Thus, fβψ(x̃e
t) = fβψ(cleτ (x̃e

t)) = cleη(fβψ(x̃e
t )) = cleτ (ỹk

r ) (as fβψ is SD-
homeomorphism). Therefore, ỹk

r = cleη(ỹk
r ). Hence, (Y, η̃, K) is SDT1.

Theorem 5.9. The property of being SDT ∗
1−space is a topological property.

Proof. Suppose that (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let
fβψ : SD(X)E → SD(Y )K be SD-homeomorphism mapping.

Let ỹ1
k1
t , ỹ2

k2
r ∈ SDP (Y )K such that ỹ1

k1
t 6 q ỹ2

k2
r . Then, by lemma 5.3 ∃ x1, x2 ∈

X, e1, e2 ∈ E such that β(xi) = yi, ψ(ei) = ki, (i = 1, 2). Also, x̃1
e1
t 6 q x̃2

e2
r and

f(x̃1
e1
t ) = ỹ1

k1
t , f(x̃2

e2
r ) = ỹ2

k2
r . Since (X, τ̃ , E) is SDT ∗

1−space, then x̃1
e1
t 6 q cleτ (x̃2

e2
r )

and x̃2
e2
r 6 q cleτ (x̃1

e1
t ). So that x̃1

e1
t ⊆̃(cleτ (x̃2

e2
r ))c, implies fβψ(x̃1

e1
t )⊆̃fβψ(cleτ (x̃2

e2
r ))c =

(fβψ(cleτ (x̃2
e2
r )))c [by proposition 3.5]. Thus, ỹ1

k1
t ∈̃(cleη(fβψ(x̃2

e2
r )))c (as fβψ is SD-

homeomorphism). It follows that, ỹ1
k1
t 6q cleη(ỹ2

k2
r ). similarly, we also have ỹ2

k2
t 6q

cleη(ỹ1
k1
r ). Hence, (Y, η̃, K) is a SDT ∗

1 .

Theorem 5.10. The property of being a SDT2−space is a topological property.

Proof. Suppose (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let fβψ : SD(X)E →
SD(Y )K be SD-homeomorphism mapping.
Let ỹk

r ∈ SDP (Y )K . Then, by lemma 5.3 ∃x ∈ X and e ∈ E such that β(x) =
y, ψ(e) = k, x̃e

t ∈ SDP (X)E and f(x̃e
t ) = ỹk

t . Since (X, τ̃ , E) is SDT2−space, then

x̃e
t =

⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
).

Thus, fβψ(x̃e
t) = fβψ(

⋂̃
eOexe

t
∈Nq

(exe
t )E

cleτ (Õexe
t
)) =

⋂̃
eOfβψ(exe

t )∈Nq
(fβψ(exe

t ))K

fβψ(cleτ (Õexe
t
)) =

⋂̃
eOfβψ(exe

t )∈Nq
(fβψ(exe

t ))K

cleη(fβψ(Õfβψ(exe
t )

)) =
⋂̃
eOeyk

r
∈Nq

(eyk
r )K

cleη(Õeyk
r
).

Therefore, ỹk
r =

⋂̃
eOeyk

r
∈Nq

(eyk
r )K

cleη(Õeyk
r
). Hence, (Y, η̃, K) is SDT2.

Theorem 5.11. The property of being SDT ∗
2−space is a topological property.

Proof. Suppose that (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let
fβψ : SD(X)E → SD(Y )K be SD-open, one-one and onto.

Let ỹ1
k1
t , ỹ2

k2
r ∈ SDP (Y )K such that ỹ1

k1
t 6 q ỹ2

k2
r . Then, by lemma 5.3 ∃ x1, x2 ∈

X, e1, e2 ∈ E such that β(xi) = yi, ψ(ei) = ki, (i = 1, 2). Also, x̃1
e1
t 6 q x̃2

e2
r and

f(x̃1
e1
t ) = ỹ1

k1
t , f(x̃2

e2
r ) = ỹ2

k2
r . Since (X, τ̃ , E) is SDT ∗

2−space, then there exist

F̃E, G̃E ∈ τ̃ such that x̃1
e1
t ∈̃F̃E, x̃2

e2
r ∈̃G̃E and F̃E 6q G̃E. Thus, fβψ(x̃1

e1
t )∈̃fβψ(F̃E),

fβψ(x̃2
e2
t )∈̃fβψ(G̃E) and fβψ(F̃E) 6q fβψ(G̃E) [by proposition 3.5]. Therefore,

ỹ1
k1
t ∈̃fβψ(F̃E), ỹ2

k2
r ∈̃fβψ(G̃E) and fβψ(F̃E) 6q fβψ(G̃E), (fβψ(F̃E), fβψ(G̃E) ∈ η̃).

Hence, (Y, η̃, K) is SDT ∗
2 .
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Theorem 5.12. The property of being a SDR2−space is a topological property.

Proof. Suppose (X, τ̃ , E) and (Y, η̃, K) be two SDT-Spaces and let fβψ : SD(X)E →
SD(Y )K be SD-homeomorphism.

Let ỹk
r ∈ SDP (Y )K and F̃K ∈ η̃c such that ỹk

r 6q F̃K . Then, by lemma 5.3 ∃x ∈ X

and e ∈ E such that ψ(e) = k, β(x) = y, x̃e
t ∈ SDP (X)E, f(x̃e

t ) = ỹk
t and f−1

βψ (F̃K) =

G̃E, G̃E ∈ τ̃ c) (as fβψ is D-continuous). Also, x̃e
t 6 q G̃E, (X, τ̃ , E) is SDR2−space,

then there exist H̃E, M̃E ∈ τ̃ such that x̃e
t ∈̃H̃E, G̃E⊆̃M̃E and H̃E 6 q M̃E. Thus,

fβψ(x̃e
t )∈̃fβψ(H̃E), fβψ(G̃E)⊆̃fβψ(M̃E) and fβψ(H̃E) 6 q fβψ(M̃E) [by proposition 3.5].

Therefore, ỹk
t ∈̃fβψ(H̃E), F̃K⊆̃fβψ(M̃E) and fβψ(H̃E) 6q fβψ(M̃E), (fβψ(H̃E), fβψ(M̃E) ∈

η̃). Hence, (Y, η̃,K) is SDR2.

Theorem 5.13. The property of being a SDT3−space is a topological property.

Proof. Suppose (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let fβψ : SD(X)E →
SD(Y )K be SD-homeomorphism mapping and (X, τ̃ , E) is SDT3−space, then (Y, η̃,K)
is SDT1 and SDR2−spaces [by theorems 5.8,5.12]. Hence, (Y, η̃, K) is SDT3.

Theorem 5.14. The property of being a SDT ∗
3−space is a topological property.

Proof. Suppose (X, τ̃ , E) and (Y, η̃, K) be two SDT-spaces and let fβψ : SD(X)E →
SD(Y )K be SD-homeomorphism mapping and (X, τ̃ , E) is SDT ∗

3−space, then (Y, η̃, K)
is SDT ∗

1 and SDR2−spaces [by theorems 5.9,5.12]. Hence, (Y, η̃,K) is SDT ∗
3 .

Theorem 5.15. The property of being a DT ∗∗
i −space, (i=0, 1, 2, 3) is a topological

property.

Proof. Straightforward.
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Abstract – We are talking about famous the Jacobian conjecture. Let f  and g  be polynomials dependent 

from two variables over the field K zero characteristics, [ ].,),(),,( yxKyxgyxf ∈  

 

Keywords – Jecobian Conjecture, Polynomial Maps. 

 

 

1 Introduction  
 

The Jacobian conjecture consists in next: If Jacobian ),)(,( yxgfJ  of polynomials gf , are 

invertible in the ring [ ]yxK , , then polynomials of gf , gives K – automorphism  of the ring 

[ ]yxK , . 

 

The Jacobian conjecture solved for a particular case. They are presented in the book [1]. 

Although, the problem does not fully solved. Below we will describe the solution of the 

problem. 

 

 

2 Formal Inverse Mapping 

 

On the line with polynomials [ ]yxK , , also important to consider and ring of formal power 

series [ ][ ]yxK , , where K – field. Here several pitfalls. Composition of polynomials are 

always defined, but composition of series does not. Composition of formal power series are 

defined in case, when power series without free terms. In other side, formal power series, 

different from zero with free term, always invertible in the ring [ ][ ]yxK , . So, in the book 

[1] has proven next theorem. 
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Formal inverse function theorem. Let [ ][ ]yxKyxgyxf ,),(),,( ∈  be formal power series 

with next properties: 
 

*)0,0)(,(0)0,0(,0)0,0( KgfJandgf ∈== . 

 

Then exists formal power series [ ][ ]yxKyxvyxu ,),(),,( ∈  such as  

 

0)0,0(,0)0,0( == vu ygfvxgfuand == ),(,),( . 

 

Moreover, such formal power series unique and satisfies condition yvugxvuf == ),(,),( . 

As result of the theorem immediately we can get next lemma.  

 

Lemma. If [ ][ ]yxKyxgyxf ,),(),,( ∈  polynomials with properties 

 

*),)(,(0)0,0(,0)0,0( KyxgfJandgf ∈==  

 

Then algebraic variate of polynomials f  and g consists from one zero point. Exactly, 

 

)}0,0{(}0),(,0),(),{(),( 2 ===∈= yxgyxfKyxgfV . 

 

Proof. Indeed, by the theorem of formal inverse function, exist series    

 

[ ][ ]yxKyxvyxu ,),(),,( ∈  

 

such as  

 

)0,0(0)0,0( vu == )),(),,(()),,(),,(( yxgyxfvyyxgyxfuxand == .  

 

Then, if  

),,(0),( bagbaf ==  

then, 

 

,0)0,0()),(),,((

,0)0,0()),(),,((

===

===

vbagbafvb

ubagbafua
 

 

that is -  )}0,0{(),( =gfV .  

 

After all, next theorem will be proven easily. 

 

The injective function theorem. Let [ ]yxKyxgyxf ,),(),,( ∈  polynomials with properties 

*),)(,( KyxgfJ ∈ . Then polynomials mapping 

 

)),(),,((),(,:
22

yxgyxfyxKK =→ φφ  

 

is injective. 
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Proof. Let ),(),( dcba φφ = . Consider next polynomials  

 

),,(),(),( bafbyaxfyxF −++=  ),(),(),( bagbyaxgyxG −++=  

 

Then  

 

*),)(,()0,0(0)0,0( KyxGFJandGF ∈==  

 

 By the lemma )}0,0{(),( =GFV . We have 0),(,0),( =−−=−− bdacGbdacF . It means  

 

)}0,0{(),(),( =∈−− GFVbdac . 

 

It means bdac == , . φ  injective. 
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Abstaract − In this paper, we introduce some kernels in nano topological spaces, nano ∧r-set
and nano λ-closed sets investigate some of their properties.

Keywords − nano ∧r-set, nano ∧π-set, nano λ-closed set and nano λπ-closed set

1 Introduction

Lellis Thivagar et al [4] introduced a nano kernel to nano topological space with
respect to a subset X of an universe which is defined in terms of lower approximation
and upper approximation and boundary region. The classical nano topological space
is based on an equivalence relation on a set, but in some situation, equivalence
relations are nor suitable for coping with granularity, instead the classical nano
topology is extend to general binary relation based covering nano topological space

In this paper, we introduce some kernels, nano ∧r-set, nano ∧π-set, nano λ-closed
set and nano λπ-closed set in nano topological spaces and investigate some of their
properties.

2 Preliminary

Throughout this paper (U, τR(X)) (or X) represent nano topological spaces on which
no separation axioms are assumed unless otherwise mentioned. For a subset H of a
space (U, τR(X)), Ncl(H) and Nint(H) denote the nano closure of H and the nano
interior of H respectively. We recall the following definitions which are useful in the
sequel.

*Corresponding Author.
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Definition 2.1. [5] Let U be a non-empty finite set of objects called the universe and
R be an equivalence relation on U named as the indiscernibility relation. Elements
belonging to the same equivalence class are said to be indiscernible with one another.
The pair (U, R) is said to be the approximation space. Let X ⊆ U .

1. The lower approximation of X with respect to R is the set of all objects, which
can be for certain classified as X with respect to R and it is denoted by LR(X).
That is, LR(X) =

⋃
x∈U{R(x) : R(x) ⊆ X}, where R(x) denotes the equiva-

lence class determined by x.

2. The upper approximation of X with respect to R is the set of all objects, which
can be possibly classified as X with respect to R and it is denoted by UR(X).
That is, UR(X) =

⋃
x∈U{R(x) : R(x) ∩X 6= φ}.

3. The boundary region of X with respect to R is the set of all objects, which can
be classified neither as X nor as not - X with respect to R and it is denoted by
BR(X). That is, BR(X) = UR(X)− LR(X).

Proposition 2.2. [3] If (U,R) is an approximation space and X, Y ⊆ U ; then

1. LR(X) ⊆ X ⊆ UR(X);

2. LR(φ) = UR(φ) = φ and LR(U) = UR(U) = U ;

3. UR(X ∪ Y ) = UR(X) ∪ UR(Y );

4. UR(X ∩ Y ) ⊆ UR(X) ∩ UR(Y );

5. LR(X ∪ Y ) ⊇ LR(X) ∪ LR(Y );

6. LR(X ∩ Y ) ⊆ LR(X) ∩ LR(Y );

7. LR(X) ⊆ LR(Y ) and UR(X) ⊆ UR(Y ) whenever X ⊆ Y ;

8. UR(Xc) = [LR(X)]c and LR(Xc) = [UR(X)]c;

9. URUR(X) = LRUR(X) = UR(X);

10. LRLR(X) = URLR(X) = LR(X).

Definition 2.3. [3] Let U be the universe, R be an equivalence relation on U and
τR(X) = {U, φ, LR(X), UR(X), BR(X)} where X ⊆ U . Then by the Property 2.2,
R(X) satisfies the following axioms:

1. U and φ ∈ τR(X),

2. The union of the elements of any sub collection of τR(X) is in τR(X),

3. The intersection of the elements of any finite subcollection of τR(X) is in
τR(X).
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That is, τR(X) is a topology on U called the nano topology on U with respect to X.
We call (U, τR(X)) as the nano topological space. The elements of τR(X) are called
as nano open sets and [τR(X)]c is called as the dual nano topology of [τR(X)].

Remark 2.4. [3] If [τR(X)] is the nano topology on U with respect to X, then the
set B = {U, φ, LR(X), BR(X)} is the basis for τR(X).

Definition 2.5. [3] If (U, τR(X)) is a nano topological space with respect to X and if
H ⊆ U , then the nano interior of H is defined as the union of all nano open subsets
of H and it is denoted by Nint(H).

That is, Nint(H) is the largest nano open subset of H. The nano closure of H is
defined as the intersection of all nano closed sets containing H and it is denoted by
Ncl(H).

That is, Ncl(H) is the smallest nano closed set containing H.

Definition 2.6. [3] A subset H of a nano topological space (U, τR(X)) is called nano
regular-open H = Nint(Ncl(H)).

The complement of the above mentioned set are called their respective closed set.

Definition 2.7. [1] Let H be a subset of a space (U, τR(X)) is nano π-open if the
finite union of nano regular-open sets.

Definition 2.8. [4] Let (U, τR(X)) be a nano topological spaces and H ⊆ U . The
nano Ker(H) =

⋂{U : H ⊆ U,U ∈ τR(X)} is called the nano kernal of H and is
denoted by NKer(H).

Definition 2.9. A subset H of a nano topological space (U, τR(X)) is called;

1. nano g-closed [2] if Ncl(H) ⊆ G, whenever H ⊆ G and G is nano open.

2. nano rg-closed set [6] if Ncl(H) ⊆ G whenever H ⊆ G and G is nano regular-
open.

3 On Some New Subsets of Nano Topological Spaces

Definition 3.1. A subset H of a space (U, τR(X)) is called a nano ∧-set if H =
NKer(H).

Example 3.2. Let U = {a, b, c, d} with U/R = {{a}, {c}, {b, d}} and X = {a, b}.
Then the nano topology τR(X) = {φ, {a}, {b, d}, {a, b, d}, U}. Then {a} is nano
∧-set.

Definition 3.3. A subset H of a space (U, τR(X)) is called nano λ-closed if H =
L ∩ F where L is a nano ∧-set and F is nano closed.

Example 3.4. In Example 3.2, then {b, c, d} is nano λ-closed.

Lemma 3.5. 1. Every nano ∧-set is nano λ-closed.

2. Every nano open set is nano λ-closed.
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3. Every nano closed set is nano λ-closed.

Remark 3.6. The converses of statements in Lemma 3.5 are not necessarily true
as seen from the following Examples.

Example 3.7. In Example 3.2,

1. then {c} is nano λ-closed but not nano ∧-set.

2. then {a, c} is nano λ-closed but not nano open.

3. then {b, d} is nano λ-closed but not nano closed.

Lemma 3.8. For a subset H of a space (U, τR(X)), the following conditions are
equivalent.

1. H is nano λ-closed.

2. H = L ∩Ncl(H) where L is a nano ∧-set.

3. H = NKer(H) ∩Ncl(H).

Lemma 3.9. A subset H ⊂ (U, τR(X)) is nano g-closed if and only if Ncl(H) ⊂
NKer(H).

Definition 3.10. Let H be a subset of a space (U, τR(X)) is nano πg-closed if
Ncl(H) ⊆ G, whenever H ⊆ G and G is nano π-open.

Example 3.11. In Example 3.2, then {b, c, d} is nano πg-closed.

Remark 3.12. For a subset of a space (U, τR(X)), we have the following implica-
tions:

nano closed → nano g-closed → nano πg-closed → nano rg-closed

None of the above implications are reversible.

Theorem 3.13. For a subset H of a space (U, τR(X)), the following conditions are
equivalent.

1. H is nano closed.

2. H is nano g-closed and nano λ-closed.

Proof. (1) ⇒ (2): Obvious by Remark 3.12 and (3) of Lemma 3.5.
(2) ⇒ (1): Since H is nano g-closed, by Lemma 3.9, Ncl(H) ⊂ NKer(H). Since

H is nano λ-closed, by Lemma 3.8, H = NKer(H) ∩Ncl(H) = Ncl(H). Hence H
is nano closed.

Remark 3.14. In a nano topological space, the concepts of nano g-closed sets and
nano λ-closed sets are independent as seen from the following Examples.
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Example 3.15. In Example 3.2,

1. then {b, c} is nano g-closed set but not nano λ-closed.

2. then {a} is λ-closed set but not nano g-closed.

Remark 3.16. Theorem 3.13 together with Remark 3.14 and Example 3.15 gives a
decomposition of nano closed set into a nano g-closed set and a λ-nano closed set.

Definition 3.17. Let H be a subset of a space (U, τR(X)). Then

1. The nano r-Kernel of the set H, denoted by N r-Ker(H), is the intersection of
all nano regular-open supersets of H.

2. The nano π-Kernel of the set H, denoted by Nπ-Ker(H), is the intersection of
all nano π-open supersets of H.

Example 3.18. In Example 3.2,

1. then {a} is nano r-Kernel.

2. then {b, d} is nano π-Kernel.

Definition 3.19. A subset H of a space (U, τR(X)) is called

1. nano ∧r-set if H = N r-Ker(H).

2. nano ∧π-set if H = Nπ-Ker(H).

Example 3.20. In Example 3.2,

1. then {b, d} is nano ∧r-set.

2. then {a} is nano ∧π-set.

Definition 3.21. A subset H of a space (U, τR(X)) is called

1. nano λr-closed if H = L ∩ F where L is a nano ∧r-set and F is nano closed.

2. nano λπ-closed if H = L ∩ F where L is a nano ∧π-set and F is nano closed.

Example 3.22. In Example 3.2,

1. then {b, c, d} is nano λr-closed.

2. then {a, c} is nano λπ-closed.

Lemma 3.23. 1. Every nano closed set is nano λr-closed.

2. Every nano ∧r-set is nano λr-closed.

3. Every nano closed set is nano λπ-closed.

4. Every nano ∧π-set is nano nano λπ-closed.
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Remark 3.24. The converses of the statements in Lemma 3.23 are not necessarily
true as seen from the following Examples.

Example 3.25. In Example 3.2,

1. then {b, d} is nano λr-closed set but not nano closed.

2. then {a, c} is nano λr-closed set but not nano ∧r-set.

3. then {b, d} is nano λπ-closed set but not nano closed.

4. then {b, c, d} is nano λπ-closed but not nano ∧π-set.

Lemma 3.26. For a subset H of a space (U, τR(X)), the following are equivalent.

1. (a) H is nano λr-closed.

(b) H = L ∩Ncl(H) where L is a nano ∧r-set.

(c) H = N r-Ker(H) ∩ Ncl(H).

2. (a) H is nano λπ-closed.

(b) H = L ∩Ncl(H) where L is a nano ∧π-set.

(c) H = Nπ-Ker(H) ∩Ncl(H).

Lemma 3.27. 1. A subset H ⊂ (U, τR(X)) is nano πg-closed if and only if
Ncl(H) ⊂ Nπ-Ker(H).

2. A subset H ⊂ (U, τR(X)) is nano rg-closed if and only if Ncl(H) ⊂ N r-
Ker(H).

Theorem 3.28. For a subset H of a space (U, τR(X)), the following are equivalent.

1. H is nano closed.

2. H is nano πg-closed and nano λπ-closed.

Proof. (1)⇒(2) Proof follows by Remark 3.12 and (6) of Lemma 3.23.
(2)⇒(1) By Lemma 3.27 and Lemma 3.26(2), proof follows similar to the proof

of Theorem 3.13.

Remark 3.29. In a nano topological space, the concepts of nano λπ-closed sets and
nano πg-closed sets are independent as seen from the following Examples.

Example 3.30. Let U = {a, b, c, d} with U/R = {{a}, {b}, {c, d}} and X = {b, d}.
Then the nano topology τR(X) = {φ, {b}, {c, d}, {b, c, d}, U}.

1. then {a, c} is nano πg-closed set but not nano λπ-closed.

2. then {c, d} is nano λπ-closed set but not nano πg-closed.

Remark 3.31. Theorem 3.28 together with Remark 3.29 and Example 3.30 gives a
decomposition of nano closed set into a nano λπ-closed set and a nano πg-closed set.

Theorem 3.32. For a subset H of a space (U, τR(X)), the following are equivalent.
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1. H is nano closed.

2. H is nano rg-closed and nano λr-closed.

Proof. (1) ⇒ (2) Proof follows by Remark 3.12 and (3) of Lemma 3.23.
(2) ⇒ (1) By Lemma 3.27 and Lemma 3.26(1), proof follows similar to the proof

of Theorem 3.13.

Remark 3.33. In a nano topological space, the concepts of nano λr-closed sets and
nano rg-closed sets are independent as seen from the following Examples.

Example 3.34. In Example 3.2,

1. then {a} is nano λr-closed set but not nano rg-closed.

2. then {a, d} is nano rg-closed set but not nano λr-closed.

Remark 3.35. Theorem 3.32 together with Remark 3.33 and Example 3.34 gives a
decomposition of nano closed set into a nano λr-closed set and a nano rg-closed set.
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Abstaract − The newly defined integral transform ”Natural transform” has many application in
the field of science and engineering.In this paper we described the application of Natural transform
to Cryptography.This provide the algorithm for cryptography in which we use the natural transform
of the exponential function for encryption of the plain text and corresponding inverse natural
transform for decryption.

Keywords − Cryptography, Data encryption, Data decryption, Natural transform.

1 Introduction

In today’s world of globalization and digitalization , the security of information (data)
is the most important aspect of the society.There is a commonly and widely used
technique called as cryptography for the security purpose.cryptography deals with
the actual securing of digital data.It is the art and science of making a cryptosystem
that is capable of providing information security. The objectives of cryptography
are Confidentiality,Integrity,Non-repudiation and Authentication.Different tools and
techniques are used for cryptography [12, 13, 14]. There are Mathematical technique
used for the cryptography are found in [8, 9, 10].

The original information is known as plain-text, and the encrypted from as cipher
text. The cipher text message contains all the information of the plain-text mes-
sage,but is not in a format readable to a human or computer without the mechanism
to decrypt it. Cipher are usually parametrized by a piece of auxiliary information
called a key. The encryption process is varied depending the key which changes
the detailed operation of the algorithm [11]. Without having the proper key it is
impossible to decrypt the given text.

*Corresponding Author.
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1.1 Natural Transform

The new integral transform Natural transform was defined by Khan and Khan [1]
as N - transform who gave the properties and application of N-transform. Belgacem
[2, 3] defined inverse Natural transform and studied some properties and applications.
Many authors have contributed in the study of N-transform [4, 5, 6, 7]. Natural
transform can be used to solve the problems in engineering, fluid mechanics and
other science faculty.

1.2 Definition of Natural Transform

The Natural transform of the function f(t) ∈ <2 is given by the following integral
equation [3]

N[f(t)] = G(s, u) =

∫ ∞

0

e−stf(ut)dt (1)

where Re(s) > 0 , u ∈ (τ1, τ2) provided the function f(t)∈<2 is defined in the set

A=[f(t)/∃ M,τ1, τ2 > 0 ,|f(t)| < M e
|t|
τj , if t ∈(−1)j × [0,∞) ]

The inverse Natural transform related with Bromwich contour integral[2, 3] is
defined by

N−1[G(s, u)] = f(t) = lim
T→∞

1

2Πi

∫ γ+iT

γ−iT

e
st
u G(s, u)ds (2)

1.3 Standard Result of Natural Transform

In this section we can see the Natural transform of some of the standard functions.
[1, 3]

N[1] =
1

s
(3)

N[t] =
u

s2
(4)

N[tn] =
un

sn+1
n! (5)

N[eat] =
1

s− au
(6)

N[
sin(at)

a
] =

u

s2 + s2u2
(7)

N[cos(at)] =
s

s2 + s2u2
(8)

N[
tn−1eat

(n− 1)!
] =

un−1

(s− au)2
(9)

N[f (n)(t)] =
sn

un
.R(s, u)−

∞∑
n=0

sn−(k+1)

un−k
.u(k)(0), wheref (n)(t) =

dnf

dtn
(10)



Journal of New Theory 16 (2017) 59-67 61

2 Main Result

2.1 Encryption Using Exponential Function

Consider the Taylor series expansion of the exponential function ert as

ert = 1 +
rt

1!
+

(rt)2

2!
..... =

∞∑
n=0

(rt)n

n!
(11)

where r is constant.

∴ t.ert = t +
rt2

1!
+

r2t3

2!
..... =

∞∑
n=0

rntn+1

n!
(12)

Now we allocate 0 to A,1 to B and so on then Z will be 25.

consider the plain-text as ”SCIENCE” which is equivalent to 18 2 8 4 13 2 4

PutP0 = 18, P1 = 2, P2 = 8, P3 = 4, P4 = 13, P5 = 2, P6 = 4, Pn = 0 for n≥7

f(t) = Pt.ert = P0t + P1
rt2

1!
+ P2

r2t3

2!
+ P3

r3t4

3!
..... =

∞∑
n=0

Pn
rntn+1

n!
(13)

for r = 2 we have

f(t) = Pt.e2t = P0t + P1
2t2

1!
+ P2

22t3

2!
+ P3

23t4

3!
..... =

∞∑
n=0

Pn
2ntn+1

n!
(14)

f(t) = Pt.e2t = 18t + 2
2t2

1!
+ 8

22t3

2!
+ 4

23t4

3!
+ 13

24t5

4!
+ 2

25t6

5!
+ 4

26t7

6!
(15)

Now taking the Natural transform on both sides of above equation, we get

N[f(t)] =

= N[Pt.e2t]

= N[18t + 2
2t2

1!
+ 8

22t3

2!
+ 4

23t4

3!
+ 13

24t5

4!
+ 2

25t6

5!
+ 4

26t7

6!
]

= 18.N[t] + 2.
2

1!
N[t2] + 8.

22

2!
N[t3] + 4.

23

3!
N[t4] + 13.

24

4!
N[t5] + 2.

25

5!
N[t6] + 4.

26

6!
N[t7]

= 18.
u

s2
+ 2.

2

1!

u2

s3
2! + 8.

22

2!

u3

s4
3! + 4.

23

3!

u4

s5
4! + 13.

24

4!

u5

s6
5! + 2.

25

5!

u6

s7
6! + 4.

26

6!

u7

s8
7!

= 18.
u

s2
+ 8.

u2

s3
+ 96.

u3

s4
+ 128.

u4

s5
+ 1040.

u5

s6
+ 384.

u6

s7
+ 1792.

u7

s8

Now the key (Ki) for the cipher text is calculated by following method
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18 ≡ 18(mod26) ,8 ≡ 8(mod26) ,96 ≡ 18(mod26) ,128 ≡ 24(mod26) ,

1040 ≡ 0(mod26) ,384 ≡ 20(mod26) ,1792 ≡ 24(mod26).

Which gives the key as 0 0 3 4 40 14 68.

Let P
′
i = ri = qi − 26Ki for i = 0,1,2,3,4,5,6

∴ P
′
0 = 18, P

′
1 = 8, P

′
2 = 18, P

′
3 = 24, P

′
4 = 0, P

′
5 = 20, P

′
6 = 24, P

′
n = 0 for n ≥ 7

Hence the given plain-text ”SCIENCE” get converted into ”SISYAUY”.

2.2 For Decryption

Now receiver receives the message as ”SISYAUY” which is equivalent to 18 8 24 0
20 24

SinceP
′
0 = 18, P

′
1 = 8, P

′
2 = 18, P

′
3 = 24, P

′
4 = 0, P

′
5 = 20, P

′
6 = 24, P

′
n = 0 forn ≥ 7

and we have the key as 0 0 3 4 40 14 68 so we can calculate qi = 26Ki + P
′
i for i =

0,1,2...

P
u

(s− 2u)2
= 18.

u

s2
+ 8.

u2

s3
+ 96.

u3

s4
+ 128.

u4

s5
+ 1040.

u5

s6
+ 384.

u6

s7
+ 1792.

u7

s8
(16)

Now taking inverse Natural transform on both sides

N−1[P u
(s−2u)2

] = N−1[18. u
s2 + 8.u2

s3 + 96.u3

s4 + 128.u4

s5 + 1040.u5

s6 + 384.u6

s7 + 1792.u7

s8 ]

f(t) = Pte2t

= 18N−1[
u

s2
] + 8N−1[

u2

s3
] + 96N−1[

u3

s4
] + 128N−1[

u4

s5
] + 1040N−1[

u5

s6
]

+ 384N−1[
u6

s7
] + 1792N−1[

u7

s8
]

= 18t + 2
2t2

1!
+ 8

22t3

2!
+ 4

23t4

3!
+ 13

24t5

4!
+ 2

25t6

5!
+ 4

26t7

6!

Here P0 = 18, P1 = 2, P2 = 8, P3 = 4, P4 = 13, P5 = 2, P6 = 4, Pn = 0 for n ≥ 7

This gives the message ”SISYAUY” get converted into the original message ”SCI-
ENCE”.

2.2.1 More Illustrative Examples

1 The original message ”SCIENCE” get converted into ”SMIQNEC” with the
proper key as
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0 0 8 202 112 785 for r = 3

2 The original message ”SCIENCE” get converted into ”SGUKAQC” with the
proper key as

0 1 14 39 640 472 4411 for r = 4

3 The original message ”SCIENCE” get converted into ”SEYQAMC” with the
proper key as

0 2 180 1688 96040 248226 8108731 for r = 14

3 Encryption Using Hyperbolic Function

Consider the Taylor series expansion of hyperbolic sine function sinh(rt) as

sinh(rt) =
rt

1!
+

r3t3

3!
+

r5t5

5!
..... =

∞∑
n=0

(rt)2n+1

(2n + 1)!
(17)

where r is constant.

∴ t.sinh(rt) =
rt2

1!
+

r3t4

3!
+

r5t6

5!
..... =

∞∑
n=0

r2n+1t2n+2

(2n + 1)!
(18)

Now we allocate 0 to A,1 to B and so on then Z will be 25.

consider the plain-text as ”STUDENT” which is equivalent to 18 19 20 3 4 13 19

PutP0 = 18, P1 = 19, P2 = 20, P3 = 3, P4 = 4, P5 = 13, P6 = 19, Pn = 0 for
n≥7

f(t) = Pt.sinh(rt) = P0
rt2

1!
+ P1

r3t4

3!
+ P2

r5t6

5!
+ ..... =

∞∑
n=0

Pn
r2n+1t2n+2

(2n + 1)!
(19)

for r = 2 we have

f(t) = Pt.sinh(2t) = P0
2t2

1!
+ P1

23t4

3!
+ P2

25t6

5!
+ ..... =

∞∑
n=0

Pn
22n+1t2n+2

(2n + 1)!
(20)

f(t) = Pt.sinh(2t) = 18
2t2

1!
+19

23t4

3!
+20

25t6

5!
+3

27t8

7!
+4

29t10

9!
+13

211t12

11!
+19

213t14

13!
(21)

Now taking the Natural transform on both sides of above equation ,we get
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N[f(t)] = N[Pt.sinh(2t)]

= P
(2s)(2u2)

(s2 − 22u2)2

= N[18
2t2

1!
+ 19

23t4

3!
+ 20

25t6

5!
+ 3

27t8

7!

+ 4
29t10

9!
+ 13

211t12

11!
+ 19

213t14

13!
]

= 18
2

1!
N[t2] + 19

23t4

3!
N[t4] + 20

25

5!
N[t6] + 3

27

7!
N[t8] + 4

29

9!
N[t10]

+ 13
211

11!
N[t12] + 19

213

13!N[t14]

= 72.
u2

s3
+ 608.

u4

s5
+ 3840.

u6

s7
+ 3072.

u8

s9
+ .20480

u10

s11
+ 319488.

u12

s13

+ 2179072.
u14

s15

Now the key(Ki) for the cipher text is calculated by following method

72 ≡ 20(mod26), 608 ≡ 10(mod26), 3840 ≡ 18(mod26), 3072 ≡ 4(mod26)

20480 ≡ 18(mod26), 319488 ≡ 0(mod26), 2179072 ≡ 12(mod26).

Which gives the key as 2 23 147 118 787 12288 83810.

Let P
′
i = ri = qi − 26Ki for i = 0,1,2,3,4,5,6

∴ P
′
0 = 20, P

′
1 = 10, P

′
2 = 18, P

′
3 = 4, P

′
4 = 18, P

′
5 = 0, P

′
6 = 12, P

′
n = 0 for n ≥ 7

Hence the given plain-text ” STUDENT ” get converted into ” UKSESAM ”.

3.1 For Decryption

Now receiver receives the message as ” UKSESAM ” which is equivalent to 20 10 18
4 18 0 12

Since P
′
0 = 20, P

′
1 = 10, P

′
2 = 18, P

′
3 = 4, P

′
4 = 18, P

′
5 = 0, P

′
6 = 12, P

′
n = 0 for

n ≥ 7 and we have the key as 2 23 147 118 787 12288 83810 so we
can calculate qi = 26Ki + P

′
i for i = 0,1,2...

P
(2s)(2u2)

(s2 − 22u2)2
= 72.

u2

s3
+ 608.

u4

s5
+ 3840.

u6

s7
+ 3072.

u8

s9
+ .20480

u10

s11
+ 319488.

u12

s13

+ 2179072.
u14

s15
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Now taking inverse Natural transform on both sides

N−1[P
(2s)(2u2)

(s2 − 22u2)2
] = N−1[72.

u2

s3
+ 608.

u4

s5
+ 3840.

u6

s7
+ 3072.

u8

s9
+ 20480

u10

s11

+ 319488.
u12

s13
+ 2179072.

u14

s15
]

f(t) = Pt.sinh(2t)

= 72.N−1[
u2

s3
] + 60.N−1[

u4

s5
] + 3840.N−1[

u6

s7
] + 3072.N−1[

u8

s9
] + 20480.N−1[

u10

s11
]

+ 319488.N−1[
u12

s13
] + 2179072.N−1[

u14

s15
]

= 18
2t2

1!
+ 19

23t4

3!
+ 20

25t6

5!
+ 3

27t8

7!
+ 4

29t10

9!
+ 13

211t12

11!
+ 19

213t14

13!

Here P0 = 18, P1 = 19, P2 = 20, P3 = 3, P4 = 4, P5 = 13, P6 = 19, Pn = 0 forn ≥ 7

This gives the cipher text ” UKSESAM ” get converted into the original message ”
STUDENT ”.

3.2 Generalization

for encryption of given plain-text in terms of P ,we consider the function

f(t) = Ptjsinh(rt) forr, j ∈ N

Taking Natural transform and following the procedure we can have the given
messagePi can

be converted into P
′
i with the private key as Ki =

qi−P
′
i

26
for i = 0,1,2 ...

where qi = Pir
2i+1(2i + 1)(2i + 3)...(2i + j)

For dycryption for recived message (cipher text) in terms of Pi we have

P.uj.(− ∂
∂s

)j( ru
s2−r2u2 ) =

∑∞
n=0

qnu2n+1+j

s2n+2+j

Taking the inverse Natural transform,we can convert the given cipher text P
′
i

into the original message Pi as

Pi =
26Ki + P

′
i

r2i+1(2i + 1)(2i + 3)...(2i + j)

for i = 0,1,2 ...
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4 Conclusion

Now a day’s e-crimes such as internet banking fraud, data hacking etc. are commonly
seen in the society. This paper gives a new cartographic application using Natural
transform which helps to prevent such e-crimes in the society.It is too difficult for
hackers or unauthorized person to find the private key by the brute farce attack or
any other attack.
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1 Introduction

Let f : I ⊆ R → R, be a mapping differentiable in I◦ and a, b ∈ I with a < b. If
|f ′(x)| ≤ M , for all x ∈ [a, b], then the following inequality holds

∣∣∣∣f(x)− 1

b− a

∫ b

a

f(t)dt

∣∣∣∣ ≤ M(b− a)

[
1

4
+

(x− a+b
2

)2

(b− a)2

]
(1)

for x ∈ [a, b]. This inequality is known in the literature as the Ostrowski inequality
([8]), which gives an upper bound for the approximation of the integral average

1
b−a

∫ b

a
f(t)dt by the value f(x) at the point x ∈ [a, b]. For some results which

generalize, improve and extend the inequality (1), we refer the reader to recent
papers (see [9, 10]) and the references therein.

Definition 1.1. A function f : I ⊆ R→ R is said to be convex function, if

f(λx + (1− λ)y)) ≤ λf(x) + m(1− λ)f(y)

for all x, y ∈ I and λ ∈ [0, 1]. We say that f is concave if −f is convex.

In recent years several extensions and generalizations have been considered for
classical convexity. A significant generalization of convex function is that of invex
functions introduced by Hanson in [4]. Weir and Mond [13] introduced the concept
of preinvex functions and applied it to the establishment of the sufficient optimality
conditions and duality in nonlinear programming. Pini [12] introduced the concept
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of prequasiinvex functions as a generalization of invex functions. Later, Mohan and
Neogy [9] obtained some properties of generalized preinvex functions.

In [1], I. A. Baloch et. al. introduced the concept of the p-preinvex functions
which is generalization of preinvex and harmonically preinvex functions. They also
defined the notion of p-prequasiinvex function.

The aim of this paper is to establish some Ostrowski type inequalities for the
functions whose derivative in absolute value are p-preinvex. Now, we recall some
notions in invexity analysis which will be used through out the paper (see [2,8,14]
and references therein).

Definition 1.2. A set S ⊆ Rn is said to be invex with respect to the map η :
S × S → Rn, if for every x, y ∈ S and t ∈ [0, 1], we have

x + tη(y, x) ∈ S.

Note that definition of invex set has a clear geometric interpretation.This defini-
tion essentially says that there is a path starting from a point x which is contain in
S.We do not require that the point y should be the one of the end points of path.
This observation plays an important role in our analysis. Note that, if we demand
that y should be an end point of the path for every pair of points, x, y ∈ S, then
η(y, x) = y−x and corresponding invexity reduces to convexity. Thus, it is true that
every convex set is also an invex set with respect to η(y, x) = y − x, but converse is
not necessarily true, see [15],[18] and references therein.

Definition 1.3. Let S ⊆ Rn be an invex set with respect to eta : S × S → Rn. A
function f : S → R is said to be preinvex with respect to η if for every x, y ∈ S and
t ∈ [0, 1], we have

f(x + tη(y, x)) ≤ tf(x) + (1− t)f(y).

Note that every convex function is a preinvex function, but converse is not true
(see [8]). For example, f(x) = −|x|, x ∈ R, is not a convex function, but it is a
preinvex function with respect to

η(x, y) =

{
x− y, xy ≥ 0
y − x, xy < 0

We also need the following assumption regarding the function η which is due to
Mohan and Neogy [9].
Condition C: Let S ⊆ R be an open invex subset with respect to η : S × S → R.
For any x, y ∈ S and any t ∈ [0, 1],

η(y, y + tη(y, x)) = −tη(y, x)

η(x, y + tη(y, x)) = (1− t)η(y, x).

Note that for every x, y ∈ S and t1, t2 ∈ [0, 1], from Condition C, we have

η(y + t2η(y, x), y + t1η(y, x)) = (t2 − t1)η(y, x).
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There are many vector functions that satisfy condition C (see [8]), besides the trivial
case η(x, y) = x− y. For example, let S = R/{0} and

η(x, y) =





x− y, x > 0, y > 0
y − x, x < 0, y < 0
−y, otherwise.

Then S is an invex set and η satisfies condition C.
In [3], İ .İscan established the Ostrowski type inequalities for the preinvex function
as follow:

Theorem 1.4. Let S ⊂ R be an invex set with respect to η : S×S → R and a, b ∈ S
with a < a + η(b, a). Suppose that f : S → R is a differentiable function and |f ′|
is preinvex function on S. If f ′ is integrable on [a, a + η(b, a)]. Then the following
inequality holds:

∣∣∣∣f(x)− 1

η(b, a)

∫ a+η(b,a)

a

f(u)du

∣∣∣∣ ≤
η(b, a)

6

×
{[

3

(
x− a

η(b, a)

)2

− 2

(
x− a

η(b, a)

)3

+

(
a + η(b, a)− x

η(b, a)

)3]
|f ′(a)|

+

[
1− 3

(
x− a

η(b, a)

)2

+ 4

(
x− a

η(b, a)

)3]
|f ′(b)|

}
(2)

for all x ∈ [a, a + η(b, a)]. The constant 1
6

is best possible in the sense that cannot
be replaced by a smaller value.

Theorem 1.5. Let S ⊆ R be an open invex set with respect to eta : S×S → R and
a, b ∈ S with a < a + η(b, a). Suppose that f : S → R is a differentiable function
such that |f ′|q is preinvex on [a, a + η(b, a)], for some fixed q > 1. If f ′ is integral
on [a, a + η(b, a)] and η satisfies condition C, then for each x ∈ [a, a + η(b, a)], the
following inequality holds

∣∣∣∣f(x)− 1

η(b, a)

∫ a+η(b,a)

a

f(u)du

∣∣∣∣

≤
(

1

p + 1

) 1
p
{

(x− a)2

η(b, a)

( |f ′(a)|q + |f ′(x)|q
2

) 1
q

+

(
a + η(b, a)− x

)2

η(b, a)

( |f ′(a + η(b, a))|q + |f ′(x)|q
2

) 1
q
}

, (3)

where 1
p

+ 1
q

= 1.

Theorem 1.6. Let S ⊆ R be an open invex set with respect to eta : S×S → R and
a, b ∈ S with a < a + η(b, a). Suppose that f : S → R is a differentiable function
such that |f ′|q is preinvex on [a, a + η(b, a)], for some fixed q ≥ 1. If f ′ is integral
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on [a, a + η(b, a)] and η satisfies condition C, then for each x ∈ [a, a + η(b, a)], the
following inequality holds

∣∣∣∣f(x)− 1

η(b, a)

∫ a+η(b,a)

a

f(u)du

∣∣∣∣ ≤ η(b, a)

(
1

2

)1− 1
q
{(

x− a

η(b, a)

)2(1− 1
q
)

×
[
(x− a)2(3η(b, a)− 2x + 2a)

6η3(b, a)
|f ′(a)|q+1

3

(
x− a

η(b, a)

)3

|f ′(b)|q
] 1

q

+

(
a + η(b, a)− x

η(b, a)

)2(1− 1
q
)

×
[
1

3

(
a + η(b, a)− x

η(b, a)

)3

|f ′(a)|q +

(
1

6
+

(x− a)2(2x− 3η(b, a)− 2a)

6η3(b, a)

)
|f ′(b)|q

] 1
q
}

(4)
for each x ∈ [a, a + η(b, a)].

Now, we recall the class of the p-preinvex functions [1] which is a generalization
of preinvex functions, harmonically preinvex functions and also recall the class of
p-prequasiinvex functions :

Definition 1.7. Let p ∈ R/{0}.The set Aη,p ⊆ (0,∞)is said to be p-invex with
respect to η(., .), if for every x, y ∈ A and t ∈ [0, 1], we have

[(1− t)xp + t(x + η(y, x))p]
1
p ∈ A.

The p-invex set Aη,p is also call a (p, η)-connected set.

Remark 1.8. Note that for p = 1, p-invex set becomes invex set and for p = −1,
p-invex set become to harmonic invex-set.

Definition 1.9. Let p ∈ R/{0}. The function f on the p-invex set Aη,p is said to
be p-preinvex function with respect to η if, where p ∈ R/{0}, , if

f

(
[(1− t)xp + t(x + η(y, x))p]

1
p

)
≤ tf(x) + (1− t)f(y), (5)

for all x, y ∈ Aη,p and t ∈ [0, 1].

Remark 1.10. Note that for p = 1 p-preinvex functions becomes preinvex functions
and for p = −1, p-preinvex functions become harmonically preinvex functions.

Theorem 1.11. [1] Let f : S = [a, a + η(b, a)] → (0,∞) be a p-preinvex function
on the interval S◦ and a, b ∈ S◦ with a < a + η(b, a). Then the following inequality
holds:

f

([
ap + (a + η(b, a))p

2

] 1
p
)
≤ p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(x)

x1−p
dx ≤ f(a) + f(b)

2

Definition 1.12. Let p ∈ R/{0}. The function f on the p-invex set Aη,p is said to
be p-prequasiinvex function with respect to η if, where p ∈ R/{0}, , if

f

(
[(1− t)xp + t(x + η(y, x))p]

1
p

)
≤ max{f(x), f(y)}, (6)

for all x, y ∈ Aη,p and t ∈ [0, 1].



Journal of New Theory 16 (2017) 68-79 72

2 Main Results

Lemma 2.1. Let S be an open invex set with respect to η and a, a + η(b, a) ∈ S
with a < a + η(b, a). Suppose that f : S → R is differentiable function. If f ′ is
integrable on [a, a + η(b, a)] Then, we have following identity

f(x)− p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(u)

u1−p
du

=
(a + η(b, a))p − ap

p

[ ∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
1−p

p

×f ′
(

[(1− t)ap + t(a + η(b, a))p]
1
p

)
dt

+

∫ 1

xp−ap

(a+η(b,a))p−ap

(t− 1)[(1− t)ap + t(a + η(b, a))p]
1−p

p

×f ′
(

[(1− t)ap + t(a + η(b, a))p]
1
p

)
dt

]

for all x ∈ [a, a + η(b, a)] and p ∈ R/{0}.
Proof. Let

I1 =
(a + η(b, a))p − ap

p

∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
1−p

p

×f ′
(

[(1− t)ap + t(a + η(b, a))p]
1
p

)
dt

= tf

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣
xp−ap

(a+η(b,a))p−ap

0

−
∫ xp−ap

(a+η(b,a))p−ap

0

f

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)
dt

=
xp − ap

(a + η(b, a))p − ap
f(x)−

∫ xp−ap

(a+η(b,a))p−ap

0

f

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)
dt

=
xp − ap

(a + η(b, a))p − ap
f(x)− p

(a + η(b, a))p − ap

∫ x

a

f(u)

u1−p
du,
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and let

I2 =
(a + η(b, a))p − ap

p

∫ 1

xp−ap

(a+η(b,a))p−ap

(t− 1)[(1− t)ap + t(a + η(b, a))p]
1−p

p

×f ′
(

[(1− t)ap + t(a + η(b, a))p]
1
p

)
dt

= (t− 1)f

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣
1

xp−ap

(a+η(b,a))p−ap

−
∫ 1

xp−ap

(a+η(b,a))p−ap

f

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)
dt

=

(
1− xp − ap

(a + η(b, a))p − ap

)
f(x)−

∫ 1

xp−ap

(a+η(b,a))p−ap

f

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)
dt

=

(
1− xp − ap

(a + η(b, a))p − ap

)
f(x)− p

(a + η(b, a))p − ap

∫ a+η(b,a)

x

f(u)

u1−p
du.

Now, by adding I1 and I2, we get required result.

Theorem 2.2. Let S ⊂ R be an invex set with respect to η : S×S → R and a, b ∈ S
with a < a + η(b, a). Suppose that f : S → R is a differentiable function and |f ′| is
p-preinvex function on S with p = 2k + 1 or p = n

m
, n = 2r + 1, m = 2t + 1 where

k, r, t ∈ N. If f ′ is integrable on [a, a + η(b, a)]. Then the following inequality holds:

∣∣∣∣f(x)− p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(u)

u1−p
du

∣∣∣∣

≤ (a + η(b, a))p − ap

p

[
(S1 + S3)|f ′(a)|+ (S2 + S4)|f ′(b)|

]
, (7)

where

S1 =

∫ xp−ap

(a+η(b,a))p−ap

0

t2[(1− t)ap + t(a + η(b, a))p]
1−p

p dt

S2 =

∫ xp−ap

(a+η(b,a))p−ap

0

t(1− t)[(1− t)ap + t(a + η(b, a))p]
1−p

p dt

S3 =

∫ 1

xp−ap

(a+η(b,a))p−ap

t(1− t)[(1− t)ap + t(a + η(b, a))p]
1−p

p dt

S4 =

∫ 1

xp−ap

(a+η(b,a))p−ap

(1− t)(1− t)[(1− t)ap + t(a + η(b, a))p]
1−p

p dt

Proof. Using Lemma 2.1 and |f ′| is p-preinvex on S, we have

∣∣∣∣f(x)− p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(u)

u1−p
du

∣∣∣∣
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≤ (a + η(b, a))p − ap

p

[ ∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
1−p

p

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣dt

+

∫ 1

xp−ap

(a+η(b,a))p−ap

(t− 1)[(1− t)ap + t(a + η(b, a))p]
1−p

p

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣dt

]

≤ (a + η(b, a))p − ap

p

[ ∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
1−p

p

×
(

t|f ′(a)|+ (1− t)|f ′(b)|
)

dt

+

∫ 1

xp−ap

(a+η(b,a))p−ap

(t− 1)[(1− t)ap + t(a + η(b, a))p]
1−p

p

(
t|f ′(a)|+ (1− t)|f ′(b)|

)
dt

]

=
(a + η(b, a))p − ap

p

[
(S1 + S3)|f ′(a)|+ (S2 + S4)|f ′(b)|

]
.

This completes the proof.

Theorem 2.3. Let S ⊆ R be an open invex set with respect to eta : S×S → R and
a, b ∈ S with a < a + η(b, a). Suppose that f : S → R is a differentiable function
such that |f ′|q is p-preinvex on [a, a + η(b, a)] with p = 2k + 1 or p = n

m
, n = 2r + 1,

m = 2t + 1 where k, r, t ∈ N , for some fixed q > 1. If f ′ is integral on [a, a + η(b, a)]
and η satisfies condition C, then for each x ∈ [a, a + η(b, a)], the following inequality
holds

∣∣∣∣f(x)− p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(u)

u1−p
du

∣∣∣∣

≤ [(a + η(b, a))p − ap]

21+ 1
q (q + 1)

1
q

[(
S5|f(a)| q

q−1 + S6|f(b)| q
q−1

) q−1
q

+

(
S7|f(a)| q

q−1 + S8|f(b)| q
q−1

) q−1
q

]
,

where

S5 =

∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
q(1−p)
p(q−1) dt

S6 =

∫ xp−ap

(a+η(b,a))p−ap

0

(1− t)[(1− t)ap + t(a + η(b, a))p]
q(1−p)
p(q−1) dt

S7 =

∫ 1

xp−ap

(a+η(b,a))p−ap

t[(1− t)ap + t(a + η(b, a))p]
q(1−p)
p(q−1) dt
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S8 =

∫ 1

xp−ap

(a+η(b,a))p−ap

(1− t)[(1− t)ap + t(a + η(b, a))p]
q(1−p)
p(q−1) dt

Proof. Using Lemma 2.1, Holder’s inequality and p-preinvexity of |f ′| q
q−1 on S, we

have

∣∣∣∣f(x)− p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(u)

u1−p
du

∣∣∣∣

≤ (a + η(b, a))p − ap

p

[ ∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
1−p

p

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣dt

+

∫ 1

xp−ap

(a+η(b,a))p−ap

(1−t)[(1−t)ap+t(a+η(b, a))p]
1−p

p

∣∣∣∣f ′
(

[(1−t)ap+t(a+η(b, a))p]
1
p

)∣∣∣∣dt

]

≤ (a + η(b, a))p − ap

p

[( ∫ xp−ap

(a+η(b,a))p−ap

0

tqdt

) 1
q
( ∫ xp−ap

(a+η(b,a))p−ap

0

[(1−t)ap+t(a+η(b, a))p]
q(1−p)
p(q−1)

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣
q

q−1

dt

) q−1
q

+

( ∫ 1

xp−ap

(a+η(b,a))p−ap

(1− t)qdt

) 1
q
( ∫ 1

xp−ap

(a+η(b,a))p−ap

[(1− t)ap + t(a + η(b, a))p]
q(1−p)
p(q−1)

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣
q

q−1

dt

) q−1
q

]

≤ (a + η(b, a))p − ap

p

[( ∫ xp−ap

(a+η(b,a))p−ap

0

tqdt

) 1
q
( ∫ xp−ap

(a+η(b,a))p−ap

0

[(1−t)ap+t(a+η(b, a))p]
q(1−p)
p(q−1)

×(t|f(a)| q
q−1 + (1− t)|f(b)| q

q−1 )dt

) q−1
q

+

( ∫ 1

xp−ap

(a+η(b,a))p−ap

(1− t)qdt

) 1
q

×
( ∫ 1

xp−ap

(a+η(b,a))p−ap

[(1− t)ap + t(a+ η(b, a))p]
q(1−p)
p(q−1) (t|f(a)| q

q−1 +(1− t)|f(b)| q
q−1 )dt

) q−1
q

]

=
[(a + η(b, a))p − ap]

21+ 1
q (q + 1)

1
q

[(
S5|f(a)| q

q−1 +S6|f(b)| q
q−1

) q−1
q

+

(
S7|f(a)| q

q−1 +S8|f(b)| q
q−1

) q−1
q

]

The proof is completed.
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Theorem 2.4. Let S ⊆ R be an open invex set with respect to η : S × S → R and
a, b ∈ S with a < a + η(b, a). Suppose that f : S → R is a differentiable function
such that |f ′|q is preinvex on [a, a + η(b, a)] with p = 2k + 1 or p = n

m
, n = 2r + 1,

m = 2t + 1 where k, r, t ∈ N , for some fixed q ≥ 1. If f ′ is integral on [a, a + η(b, a)]
and η satisfies condition C, then for each x ∈ [a, a + η(b, a)], the following inequality
holds

∣∣∣∣f(x)− p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(u)

u1−p
du

∣∣∣∣

≤ [(a + η(b, a))p − ap]

21+ 1
r (r + 1)

1
r

[(
S9|f(a)|q + S10|f(b)|q

) 1
q

+

(
S11|f(a)|q + S12|f(b)|q

) 1
q
]
,

where

S9 =

∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
q(1−p)

p dt

S10 =

∫ xp−ap

(a+η(b,a))p−ap

0

(1− t)[(1− t)ap + t(a + η(b, a))p]
q(1−p)

p dt

S11 =

∫ 1

xp−ap

(a+η(b,a))p−ap

t[(1− t)ap + t(a + η(b, a))p]
q(1−p)

p dt

S12 =

∫ 1

xp−ap

(a+η(b,a))p−ap

(1− t)[(1− t)ap + t(a + η(b, a))p]
q(1−p)

p dt

Proof. Using Lemma 2.1, Holder’s inequality and p-preinvexity of |f ′|q on S, we have

∣∣∣∣f(x)− p

[(a + η(b, a))p − ap]

∫ a+η(b,a)

a

f(u)

u1−p
du

∣∣∣∣

≤ (a + η(b, a))p − ap

p

[ ∫ xp−ap

(a+η(b,a))p−ap

0

t[(1− t)ap + t(a + η(b, a))p]
1−p

p

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣dt

+

∫ 1

xp−ap

(a+η(b,a))p−ap

(1−t)[(1−t)ap+t(a+η(b, a))p]
1−p

p

∣∣∣∣f ′
(

[(1−t)ap+t(a+η(b, a))p]
1
p

)∣∣∣∣dt

]

≤ (a + η(b, a))p − ap

p

[( ∫ xp−ap

(a+η(b,a))p−ap

0

trdt

) 1
r
( ∫ xp−ap

(a+η(b,a))p−ap

0

[(1−t)ap+t(a+η(b, a))p]
q(1−p)

p

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣
q

dt

) 1
q
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+

( ∫ 1

xp−ap

(a+η(b,a))p−ap

(1− t)rdt

) 1
r
( ∫ 1

xp−ap

(a+η(b,a))p−ap

[(1− t)ap + t(a + η(b, a))p]
q(1−p)

p

×
∣∣∣∣f ′

(
[(1− t)ap + t(a + η(b, a))p]

1
p

)∣∣∣∣
q

dt

) 1
q
]

≤ (a + η(b, a))p − ap

p

[( ∫ xp−ap

(a+η(b,a))p−ap

0

trdt

) 1
r
( ∫ xp−ap

(a+η(b,a))p−ap

0

[(1−t)ap+t(a+η(b, a))p]
q(1−p)

p

×(t|f(a)|q + (1− t)|f(b)|q)dt

) 1
q

+

( ∫ 1

xp−ap

(a+η(b,a))p−ap

(1− t)rdt

) 1
r

×
( ∫ 1

xp−ap

(a+η(b,a))p−ap

[(1− t)ap + t(a + η(b, a))p]
q(1−p)

p (t|f(a)|q + (1− t)|f(b)|q)dt

) 1
q
]

=
[(a + η(b, a))p − ap]

21+ 1
r (r + 1)

1
r

[(
S9|f(a)|q + S10|f(b)|q

) 1
q

+

(
S11|f(a)|q + S12|f(b)|q

) 1
q
]

The proof is completed.
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[5] İ. İşcan, Ostrowski type inequalities for harmonically s-convex functions, Konu-
ralp journal of Mathematics, 3(1) (2015), 63-74 .



Journal of New Theory 16 (2017) 68-79 78
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Abstract  – It is known that, the concept of hyper KU-algebras is a generalization of KU-algebras. In this 

paper, we define cubic (strong, weak,s-weak) hyper KU-ideals of hyper KU-algebras and related properties 

are investigated. 
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1. Introduction   
 

Prabpayak and Leerawat [10,11] introduced a new algebraic structure which is called KU-

algebras. They studied ideals and congruences in KU-algebras. Also, they introduced the 

concept of homomorphism of KU-algebra and investigated some related properties. 

Moreover, they derived some straightforward consequences of the relations between 

quotient KU-algebras and isomorphism. Mostafa et al. [7]introduced the notion of fuzzy 

KU-ideals of KU-algebras and then they investigated several basic properties which are 

related to fuzzy KU-ideals .The hyper structure theory (called also multi-algebras) is 

introduced in 1934 by Marty [6] at the 8th congress of Scandinvian Mathematiciens. 

Around the 40's, several authors worked on hyper groups, especially in France and in the 

United States, but also in Italy, Russia and Japan. Hyper structures have many applications 

to several sectors of both pure and applied sciences, since then numerous mathematical 

papers [2,3,4,8] have been written investigating the algebraic properties of the hyper BCK / 

BCI- KU algebras. Jun and Xin [3] considered the fuzzification of the notion of a (weak, 

strong, reflexive) hyper BCK-ideal, and investigated the relations among them. In [8], 

Mostafa et al. applied the hyper structures to KU- algebras and introduced the concept of a 

                                                 
*
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hyper KU-algebra which is a generalization of a KU-algebra, and investigated some related 

properties. They also introduced the notion of a hyper KU-ideal, a weak hyper KU-ideal 

and gave relations between hyper KU-ideals and weak hyper KU-ideals. Mostafa et al [9] 

the bipolar fuzzy set theory to the (s-weak-strong) hyper KU-ideals in hyper KU-algebras  

are applied and discussed. In this paper, we define cubic (strong, weak, s-weak) hyper KU-

ideals of hyper KU-algebras and related properties are investigated. 

 

 

2. Preliminaries 
 

Let H  be a nonempty set and }{\)()( φHPHP =∗   the family of the nonempty subsets of 

H . A multi valued operation (said also hyper operation) " o " on H  is a function, which 

associates with every pair  2),( HHHyx =×∈  a non empty subset of H  denoted yx o .An 

algebraic hyper structure or simply a hyper structure is a non empty set H  endowed with 

one or more hyper operations. 
 

We shall use the yx o  instead of }{yx o , yx o}{  or }{}{ yx o . 

 

Definition2.1[ 8]. Let H  be a nonempty set and " o " a hyper operation on H , such that 

)(: HPHH ∗→×o . Then H  is called a hyper KU-algebra if it contains a constant "0" and 

satisfies the following axioms: for all Hzyx ∈,,  

 

yxzxzyHKU oooo <<)]()[()( 1  

{ }00)( 2 =oxHKU  

{ }xxHKU =o0)( 3  

yximpliesxyyxifHKU =<<<< ,)( 4 .   

 

where x << y is defined by xy o∈0  and for every HBA ⊆,  , BA <<  is defined by 

bathatsuchBbAa <<∈∃∈∀ , . In such case, we call “<<” the hyper order in H . 

Note that if  HBA ⊆, , then by BA o   we mean the subset Hofba
BbAa

U o
∈∈ ,

. 

 

Example 2.2. [8 ]  Let }3,2,1,0{=H be a set. Define hyper operation o  on H  as follows: 

 

 

 

 

 

 

 

 

 

Then  )0,,( oH is a hyper KU-algebra. 

 

Proposition 2.3. [8 ]Let H  be a hyper KU-algebra. Then for all Hzyx ∈,, , the following 

statements hold: 

( 1P ) A ⊆  B implies BA << , for all nonempty subsets A, B of H. 

o  0 1 2 3 

0 {0} {1} {2} {3} 

1 {0} {0} {1} {3} 

2 {0} {0} {0} {0,3} 

3 {0} {0} {1} {0,3} 
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( 2P ) }0{00 =o . 

( 3P ) x<<0 . 

( 4P ) zz << . 

( 5P ) zzx <<o  

( 6P ) }0{0 =oA . 

( 7P ) AA =o0 .   

( 8P ) }{)00( xx =oo  and }0{))0(( =xx oo . 

( 9P ) { } 0=⇔= xxxx o  

Lemma 2.4. [ 8] In hyper   KU-algebra )0,,( oX , the following hold: 

 

yx <<    imply   zxzy oo <<  for all Xzyx ∈,, . 

 

Lemma 2.5. [ 8] In hyper KU-algebra )0,,( oX  , we have   

 

)()( xzyxyz oooo =  for all Xzyx ∈,, . 

 

Lemma 2.6. [8] For all Hzyx ∈,, , the following statements hold: 

 

(i) xyzzyx <<⇔<< oo  ,   

(ii) AA ∈⇒<< 00 , 

(iii) xyxy <<⇒∈ )0( o . 

 

Definition 2.7.  [8 ] For a hyper KU-algebras H , a non-empty subsets HI ⊆ , containing 0 

are called : 

 

1- A weak hyper KU-ideal of H  if Icba ⊆)( oo and Ib ∈  imply Ica ∈o . 

2- A hyper KU-ideal of H  if Icba <<)( oo and Ib ∈  imply Ica ∈o . 

3- A strong hyper KU-ideal of H  if ( Hyx ∈∀ , )( φ≠Icba Ioo )(( ) and Ib ∈  imply 

Ica ∈o .  

 

Example 2.8. [ 8] Let },,,0{ cbaH = be a set with the following Cayley table 

 
 
 
 

 

 

 

 

 

Then H is a hyper KU-algebra. Take { }bI ,0= , then I is a weak hyper ideal, however, not a 

weak hyper KU-ideal of H  as IacbbutIbIcbb ∉=∈⊆ ooo ,,)( . 

  

 

Example 2.9. [8 ] Let },,0{ baH = be a set with the following Cayley table: 

 

o  0 a b c 

0 {0} {a} {b} {c} 

a {0} {0,a} {0,b} {b,c} 

b {0} {0,b} {0 } {a} 

c {0} {0,b} {0 } {0,a} 
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Then H is a hyper KU-algebra. Take { }bI ,0= . Then I is a hyper ideal, but not a hyper 

KU-ideal, since Iab <<)(0 oo   and Ib ∈ but Ia ∉  

 

Here { }bI ,0= is also a strong hyper ideal but it is not a strong hyper KU-ideal of H , since 

φ≠∩= Ibab }{)(0 oo IabutIband ∉∈ . 

 

Definition 3.10. [1] An interval number is ],[~
UL aaa = , where 10 ≤≤≤ UL aa . 

 

Let D[0, 1] denote the family of all closed subintervals of [0, 1], i.e., 

 

                         { }IaaforaaaaaD ULULUL ∈≤== ,:],[~]1,0[ . 

 

We define the operations =≥≤ ,, ,rmin and rmax in case of two elements in D[0, 1]. We 

consider two elements  ],[~
UL aaa = and  ],[

~
UL bbb = in D[0, 1]. Then 

 

1- UULL babaiffba ≤≤≤ ,
~~ ; 

2- UULL babaiffba ≥≥≥ ,
~~ ; 

3- UULL babaiffba === ,
~~ ; 

4- { } { } { }[ ]UULL bababarmim ,min,,min
~

,~ =  ; 

5- { } { } { }[ ]UULL bababar ,max,,max
~

,~max =  

 

Here we consider that [ ]0,00
~

=  as least element and [ ]1,11
~

= as greatest element. 

Let [ ]1,0~ Dai ∈ ,where Λ∈i . We define 

 














=

Λ∈ Λ∈Λ∈ i i
UiLi

i

aa
iar )inf(,)inf(~inf  and  














=

Λ∈ Λ∈Λ∈ i i
UiLi

i

aa
iar )sup(,)sup(~sup  

 

An interval valued fuzzy set (briefly, i-v-f-set) µ~  on a set X is defined as 

 

[ ]{ }Xxxxx UL ∈= ,)(),(,~ µµµ  

 

where [ ]1,0:~ DX →µ  and )()( xx UL µµ ≤ , for all Xx ∈ . A cubic fuzzy set A over a set 

X  (see [5 ]) is an object having the form },|))(),(~,{( XxxxxA AA ∈= λµ  where 

]1,0[)(~ DxA ⊆µ and ]1,0[)( ∈xAλ  Jun et al. [5 ], introduced the concept of cubic sets 

defined on a non-empty set X as objects having the form: { },:)(),(~, XxxxxA AA ∈= λµ  

o  0 a b 

0 { }0  { }a  { }b  

a { }0  { }a,0  { }b  

b { }0  }{b  { }b,0  
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which is briefly denoted by ,,~
AAA λα=  where the functions ]1,0[:~ DXA →α  and 

].1,0[: →XAλ  

 

 

3. Cubic Hyper KU–ideals 

 
Now some fuzzy logic concepts are reviewed .A fuzzy set µ  in a set H  is a function 

]1,0[: →Hµ .  A fuzzy set µ  in a set H  is said to satisfy the inf (resp. sup) property if for 

any subset T  of H there exists Tx ∈0 such that )(inf)( 0 xx
Tx

µµ
∈

= (resp. )(sup)( 0 xx
Tx

µµ
∈

= ). 

For a fuzzy set µ  in X and a ∈  [0, 1]  the set U( µ ; a):={x ∈ H , µ  (x) ≥ a}, which is 

called a level set of µ . 

 

Definition 3.1. A fuzzy set µ in H is said to be a fuzzy hyper KU-subalgebra of H if it 

satisfies the inequality: { })(),(min)(inf yxz
yxz

µµµ ≥
∈ o

 Hyx ∈∀ , . 

  

Proposition 3.2. Let µ be a fuzzy hyper KU-sub-algebra of H. Then  )()0( xµµ ≥   for all 

x ∈ H .  

 

Proof.  Using Proposition 2.3 ( 9P ), we see that 0 ∈ x ◦ x for all x ∈H . Hence  

 

{ } )()(),(min)0(inf
0

xxx
xx

µµµµ =≥
∈ o

 for all x ∈H . 

 

Example 3.3.  Let },,0{ baH = be a set. Define hyper operation o  on H  as follows: 

 

 

 

 

 

 

 

 

Then  )0,,( oH is a hyper KU-algebra. Define a fuzzy set µ : H →[0, 1] by  

 

µ(0) = µ(a)=α1 > α2 = µ(b) 

 

Then µ is a fuzzy hyper  sub-algebra of H . A fuzzy set ν :  H →[0, 1]  defined  by  

 

ν(0) = 0.7, ν(a)=0.5 and ν(b)=0.2 

 

is also a fuzzy Hyper sub-algebra of H . 

 

Definition3.4.  Let X be nonempty set .A cubic set A in X is structure  

 

{ }XxxxxA AA ∈= ,)(),(~, λµ  

 

o  0 a b 

0 { }0  { }a  { }b  

a { }0  { }a,0  { }ba,  

b { }0  { }a,0  },,0{ ba  
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which is briefly denoted by )(),(~ xxA AA λµ= , where ],[)(~
A

UL

AA x µµµ = is  an interval 

value fuzzy set in X and Aλ  is  an fuzzy set in X. 

 

Definition3.5. For a hyper KU-algebra H  , a cubic )(),(~ xxA AA λµ= ” in H  is called:  

 

(I) Cubic  hyper ideal of H  ,if  )(~)(~:1 yximpliesyxK µµ ≥<< , 

 

)()( yx AA λλ ≤ , { })(~,)(~infmin)(~
)(

yurz AA
zyu

A µµµ
o∈

≥  

 

 and 









≤
∈

)(,)(supmax)(
)(

yaz
zya

A µµλ
o

 

 

(II) Cubic weak hyper ideal of H” if, for any x; y; z ∈  H  

 

{ })(~),(~infmin)(~)0(~
)(

yurz AA
zyu

AA µµµµ
o∈

≥≥  

 









≤≤
∈

)(,)(supmax)()0(
)(

yaz AA
zya

AA λλλλ
o

 

 

  (III) Cubic strong  hyper ideal of H ” if, for any x; y; z ∈  H  

 

{ })(~),(~infmin)(~)(~inf
)()(

yurzu AA
zyu

AA
zyu

µµµµ
oo ∈∈

≥≥  

 









≤≤
∈∈

)(),(supmax)()(sup
)()(

yuzu AA
zyu

AA
zyu

λλλλ
oo

 

 

Definition3.6. For a hyper KU-algebra H  , a cubic )(),(~ xxA AA λµ= ” in H  is called:  

 

(I) Cubic  hyper KU-ideal of H , if  )(~)(~:1 yximpliesyxK µµ ≥<< , 

 

)()( yx AA λλ ≤ , { })(~,)(~infmin)(~
)((

yurzx AA
zyxu

A µµµ
oo

o
∈

≥  

 

 and 









≤
∈

)(,)(supmax)(
)(

yazx
zyxa

A µµλ
oo

o  

 

 

(II) Cubic weak hyper KU-ideal of H” if, for any x; y; z ∈  H  

    

{ })(~),(~infmin)(~)0(~
)((

yurzx AA
zyxu

AA µµµµ
oo

o
∈

≥≥  
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







≤≤
∈

)(,)(supmax)()0(
)(

yazx AA
zyxa

AA λλλλ
oo

o  

 

  (III) Cubic strong  hyper KU-ideal of H ” if, for any x; y; z ∈  H  

 

{ })(~),(~infmin)(~)(~inf
)()(

yurzu AA
zyxu

AA
zyxu

µµµµ
oooo ∈∈

≥≥ , 

 









≤≤
∈∈

)(),(supmax)()(sup
)()(

yuzu AA
zyxu

AA
zyxu

λλλλ
oooo

 

 

Example 3.7.   Let  },,0{ baH = be a set with a binary operation o as Example 3.3. 

Then )0,,( oH  is a hyper KU-algebra. . Define  )(~ xAµ  , as follows: 

 

)(~ xAµ = 


 =

otherwise

xif

]4.0,1.0[

}1,0{]9.0,2.0[
 

 

 

 

 

 

 

It is easy to check that )(),(~ xxA AA λµ=  is cubic  hyper KU-ideal of H . 

 

Example 3.8.  Let },,0{ baH = be a set. Define hyper operation o  on H  as follows: 

 

 

 

 

 

 
 

 

Then (H, ° ) is a Hyper KU-algebra. Define a cubic set  )(),(~ xxA AA λµ= in H by 

 

]9.0,4.0[)0(~ =Aµ , ]7.0,5.0[)(~ =aAµ , ]3.0,2.0[)(~ =bAµ  

 

and  

 

 

 

 

 

 

It is easy to check that )(),(~ xxA AA λµ= is a cubic strong hyper KU-ideal of H 

 

H 0 1 2 3 

)(xAλ  
0.2 0.2 0.6 0.7 

o  0 a b 

0 { }0  { }a  { }b  

a { }0  { }0  { }b  

b { }0  { }a  },0{ b  

H 0 1 2 3 

)(xAλ  
0.2 0.3 0.5 0.7 
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Definition 3.9.  A cubic set )(),(~ xxA AA λµ= in H is called a  cubic s-weak hyper KU-

ideal of H if 

 

(i) Hxxx aAAA ∈∀≤≥ )()0(,)(~)0(~ λλµµ ,  

 

(ii) for every Hzyx ∈,,   there exists )( zyxa oo∈   such that       

 

{ })(~),(~infmin)(~
)(

yarzx AA
zyxa

A µµµ
oo

o
∈

≥  

 

(iii) 








≤
∈

)(,)(supmax)(
)(

yazx AA
zyxa

A λλλ
oo

o . 

 
Theorem 3.10. Any cubic  (weak, strong) hyper KU-ideal is a cubic  (weak, strong) hyper 

ideal. 

 

Proof. Let )(),(~ xxA AA λµ= be cubic a  hyper KU-ideal of H, we get for any x; y; z ∈  H ,  

 

{ })(~),(~infmin)(~
)(

yurzx AA
zyxu

A µµµ
oo

o
∈

≥   Put  x = 0 

 

we get 

{ })(~,)(~infmin)0(~
)(0

yurz AA
zyu

A µµµ
oo

o
∈

≥  

 

which gives, 

{ })(~,)(~infmin)(~
)(

yurz AA
zyu

A µµµ
o∈

≥  

 

And 









≤
∈

)(),(supmax)(
)(

yuzx AA
zyxu

A λλλ
oo

o  

 

Take   x = 0 , we  get                         

 









≤
∈

)(,)(supmax)0(
)(0

yuz AA
zyu

A λλλ
oo

o   

which gives, 









≤
∈

)(,)(supmax)(
)(

yuz AA
zyu

A λλλ
o

 

Ending the proof. 

 

Theorem 3.11. Every cubic s-weak hyper KU-ideal of H is a cubic weak hyper KU-ideal. 

 

Proof. Let )(),(~ xxA AA λµ=  be a cubic s- weak hyper KU-ideal of H, then there exists 

)(, zyxba oo∈   such that 
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{ })(~),(~infmin)(~
)(

yarzx AA
zyxa

A µµµ
oo

o
∈

≥   

 









≤
∈

)(,)(supmax)(
)(

ybzx AA
zyxb

A λλλ
oo

o  

 

Since )(~inf)(~
)(

ca A
zyxc

A µµ
oo∈

≥ and )(sup)(
)(

db A
zyxd

A λλ
oo∈

≤ ,  it follows that  

 

{ })(~),(~infmin)(~
)(

ycrzx AA
zyxc

A µµµ
oo

o
∈

≥   

 









≤
∈

)(,)(supmax)(
)(

ydzx AA
zyxd

A λλλ
oo

o  

 

Proposition 3.12. Let )(),(~ xxA AA λµ=  be a cubic  weak hyper KU-ideal of H. If 

)(),(~ xxA AA λµ=  satisfies the inf-sup property, then )(),(~ xxA AA λµ= is a cubic  s-weak 

hyper KU -ideal of H. 

 

Proof. Since )(),(~ xxA AA λµ=  satisfies the inf property, there exists )(0 zyxa oo∈ ,such 

that )(~inf)(~
0

)(
0

0

aa A
zyxa

A µµ
oo∈

= . It follows that   

 

{ })(~,)(~infmin)(~
)(

yarzx AA
zyxa

A µµµ
oo

o
∈

≥  

 

And since )(),(~ xxA AA λµ=  satisfies the sup property, there exists )(0 zyxb oo∈ ,such 

that )(sup)( 0
)(

0

0

ab A
zyxb

A λλ
oo∈

=  It follows that    

 









≤
∈

)(,)(supmax)(
)(

ybzx AA
zyxb

A λλλ
oo

o  

 

Proposition 3.13. Let )(),(~ xxA AA λµ=  be a cubic strong hyper KU-ideal of H and let x; 

y; z ∈  H. Then 

 

(i) )(~)0(~ xAA µµ ≥ , )()0( xAA λλ ≤  

(ii) x << y  implies  )(~)(~ yx AA µµ ≥  . 

(iii) { } )(,)(~),(~min)(~ zyxayarzx AAA ooo ∈∀≥ µµµ  

(v) x << y  implies  )()( yx AA λλ ≤  

(iv)  








≤
∈

)(,)(supmax)(
)(

ybzx AA
zyxb

A λλλ
oo

o  

Proof.   (i) Since Hxxx ∈∀∈ o0 , we have  

 

)()(inf)0( xa
xxa

µµµ ≥≥
∈ o

, )()(sup)0( xb
xxb

λλλ ≤≤
∈ o
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 which  proves  (i). 

 

 (ii) Let x; y ∈  H be such that x << y. Then  Hyxxy ∈∀∈ ,0 o  and so  

   )0(~)(~inf
)(

AA
xyb

b µµ ≤
∈ o

, it follows from (i)  that,  

 

{ } { } )(~)(~),0(~min)(~,)(~infmin)(~
)(

yyryarx AAAAA
xya

A µµµµµµ =≥≥
∈ o

 

 

{ } )()(),0(max)(,)(supmax)(
)(

yyybx AAAAA
xyb

A λλλλλλ =≤








≤
∈ o

 

 

(iii)  { } { } )(,)(~),(~min)(~),(~infmin)(~
)(

zyxayaryarzx AAAA
zyxa

A ooo
oo

∈∀≥≥
∈

µµµµµ ,  

 

{ } )(,)(),(max)(),(supmax)(
)(

zyxbybybzx
zyxb

ooo
oo

∈∀≤








≤
∈

µµλλλ  

 

we conclude that (iii), (v), (iv) are true. Ending the proof.  

 
Proposition 3.14.  Every cubic  strong hyper KU-ideal is both a cubic  s-weak hyper KU-

ideal and a cubic  hyper  KU-ideal. 

 

Proof.  Straight forward.  

 

Proposition 3.15.  Let )(),(~ xxA AA λµ=  be a cubic  hyper KU -ideal of H and let 

Hzyx ∈,, . Then,  

 

(i) )(~)0(~ xAA µµ ≥ , )()0( xAA λλ ≤  

(ii) if )(),(~ xxA AA λµ=  satisfies the  inf -sup property, then  

{ } )(,)(~),(~min)(~ zyxayarzx AAA ooo ∈∀≥ µµµ ,








≤
∈

)(,)(supmax)(
)(

ybzx AA
zyxb

A λλλ
oo

o  

 

Proof. (i) Since 0 << x for each Hx ∈ ; we have )(~)0(~ xAA µµ ≥ , )()0( xAA λλ ≤ by 

Definition 3.6(I) and hence (i) holds. 

 

(ii) Since )(),(~ xxA AA λµ=  satisfies the inf property, there is )(0 zyxa oo∈ , such that 

)(~inf)(~
)(

0 aa A
zyxa

µµ
oo∈

= . Hence 

 

{ } { })(~,)(~min)(~,)(~infmin)(~
0

)(
yaryarzx AAAA

zyxa
A µµµµµ =≥

∈ oo
o   

 

Since )(),(~ xxA AA λµ=  satisfies the sup- property, there is )(0 zyxb oo∈ , such that 

)(sup)(
)(

0 bb A
zyxb

λλ
oo∈

= , Hence 
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{ })(,)(max)(,)(supmax)( 0
)(

ybybzx AAAA
zyxb

A λλλλλ =








≤
∈ oo

o  

 

which implies that (ii) is true. The proof is complete. 

 

Proposition 3.16. Let )(),(~ xxA AA λµ=  be a cubic strong  hyper KU -ideal of H, then 

{ }.)(~,)(~infmin)(~
)(

yarzx AA
zyxa

A µµµ
oo

o
∈

≥  and .)(,)(supmax)(
)( 








≤
∈

ybzx AA
zyxb

A λλλ
oo

o  

Hzyx ∈∀ ,, . 

 

Proof.  For any Hzyx ∈,, , we have  

 

)(~inf)(~sup
)()(

aa A
zyxa

A
zyxa

µµ
oooo ∈∈

≥ and )(sup)(inf
)()(

bb A
zyxb

A
zyxb

λλ
oooo ∈∈

≤  

 

It follows from the definition, we get 

 

{ }.)(~,)(~infmin)(~,)(~supmin)(~
)()(

yaryarzx AA
zyxa

AA
zyxa

A µµµµµ
oooo

o
∈∈

≥








≥  

 

and 

{ } .)(,)(supmax)(,)(infmax)(
)()( 








≤≤
∈∈

ybybzx AA
zyxb

AA
zyxb

A λλλλλ
oooo

o  

 
Corollary 3.17. (i) Every cubic  hyper KU-ideal of H is a cubic weak hyper KU-ideal of H. 

(ii) If )(),(~ xxA AA λµ= is a cubic  hyper KU -ideal of H satisfying inf-sup property, then 

)(),(~ xxA AA λµ=  is a cubic  s-weak Hyper  KU -ideal of H. 

 

Proof. Straightforward.  
  

Theorem 3.18 . If )(),(~ xxA AA λµ= is a cubic  strong hyper KU-ideal of H , then the set  

 

{ }sxtxHx AAst ≤≥∈= )(,
~

)(~,, λµµ  

 

is a strong hyper KU-ideal of H , when ]1,0[],1,0[
~

,, ∈∈Φ≠ sDtforstµ . 

 

Proof. Let )(),(~ xxA AA λµ=  be a cubic strong hyper KU-ideal of H  and 

]1,0[],1,0[
~

,, ∈∈Φ≠ sDtforstµ  .Then there sta ,µ∈   and so sata AA ≤≥ )(,
~

)(~ λµ  .  

 

By Proposition 3.13 (i), sataAA ≤≥≥≥ )()0(,
~

)(~)0(~ λλµµ and so st ,0 µ∈ .  Let Hzyx ∈,,   

such that stst yandzyx ,,)( µµ ∈Φ≠∩oo , Then there exist   
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satahenceandzyxa AAst ≤≥∩∈ )(,
~

)(~)( 00,0 λµµoo By Definition 3.6(B) (III), we have  

 

{ } { } { } tttryaryarzx AAAA
zyxa

A

~~
,

~
min)(~),(~min)(~),(~infmin)(~

)(
=≥≥≥

∈
µµµµµ

oo
o  

 

and 

 

{ } { } sssyayazx AAAA
zyxa

A ===








≤
∈

),max)(,)(max)(,)(supmax)( 0
)(

λλλλλ
oo

o  

 

 So stzx ,)( µ∈o .  It follows that st ,µ   is a strong hyper KU-ideal of H . 
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1.  INTRODUCTION 
 
The theory of setsconsidered to have begun with Cantor (1845

uncertainty factor, Zadeh [1] introduced Fuzzy sets in 1965, in which a membership function 

assigns to each element of the universe of discourse, a number from the unit interval [0,1] to 

indicate the degree of belongingness to the set under 

 

If repeated occurrences of any object are allowed in a set, then the mathematical structure is 

called as multiset [11,12]. As a generalization of this concept

multisets. An element of a Fuzzy Multiset can occur 

different membership values. 

 

In 1983, Atanassov [3,10] introduced the concept of Intuitionistic Fuzzy sets. An Intuitionistic 

Fuzzy set is characterized by two functions expressing the degree of membership and the d

of nonmembership of elements of the universe to the Intuitionistic Fuzzy set. Among the various 

notions of higher-order Fuzzy sets, Intuitionistic Fuzzy sets proposed by Atanassov provide a 

flexible framework to explain uncertainty and vagueness.
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The concept of Intuitionistic Fuzzy Multiset is introduced in [4] by combining the all the above 

concepts. Intuitionistic Fuzzy Multiset has applications in medical diagnosis and robotics 

[13,14]. In [5] Shinoj et al. introduced algebraic structures on Intuitionistic Fuzzy Multiset.  

 

In 1968, Chang [9] introduced Fuzzy topological spaces. And as a continuation of this, in 1997, 

Coker [6] introduced the concept of Intuitionistic fuzzy topological spaces. In [15], Shinoj and 

John generalized this concept into Intuitionistic Fuzzy Multiset by introducing Intuitionistic 

Fuzzy Multiset Topology. In the present work we introduced the concept of Compactness, which 

is considered as a “global” property in general topology. The advantage of this concept is that, 

one can study the whole space by studying a finite number of open subsets. Also we introduced 

the concept of Homeomorphism which will help to compare two spaces and corresponding 

properties. 

 

 

2. Preliminaries 

 
Definition 2.1. [1] Let X be a nonempty set.  A Fuzzy setA drawn from X is defined as  

 

A = {<x : µA(x) > : x ϵ X}. 

 

Where : X →[0,1] is the membership function of the Fuzzy Set A. 

 

Definition 2.2. [2] Let X be a nonempty set. A Fuzzy Multiset (FMS) A drawn from X is 

characterized by a function, ‘count membership’ of A denoted by CMA such that CMA : X → Q 

where Q is the set of all crisp multisets drawn from the unit interval [0,1].  Then for any x ∈ X, 

the value CMA (x) is a crisp multiset drawn from [0,1].  For each x ∈X, the membership 

sequence is defined as the decreasingly ordered sequence of elements in CMA(x).  It is denoted 

by (µ1
A(x), µ2

A(x),...,µP
A(x)) where µ1

A(x)> µ2
A(x) >,..., > µP

A(x). 

 

A complete account of the applications of Fuzzy Multisets in various fields can be seen in [9]. 

 

Definition 2.3. [3] Let X be a nonempty set. An Intuitionistic Fuzzy Set (IFS) A is an object 

having the form A = {< x: µA(x), vA(x) >: x ϵ X}, where the functions µA: X→ [0,1] and vA: 

X→[0,1] define respectively the degree of membership and the degree of non membership of the 

element x∈X to the set A with 0 < µA(x) + vA(x) < 1 for each x ϵ X. 

 

Remark 2.4. Every Fuzzy set A on a nonempty set X is obviously an IFS having the form 

 

A = {<x : µA(x), 1 -  µA(x) > :  xϵX} 

 

Using the definition of FMS and IFS, a new generalized concept can be defined as follows: 

 

Definition 2.5. [4] Let X be a nonempty set.  An Intuitionistic Fuzzy Multiset A denoted by 

IFMS drawn from  X is characterized by two functions : ‘count membership’ of A (CMA) and 

‘count  non membership’ of A (CNA) given respectively by CMA : X→Q and CNA : X→  Q 
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where Q is the set of all crisp multisets drawn from the unit interval [0, 1] such that for each x ϵ 

X, the membership sequence is defined as a decreasingly ordered sequence of elements in 

CMA(x) which is denoted by (µ1
A(x), µ2

A(x),...,µP
A(x)) where (µ1

A(x) > µ2
A(x) >,... >,µP

A(x) and 

the corresponding non membership sequence will be denoted by (v1
A(x), v2

A(x),...,vP
A(x)) such 

that 0 < µ
i
A(x)  + v

i
A(x)  < 1 for every x ϵ X and i = 1,2,...,p. 

 

An IFMS A is denoted by 

 

A = {<x : (µ
1

A(x), µ
2

A(x),...,µ
P

A(x)), (v
1

A(x), v
2

A(x), ... ,v
P

A(x))  > : x ϵ X} 

 

Remark 2.6. We arrange the membership sequence in decreasing order but the corresponding 

non membership sequence may not be in decreasing or increasing order. 

 

Definition 2.7. [15] Let X and Y be two nonempty sets and f : X →Y be a mapping. Then 

 

a) The image of an IFMS A in X under the mapping f is denoted by f(A) is defined as    

 

CMf [A](y)  =  �˅������CM��x�  ;    f ���y� ≠ ∅0                                  otherwise� 
CNf [A](y)  =  � ˄������CN��x�  ;    f ���y� ≠ ∅1                                  otherwise� 

 

b) The inverse image of the IFMS B in Y under the mapping f is denoted by "���#� where  

 $%&'()*+�,�  = $%*"),+, $/&'()*+�,�  = $/*"),+ 
 

2.1. Intuitionistic FuzzyMultiset Topological spaces 

 

In this section we introduced the concept of Intuitionistic Fuzzy multiset Topology (IFMT). 

Here we extend the concept of Intuitionistic fuzzy topological spaces introduced by Dogan 

Coker in [6] to the case of Intuitionistic fuzzy multisets. 

 

For this first we introduced ⇁0 and ⇁1 in a nonempty set X as follows. 

 

Definition 2.8. [15] Let  

 ⇁0 = {< x: (0,0,……..,0), (1,1,………,1): x ϵ X } ⇁1= {< x: (1,1,…….1), (0,0,……….,0) : x ϵ X } 

 
Definition 2.9. [15] Anintuitionistic Fuzzy multiset topology (IFMT) on X is a family ґ of 

intuitionistic fuzzy multisets (IFMSs) such that 

 

1. ⇁0, ⇁1 ϵґ 

2. G1∩G2ϵґ  for any G1, G2ϵґ 

3. UGi ϵґ  for any arbitrary family {Gi : iϵ I} in ґ 
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Then the pair (X, ґ) is called IntuitionisticFuzzy multiset topological space (IFMT for 

short) and any IFMS in ґ is known as an open intuitionistic fuzzy multiset (OIFMS in short) in 

X. 

 

Remark 2.10. [15] The complement of an OIFMS is called closed intuitionistic Fuzzy multiset 

(CIFMS in short) 

 

 

2.2. Construction of IFMTs [15] 

 
Here we construct Intuitionistic fuzzy multiset topology from a given IFMT.Consider a 

nonempty set X. LetA = {<x : (µ
1

A(x), µ
2

A(x),...,µ
P

A(x)), (v
1

A(x), v
2

A(x),...,v
P

A(x)) > : x ϵ X} be 

an IFMS. Define 

 

[]A = {< x : (µ
1

A(x), µ
2

A(x),...,µ
P

A(x)),(1-µ
1

A(x),1-µ
2

A(x),...,1-µ
P

A(x)) > : x ϵ X} 
 

Proposition 2.11. Let (X,ᴦ) be an IFMT on X. Then ᴦ0,1= {[]A: Aϵ ᴦ} is an IFMS. 

 

 

2.3. Closure and Interior 

 
Definition 2.12. [15] Let (X, ґ) be an IFMT and A be an IFMS in X. Then closure of A denoted 

by cl(A) is defined as cl(A) = ∩{M: M is closed in X and A  ⊆ M}. 

 

Definition 2.13. [15] Let (X, ґ) be an IFMT and B be an IFMS in X. Then interior of B is 

denoted by  

int(B) is defined as int(B) = U{N: N is open in X and N ⊆ B}. 

 

Proposition 2.14. [15] Let (X, ґ) be an IFMT and A be an IFMS in X. Then cl(A) is a CIFMS. 

 

Proposition 2.15. [15] Let (X, ґ) be an IFMT and A be an IFMS in X. Then int(A) is an OIFMS. 

 

Proposition 2.16. [15] Let (X, ґ) be an IFMT and A be an IFMS. Then cl(∇A)= ∇(int(A)) 

 

Proposition 2.17. [15] Let (X, ґ) be an IFMT and A be an IFMS in X. Then A is a CIFMS if and 

only if cl(A) = A. 

 

Proposition 2.18.[15] Let (X, ґ) be an IFMT and A be an IFMS in X. Then A is an OIFMS if 

and only if int(A) = A.  

 

 

2.4. Continuous Functions 
 

Definition 2.19. [15] Let (X, ґ) and (Y, ф) be two IFMTs. A function f : X →Y is said to be 

Continuous if and only if inverse image of each OIFMS in ф is an OIFMS in ᴦ. 
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Theorem 2.20. [15] Let (X, ґ) and (Y, ф) be two IFMTs. Then the function f : X →Y is 

Continuous if and only if inverse image of each CIFMS in ф is a CIFMS in ᴦ. 

 

Theorem 2.21. [15] Let (X, ґ) and (Y, ф) be two IFMTs. Then the function f : X →Y is 

Continuous if and only if for each IFMT A in X, f[cl(A)] ⊆ cl[f(A)] 

 

Theorem 2.22. [15] Let (X, ґ) and (Y, ф) be two IFMTs. Then the function f: X →Y is 

Continuous if and only if for each IFMT B inY, cl[f
-1

(B)] ⊆f
-1

[cl(B)] 

 

Theorem 2.23. [15] Let (X, ґ) and (Y, ф) be two IFMTs. Then the function f: X →Y is 

Continuous if and only if for each IFMT A in X, int[f(A)] ⊆ f[int(A)]. 

 

Theorem 2.24.[15] Let (X, ґ) and (Y, ф) be two IFMTs. Then the function f: X →Y is 

Continuous if and only if for each IFMT B in Y, f
-1

[int(B)] ⊆int[f
-1

(B)] 

 

 

2.5.  Subspace Topology 
 

Definition2.25. [15] Let (X, ґ) and (Y, ф) be two IFMTs. The topological space Y is called a 

subspaceof the topological space X if Y⊆ X and if the open subsets of Y are precisely the 

subsets O
′
of the form 

O
′
= O ∩ Y 

 

for some open subsets O of X. Here we may say that each open subset O′ of Y is the restriction to 

Y of an open subset O of X. O′ is also called relative open in Y. 

 

 

3. Compactness on Intuitionistic Fuzzy Multisets 
 

Definition 3.1. Let(X, ґ) be an IFMT. Let {Gi :iϵ I} be a family of OIFMSs in X such that 

U{Gi: iϵ I} = ⇁1, then it is called an open coverof X. A finite subfamily of {Gi :iϵ I} is an 

open cover of X, then it is called a finite subcover of X. 

 

Definition 3.2. A family {Hi : iϵ I} of CIFMSs in X satisfies the finite intersection 

propertyiff every finite subfamily {Hi : i=1,2,…,n} of the family satisfies the condition  

 

∩
n

i=1Hi ≠ ⇁0. 

 

Definition3.3. Let(X, ґ) be an IFMT. Then X is compactiff every open cover of X has a finite 

subcover. 

 

Example 3.4. Let X = {1, 2} and define the IFMSs in X as follows. For nϵ N
+ 

, pϵ N 

 

Gn = {<1: (n/n+1, n+1/n+2,…,n+p/n+p+1), (1/n+2, 1/n+3,…,1/n+p+2)>, 

                     <2: (n+1/n+2, n+2/n+3,…,n+p+1/n+p+2), (1/n+3, 1/n+4,…,1/n+p+3)> } 
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Let ґ = {⇁0, ⇁1}U{Gn}. Then (X, ґ) forms an IFMT. 

 

The above example is not compact, since {Gn: nϵ N
+
} has no finite subcover. 

 

Theorem 3.5. Let(X, ґ) be an IFMT. Then (X, ґ) is compactiff (X,ᴦ0,1) is compact. 

 

Proof. Let (X, ґ) is compact. Let {[]Ai; iϵ I, Aiϵ ᴦ} be an open cover of X in (X,ᴦ0,1). 

 

⇒ U([]Ai) = ⇁1 = {< x: (1,1,…….1), (0,0,……….,0) : x ϵ X }    (1) 

 

Where []Ai= {< x : (µ
1

Ai(x), µ
2

Ai(x),...,µ
p

Ai(x)),(1-µ
1

Ai(x),1-µ
2

Ai(x),...,1-µ
p

Ai(x)) > : x ϵ X}, 

 

Ai = {<x : (µ1
Ai(x), µ2

Ai(x),...,µp
Ai(x)),( (v1

Ai (x), v2
Ai (x),...,vP

Ai (x)) >) > : x ϵ X} 

 

Now (1) ⇒   

 

2 μ��(�x�∨μ��4�x�∨. . . . . . =  1and 1 − μ��(�x� ∧ 1 − μ��4�x�  ∧. . . . . . =  0 … … … … . … … . . … … … … … … … … …   … … … … … … . … … … … … … … … … … … .μ;�(�x�  ∨μ;�4�x� ∨. . . . . . =  1 and 1 − μ;�(�x� ∧ 1 − μ;�4�x�� ∧. . . . . . =  0 �  (2) 

 

Now for j = 1,…..,p 

 

v1
A1 (x) ∧ v2

A2 (x)∧ …….. ≤  (1-µ j
A1(x)) ∧ (1-µ j

A2(x))∧........ 

                                            = 1- (µ
j
A1(x)∨µ

j
A2(x)∨......)  

                                            = 1-1 = 0                                       (3) 

 

(1) And (3) ⇒ UAi = ⇁1 

 

⇒ {Ai;iϵ I, Aiϵ ᴦ} is an open cover of X in (X,ᴦ). 

 

Since (X,ᴦ) is compact, there exist  a finite subcover {Ai; Aiϵ ᴦ,i = 1,2,….,n} such that  

 

Un
i=1Ai = ⇁1                                  (4) 

 

From (4) for j = 1,…..,p 

 

µ
j
A1(x)∨…..∨µ

j
An(x) = 1 

 

and  

 

1-µ j
A1(x)∧…..∧ 1-µ j

An(x)  = 1 – (µ j
A1(x)∨…..∨µ j

An(x)) 

                                                                             = 1-1 = 0 

 

⇒ {[]Ai; Aiϵ ᴦ,I = 1,…,n} ϵ ᴦ0,1 is a finite subcover of (X,ᴦ0,1). 

⇒ (X,ᴦ0,1) is compact. 
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Similarly we can prove the converse part. 

 

The well known theorems in the modern Topology are also holds good for IFMTs. Some of them 

are given below. 

 

Theorem 3.6. Any closed subspace of a compact IFMT is compact. 

 

Proof. Let (X, ᴦ) be an IFMT on X. Also assume that (X, ᴦ) is compact. Let (Y, ф) be a closed 

subspace of X. Let {Ai :iϵ I}be an open cover of Y, where 

 

Ai = {<x : (µ
1

Ai(x), µ
2

Ai(x),...,µ
p

Ai(x)),((v
1

Ai(x),v
2

Ai(x),...,v
P

Ai(x)) >) > : x ϵ X} 

 

ie,       

 

UAi = ⇁1           (1) 

 

By Definition 4.16, ∃ open sets Bi in X ∋ 

 

 Ai = Bi  ∩ Y             (2) 

 

Since Y is closed, ∇Y U {Bi} forms an open cover of X. 

 

Since X is compact, this open cover has a finite subcover. Discard ∇Y if it occurs in this 

subcover. Let {B1,B2,…,Bn} be the finite subcover of X. Then from (2), the corresponding 

{A1,A2,…,An} forms a finite subcover of Y. ie.  

 

U
n

i=1Ai = ⇁1                                  (3) 

 

Then by definition 4.20, Y is compact. Hence the proof. 

 

Theorem 3.7. Continuous image of a compact IFMT is compact. 

 

Proof. Let (X, ᴦ) be an IFMT on X and assume that (X, ᴦ) is compact. Let f : X →Y be 

continuous. To prove f(X) is a compact subspace of X. 

 

Let {Ai :iϵ I}be an open cover of f(X), where 

 

Ai = {<x : (µ
1

Ai(x), µ
2

Ai(x),...,µ
p
Ai(x)),( (v

1
Ai (x), v

2
Ai (x),...,v

P
Ai (x)) >) > : x ϵ X} 

ie,       

 

UAi = ⇁1            (1) 

 

Since f is continuous, {f
-1

(Ai)}iϵ Iis an open cover of X. Since X is compact ∃ a finite subcover 

{f
-1

(Ai): I = 1,2,…,n} which covers X. 
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⇒ Un
i=1Ai = ⇁1                         (2) 

 
⇒ f(X) is compact. Hence the proof. 

 

Theorem 3.8. An IFMT is compact if and only if every class of CIFMSs with empty intersection 

has a finite subclass with empty intersection. 

 

Proof: Let (X, ᴦ) be a compact IFMT. 

 

Let {Ci :iϵ I} be a family of closed sets ∋ 
 

∩Ci = ⇁0                                                         (1)  

 

where Ci= {< x : (µ
1

Ci(x), µ
2

Ci(x),...,µ
p
Ci(x)),( (v

1
Ci (x), v

2
Ci (x),...,v

P
Ci (x)) >) > : x ϵ X} 

 

(1) ⇒ U(∇Ci)= ⇁1 
⇒ {∇Ci :iϵ I}be an open cover of X. 
 

Since X is compact, ∃{∇C1,∇C2,…,∇Cn} ∋U
n

i=1(∇Ci) = ⇁1 

     ⇒ ∩
n

i=1Ci = ⇁0 
Conversely assume that every class of CIFMSs with empty intersection has a finite subclass with 

empty intersection. 

 

To prove X is compact. Let {Ai :iϵ I}be an open cover of X. 

 
⇒ UAi = ⇁1 
⇒ ∩(∇Ai)= ⇁0 

 

Hence by assumption ∃ {∇A1,∇A2,…,∇An} ∋ ∩
n

i=1(∇Ai)= ⇁0 

 

⇒ U
n

i=1Ai = ⇁1 

 

Hence the proof. 

 

 

3.1. Homeomorphism on Intuitionistic Fuzzy Multisets 

 

Definition 3.9. A homeomorphism is a one-to-one continuous mapping of one topological space 

onto another. The IFMTs (X, ᴦ) and (Y, ф) are said to be homeomorphic if there exist functions 

f : X →Y and g : Y →X such that f and g are continuous. If X and Y are homeomorphic, then 

their points can be put into one-to-one correspondence in such a way that their open sets also 

correspond to one another. The two spaces differ only in the nature of their points, so it can be 

considered that they are identical. 
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Theorem 3.10. Let (X, ᴦ) and (Y, ф) are homeomorphic. Then X is compact if and only if Y is 

compact. 

 

Proof. Let f : X →Y be a homeomorphism. Let (X, ᴦ) be a compact IFMT. To prove Y is 

compact. Let {Ai :iϵ I}be an open cover of Y. ie 

 

UAi = ⇁1 in Y. 

 

Then {f
-1

(Ai)}iϵ Ibe an open cover of X. Since X is compact there exist {f
-1

(Ai): i=1,2,…,n} ∋ 

 

Un
i=1f

-1(Ai)=⇁1 in X. 

 

Since f is onto     

 

U
n

i=1Ai = ⇁1 in Y. 

 

Hence Y is compact. Similarly we can prove the converse. 

 

 

4. Conclusion 
 

In this work we extended the concept topological structures of Intuitionistic Fuzzy Multisets.We 

introduced the concept of Intuitionistic Fuzzy Multiset Topology in our previous work. In the 

current work weintroduced the concept of compactnesson Intuitionistic Fuzzy Multisets.The 

homeomorphism between two Intuitionistic Fuzzy Multisets are defined. Characterization of 

compactness is discussed in detail. 
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