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Kibria-Lukman Estimator for General Linear Regression Model
with AR(2) Errors: A Comparative Study with Monte Carlo
Simulation

Tugba So6kiit Acar!

Abstract — The sensitivity of the least-squares estimation in a regression model
is impacted by multicollinearity and autocorrelation problems. To deal with the
multicollinearity, Ridge, Liu, and Ridge-type biased estimators have been presented
in the statistical literature. The recently proposed Kibria-Lukman estimator is one
of the Ridge-type estimators. The literature has compared the Kibria-Lukman esti-
mator with the others using the mean square error criterion for the linear regression
model. It was achieved in a study conducted on the Kibria-Lukman estimator’s
performance under the first-order autoregressive erroneous autocorrelation. When
Received: 04 Jul 2022 there is an autocorrelation problem with the second-order, evaluating the perfor-
Accepted: 11 Nov 2022 mance of the Kibria-Lukman estimator according to the mean square error criterion
Published: 31 Dec 2022 makes this paper original. The scalar mean square error of the Kibria-Lukman es-
doi:10.53570 /jnt. 1139885 timator under thg seco'nd—order autoregressive error structure was eyaluated using
. a Monte Carlo simulation and two real examples, and compared with the Gener-
Research Article alized Least-squares, Ridge, and Liu estimators. The findings revealed that when
the variance of the model was small, the mean square error of the Kibria-Lukman
estimator gave very close values with the popular biased estimators. As the model
variance grew, Kibria-Lukman did not give fairly similar values with popular biased
estimators as in the model with small variance. However, according to the mean
square error criterion the Kibria-Lukman estimator outperformed the Generalized
Least-Squares estimator in all possible cases.

Article Info

Keywords — Autocorrelation, multicollinearity, second-order autoregressive errors, Kibria-Lukman estimator

Mathematics Subject Classification (2020) — 62J07, 62M10

1. Introduction

Regression analysis is widely used to create a functional model based on the relationship between an
observed dependent variable (response) and one or more observed independent variables (regressors).
A linear regression model is one in which the variables are included in the model as a first-order
polynomial. The model is called a simple linear regression model if there is only one independent
variable, and a multiple linear regression model if there is more than one independent variable. The
following is a formula for a multiple linear regression model with p independent variables:

y = Po + Brz1 + Baxa + ... + Bpzp + €. (1)

It takes on the matrix form as
y=XB+e

!t.sokut@comu.edu.tr (Corresponding Author)
!Department of Statistics, Faculty of Science, Canakkale Onsekiz Mart University, Canakkale, Tiirkiye
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where y is an n x 1 vector of observed response variable, X = [1,z2], x = (1,22, ..,2,) with z; =
(215,225, -y Tnj) for j =1,...,p, is an n x (p+ 1) vector of known regressor matrix whose first column
equals to one, § is an (p + 1) x 1 vector of unknown regression parameters and ¢ is an n x 1 vector
of errors with properties E(¢) = 0 and E(eg’) = 02I,,. The unknown regression parameters must be
calculated to determine the functional relationship between the dependent and independent variables.
If the following assumptions are met, the Ordinary Least-Squares (OLS) can be used to estimate
unknown parameters in a regression model: -Regressor matrix is a non-stochastic matrix - Regressor
matrix is a full column rank - Response is a linear function of regressors - The error term is normally
distributed with zero mean and constant variance. OLS estimation procedure can be applied which is
based on the minimization of the sum of squares error ming {(Y — X8)' (Y — X)} as

Bors = (X'X) ' X'Y

In these circumstances, OLS is the best linear unbiased estimator (BLUE) with E(BorLs) = 3 and
cov(Bors) = o2 (X' X) 1.

Multicollinearity is a term used in data analytics to indicate the occurrence of two regressors
that are shown to be associated in a linear regression model. If the matrix X’X is not linearly
independent, it will not be full column rank. In this case, the matrix X’X becomes ill-conditioned.
The condition number, correlation coefficient, and variance inflation factor are utilized to determine
the multicollinearity in a dataset. The condition number, &, is a value calculated from the eigenvalues
of the X’X matrix’s characteristic roots or eigenvalues. k, including A1, Ao, ..., \,, are the eigenvalues

of X'X, is determined by r = ,/amax. According to Belsley et al. [1], there is no substantial problem

)‘mln

with multicollinearity if the x value is less than 10, moderate to strong collinearity if the s value
is between 30 and 100, and severe multicollinearity if the s value is greater than 100. It is also a
sign that the two variables generate multicollinearity when the correlation coefficient between any two
independent variables is close to 1 in absolute value or statistically significant. Multicollinearity can
be regarded as a result of these variables. In this scenario, some biased estimators defined in Equation
1 to deal with multicollinearity are presented below. Hoerl et al. [2] suggested a ridge estimator under
Equation 1 based on the solution of

min {(Y = XB)' (V = X8) +k (88— c)}
where c is a constant and k is a lagrangian multiplier called the biasing parameter as
Brigge = (X'X + kL) X'Y,k >0

It is obvious that the ridge regression’s effectiveness will change depending on the k-biasing parameter.
As a result, the statistical literature includes the proposed biasing parameters according to various
criteria (see, [2-4]). Condition number of X'X + kI, is a decreasing function of k. As a result, as k
increases, the condition number decreases dramatically [5]. In practice, however, k is small, and this
may not be enough to solve the ill-conditioned.

Liu [6] proposed a liu estimator which is an alternative to ridge based on the solution of

ming {(Y — XBY (Y — XB) + (B — dB)(B — dB)’} as
Biw = (X'X + 1) (X'X +dI,) 3,0 <d < 1.

Ozkale and Kaciranlar [7] stated that the liu estimator is more advantageous than the ridge because
it is a linear function of d. Numerous studies on the choice of the d parameter in the liu estimator
can be found in the literature (see, [6-8]).

Kibria and Lukman [9] proposed a new biased estimator called as Kibria-Lukman (KL) estimator
to cope with the multicollinearity which is based on the solving of

min { (¥~ XB)' (Y = XB) +k (8 + B)'(5+5) — e }
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as

B = (X'X + k)" (X'X — kL) B,k >0

The user of biased estimators must select a biasing parameter (k or d) in order to see improvements
in the estimates [10]. There have been numerous studies on the biasing parameter selection processes
(see, [3,7,9]).

Many KL estimators have been described, each based on a different distribution (inverse Gaus-

sian regression model, Gamma regression model, Poisson regression model, distributed lag model).
(see, [11-15]). The goal of the paper is to apply the mean square error (MSE) criterion to extend the
KL estimator’s performance from non-autoregressive or first-order autoregressive processes which are
in the statistical literature to second-order autoregressive process.
The article is structured as follows: The general linear regression model, error structures, and estima-
tors are provided in Section 2. The method for calculating the MSE, which is used to assess model
performance for any estimator, is provided in the next section. Section 4 discusses the Monte Carlo
simulation’s layout and findings. In Section 5, the performance of the KL estimator in the second-order
autoregressive model is examined over two real datasets. The paper’s findings and recommendations
are presented in the final section.

2. General Linear Regression Model, Error Structure and Estimators

When the variance-covariance matrix of the errors is not diagonal form that is E(ec’) = 02V , V # I,
it is called as general linear regression (GLR) model. There is a violation of the assumption ”The
error term is normally distributed with zero mean and constant variance”, and in this case, the
autocorrelation problem arises. Therefore, the errors are correlated. Since V n X n matrix assumed
that known is symmetric and positive definite, then there exits a non-singular n x n matrix P such
that V—! = P'P. Premultiplying both sides of Equation 1 by P gives the transformed model as

Py =PXpj+ Pe. (2)

In the transformed model new error terms has covariance matrix as E [Ps (Pe)/] = 021,. Therefore,
by applying the least-squares estimation procedure which based on ming {(PY — PXB) (PY — Xp3 )}
and by solving the normal equations, generalized least-squares estimator (GLS) obtained as

Bors = (X'VX) X'V y.

GLS is a BLUE estimator with E[3qrs] = 8 and cov(Bars) = 02(X'V~1X)~! under Equation 2.

In models with an autocorrelation problem, multicollinearity can also occur. Many biased estimators
proposed under the linear regression model has also been extended to GLR models.

Ridge Regression (RR) estimator for Equation 2 given by Trenkler [16] as

Brr=(X'VIX + kL)' X'V 1y k> 0.

RR is a biased estimator with bias(BRR, B) = —k (X’V_IX + kIn) ! [ and variance-covariance matrix
is cov(Brr, ) = 02 (X'VIX + kI,) " X'VIX (X'VLX + kL) .

Noted that, because § and o2 population parameters are unknown in real-world applications, GLS
estimations which are the best estimators of these parameters under Equation 2, are utilized. Liu
estimator for Equation 2 given by Kagiranlar [17] as

Briw= (X'VIX + L) "YX'Vly + dBars), 0 <d < 1.

This is a biased estimator also, and the expected value and the variance-covariance matrix as fol-
lows: bias(Briu, f) = (d— 1)(X'VX + L) 78 and cov(Bri, 8) = 0% (X'VLX + 1) (X'VIX +
dL)(X'VLIX)HX'VIX +dIL,) (X'VTIX + 1)

In this study, two different structures of autocorrelation, which is another problem apart from mul-
ticollinearity, were examined. The first-order autoregressive (AR(1)) model is one of them, while the
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second-order autoregressive model (AR(2)) is the other. The error terms for the AR(1) process are
satisfied

€ = PE€i—1 + Uy (3)

where E(u;) = 0, E(u?) = 02 and E(u;uj) = 0,4 # j. This process will be stationary if |p| < 1. The
matrix P for the AR(1) process is (see [18-20])

[ V/1—-p2 0 0 ... 0 0]
—p 1 0 0 0
0 —p 1 0 0
P= . (4)
0 0 0 ... 1 0
i 0 0 0 ... —p 1

In the AR(2) process the errors generated by
€i = P18i-1 + P2gi2 + u; (5)

where E(u;) = 0, E(u?) = 02, and E(u;u;) = 0 ,i # j. For the AR(2) process to be stationary, the
parameters ¢; and ¢2 must take values such that ¢1 + @2 <1, po — 1 <1l and —1 < ¢3 < 1. The P
matrix under the AR(2) structure is given as Judge et al. [21]

i q11 0 0 0o ... 0 0 1
—pV/1-d5 V1-¢5 0 0 0 0
— 2 -1 1 0 0 0
P= 0 —¢2  —¢1 1 0 0 (6)
0 0 O 0 ... 1 0
L 0 0 0 0 ... —¢1 1|

B 2 2 1/2
where g = {(1+¢2)[§1¢¢;2) m} and p; = 12

KL estimator for the GLR model with AR(1) structure is given by Zubari and Adenomon [22] as

Brram = (X'VIX + kL) Y (X'V X — kL)X'V 1y, k > 0.
This is a biased estimator also, and the expected value and the variance-covariance matrix as follows:

bias(Brrap,B) = —2k(X'VIX 4 kL)1
and
cov(BrLam,B) = 0% (X'VIX + k)" (X'VIX — kL) (X'V'X) " (X'VIX — kL) (X'VX + kL)

In the paper, KL is presented as an estimator for the second-order autoregressive model as

BKLap = (X'P'PX + kL) (X'P'PX — kI,)X'P'Py, k> 0.

Unlike ﬁ KLag based on the P matrix given in Equaiton 4, B KLag, Dased on the P matrix is in the
for{n of the matrix given Eq. 6. It is to be noted that, the estimator denoted by KL in applications
is Br Lag2-

In the paper, the performance of the KL estimator for the P matrix given by 6 is compared with
the performance of the alternative estimators. MSE criterion was used to compare the performance.
As a result, the following section explains how to calculate the MSE matrix of any estimators.
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3. MSE Criterion to Determine the Best Model

MSE of an estimator measures the average of the squares of the errors that is, the average squared
difference between the estimated and actual values. MSE is a risk function that represents expected
value of squared error loss. MSE is defined for 8 being any estimator as

MSE(B, ) = cov(B) + bias(B)bias(5)’.

It should be noted that if 3 is unbiased, the MSE will be equal to the variance-covariance matrix of
B. The scalar mean square error (sMSE) value is equal to the sum of the diagonal elements of the
MSE matrix, namely its trace. Let the two estimator be 81 and By. For 35 to be superior than £
according to the sMSE criterion, the necessary and sufficient condition is

AN (51,32) = trace(MSE(Bl,ﬁ)) — trace(MS’E(BQ,B)) > 0.

In other words, it defines that the estimator with the smaller sMSE value performs better according to
this criterion. The statistical literature has extensively researched the comparison of biased estimators
to unbiased estimators using the sMSE criterion for both linear regression and GLR models with AR(1)
errors (see, [16,22,23]). In the following section, the biasing parameters (k/d) of the biased estimators
were coded to minimize the sMSE in each cycle while evaluating the estimators’ performance using
the sMSE criterion.

4. Monte Carlo Simulation Study

The Monte Carlo simulation is created based on a number of criteria, which are listed in Table 1.

Table 1. Assumed values of various components for Monte Carlo simulation

Factor Notation Values
Sample Size n 30, 100
Number of the independent variable ) 3
Degree of multicollinearity ¥? 0.70, 0.80, 0.90
Dispersion parameters o 0.1,0.5, 1
Number of replicates MCN 1000

Settings: The goal of Monte Carlo simulation research evaluated by Matlab is to examine the GLR
model with AR(2) errors fitted by the GLS, RR, Liu, and KL estimators. The sMSE criterion was
used to assess the estimators’ performance. The correlated regressor variables were generated from
McDonald and Galarneau [24] as

1/2 . .
zij = (1 —+%) / Zij + VZips §=1,2,.,p, i=1,2,..,n (7)

where z;; are independent standard normal pseudo-random numbers. + is specified so that the corre-
lation between any two explanatory variables is given by v2 [25]. The regressor matrix are centralized
and standardized after x;; was produced, so that the X’X becomes the correlation form. The final
regressor matrix is written as Z = (ones(n,1) X) to correspond to the constant parameter. 5, p + 1
vector was written with eigenvectors corresponding to the largest value of (X’'X) except the constant
parameter which is taken as 0.5.

The simulation loop started with the derivation of the u; error terms from standard normal dis-
tribution. Then, the error terms, ¢;, are generated from Equation 5. Here, to satisfy the stationarity
condition different ¢1 and ¢o values are as in Table 2.

Finally, observation of the response variable is generated from

p
yi=Bo+ Y Bjij + &

=1
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Table 2. Researcher’s parameters for the AR(2) model
1

$2=-09 | -1.5 -0.5 0.5 1.5
¢2=—0.7 | -1.5 -0.5 0.5 1.5
¢2 =0.7 -0.2 -0.1 0.1 0.2
¢2=09 |-0.05 -0.025 0.025 0.05

P matrix in AR(2) structure (Equation 6) was created for different ¢; and ¢ values, and transformed
response vector and regressor matrix were obtained. While obtaining the biased estimators, k/d values
that minimize the related sMSE were obtained with a Matlab code and assigned as optimum k/d.
The experiments were replicated 1000 times and the sMSE of the estimators was calculated for each
replicate using the following Equation:

sMSE(B,B) = ——— (Br — ﬁ)l (BT — B)

where § is any of the earlier estimators. The estimators with the lowest sMSE has been regarded the
best. The simulation results are presented in Tables 3—18.

Table 3. ¢ = —1.5 and ¢ = —0.9

¥ | ou n=30 n=100

GLS RR Liu KL GLS RR Liu KL
0.7 1 0.1 | 0.0140 | 0.0126 | 0.0131 | 0.0126 | 0.0120 | 0.0109 | 0.0112 | 0.0109
0.5 | 0.3491 | 0.2159 | 0.2109 | 0.2397 | 0.2996 | 0.1876 | 0.1868 | 0.2046
1 1.3964 | 0.7919 | 0.7759 | 0.9395 | 1.1984 | 0.7004 | 0.6987 | 0.7984
0.8 ] 0.1 | 0.0188 | 0.0151 | 0.0162 | 0.0149 | 0.0161 | 0.0130 | 0.0137 | 0.0130
0.5 | 0.4702 | 0.2633 | 0.2524 | 0.3107 | 0.4020 | 0.2273 | 0.2261 | 0.2651
1 1,8809 | 0.9991 | 0.9592 | 1.2607 | 1.6082 | 0.8724 | 0.8687 | 1.0785
0.9 | 0.1 | 0.0340 | 0.0219 | 0.0233 | 0.0228 | 0.0292 | 0.0187 | 0.0207 | 0.0195
0.5 | 0.8502 | 0.4557 | 0.4236 | 0.5603 | 0.7312 | 0.3918 | 0.3892 | 0.4895
1 3,4009 | 1.7908 | 1.6631 | 2.2566 | 2.9249 | 1.5447 | 1.5326 | 1.9698

Table 4. ¢; = —0.5 and ¢ = —0.9

v | ou n=30 n=100

GLS RR Liu KL GLS RR Liu KL
0.7 | 0.1 | 0.0259 | 0.0214 | 0.0233 | 0.0210 | 0.0220 | 0.0193 | 0.0203 | 0.0191
0.5 ] 0.6471 | 0.3911 | 0.3662 | 0.4566 | 0.5498 | 0.3357 | 0.3355 | 0.3739
1 2.5884 | 1.4329 | 1.3368 | 1.8662 | 2.1992 | 1.2093 | 1.2053 | 1.4852
0.8 | 0.1 | 0.0353 | 0.0252 | 0.0287 | 0.0250 | 0.0294 | 0.0225 | 0.0248 | 0.0222
0.5 | 0.8820 | 0.5178 | 0.4709 | 0.6310 | 0.7360 | 0.4239 | 0.4227 | 0.4927
1 3.5280 | 1.9790 | 1.7800 | 2.5801 | 2.9439 | 1.5975 | 1.5916 | 1.9872
0.9 | 0.1 | 0.0647 | 0.0393 | 0.0426 | 0.0439 | 0.0535 | 0.0329 | 0.0380 | 0.0348
0.5 | 1.6176 | 0.9747 | 0.8604 | 1.1614 | 1.3385 | 0.7777 | 0.7792 | 0.8979
1 6.4703 | 3.8719 | 3.3753 | 4.6652 | 5.3542 | 3.0742 | 3.0668 | 3.5956
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Table 5. ¢; = 0.5 and ¢p2 = —0.9

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0195
0.4880
1.9520
0.0264
0.6588
2.6354
0.0481
1.2024
4.8098

0.0171
0.2988
1.0851
0.0199
0.3777
1.4311
0.0296
0.6965
2.7518

0.0181
0.2892
1.0491
0.0222
0.3572
1.3508
0.0326
0.6383
2.5044

0.0170
0.3301
1.3234
0.0195
0.4426
1.7991
0.0313
0.8264
3.3293

0.0198
0.4945
1.9780
0.0260
0.6502
2.6010
0.0467
1.1685
4.6739

0.0184
0.3236
1.1201
0.0216
0.3845
1.4201
0.0302
0.6752
2.6510

0.0189
0.3250
1.1184
0.0233
0.3853
1.4155
0.0349
0.6772
2.6356

0.0184
0.3497
1.3304
0.0213
0.4273
1.7331
0.0303
0.7756
3.1279

Table 6. ¢; = 1.5 and ¢2 = —0.9

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0115
0.2871
1.1483
0.0146
0.3653
1.4613
0.0247
0.6182
2.4729

0.0111
0.2029
0.7347
0.0133
0.2302
0.8565
0.0184
0.3449
1.3291

0.0112
0.2038
0.7359
0.0137
0.2278
0.8486
0.0201
0.3277
1.2673

0.0111
0.2051
0.7460
0.0133
0.2420
0.9618
0.0180
0.4127
1.6831

0.0106
0.2643
1.0573
0.0137
0.3416
1.3664
0.0240
0.6000
2.3998

0.0102
0.1925
0.6928
0.0123
0.2163
0.8095
0.0171
0.3297
1.2815

0.0103
0.1923
0.6925
0.0127
0.2161
0.8090
0.0186
0.3294
1.2787

0.0102
0.1991
0.7308
0.0122
0.2304
0.9091
0.0168
0.3957
1.6109

Table 7. ¢1 = —1.5 and ¢2 = —0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0152
0.3801
1.5202
0.0205
0.5116
2.0462
0.0370
0.9246
3.6986

0.0138
0.2320
0.8480
0.0163
0.2828
1.0732
0.0233
0.4940
1.9345

0.0142
0.2267
0.8284
0.0175
0.2707
1.0248
0.0251
0.4535
1.7780

0.0137
0.2559
0.9912
0.0160
0.3291
1.3316
0.0241
0.5954
2.4064

0.0130
0.3246
1.2983
0.0174
0.4359
1.7434
0.0317
0.7933
3.1731

0.0117
0.2007
0.7471
0.0140
0.2443
0.9361
0.0201
0.4263
1.6759

0.0120
0.2000
0.7461
0.0148
0.2438
0.9336
0.0222
0.4231
1.6630

0.0117
0.2206
0.8672
0.0139
0.286

1.1744
0.0210
0.5261
2.1160

Table 8. ¢1 = —0.5 and ¢po = —0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0309
0.7713
3.0850
0.0420
1.0503
4.2012
0.0770
1.9244
7.6976

0.0251
0.4623
1.6880
0.0295
0.6114
2.3400
0.0462
1.1569
4.5945

0.0276
0.4308
1.5651
0.0339
0.5601
2.1313
0.0507
1.0462
4.1141

0.0247
0.5341
2.1917
0.0294
0.7357
2.9897
0.0516
1.3541
5.4314

0.0260
0.6510
2.6041
0.0349
0.8723
3.4892
0.0635
1.5878
6.3511

0.0224
0.3927
1.4154
0.0260
0.5002
1.9013
0.0383
0.9298
3.6694

0.0238
0.3940
1.4111
0.0291
0.5044
1.9038
0.0449
0.9390
3.6843

0.0222
0.4406
1.7402
0.0257
0.5738
2.3344
0.0406
1.0531
4.2093




Journal of New Theory 41 (2022) 1-17 / Kibria-Lukman Estimator for General Linear Regression Model ...

Table 9. ¢; = 0.5 and ¢ = —0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0231
0.5769
2.3077
0.0311
0.7779
3.1117
0.0567
1.4180
5.6719

0.0212
0.3482
1.2645
0.0231
0.4447
1.6864
0.0344
0.8198
3.2416

0.0217
0.3353
1.2091
0.0261
0.4179
1.5731
0.0385
0.7542
2.9440

0.0197
0.3909
1.5874
0.0227
0.5260
2.1493
0.0368
0.9683
3.9004

0.0233
0.5835
2.3339
0.0307
0.7670
3.0681
0.0551
1.3780
5.5122

0.0215
0.3778
1.3017
0.0250
0.4513
1.6690
0.0349
0.7984
3.1417

0.0221
0.3796
1.2964
0.0273
0.4546
1.6616
0.0412
0.8004
3.1128

0.0214
0.4082
1.5537
0.0247
0.4988
2.0148
0.0352
0.8964
3.6184

Table 10. ¢ = 1.5 and ¢o = —0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0182
0.4551
1.8204
0.0217
0.5415
2.1658
0.0328
0.8205
3.2821

0.0177
0.2951
0.9413
0.0207
0.3250
1.0766
0.0287
0.4528
1.6075

0.0177
0.2959
0.9421
0.0208
0.3230
1.0703
0.0297
0.4356
1.5529

0.0177
0.2992
0.8856
0.0207
0.3350
1.0996
0.0286
0.4988
1.9361

0.0133
0.3318
1.3272
0.0167
0.4163
1.6654
0.0279
0.6985
2.7938

0.0129
0.2428
0.8491
0.0154
0.2688
0.9768
0.0213
0.3945
1.5073

0.0130
0.2424
0.8488
0.0158
0.2683
0.9760
0.0233
0.3937
1.4994

0.0129
0.2465
0.8637
0.0154
0.2794
1.0813
0.0208
0.4582
1.8897

Table 11. qbl = —0.2 and gf)g =0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0310
0.7756
3.1024
0.0411
1.0268
4.1071
0.0732
1.8299
7.3198

0.0267
0.4712
1.6768
0.0304
0.5891
2.2158
0.0438
1.0488
4.1652

0.0286
0.4560
1.6115
0.0351
0.5642
2.0976
0.0510
0.9871
3.8566

0.0264
0.5107
2.0099
0.0297
0.6590
2.6590
0.0457
1.1816
4.7536

0.0271
0.6767
2.7069
0.0363
0.9085
3.6341
0.0662
1.6554
6.6215

0.0230
0.3977
1.4271
0.0266
0.5041
1.8971
0.0388
0.9320
3.6887

0.0247
0.3980
1.4161
0.0303
0.5026
1.8795
0.0462
0.9295
3.6340

0.0228
0.4365
1.7668
0.0259
0.5785
2.3674
0.0404
1.0625
4.2780

Table 12. ¢ = —0.1 and ¢2 = 0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0319
0.7963
3.1853
0.0420
1.0493
4.1972
0.0743
1.8587
7.4347

0.0275
0.4822
1.7140
0.0312
0.6012
2.2545
0.0445
1.0573
4.1782

0.0294
0.4662
1.6449
0.0360
0.5751
2.1260
0.0522
0.9970
3.8952

0.0272
0.5218
2.0708
0.0305
0.6694
2.7192
0.0461
1.1904
4.7788

0.0277
0.6920
2.7681
0.0371
0.9270
3.7082
0.0674
1.6847
6.7387

0.0236
0.4086
1.4620
0.0272
0.5159
1.9426
0.0395
0.9498
3.7547

0.0253
0.4086
1.4513
0.0310
0.5149
1.9210
0.0472
0.9503
3.7086

0.0233
0.4462
1.8034
0.0265
0.5892
2.4076
0.0411
1.0806
4.3385
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Table 13. le =0.1 and (Z52 =0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0349
0.8716
3.4863
0.0447
1.1172
4.4690
0.0762
1.9043
7.6173

0.0311
0.5280
1.8165
0.0352
0.6421
2.3426
0.0482
1.0851
4.2361

0.0327
0.5127
1.7594
0.0397
0.6175
2.2322
0.0579
1.0274
3.9368

0.0308
0.5560
2.1701
0.0344
0.7051
2.8535
0.0483
1.2153
4.9036

0.0291
0.7266
2.9064
0.0384
0.9591
3.8364
0.0684
1.7096
6.8382

0.0253
0.4400
1.5566
0.0292
0.5453
2.0303
0.0412
0.9745
3.8348

0.0270
0.4413
1.5468
0.0330
0.5448
2.0074
0.0496
0.9697
3.7678

0.0251
0.4729
1.8884
0.0285
0.6131
2.5107
0.0421
1.0970
4.4176

Table 14. ¢

= 0.2 and ¢ = 0.7

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0442
1.1049
4.4196
0.0537
1.3422
5.3687
0.0841
2.1027
8.4106

0.0410
0.5997
1.8850
0.0471
0.7100
2.4044
0.0609
1.1489
4.3172

0.0415
0.5909
1.8579
0.0488
0.6935
2.3366
0.0694
1.0904
4.0660

0.0410
0.6022
2.0457
0.0470
0.7411
2.7871
0.0598
1.2812
5.1806

0.0338
0.8459
3.3836
0.0429
1.0728
4.2911
0.0722
1.8057
7.2230

0.0311
0.5101
1.6864
0.0361
0.6112
2.1509
0.0487
1.0297
3.9461

0.0320
0.5129
1.6855
0.0389
0.6117
2.1412
0.0576
1.0205
3.8599

0.0310
0.5266
1.9705
0.0357
0.6593
2.6487
0.0478
1.1541
4.6895

Table 15. ¢; = —0.05

and ¢o = 0.9

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0330
0.8261
3.3045
0.0415
1.0366
4.1463
0.0684
1.7101
6.8402

0.0304
0.5022
1.6754
0.0350
0.6018
2.1392
0.0467
0.9963
3.8390

0.0313
0.4890
1.6277
0.0377
0.5754
2.0268
0.0550
0.9222
3.5146

0.0303
0.5213
1.9559
0.0345
0.6566
2.6397
0.0464
1.1392
4.6251

0.0260
0.6497
2.5988
0.0338
0.8442
3.3770
0.0589
1.4713
5.8853

0.0235
0.4019
1.3984
0.0273
0.4842
17717
0.0376
0.8328
3.2379

0.0245
0.4017
1.3896
0.0300
0.4822
1.7522
0.0446
0.8247
3.1698

0.0234
0.4241
1.6646
0.0268
0.5358
2.2067
0.0374
0.9517
3.8635

Table 16. ¢; = —0.025

and ¢3 = 0.9

Ou

n=30

n=100

GLS

RR

Liu

KL

GLS

RR

Liu

KL

0.7

0.8

0.9

0.1
0.5

0.1
0.5

0.1
0.5

0.0355
0.8879
3.5516
0.0439
1.0981
4.3923
0.0708
1.7707
7.0828

0.0329
0.5235
1.6999
0.0381
0.6226
2.1631
0.0500
1.0146
3.8656

0.0336
0.5106
1.6638
0.0401
0.5970
2.0683
0.0582
0.9442
3.5559

0.0329
0.5358
1.9319
0.0378
0.6688
2.6248
0.0494
1.1570
4.6987

0.0274
0.6840
2.7360
0.0351
0.8786
3.5143
0.0602
1.5059
6.0235

0.0251
0.4228
1.4414
0.0292
0.5055
1.8160
0.0398
0.8554
3.2971

0.0259
0.4227
1.4327
0.0317
0.5031
1.7963
0.0470
0.8473
3.2222

0.0250
0.4408
1.6956
0.0288
0.5550
2.2567
0.0393
0.9726
3.9631
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Table 17. ¢; = 0.025 and ¢2 = 0.9

¥ | ou n=30 n=100

GLS RR Liu KL GLS RR Liu KL
0.7 | 0.1 | 0.0465 | 0.0434 | 0.0434 | 0.0434 | 0.0342 | 0.0323 | 0.0325 | 0.0323
0.5 | 1.1615 | 0.5842 | 0.5798 | 0.5880 | 0.8552 | 0.4928 | 0.4936 | 0.5006
1 4.6460 | 1.7447 | 1.7333 | 1.8234 | 3.4207 | 1.5365 | 1.5339 | 1.6602
0.8 | 0.1 | 0.0548 | 0.0496 | 0.0500 | 0.0496 | 0.0420 | 0.0378 | 0.0387 | 0.0377
0.5 | 1.3707 | 0.6813 | 0.6675 | 0.6998 | 1.0494 | 0.5756 | 0.5738 | 0.6050
1 5.4826 | 2.2050 | 2.1585 | 2.4485 | 4.1978 | 1.9141 | 1.9034 | 2.2605
0.9 | 0.1 | 0.0816 | 0.0642 | 0.0689 | 0.0635 | 0.0670 | 0.0505 | 0.0562 | 0.0496
0.5 | 2.0400 | 1.0730 | 1.0199 | 1.1810 | 1.6759 | 0.9264 | 0.9178 | 1.0350
1 8.1600 | 3.9407 | 3.7190 | 4.6695 | 6.7035 | 3.4248 | 3.3496 | 4.1995

Table 18. ¢; = 0.05 and ¢2 = 0.9

¥ | ou n=30 n=100

GLS RR Liu KL GLS RR Liu KL
0.7 | 0.1 | 0.0614 | 0.0563 | 0.0559 | 0.0562 | 0.0450 | 0.0425 | 0.0422 | 0.0424
0.5 | 1.5357 | 0.6245 | 0.6305 | 0.6443 | 1.1259 | 0.5490 | 0.5506 | 0.5627
1 6.1430 | 1.7610 | 1.7634 | 1.8079 | 4.5035 | 1.5716 | 1.5726 | 1.5983
0.8 | 0.1 | 0.0698 | 0.0629 | 0.0621 | 0.0630 | 0.0528 | 0.0487 | 0.0483 | 0.0487
0.5 | 1.7442 | 0.7223 | 0.7243 | 0.7356 | 1.3198 | 0.6320 | 0.6333 | 0.6484
1 6.9766 | 2.2167 | 2.2118 | 2.2865 | 5.2792 | 1.9508 | 1.9495 | 2.1034
0.9 | 0.1 | 0.0964 | 0.0800 | 0.0807 | 0.0801 | 0.0778 | 0.0641 | 0.0663 | 0.0639
0.5 | 2.4110 | 1.1103 | 1.0854 | 1.1626 | 1.9451 | 0.9835 | 0.9814 | 1.0535
1 9.6441 | 3.9398 | 3.8119 | 4.3284 | 7.7806 | 3.4693 | 3.4315 | 4.0780

The simulation tables clearly showed that sMSE value of the RR, Liu, and KL estimators increased
as the strength of multicollinearity (7?). However, if we compare the biased estimators with the GLS,
it is clearly seen that the estimators biased to the strength of the multicollinearity are more robust.
In comparison to RR and Liu, the sMSE value of the KL estimator grew as the 2 increased. When
oy = 0.1, the KL estimator gave much smaller sMSE values than the GLS, while giving very close
sMSE values with the RR and Liu biased estimators. However, for o, = 1, the sMSE values of the
KL estimator were always smaller than the GLS but gave higher sMSE values compared to RR and
Liu. As n increased, sMSE value of the KL estimator decreased. It should be noted, however, that all
of these results were interpreted using the stationary AR(2) model. When ¢9 constant, the absolute
of the ¢ declined in the AR(2) model, sSMSE values of the KL estimator and others increased.

5. Application to Real Data

Two real datasets are analyzed to illustrate the sMSE performance of the KL estimator under the
GLR model with AR(2) error structure. While performing the analyzes for both datasets, the multi-
collinearity problem was determined and in the linear regression model, parameter estimation values
of OLS, ridge, liu, and kl estimators, sMSE values, k/d values that minimize sMSE for biased esti-
mators, and CPU time is given in seconds. Then, the autocorrelation problem in the datasets was
investigated and after the error structures were determined, the similar outputs of GLS, RR, Liu, and
KL estimators in the GLR models were given. The examined datasets are available on request from
the corresponding author.

5.1. French Economy Data

The French economy data, used by Malinvard [26], consists of one response variable and three regressor
variables. The response variable y is imports, z; is domestic production, zs is stock formation and
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x3 is domestic consumption. All variables cover 1946 to 1845 and are measurements per milliards in
French frags. The multiple linear regression model to be estimated as

y = Bo+ Brx1 + Paexa + PB3xs +e. (8)

The dataset is used by previous authors to evaluate the performance of the KL estimator under the
linear model (see, [9,27]). Figure 1 depicts the linear correlation (r) between the three regressions,
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Fig. 1. Correlations between the regressors for French economy data.

as well as their significance at the 0.05 significance level (p). As can be observed, the correlation
between the first and third variables is nearly one. In addition, when the condition number is ex-
amined, the eigenvalues of the X’ X matrix are calculated as 0.2982, 49.6458, 157.9069, 1617795.3772
and k = 2329.4065. A strong multicollinearity problem has been detected using these two collinearity
diagnostics approaches. As a result, biased estimators were used to estimate the parameters in Equa-
tion 1. In the linear regression model with multicollinearity problem, parameter estimates and sMSE
values of OLS and alternative biased estimators, and biasing parameters minimizing sMSE for biased
estimators are given in Table 19. Also, the times during the minimization of the sMSE values with
respect to k/d are given as CPU time.

Table 19 shows that even though the liu estimator fitted to the linear model has the smallest sMSE
value, the ridge, liu, and kl estimators are relatively similar in terms of SMSE performance.
Since Kibria and Lukman [9] conducted the paper in a linear regression model, the autocorrelation
problem was not included French economy data. However, it has an autocorrelation problem. Auto-
correlation function (ACF) and partial autocorrelation function (PACF) are used to determine this
status and error structure decision based on ACF and PACF graphs as follows:

Except for the first lag, the other lags fluctuate within the confidence bounds, as shown in the ACF
graph of Fig. 2. However, after two lags, the reduction in the PACF graph was abruptly stopped off
(Fig. 2). The parameters of the AR(2) model were found to be significant as shown in Table 20.

It can be specify the lag structure, presence of a constant, and innovation distribution of an
AR(p) model for this dataset by following Table 20. As shown in Table 20 the constant coefficient
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Table 19. Estimation of model coefficients and sMSE values when autocorrelation is neglected for
French economy data

Coeff. OLS ridge liu kl

Bo -19.7251 | -18.8982 | -18.8957 | -18.8994
B 0.03220 | 0.0628 0.0627 | 0.0628
Bo 0.4142 | 0.4008 0.4005 | 0.4008
Bs 0.2427 | 0.1947 0.1949 | 0.1948
sMSE 17.2379 | 16.515619 | 16.5154 | 16.515628
k/d - 0.0131 0.9452 | 0.0064
CPU time | - 0.2500 0.3750 | 0.2656
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Fig. 2. Correlagram for French economy data

Table 20. Choosing appropriate lag in the AR Model for French economy data
P T statistic | P Value
Constant | 0.6539 0.5132
AR(1) 6.6345 3.2557e-11
AR(2) -3.5830 0.0003

can be accepted as statistically zero. Thus, the model to be fit in the AR structure is compatible
with Equation 5. The model parameters were estimated in the following order; q31 = 0.7037 and
ba = 0.0028.

After the P matrix based on the estimations of the (51 and qgg parameters, the response variable
and regressor matrix were transformed. The multicollinearity problem still existed in the transformed
model (k = 1271.7991). Therefore, biased estimators were applied to estimate the regression param-
eters under the GLR model with AR(2) errors. The GLS, RR, Liu, and KL estimators were used to
estimate the parameter estimates in the transformed model, and the sMSE values of the estimators
are listed in Table 21.

Table 21 clearly demonstrates that the KL estimator provides an sMSE value that is similar to the
well-known RR and Liu estimators when the error structure is AR(2) process. It was also observed
that the three-biased estimator had better performance than the unbiased GLS according to the sMSE
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Table 21. The parameter estimations and sMSE values in GLR models with AR(2) error structure
for French economy data

General Linear (AR(2)) | GLS RR Liu KL
Constant -21.8389 | -21.2531 | -21.2582 | -21.2452
b1 -0.0137 | -0.0024 | -0.0027 | -0.0022
B2 0.4840 0.4805 0.4805 0.4805
Bs 0.3234 0.3040 0.3045 0.3038
sMSE 13.0806 | 12.7340 12.7339 | 12.7342
opt.k/d - 0.0032 0.9703 0.0016
CPU time - 0.2031 0.5781 0.2812

criterion. Tables 19 and 21 are comparable; if the autocorrelation problem is ignored and a linear
regression model is fitted, the SMSE value will differ due to differences in the model parameters.

5.2. Weather Data

Weather data received at the station in the Columbia-Pacific Northwest Region for each 15-minute
time period on January 1, 2022, was used (https://www.usbr.gov/pn/agrimet/webagdayread.html).
Multiple linear regression model to be estimated as

y = Bo+ Pix1 + Boxz + Bszs +¢ (8)

where y is wind speed, x; is humidity, xo is vapor pressure xg is dew point temperature.

Examining the correlation matrix graph shown in Figure 3, it can be clearly seen that there is
a strong correlation between the vapor pressure and the dew point temperature (r = 0.9359 and
p = 1.0393e — 44).
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Fig. 3. Correlations between the regressors for weather data

The fact that this correlation coefficient is very close to 1 indicates a multicollinearity problem in
the dataset. In addition, the condition number was calculated. The eigenvalues of the X’'X matrix are
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0.0092, 0.9884, 1258.8777 and 66381.7020, respectively, and the condition number is k = 8522.8934.
Both the correlation coefficient and the condition number indicated strong multicollinearity. There-
fore, while estimating the regression parameters in the linear regression model given by Equation 1,
biased estimators were used as alternatives to OLS, and the optimal k/d values that minimize sMSE
values were presented in Table 22. Table 22 shows when fitting the weather data with multicollinear-

Table 22. Estimation of model coefficients and sMSE values when autocorrelation is neglected for
weather data

Coeff. OLS ridge liu kl

Bo 0.2118 0.3051 | 0.4471 | 0.8787
B 0.01374 | 0.0214 | 0.0192 | 0.0140
Bo 4.9497 0.0683 | 0.3735 | 0.4386
Bs -0.0429 | 0.0002 | -0.0041 | -0.0097
sMSE 349.2349 | 24.1939 | 23.2219 | 25.2441
k/d - 2.0243 | 0.0536 | 0.0081
CPU time | - 0.2368 | 0.2656 | 0.2543

ity problem with the linear regression model, biased estimators significantly reduce the sMSE value
compared to OLS. In addition, when the CPU times spent in the minimization process of optimal
biasing parameters according to sMSE are examined, it is seen that the algorithms are completed in
close seconds. The existence of the autocorrelation problem was investigated after the multicollinear-
ity problem in the weather data was discovered. The ACF and PACF graphs in Figure 4 and the
hypothesis tests in Table 23 were used to represent these investigations.
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Fig. 4. Correlagram for weather data

Figure 4 clearly illustrated the properties of ACF/PACF of an AR(2) process: Its ACF decreased
sharply and PACF was be nearly zero after lag 2.

Table 23 showed that the two delayed functional associations of errors were statistically significant.
In this case, <;A51 and <Z>2 parameters in Equation 5 were estimated as 0.3999 and 0.2561, respectively, in
the weather dataset which has autocorrelation problem. After it was determined that the functional
associations between the errors were modeled with the AR(2) process, the GLR model was fitted by



Journal of New Theory 41 (2022) 1-17 / Kibria-Lukman Estimator for General Linear Regression Model ... 15

Table 23. Choosing appropriate lag in the AR Model for weather data

P T statistic | P Value
Constant | 0.6669 0.5700
AR(l) 4.2189 2.4541e-05
AR(2) | 2.1966 0.0280

the unbiased GLS and the biased RR, Liu, and KL estimators. Estimation of regression parameters,
sMSE values, optimal k/d biasing parameters minimizing sMSE, and minimization time as CPU were
shown in Table 24.

Table 24. The parameter estimations and sMSE values in GLR models with AR(2) error structure
for weather data

General Linear (AR(2)) | GLS RR Liu KL
Constant -2.1272 | -0.5364 | -0.4215 | -1.5792
B 0.04597 | 0.0326 | 0.0310 | 0.0450
B2 2.9477 | -0.0117 | 0.1115 | -0.0690
B3 -0.0417 | -0.0334 | -0.0353 | -0.0239
sMSE 197.278 | 12.1687 | 11.9377 | 16.8049
opt.k/d - 0.5581 0.0420 | 0.0100
CPU time - 0.2012 | 0.2869 | 0.2831

It can be obviously seen in Table 24 that applying biased estimators in the weather data with
multicollinearity and AR(2) autocorrelation problem significantly reduced the sMSE value compared
to the unbiased GLS. The fact that the model variance is higher in the weather data compared to
the French economy data supports a situation that is visible in the simulation results: In the French
economy data with a small model variance, the sSMSE value of the KL estimator was very close to
the sMSE values of the RR and Liu estimators, but in the weather data with high model variance,
the sMSE value of the KL estimator was slightly higher than the sMSE values of the RR and Liu
estimators.

6. Conclusion and Recommendation

The simulation results demonstrated that as the variance of the model increases, the sMSE values
of the KL estimator and the others increases. Moreover, the sMSE values of the KL estimator and
others appear to increase as the severity of multicollinearity increases. When the model variance
is small, sSMSE values of the KL estimator under the AR(2) error structure are closely similar to
the popular biased estimators’ values. The sMSE values of the KL estimator and others decreased
when the sample size was increased. Examples of two data sets with autocorrelation problems from
both multicollinearity and AR(2) processes are also included in the paper. The results of the two
different data sets were generally frugal and the findings support the simulation results. Furthermore,
CPU times were discovered to be near to each other while determining the optimal biasing parameter
over real datasets. In other words, the Kl estimator was close to the popular estimators in terms
of CPU time. It was discovered that KL performed substantially better than GLS with optimum
biasing parameters, and its results were extremely near to those of Ridge and Liu estimators. In the
statistical literature, new unbiased and biased estimators continue to be proposed. As new estimators
are proposed, it is critical to examine the assumptions and to make parameter estimations on the
correct model for statistical inference.
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1. Introduction

The world is growing and developing rapidly. During the growth and development, we encounter many
problems involving uncertainty. Scientists are working quickly to solve such problems. Firstly, Zadeh
introduced a different approach to uncertainty by Fuzzy Set Theory [1]. Zadeh defined a function by
taking the codomain as [0,1]. With the help of this function, he made an approach to uncertainty
by creating a fuzzy set. Rosenfeld dealing with uncertainty developed fuzzy group theory in order to
form the algebraic structure of fuzzy set [2]. Then, Pawlak suggested the rough set theory in 1982 [3].
Pawlak made a different approach to uncertainty by defining a rough set with the help of lower and
upper approximation. Biswas and Nanda studied algebraic properties of rough sets [4]. After, soft
set theory was proposed by Molodtsov as a different approach to uncertainty [5]. Maji et al. applied
the theory of soft sets to solve a decision making problem and defined some basic operations on soft
sets [6,7]. Later, Cagman and Enginoglu redefined operations of soft sets due to some difficulties [8].
Thus, soft sets began to be used by many researchers in various fields like economics, engineering,
medical sciences, etc. In addition, many studies have been made by combining soft sets with fuzzy set
theory and rough set theory such as fuzzy soft sets and rough soft sets [9-13].

Aktag and Cagman carried soft sets on a new algebraic structure for the first time. They investi-
gated some algebraic properties by defining soft group [14]. This work paved the way for many studies
in algebra. Sun et al. defined soft modules and investigated some algebraic properties [15]. Feng
et al. studied soft semirings and soft ideals on soft semirings [16]. Jun et al. applied the soft sets
to the theory of BCK/BCl-algebras. Soft BCK/BClI-algebras, soft subalgebras and soft p-ideals of
soft BCl-algebras are introduced and their basic properties are derived [17,18]. Many studies have
been added to the literature such as soft relation, soft function, soft mapping, soft BCH-algebras, soft
Bl-algebras by soft sets [19-23]. Shabir and Naz introduced soft topological spaces which are defined
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over an initial universe with a fixed set of parameters [25]. Ali et al. defined new operations on soft
sets and investigated some important properties associated with these new operations. [24]. In 2012,
Cagman et al. studied soft intersection group using the intersection operation on sets [26]. Citak and
Cagman researched its algebraic properties by defining soft intersection rings [27]. Moreover, Mah-
mood and Tariq studied generalized k-ideals in semirings using soft intersectional sets [28]. Mahmood
et al. carried out concept of soft intersectional ideal on ternary semirings and also discussed some
basic results [29]. Studies on soft sets have been increasing in recent years [30-40].

In this paper, we give brief information about semiring and k-semiring and remind some basic
concepts in the soft set. Moreover, we present to some algebraic structures on soft sets such as
soft intersection group and soft intersection ring. Next, we define soft intersection k-ideals on a
semiring. Then, we investigate some algebraic properties of soft intersection k-ideals. In which cases
the image and the inverse image of a soft set are soft intersection ideals are investigated. Coset of soft
intersection ideal is defined with the help of the extended soft set and its properties were examined.
Furthermore, isomorphism theorems are introduced by describing quotient rings with the help of
k-semirings. Finally, we define soft intersection maximal k-ideal and research its algebraic properties.

2. Preliminary

Throughout this paper, U is a universal set, E is a set of parameters, A, B,C C E and P(U) is the
power set of U.

” N

Definition 2.1. [41] A nonempty set S together with a binary operation ”.” is a semigroup if ”.” is
associative in S, that is, Va, b,c € S,a(bc) = (ab)c. A semigroup is commutative if ”.” is commutative
in S, that is, Va,b € S, ab = ba.

Definition 2.2. [41] Let S be a nonempty set together with two binary operations addition and

v NN

multiplication denoted by ”+”, ”.” respectively. S is called a semiring if

i. (S,+) is a commutative semigroup,

ii. (S,-) is a semigroup,
iti. Distributive law holds, that is, a(b+ ¢) = ab + ac and (a + b)c = ac + be for all a,b,c € S,
1. There exists 0 € S such that a + 0 =0+ a =a and a0 =0a =0 for all a € S.

Definition 2.3. [42] Let S be a semiring. S is called a k-semiring if there exists only ¢ € S such
that b=a+cora=b+cforalla,be S.

Definition 2.4. [42] Let S be a semiring and I be a nonempyt subset of S. I is called an ideal of S
if

i. a+bel forall a,bel
7. ba € I andabe [ forallae I and be S.

Definition 2.5. [43] Let S be a semiring and I be an ideal of S. I is called a k-ideal of S if a+1r € I
for all a € I and r € R implies r € [.

Definition 2.6. [44] Let S be a k-semiring and S’ be a set of the same cardinality with S — {0} such
that SNS =0 and SUS" = g The image of a € S — {0} under a given bijection denoted by a’.
Addition and multiplication on S are denoted by & and ®, respectively, and are defined as follows:

a+b, a,be s
(x+7y), a=a' b=y €8
c, aES,b:yIES/,a:y—i—c

/

c, aES,b:yIES/,a—i—c:y
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and

ab, a,be s

xy, a=2,b=y €8
(ay), aeSb=y eS8
(zb), a=z' €S ,b=€S

a®b=

Theorem 2.7. [44] Let S be a semiring. If S is a k-semiring, then (S, ®, ®) is a ring and it is called
the extended ring of S.

Theorem 2.8. [44] Let ¢ : S — M be a k-semiring homomorphism and S and M be extended rings
of S and M, respectively. Let % : S — M be a function such that

[ pla), acS
(@) {w<a>’, acS— {0}

© is a ring homomorphism. Then @ is called an extended ring homomorphism.

Theorem 2.9. [44] Let ¢ : S — M be a k-semiring homomorphism and % : S — M be an extended

ring homomorphism. Then, Ker(¢) = Ker(p).

Definition 2.10. [5] A soft set (F, A) over U is a function defined by F : E — P(U) such that
F(e)=0if e ¢ A. A soft set (F, A) over U can be represented by the set of ordered pairs

(F,A)={(e,F(e)): e € E}

Definition 2.11. [7] Let (F, A) be a soft set over U. If F(e) = () for all e € E, then (F, A) is called
an empty soft set, denoted by . B
If F(e) =U for all e € E, then (F, A) is called universal soft set, denoted by E.

Definition 2.12. [8] Let (F, A) and (G, B) be soft sets over U. Then, (F,A) is a soft subset of
(G, B), denoted by (F, A)C(G, B), if F(e) C G(e) for all e € E.

(F, A) is called a soft proper subset of (G, B), denoted by (F, A)C(G, B), if F(e) C G(e) for all
e € E and F(e) # G(e) for at least one e € E.

(F,A) and (G, B) are equal, denoted by (F, A) = (G, B) if F(e) = G(e) for all e € E.

Definition 2.13. [8] Let (F, A) and (G, B) be two soft sets over U. Then, union (F, A)U(G, B) and
intersection (F, A)N(G, B) of (F, A) and (G, B) are defined by,

(FUG)(e) =F(e)UG(e), (FNG)(e)=F(e)NnG(e)
for all e € F, respectively.

Definition 2.14. [8] Let (F, A) be a soft set over U. Then, complement (F¢, E) of (F, A) is defined
by,
Fe(e) = U\ F(e)

for all e € E.

It is easy to see that ((F, A)¢) = (F, A) and ¢ = E.
Proposition 2.15. [8] Let (F, A) be a soft set over U. Then,
U(F, A) = (F, A), (F,AN(F, A) = (F, A)

® = (F,A), (F,ANd =

-

)

(F,A)
iii. (F,A)UE = E, (F, A)NE = (F, A)
(F, A)U(F, A)* = E, (F, A)Q(F,A)F = ®
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Proposition 2.16. [8] Let (F, A), (G, B) and (H,C) be soft sets over U. Then,
i. (F,A)U(G,B) = (G, B)U(F, A), (F, A)N(G, B) = (G, B)N(F, A)

i. ((F,A)U(G, B))¢ = (G, B)°N(F, A)°,
((F>A)ﬁ(Ga B))a = (G, B)éo(F7 A)E
iii. ((F, A)U(G, B))U(H,C) = (F, A)U((G, B)U(H, C)),
(F,A)N(G, B))N(H,C) = (F, A)N((G, B)\(H,C))
w. (F, A)g((G, B)@(Hv C)) = ((F,A)Q(G, B))ﬁ((F7 A)Q(H7 C))v
(F, A)N((G, B)U(H, C)) = ((F, A)N(G, B))U((F, A)N(H, C))
Definition 2.17. [26] Let G be a group and (F, G) be a soft set over U. Then, (F,G) is called a soft

intersection group over U iff
i. F(a—"0b)2 F(a)N F(b)
it. F(ab) D F(a) N F(b)
for all a,b € G.
Proposition 2.18. [27] If (F, G) is a soft intersection group over U, then F(eg) D F(a) for alla € G.

Definition 2.19. [27] Let R be a ring and (F, R) be a soft set over U. Then, (F, R) is called a soft
intersection ring over U iff

i. F(a—b)2 F(a)NF(b)
it. F(ab) D F(a) N F(b)
for all a,b € R.

Definition 2.20. [27] Let R be a ring and (F, R) be a soft set over U. Then, (F, R) is called a soft
intersection ideal over U iff

i. F(a—"b)2 F(a)NF(b)
ii. F(ab) D F(a) U F(b)
for all a,b € R.

Proposition 2.21. [27] Let R be a ring with identity. If (F, R) is a soft intersection ring/ideal over
U, then F(a) D F(1g) for all a € R.

3. Soft Intersection k-Ideals on a Semiring

In this section, we define soft intersection k-ideals on a semiring and give some basic theory of soft
intersection k-ideals on a semiring. Let U be a universal set and E be a set of parameters where
(S,+,-) is a semiring.

Definition 3.1. [45] Let (F,S) be a soft set over U. (F,.S) is called a soft intersection semiring over
U if

i. F(a+b)2 F(a) N F(b)
it. F(ab) D F(a) N F(b)
for all a,b € S.

Definition 3.2. Let (F,S) be a soft intersection semiring over U. For all a,b € 5,
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i. (F,S) is called soft intersection left ideal over U if F'(ab) D F(b).
it. (F,S) is called soft intersection right ideal over U if F'(ab) 2 F(a).

If (F,9S) is soft intersection left ideal and soft intersection ideal over U, it is called soft intersection
ideal over U.

Definition 3.3. Let (F,.S) be a soft intersection ideal over U. (F,.S) is called soft intersection k-ideal
if F(a) = F(0g) while F'(a 4+ b) = F(0g) and F(b) = F(0g) for all a,b € S.

Example 3.4. Let Z be a universal set and (Zg, +, -) be a set of parameters. Let the soft set (F, Zg)
soft set be defined as in the following way:

F(0) = {0,1}, F(1) = {0},F(2) = {0.1}, F(3) = {0}, F(4) = {0,1}, F(5) = {0}

Then, (F, Zs) is a soft intersection k-ideal over Z.

Definition 3.5. Let (F,S) be a soft set over U. Fg = {a € S : F(a) 2 K,K € P(U)} is called
K-level set of the soft set (F,.S).

Theorem 3.6. Let (F,S) be a soft intersection ideal over U. Then, K-level set Fi is an ideal of §
where F'(0g) 2 K.

PROOF. Since F(0g) 2 K, then 0g € Fg. Thus Fg # () and Fx C S. Now, we provide a + b € Fk
for all a,b € Fk. Since a,b € Fi then F(a) 2 K and F(b) O K. F(a+b) 2 F(a)N F(b) 2 K so
a+b e Fg. Now, will provide as € Fx and sa € F for all a € Fx and s € S. Since a € Fg, then
F(a) O K. Moreover F(as) D F(a) 2 K and F(sa) O F(a) D K. Then , as € Fx and sa € Fx. [

Theorem 3.7. Let (F,S) be a soft intersection ideal over U and F(0g) = K. If K-level set F is a
k-ideal of S, then (F,S) is a soft intersection k-ideal over U.

PROOF. Suppose that Fg is a k-ideal of S. Let F'(a 4+ b) = F(0g) and F(b) = F(0g) for all a,b € S.
Therefore, a + b € Fix and b € Fg. Since Fg is a k-ideal of S, then a € Fg. Thus, F(a) 2 K
Therefore, (F,S) is a soft intersection k-ideal over U. O

Definition 3.8. Let I be an ideal of semiring S. A is called a soft characteristic function if and only
if A7 is a mapping of S into P(U) where

U, I
Al(a)_{ 0, sz

for all a € S.

Theorem 3.9. Let I be a k-ideal of semiring S. Soft caharacteristic function A; is a soft intersection
k-ideal over U.

PRrROOF. Firstly, we provide that soft characteristic function Aj is a soft intersection ideal over U. Since
I is an ideal, then a + b € I, for all a,b € I. Morever, A;(a) = U and A;(b) = U and A;(a+b) = U.
Therefore, A\r(a 4+ b) 2 Ar(a) N Ar(b). In addition, A\;(a) = @ and A;(b) = 0 for all a,b ¢ I. Thus,
Ar(a) N A7(b) = 0 and then, A\j(a + b) 2 Aj(a) N A7(b). On the other hands, A;(a) = U and A;(b) =0
for all @ € I,b ¢ I. Thus, Ar(a) N A7(b) = 0. It follows that Ar(a + b) D Ar(a) N Ar(b). Now, we will
provide that A\;(ab) 2 Ar(a) and Ar(ab) D Ar(b) for all a,b € S. Since I is an ideal of S, then ab € I
for all a,b € I. Thus, Aj(a) = U and A;(b) = U and A;(ab) = U. Therefore, A\;(ab) O Ar(a) and
Ar(ab) O Ar(b). Since I is an ideal of S, then ab € I and ba € I for all a € I,b ¢ I. Thus, A\;(ab) = U
and A\s(a) = U andA7(b) = (. Therefore, A7(ab) 2O Ar(a) and Ar(ab) D Ar(b). Lastly, we will provide
that characteristic function A; is a soft intersection k-ideal of S. Suppose that A\;(a + b) = A7(05) and
Ar(b) = Ar(0;) for all a,b € S. It follows that a + b € I and b € I by definition of soft caharacteristic
function. Since I is a k-ideal of S, then a +b € I and b € I, a € I. Therefore, A\j(a) = U. Thus,
Ar(a) = A7(0s). Consequently, Ar is a soft intersection k-ideal of S over U. O]
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Definition 3.10. Let ¢ : S — M be a semiring homomorphism and (G, M) be a soft set over U. A
soft set (¢~ 1(F),S) is defined by = '(F(a)) = F(¢(a)) for all @ € S. The soft set is called a soft
inverse image of (G, M).

Theorem 3.11. Let ¢ : S — M be a semiring homomorphism and (G, M) be a soft set over U.

(G, M) is a soft intersection k-ideal over U if and only if (¢~1(G), S) is a soft intersection k-ideal over
U.

PROOF. Suppose that (G, M) is a soft intersection k-ideal over U. Firstly, we provide that (p~1(G), 9)
is a soft intersection ideal,

o @)atb) = G

U
289
©
Q

= ¢ 1(6)(a)

for all a,b € S. Thus, ¢ 1(G)(a+b) 2 ¢ 1(G)(a) N~ (G)(b). For all a,b e S,

¢~ (G)(ab)

I
@

Iy
ﬁ‘ Q
8

and

I
2RA
BS)
N N TN
2
BS)

—~~
=
~

¢~ (G)(ab)

U
Q

= ¢ H(G)()

Then, ¢~ 1(G)(ab) 2 ¢~ 1(G)(a) and ¢~ 1(G)(ab) 2 ¢~ 1(G)(b). Therefore, (p~1(G), S) is a soft inter-
section ideal over U.

Now, we provide that (¢~1(G), S) is a soft intersection k-ideal over U. Suppose that ¢ ~1(G)(a +
b) = o 1(G)(05) and 1 (G)(b) = o~ H(G)(0g) for all a,b € S.

Thus, it follows that G(¢(a + b)) = G(0ar) and G(p(b)) = G(0pr). Since ¢ is a homomorphism
then G(p(a) + ¢(b)) = G(0nr), G(p(b)) = G(0pr) and since (G, M) is a soft intersection k-ideal over
U, then G(¢(a)) = G(0g) = p(0s).

Therefore, o~ 1(G)(a ) = ¢ 1(G)(0g). Consequently, (¢~1(G), S) is a soft intersection k-ideal over
U.

Conversely, suppose that (¢ ~!(G), S) is a soft intersection k-ideal over U. Firstly, we provide that
(G, M) is a soft intersection k-ideal over U. Since ¢ is an onto homomorphism then there exist a,b € S
such that z = p(a) and y = ¢(b) for all z,y € M. Then,

G +y) = G(p(a)+ (b))
((a b))
“HG)(a+1b)
1(G)( ) N (G)(b)
G(so(a)) N G(s@(b))
G(z) N G(y)

| IO |
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Thus, it follows that G(x 4+ y) 2 G(x) N G(y). Moreover,

Glxy) = G

and

Glxy) = G

I
2
s

Therefore, G(zy) 2 G(z) and G(zy) 2 G(y). Consequently, (G, M) is a soft intersection ideal over U.
Now, we provide that (G, M) is a soft intersection k-ideal over U. Suppose that G(x + y) = G(0r)
and G(y) = G(0p) for all z,y € M. Since ¢ is an onto homomorphism then there exist a,b € S such
that z = p(a) and y = ¢(b) for all z,y € M. Thus,

Glx+y) = Glela)+¢(b))
= Glpla+b)
= ¢ H(G)(a+b)

and

G0rm) = G(p(0s))
= ¢ HG)(0s)

Therefore, it follows ¢~ (G)(a + b) = ¢~ 1(G)(0s). Moreover,

and thus,

P H(G)(b) = ¢7H(G)(0s)
Since (¢~ 1(G), 9) is a soft intersection k-ideal over U, then o~ }(G)(a) = ¢~ 1(G)(05) while o~ (G)(a+
b) = ¢~ 1(G)(0s) and ¢~ (G)(b) = ¢~ (G)(0s)

Therefore,
p 1 (G)(a) = ¢~ H(G)(0s)
G(p(a)) = G(p(0s))
G(z) = G(0g)
Hence, (G, M) is a soft intersection k-ideal over U. O

Definition 3.12. Let ¢ : S — M be a semiring homomorphism and (F,S) be a soft set over U. A
soft set (¢(F'), M) is called soft image set of (F,S) defined by

o(F)(z) = { U{F(a) : a € S,p(a) = z}, 90_1($) # ()

0, otherwise
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Definition 3.13. Let A, B be two sets and ¢ : A — B be a function. Let (F, A) be a soft set over U.
(F,A) is called ¢-invariant if F'(a) = F(b) while p(a) = ¢(b) for all a,b € A.

Theorem 3.14. Let ¢ : S — M be a semiring epimorphism and (F,S) be a ¢-invariant soft intersec-
tion ideal over U. Then, (p(F), M) is a soft intersection ideal over U.

PROOF. Since ¢ is an onto homomorphism, then there exist a,b € S such that p(a) =z and ¢(b) =y
for all z,y € M. Thus, z +y = ¢(a) + ¢(b) = ¢(a + b) and zy = p(a)p(b) = ¢(ab). Since (F,S) is a
p-invariant then

ol z+y) =a+b

ol Mz +y)) = la+b)
F(p~'(z+y)) = F(a+b)
o(F)(z +y) = F(a+Db)

r+y=¢la+b)

Pl

o~ (zy) = ab
o(e~ " (zy)) = p(ab)
F(p~!(zy)) = F(ab)
@(F)(zy) = F(ab)

Gl

p(F)(x) = F(a) and o(F)(y) = F(b).
Therefore, p(F)(x+y) = F(a+0b) 2 F(a) N F(b) = ¢(F)(x) Np(F)(y)
and

p(F)(zy) = F(ab) 2 F(a) = ¢(F)(z), o(F)(xy) = F(ab) 2 F(b) = ¢(F)(y)-
Consequently, (¢(F'), M) is a soft intersection ideal over U. O

Theorem 3.15. Let ¢ : S — M be a semiring epimorphism and (F,S) be a p-invariant soft intersec-
tion ideal over U. (F,S) is a soft intersection k-ideal over U if and only if (p(F'), M) is soft intersection
k-ideal over U.

PROOF. Suppose that (F,.S) be a soft intersection k-ideal over U. (¢(F), M) is a soft intersection
ideal over U by Theorem 3.14. Now, we provide that (¢(F), M) is a soft intersection k-ideal over U.
Suppose that ¢(F)(z +y) = ¢(F)(0p) and o(F)(y) = ¢(F)(0p) for all z,y € M. Since ¢ is an onto
homomorphism, then there exist a,b € S such that ¢(a) = z and ¢(b) =y for all z,y € M. Thus,

o(F)(z+y) = p(F)(pla) +¢(b) = oF)(pla+Db))

e(F)(y) = @(F)(p())
= F(b)

Moreover, since (F,S) is a g-invariant then ¢(F)(0p7) = F(0g). Since o(F)(z +y) = ©(F)(0nr)
then F'(a +b) = F(0g) and ¢(F)(y) = ©(F)(0pr). Therefore, F(b) = F(0g). Since (F,S) is a soft
intersection k-ideal over U, then F(a) = F(0g) while F(a +b) = F(0g) and F(b) = F(0g). Thus,

e(F)(z) = o(F)(p(a))
= F(a)
= F(0s)
= (F)(0nm)

Therefore, (p(F'), M) is a soft intersection k-ideal over U. Otherwise, suppose that (¢(F'), M) be a
soft intersection k-ideal over U. Let F(a +b) = F(0g) and F'(b) = F(0g) for all a,b € S. Since ¢ is

S
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an onto homomorphism, then there exist a,b € S such that p(a) = x and ¢(b) = y for all z,y € M.
Then,

p(F)(x+y) = o(F)(pla+b))
= F(a+0b)
= F(0g)
= (

and

Since (¢(F), M) is a soft intersection k-ideal, then ¢(F)(x 4+ y) = ©(F)(0r) and ¢(F)(y) =
@(F)(0ar) while o(F)(z) = @(F)(0n).

p(F)(x) = ¢(F)(Onr)

@(F)(p(a)) = ©(F)(0nm)
F(a) = F(0s)

Hence, (F,S) is a soft intersection k-ideal over U. O

4. Quotient Structure of k-Semiring Over Soft Intersection Ideals

In this section, we define quotient structure of k-semiring and give some basic theory of this. Let S
be a semiring and S be an extended ring of S. We take a soft intersection ideal (F,S) over U which
all level subset is a k-ideal of S. Then, S = UKeImF Fr, S = UKGImFFT( it T O K iff Fpr C Fg iff
Fr C Fg.

Definition 4.1. Let S be a semiring and S be an extended ring of S. (F,S) be a soft intersection
ideal over U where all level sets of (F,S) are k-ideal of S. (F, S) soft set is defined by F(a) = [J{K :
a € Fx,K € ImF} for all a € S. The soft set (F,S) is called extended soft set over U.

Theorem 4.2. Let (F,S) be an extended soft set over U. Then, (F,S) is a soft intersection ideal
over U.

PRrROOF. The proof is clear. O
Theorem 4.3. Let (F,S) be an extended soft set over U. Then, (F,S) is an extended of (F,S).

PROOF. Suppose that a € S and F(a) = K. Thus, a € Fr forall T C K. F(a) 2T D K for some
T C K. This is contradiction with F(a) = K and so a ¢ Fr for all T D> K. Since a € Fx C Fx
and a ¢ Fr for all T D K, then F(a) = K = F(a). Suppose that a = b for a € S" and some b € S.
Fla) ={K:a € Fx,K e ImF} =V. Thus,a =b € Fg forall K CV and a = b ¢ Fg for
all K D V. Therefore, b € F for all K C V and b ¢ Fg for K D V. Hence, F(b) = V and so
F(a) =F(b') = F(b) = F(b). Thus, (F,S) is an extended of (F, S). O

Theorem 4.4. Let (F,S) be an extended soft set over U. (F,S) is a soft intersection k-ideal over U
iff (F',5) is a soft intersection k-ideal over U.
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PROOF. Suppose that (F,S) is a soft intersection k-ideal over U.

over U by Theorem 4.2. Otherwise, suppose that

F(a+0b) = F(0g) and F(b) = F(0g) for all a,b
(F,S) is an extended of (F,S). Therefore,

F(a) = F(a) =

2

Thus, it follows that F'(a) 2 F(0g). Since F(0g) 2
is a soft intersection k-ideal over U.

Definition 4.5. Let (F,S) be an extended soft set over U. Define x + (F,S)

(F,S) is a soft intersection ideal
(F,S) is a soft intersection ideal over U. Then, let

€ S. Since (F,S) is a soft intersection ideal, then
F(a®05)
Fla®bab)
Fla®b)nF(@®)
F(a+b)NF(b)
F(0s) N F(0s)
F(0s)
F(a) for all a € S, then F(0g) = F(a). So, (F,S)
O
: S — P(U) by

(x4 F)(a) = F(a® ') for all a,z,2" € S. A soft set x + (F,S) is called a coset of soft intersection
ideal (F,S).
Theorem 4.6. Let (F,S) be an extended of (F,S). z + (F,S) = y + (F,S) for all z,y € S iff
Fxoy)=F(0s).
PROOF. Suppose that x + (F,S) =y + (F,S) for all for x,y € S,
Feoy) = (y+F)(@)
= (z+ F)(z)
= Flzoz)
= F(0s)
Thus, it follows that F(z @ y') = F(0g). Conversely, suppose that F(z ®y') = F(0g) for z,y € R.
(@+F)a) = Flass)
2 F(a@x/ Dydy
= Fla® y:) NFyoy)
= Fla®y )N F(0g)
= Fla®Y))
(y+ F)(a)
for all a € S. Therefore, x + (F,S) D y + (F,5). Similarly, it follows that y + (F,S) D = + (F, S).
Thus, z + (F,S) =y + (F,S). O

Theorem 4.7. Let (F, S) be an extended soft set over U. If z+ (F,S) =a+ (F,S) and y + (F,S) =

b+ (F,S) for x,y,a,b € S, then
i. t4+y+ (F,S)=a+b+ (F,S)
ii. xy+ (F,S) =ab+ (F,S)

PROOF. Suppose that x + (F,S) = a+ (F,S) and y + (

i. Since x + (F,S) = a+ (F,S) and y+ (F,S) =
F(0g) for x,y,a,b € S. Then,

Fxdydd ®b) =

F(0s)

F,S)=b+ (F,S) for z,y,a,b € S.

b+ (F,S) then F(x@a/) = F(0g) and F(y@b/) =
O Flzad)NFyab)
= F(0s) N F(0s)
= F(0s)
= F(0s)
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Therefore, F(z ®a )N F(y®b) = F(0g) and so z +y + (F,S) =a+ b+ (F,S)
ab® (ay) ® ay @ (zy))
OOboy)eav)oy)
Obay)NFav)oy))
Sy )NF(adz))
NF(0s)

F(ab® (my)/)

v v
) =
SN

|
=

0s)
0s)
) =xy + (F,S).

=

Thus, F(y @b') = F(0g). And so, ab + (F,

n

O]

Define ” 4+ 7 and ” -7 binary operations on S/(F,S) set of coset of soft intersection ideal (F’.S),
respectively by
[t 4+ (F,S)]+[y+ (F,S)] =24y + (FS)
and
[z + (F,S)]ly + (F, S)] = 2y + (F, 5)
S/(F,S) is a k-semiring under this operation and identity element of S/(F,S) is 15 + (F, S).
Definition 4.8. S/(F,S) set of coset of soft intersection ideal (F,S) is called a quotient ring.

5. Isomorphism Theorem Over Soft Intersection Ideals

In this section, we investigate isomorphism theorem over soft intersection ideals.

Theorem 5.1. Let ¢ : S — M be a k-semiring epimorphism. Let(F,S) be extended soft set over
U and Fg C Kerp. Thereis f : S/(F,S) — M an only epimorphism such that ¢ = f o g where
g(x) =z + (F,S) forall z € S.

PRrROOF. Define f : S/(F,S) — M function by f(z + (F,S)) = ¢(z) for all x € S. Now, we provide
that f is well defined. Suppose that « + (F,S) =y + (F,S) for all x + (F,S),y + (F,S) € S/(F,S).
It follows that F(z &y ) = F(0g) = F(0g) by Theorem 4.6. Thus, = +y € Fg. Since Fg =
Fy C Kerp = Kerg then gz +y ) = Og. Thus, p(z) = @(y). Therefore, p(x) = ¢(y) and so
oz +(F,S)) = p(y+ (F,S)). Since ¢ is onto function then f is onto function, Moreover, it can easily
be shown that f is a homomorphism. In addition, ¢(z) = f(z + (F,95)) = f(g(x)) = (f o g)(x) for all
x € S. Finally, we will provide that f is a unique. Suppose that ¢ = hog such that h : S/(F,S) — M.
Then, f(x + (F,S)) = ¢(x) = (hog)(x) = h(z + (F,S)) for all x € S. It follows that f = h. O

Proposition 5.2. Let ¢ : S — M be a k-semiring epimorphism. Suppose that (F,S) and (G, M) be
define two soft intersection ideals over U as level sets of (F,S) and (G, M) be two k-ideals of S and

PROOF. This proof is clear. ]

Theorem 5.3. Let ¢ : S — M be a k-semiring homomorphism. Suppose that (F,S) and (G, M) be
define two soft intersection ideals over U as level sets of (F,S) and (G, M) be two k-ideals of S and
M, respectively. If F'(0s) = G(0p) then there exist ¢* : S/(F,S) — M/(G, M) homomorphism such
that

S d M

S/(F,S)

M/(G,M)

*
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PROOF. Suppose that ¢* : S/(F,S) — M/(G, M) function is defined by ¢*(z + (F,S)) = ¢(z) +
(G, M). If z + (F,S) = y + (F,S), then by Theorem 4.6 F(z @ y') = F(0g). Thus,

Ga(z) @ (e(y)) = Gey))
= 7 (G (zey)
= Flzay)
= F(0s)
= G(Om)

Therefore,

G(@(x) @ (p(y)) = Gle(z) ® ¢(y)") = G(Oum)
Hence, ¢(x) + (G, M) = ¢(y) + (G, M). So, ¢* is well defined. Since
e ((z+ (F8) +y+(F5) = ¢ ((z+y+(FY9))
= (@ +y)+ (G M)
o(x) + o(x) + (G, M)
(

+ (G, M) +¢(y) + (G, M)
= ¢+ (F9) + ¢ (y+ (F,9))

I
S

and

e ([(z+ (F9]y+ (F9)]) = ¢ ((ay+(F,5))
= o
= plx)p(x
= ¢( G, M) +¢(y) + (G, M)
= ¢+ (F9)e"(y+ (F.9))
for all x + (F,S),y + (F,S) € S/(F,S), then ¢* is a homomorphism. O

Corollary 5.4. Let ¢ : S — M be a k-semiring epimorphism. ¢* is an isomorphism iff (F,S) is a
p o p-invariant where p: M — M/(G, M), u(z) = z + (G, M).

Proposition 5.5. Let ¢ : S — M be a k-semiring epimorphism and (G, M) be a soft intersection
ideal over U. Suppose that (¢~ 1(G),S) = (F,S). All level set of (G, M) is a k-ideal iff all level set of
(¢ 1G), S) is a k-ideal.

PROOF. Suppose that all level set of (G, M) soft intersection ideal is a k-ideal. Then, a +b € Fg
and b € Fi for all a,b € S such that K € P(U). Thus, F(a+b) 2 K and F(b) O K. Since
(¢ @), 8) = (F,S) then G(p(a +1b)) 2 K and G(p(b)) 2 K. Since all level set of (G, M) is a k-
ideal, then G(¢(a)) DO K. Hence, F(a) O K and a € Fk. Therefore, Fi is a k-ideal of S. Conversely,
suppose that all level set of soft intersection ideal (p~1(G), S) is a k-ideal. G(a+b) 2 K and G(b) 2 K
for all K € P(U). Since ¢ is onto homomorphism, then there are a,b € S such that p(x) = a and
o(y) =b. Thus,

Gla+b) = Glp(x)+¢(y))
= G(p(z+y))
= ¢ (G (z+y)
> K

and
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Therefore, it follows that = '(G)(z +y) 2 K and ¢ }(G)(y) 2 K. Hence ¢ }(G)(z) 2 K.
Moreover,
Gla) = Glp(x)

e (elty
K

1

Consequently G is a k-ideal of M. O

Proposition 5.6. Let ¢ : S — M be a k-semiring epimorphism and (G, M) be a soft intersection
ideal over U. Suppose that (¢~ 1(G), S) = (F,S). Hence, (F,S) = (g 1(G), S).

PrOOF. It is clear. O

Theorem 5.7. Let ¢ : S — M be a k-semiring epimorphism and (G, M) be a soft intersection ideal
over U. Suppose that (¢~ 1(G),S) = (F,S). Hence, S/(F,S)=M/(G, M).

PrROOF. We know that (¢(F), M) = (p(¢~1(G)), M) = (G, M) and F(0s) = G(057). Moreover, let
(nop)(a) = (poy)(b) for all a,b € S such that u(z) = z+ (G, M) for all z € M. By Proposition 5.6,

pla) + (G, M) = ¢(b) + (G, M) = Oar) = F(0Os)

N
@
L
Q
= |
+
S
I
Q\/
=
=
I
!
=)
&

= a+ (F,S)=b+(F,S)
Therefore, (F,S) is a u o p-invariant. By Corollary 5.4, it follows that S/(F,S) = M/(G, M) O

6. Soft Intersection Maximal k-Ideals

In this section, firstly we define soft intersection maximal k-ideal over a k-semiring. And, we investigate
some properties.

Definition 6.1. Let S be a k-semiring and (F,S) be a soft intersection k-ideal over U where all
subsets of S are k-ideal. A soft intersection ideal (F,S) is called soft intersection maximal k-ideal if

i. F(0g)=U
it. F(lg) C F(0g)
iii. F(lg @ (sa)’) = F(0g) for some s € S while F(a) C F(0g) for some a € S.

Theorem 6.2. Let (F,S) be a soft intersection k-ideal over U where all subssets of semiring S be
k-ideals. (F,S) is a soft intersection maximal k-ideal over U iff (F,S) is a soft intersection maximal
k-ideal over U.

PROOF. Suppose that (F,S) is a soft intersection k-ideal over U. Hence
i. F(0g)=F(0g)=U
ii. F(lg) =F(ls) C F(0s) = F(0s)

Let F(a) C F(0g). Sincea € S, thena € Sora € S'. Since F(a) = F(a), an
and then F(a) C F(0g). Hence, we obtain that F(1g @ (sa)’) = F(0g )
a € S then a = 2’ such that there exist € S and so F(a) = F(z') = F(z) = F(z) C F(0s).
Therefore F(1s® (sa)’) = F(0s) = F(0g) for some s € S. Hence, (F, S) is a soft intersection maximal
k-ideal over U.

Conversely, suppose that (F,S) is a soft intersection maximal k-ideal over U. Hence,

and F(a) C F(0s) = F(0s)
F(0g) for some s € S.If
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1. F(Os)
ii. F(ls) = F(ls) C F(0s) = F(05)

Let F(a) C F(0g). Hence, F(a) = F(a) C F(0g) = F(0s). Then, we obtain that F(a) C F(0g).
Therefore, F(1s @ (sa)’) = F(0g). Consequently, (F,S) is a soft intersection k-ideal over U. O

F(0g)=U

Theorem 6.3. Let ¢ : S — M be a k-semiring endomorphism and (G, M) be a soft intersection
ideal over U. (G, M) is a soft intersection k-ideal over U iff (¢~1(G), S) is a soft intersection maximal
k-ideal over U.

PROOF. Suppose that (G, M) is a soft intersection k-ideal over U. By Theorem 3.11, we know that
(¢71(@), ) is a soft intersection k-ideal over U. Now, we indicate that (¢ ~1(G), S) is a soft intersection
maximal k-ideal. Then,

i. ¢7H(G)(0s) = G(p(05)) = G(0mr) =
ii. ¢7H(G)(1s) = Gle(ls)) = G(1m) C G(0n) = G(p(05)) = ¢~H(G)(0s)
Hence, ¢~ 1(G)(1s) C ¢~ (G)(0s)
iii. Let o~ 1(G)(a) C ¢~ 1(G)(0g) for some a € S. Hence, G(p(a)) C G(p(0s)) = G(0p). Therefore,
G(p(a)) € G(Om)-
Since (G, M) is a soft intersection k-ideal, then
Gy @ ((s)¢(a)) = G(0n)
G(p(ls) @ w(sa))) G(Onr

5( (1s) ®P(sa) G(@(O )
(@) 1(G)(1s @ (sa) ) = ¢~ (G)(0s)

Therefore, (¢~1(G),S) is a soft intersection maximal k-ideal over U. Conversely, (¢~1(G),S) be a
soft intersection maximal k-ideal over U. By Theorem 3.11, (G, M) is a soft intersection k-ideal over
U.

i. G(0u) = G(p(0s)) = ¢~ H(G)(05) =U

ii. G(ly) = G(p(ls)) = ¢ HG)(1s) € ¢ HG)(0s) = G(v(05)) = G(0p) Hence, it follows that
G(lg) C G(On).
iti. Let G(x) C G(0ps) for x € M. There exists a € S SuCh that cp(a) = x Therefore, since G(z) =
Glp(a) = ¢~ (G)(a) C G(0s) then ¢~ (G)(1s @ (as)') = ¢~ (G)(0s) = G((0s)) = G(Onr)
Hence, by Theorem 4.6, it follows that
Glom) = () '(Glse (CLS) )
= G((1s® (as))
= G(p(ls) ® Plas))
= Gle(1)  (e()pls))
— Gy (@)
where ¢(s) = k. Consequently, (G, M) is a soft intersection maximal k-ideal over U. O

7. Conclusion

In this study, we defined soft intersection k-ideals on a semiring and then investigated some algebraic
properties of soft intersection k-ideals. Moreover, isomorphism theorems are presented by describing
quotient rings with the help of k-semiring, defined soft intersection maximal k-ideal, soft intersection
maximal k-ideals are defined and their algebraic properties are investigated. Some other algebraic
structures, such as prime rings [46,47] and semi prime rings [48,49], are worth studying in future
studies.
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1. Introduction

Graph theory and its elements are at the core of our work. With the discovery of non-Euclidean
geometry in the 18" and 19*" centuries, Graph theory began to be studied in this field as well.
Elliptic and hyperbolic geometries are both of non-Euclidean geometries.Moreover, with the discovery
of invariant theory and non-Euclidean geometries, linear fractional transformation groups achieve
special importance. Since linear fractional transformation groups are suitable for the topological
group structure, they have been extensively studied in recent years with different methods. In [1],
some ideas were put forward about graph action firstly. These ideas found an important place in
the work of [2] and [3] in applications for finite groups. Modular group I' and its subgroups,which
play an important role in the last theorem by proved Fermat, have been researched extensively in
recent years. In [4], suborbital graphs, G, n and F, y obtained by element of Modular group I' are
examined and they presented some conclusions. In [5], it is provided that suborbital graph is a forest
if and only if it does not have triangles. Elliptic elements and elliptic circuits are investigated in [6].
In [7], it is shown that each vertex in the suborbital graph F, x has a continued fraction structure for
(u, N) =1 and u < N and investigated the vertices on path with minimal lengths. Suborbital graphs
are studied for invariant groups in [8]. The vertices obtained with help of continued fractions and
recurrence relations are generalized and associated with Fibonacci numbers in [9]. In [10], Giindogan
and Kegilioglu defined Lorentz matrix multiplication.

This study investigates corollaries of suborbital graph act by different matrix multiplication.Then,we
use Lorentz matrix multiplication and investigate Lorentz matrix (Equation 6) that gives the vertices
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obtained under classical matrix multiplication with Lorentz matrix multiplication. Here, it is demon-
strated that Lorentz matrix (Equation 6) is not an element of Modular group T

However, we examined an element (Equation 7) of Modular group I'. We obtained a path starting
with oo using Equation 7 in this article.Then, we demonstrated that the vertices on this path satisfy
the minimal length condition. In addition,we assumed k as 1 in Equation 7. Therefore, we associated
the vertices of path with Fibonacci numbers and n'* vertex with golden section.

2. Preliminary

2.1. Suborbital Graphs

Assume that (G, 2) is a transitive permutation group, g € G and «, f € Q. Then G provides

g: (o, 8) = (9(), 9(B))

on 2 x .The orbitals of this transformation are called suborbitals of G. O(«, 3) represents the
suborbital covering («, /).

O(a, B) = {g(a, B)lg € G}
(z,y) € O(a, B) & g € G : (z,y) = g(a, B) = (9(a), 9(B))

The suborbital graph G(«, 5) can be obtained from the suborbital O(«, ). Assume that + and §
vertices in @, if (7,0) € O(«, B) exists, the orbit represents a directional edge from v to ¢ and is
denoted by v — 4. This edge can be drawn at H = {z € C|Im(z) > 0} as a hyperbolic geodesic.

O(B, «) is also an orbit and can be equal to or different from the O(«, 3). If the orbits are different
from each other, the suborbital graph G(, «) is the opposite direction of the edges of the suborbital
graph G(a, 8) and in this case the suborbital graphs are called paired suborbital graphs.If the orbits
are equal, G(8,a) = G(«, ) and the graph includes the opposite pair of edges; in this case, by
replacing each pair with a simple directed edge, an undirected edge paired with it is obtained.In other
words, if O(B,a) = O(a, ) and (v,9) € O(«w, 3), the edge between v and § vertices is denoted by
~v — 0 instead of v < 4.

Assume that equivalence relation is "= ” and for all o, 8 € €, for all ¢ € G, if is provided
g(a) = g(B) when a = B, "= 7 is called “G-invariant equivalence relation ”on 2, and equivalent
classes formed in this way are called ”blocks”. Examples of these relations are identity and universal
relation:

i. identity relation, "a = < a = (7 for all a, 5 €
1. universal relation, "a =~ §” for all «, 8 € Q).

Unlike these relations, if there is a G -invariant equivalence relation on 2, (G, ) is called imprimitive,
otherwise primitive.The transitive act of the primitive group (G, <) is necessary, otherwise the orbits
do not constitute a system block and its reverse is not true.

Theorem 2.1. [4] Assume that (G,2) is an transitive permutation group. In this case (G,$?) is
primitive < G, the stabilizer of a point a € ) is a maximal subgroup of G for all a € ().

Theorem 2.2. [4] G is a suborbital graph for transitive permutation group (G, Q). In this case,
i. G acts as a group of automorphism of G.
11. G acts as transitive on vertices of G.

1. If G is self-paired, then G acts transitively on ordered pairs of consecutive vertices of G.

w. If G is not self-paired, then G acts transitively on the edges of G.
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2.2. Modular Group and its Act on @ Under Classical Matrix Multiplication

The Modular group is the quotient group of the SL(2,7Z) with {F1}. Specially if the Modular group
is denoted by T, it is written as

[ = PSL(2,Z) = SL(2,Z)/{¥I}

r:{(a b > ]a,b,c,dGZ,ad—bc:l}
c d

. : b . : . .
I' is consist of F < i d > matrices pairs. Here, the + and — symbols are ignored and matrices

considered equivalent.
Some equivalent subgroups of I' are given below:

I‘O(N)_{<CCL Z)EI‘]CEO(modN)}

r%zv):{(‘é Z)EFMEO(modN)}

Fl(N):{<(CL Z)GF|a=d=1(modN),c=0(modN)}

The hyperbolic plane is defined by H = {z € C : I'm(z) > 0}. Mobius transformations are known
transformations with the elements of the Modular group in the upper half plane H. Transformation

is defined by for all z € C
a b _z_>az—|—b
c d )’ cz+d

f and g are elements of Modular group I" for f(z) and g(z) linear Mdbius transformations.

-1 0z-1 —
fo=2=Eg=r=(1 3 )er

1z + A 1 A
g(z)—z+)\—oz+1:>g—<0 1>EF

In addition, Mobius transformations are used to describe the elements of @ Especially for £ € @, if
c =0, it is accepted as & = oco. For x,y € Z and (x,y) = 1, each element of Q can be expressed as
reduced fraction £.Since £ = }z, the notation is not uniform. co would be considered as % = %.For

z= %, Mbobius transformation is written as

a b z azr + by
D= 1
<c d) y—>cm+dy (1)

The reduced result in Equation 1 is shown as follows:

clax + by) — a(cx + dy) = cax + cby — acx — ady = (c¢b — ad)y = —y
d(azx + by) — b(cx + dy) = dax + dby — bcx — bdy = (ad — bc)r = x
(ax + by, cx +dy) =1
Lemma 2.3. [4]
1. Act of I is transitive on @

71. Element of I' that fixed a vertex on @ is infinitely period.O
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Assume that examine what has been given so far about suborbital graphs if G is the Modular

1 1
0 1). Then we

can generate [-invariant equivalence relations on @ by obtaining the subgroups H of I' containing ',
11
0 1
N € N. Clearly, I'no <T'o(N) < T for all N € Nand I'nc <Tg(N) <T for N > 1. Hence, act of I' on
Q is imprimitive. R

Assume that denote the reduced I'- invariant equivalence relation on Q of I'o(N) with "=~x".

group I' and € is @ I'o which fixed oo is a subgroup of I' produced by Z = <

or equivalently Z. Since Z = ( , the congruence groups I'g(N) can be selected as H, with

Transformations v = g(co) and w = ¢ (c0) are provided for v = Sw = % € @ and g = ( o >,

S x
’ xr *
g—<y*>€I‘.

Since

’

(w) & g~ 'g € H=To(N)

-1 _ k k

=57
-1 * * xr *x . * * .
g9 _<—5 T><y *>_<7'y—337 *)€H_FO(N)

vrew<ery —sr=0(mod N)

vy wES gv) =Ry g

and

r T

results are obtained. In other words, v = { and w = I are equivalent < Ju € H : x = ur (mod N),

y = us (mod N)
10
11
generate ['-invariant equivalence relations on @ by finding the subgroups K of I' containing I'’(NN) or
equivalently B.

The number of equivalence classes under “=p

Similarly, T'°(N) which fixed 0 is a subgroup of I' produced by B = ( > Thus, we can

”

is given by
U(N) =|T:To(N) |

equation.

2.3. Investigation of G, xy and F, x

Since the act of I on @ is transitive, each suborbit contains the pair (co,v) for v € @ Ifv= 4
for N > 0 and (u, N) = 1, suborbit is denoted by O, n, suborbital graph G(oco,v) corresponding
to Oy N is denoted by Gy, n. If v = 00, G1 9 = G_1 is trivial suborbital graph, so we can assume
v E @.v,v/ € Q and O(00,v) = O(c0,v') < v and v are in orbit of s, Since I's, produced by

Z :v — v+ 1, equivalent to v’ = % for u = u (mod N).
Theorem 2.4. [4] { — ¥ € Gy if and only if

i. x =ur (mod N), y =us(mod N) and ry — sx = N

it. x = —ur (mod N), y = —us (mod N) and ry — sz = —N

Corollary 2.5. [4] Suborbital graph which is paired with G,y is G_gn for w providing uu =
1 (mod N).

Corollary 2.6. [4] G,y is self-paired < u? = —1 (mod N).
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G, N is the discrete union of W(N) subgraphs and the vertices of each subgraph form a single block
according to the =~y T-invariant equivalence relation defined by ry — sz = 0 (mod N). Since I" acts
transitively on @, I' permutates these blocks as transitive and all subgraphs are isomorphic. F, x be
the subgraph of G, ; consisting co on vertices and

o) = { 21y = 0(mod M),y @}

Thus, Gy, N consists of U(NN) discrete copies of F, n.
Theorem 2.7. [4] { — 7 € Fy, n if and only if

i. x =ur (mod N) and ry — sz = N

it. x = —ur (mod N) and ry — sz = =N

Theorem 2.8. [4] I'g(N) permutates vertices and edges of F, n transitively.

2.4. Continued Fractions

Continued fractions are basically divided into two groups as finite and infinite.

2.4.1. Finite Continued Fractions

A finite continued fraction is defined as follow

1
T =a+ 1
az + a3+ !
I S
am_gt————
am_1+am
for a; > 0,0 > 2 and a; positive integer. It can be written as notation = = [a;ag,as, ..., ax].
2.4.2. Infinite Continued Fractions
An infinite continued fraction is defined as follow
1
r=a1+ I
42 a3+ !
T
for a3 > 0, > 2 and a; > 1. It can be written as z = [a1; ag, a3, . ..] [11].
More generally, a continued fraction is defined
ai
r=byg+ —m5— 2
A — (2)

bp+-3-

where N is set of natural numbers, Z is set of integer numbers and a; € Z — {0}, b; € Z for all
i€ NU{0}.
Continued fraction in Equation 2 can be written as

a;

bo + K2, (b> 3)

However, n. approach for continued fraction in Equation 3 is denoted by f, and it is written as

a;
fn = bO + K?:1 <b>
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In additon, { f,} sequence is obtained by ({a; }ien, {b: }ienufoy) for i > 1, a; # 0 and linear fractional
transformation sequences {t,(s)}nenuqo} and {Tn(s)}nenufoy Where

to(s) = s, tn(s) = baﬁn =1,2,3,...
n

To(s) =to(s), Tn(s) = Th—1(tn(s)),n=1,2,3,...
fo=Ty(0)eR=RU{c},n=1,2,3,...
From here,
(({ai}ien; {bitienugoy)s {fn})

can be written. This obtained sequence corresponds to the continued fraction given in Equation 2. a;
is called the partial numerator and b; is called the partial denominator.
In accordance with the above, the linear fractional transformation 7),(s) can be expressed by

ay

az
b]_ + b2+ a3y

Tn(s) =bo +

an

ot

From the representation of continued fractions,
Tn(s) = (tpotiotao...0ty)
can be written where o compound function.We get

(to o t1)(s) = to(t1(s))

and
t"(s) = (tototo...ot)(s)

The number of nt"* modified approaches is denoted by
T.(S,) €R

for {Sh}nenuqoy sequence.

2.5. Paths of Minimal Length on Suborbital Graphs

In this section, some definitions and theorems are given about paths of minimal length on suborbital
graph.

Definition 2.9. [7] v, v1,v2,..., vy is a sequence of different vertices of suborbital graph F, n. If
m =2, v9 = v1 — V2 —> ... = Uy — v is called directed circuit (or closed path).If at least one (but
not all) edge in this path are is the opposite direction, this path is called an undirected circuit (or
reverse directed circuit). If m = 2, the circuit is called a triangle, directed or not.If m = 1, the path
v9 — v1 — g is called a self-matched edge.

Definition 2.10. [7] Since the elements of the Modular group represent Hyperbolic lines to Hyperbolic
lines, the elements of the graph F, y for proper visualization are shown half lines perpendicular to
the real axis in the upper half plane of H = {z € C : Im(z) > 0} and half lines with the center on R
as hyperbolic geodesics.

Definition 2.11. [7] The path vg — v1 = vo = ... = vy, and v9 — v1 — v2 — ... is called a path
and an infinite path in the graph F, n respectively.

Definition 2.12. [7] g?% € Fun (%gi € Fy,n), if there is no vertex greater (or smaller) than the

% vertex connected to the % vertex in the graph F, n, the % vertex is called the farthest (nearest)

vertex.
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Definition 2.13. [7] For the path vg — vi — v — ... = vy, in the graph F,, y to have minimal
length,v; «» vj where i < j —1,i € {0,1,...,m —2},j € {2,3,...,m} and vertex v;;1 should be the
farthest vertex that connects to vertex v;.

Definition 2.14. [7] If F, y contains no circuits it is called a forest. A connected non-empty graph
with no circuit is a tree.

Lemma 2.15. [12] If (u, N) = 1, there is an integer k that satisfies the equation u? + ku + 1 =
0 (mod N).

_ w4 ku+1
For k > 2 and k € Z, < ;\Lf 1 B ) € T'o(N) that the element of an equivalent subgroup
- u

of the Modular group connects the vertices in order on an infinite minimal length path in suborbital

graph F, y and each vertex forms a continued fractional structure.
1 u + L T
1_>u_>u+%_>u+k—%_> k= %_>
00 == — — ..
0 N N N N

This path is right directed. Each vertex that can be connected to the previous vertex is the farthest

vertex.
It can be defined as

—u 4U2+]@U+1 q A

w=( p E ) @ @

for all ¢ € ZT ,where vy = 4.

Theorem 2.16. [12] Assume that u? + ku + 1 =0(mod N) and 1 < k < N in Farey graph.

1
. . U+ . ..
1. The farthest vertex to which % can be connected becomes T’“ and there is no similar nearest
vertex.
.. . ut+ ut k—l 1 . ..
7i. The farthest vertex to which Tk can be connected becomes N k. and there is no similar nearest

vertex.

Theorem 2.17. [7] Assume that u?>+ku-+1 = 0 (mod N) and u?—Iu+1 = 0(mod N) for 1 < k,I < N.
If the suborbital graph F, y is paired with itself, it is k =1 = N and otherwise [ = N — k.

Theorem 2.18. [7] Assume that u?> —lu+1=0(mod N) and 1 < < N in Farey graph.

1
. . uU—5 . . .
1. The farthest vertex to which % can be connected becomes Nl and there is no similar nearest
vertex.

w1
11—

1
w—l . ..
Nl can be connected becomes N and there is no similar nearest

]

74. The farthest vertex to which
vertex.

Corollary 2.19. [7]If u? —u+ 1= 0(mod N) then F, y has a triangle as § + ud M

2=
Ol

2.6. Lorentz Matrix Multiplication

In this section, we will investigate Lorentz matrix multiplication and related concepts, which have an
important place in our study.
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2.6.1. Lorentz Transform

Definition 2.20. [13] Linear transform 6 : R" — R" is a Lorentz transform < 6(z) o 6(y) = z oy for
all z,y € R™.

Base {z1,x2,...,2,} € R" is orthonormal if and only if 21 o 21 = 1, for other cases x; o x; = d;;.

Theorem 2.21. [13] Linear transform 6 : R" — R" is a Lorentz transform if and only if # is linear
and {f(e1),0(e2),...,0(ey)} is an Lorentz orthonormal base of R™.

Assume that 6 is linear and {f(e1),0(e2),...,0(e,)} is an Lorentz orthonormal base of R™. Since
0 Lorentz transform,

0(x)00(y) = O mie)) 00X, zjej)
= (i mibf(e)) o (307 y;0(e)))
= > Z?:l ziy;6(e;) 0 0(e;)

= —X1Y1 +X2Y2+ ... +TpYp =T OY

Definition 2.22. [13] xz,y € R" is Lorentz orthogonal < z oy = 0.

2.6.2. Some Properties of Lorentz Matrix Multiplication

Assume that R be the set of matrices of type m x n and R)) be the set of matrices of type n x p.
Between the rows of the matrix A = (a;;) € R}’ and the columns of the matrix B = (bjx) € Ry,
A.LB = (—aby, + Z;’L:Z a;jbji) is defined with “.;” and this product is called the “Lorentz matrix
product”. A.;B is a matrix of type m x p. Besides, if we assume A; as i row of A and B as
j™ column of B, (A;, BY)y is dot product (i,7)!" of A.,B. L™ is denoted R that Lorentz matrix
multiplication applied. A.; B can be given more generally as follows:

(A1, BYY ... (A, BY)
(A;,BYy ... (A;,BY)
Theorem 2.23. [10] The following equations are obtained under Lorentz matrix multiplication.
i. Forall Ae L}, Be Ly, Ce L}, A.(B..C) = (A.LB)..C
i. Forall Ae L7, B,C €Ly, A (B+C)=AB+A.C
ii. Forall A, Be Ly, CelLy, (A+B)..C=A.,.C+B..C
. For all k e RLA€ Ly, B € Ly, k(A.B) = (kA)..B = A.[(kB)
Theorem 2.24. [10] The Lorentz unit matrix can be represented as
-1 ... 0
1 0
01 0
0 |

Il =

nxn

Definition 2.25. [10] A is a matrix of type n x n, if there is a B matrix of type n x n such that
A.1B = B.;A=1,, Ais called reversible and denoted by A~".

Definition 2.26. [10] Transpose of A = [a;;] € L demonstrations with AT and define with AT =
[aﬂ] € an.

Definition 2.27. [10] If A= = AT for A € L matrix, A is called L— orthogonal.
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2.7. Pseudo Matrix Multiplication

Throughout this section R™" is denoted the set of matrices of type m x n. R™"™ is a real vector space
by addition and scalar multiplication. Each element of the matrix A -, B is the inner product defined
by Equation 5 where “.,” is the Pseudo matrix product between two matrices. The set of matrices
defined pseudo matrix multiplication is denoted by Ry"". (i,5)"* Element of matrice’s A-, B is defined
by
v n
(T,9)p = — Zaijbjk + Z a;jbj (5)
j=1 Jj=v+1
i. If v = 0 then it is equivalent to classic matrix multiplication.

0
(T,y)o = =iy @ijbjr + D5y aijbjk
= ailblk + aigbgk +...4+ ambnk

7. If v = 1 then it is equivalent to Lorentz matrix multiplication.

1
(xyp = — Zj:l aijbjk + Z;‘L:H-l aijbjk

= —a;1big + aebop + ... + ainbpk
in [14].
Theorem 2.28. [14] det(A -, B) = (—1)"detA - detB, for all A, B € Ry™".

Since it is equivalent to Lorentz matrix multiplication for v = 1,det(A-1 B) = —detA-detB is obtained.

2.8. Coordinate Transformations in Two Dimensional Lorentz Space

In this section, obtaining the Lorentz matrix using the displacement between two points in R? is exam-
ined. Assume that m(CAz) = a,m(BAC) = 8, m(BAx) = 6, B(sinh 6, cosh§) and C(sinh «, cosh v).
If point C(z,y) is rotated counter clockwise around the origin by an angle of 3, it becomes point
B (:cl, y/).Since the coordinates of point C' are taken as x = rsinh a and y = r cosh «, the coordinates
of point B are written as ' = rsinh(a + ) and 3 = rcosh(a + 3).

/

x = rsinh(a+p)

= r(sinh o cosh § + sinh 5 cosh «)
= rsinhacosh 8 + rsinh 5 cosh «
= zcoshf+ ysinh g

y = rcosh(a+ p)

r(cosh a cosh 3 + sinh asinh f3)
r cosh o cosh B + rsinh asinh
ycosh B + xsinh 8

= gxsinh 8+ ycoshf

are obtained.
. . . / / . . .
The trigonometric expansions of x and y can be rewritten in matrix form as follows:

z _( wcoshf+ysinhB \ [ coshf sinhf3 T

y )~ \axsinhB+ycoshB )~ \ sinhf coshp Y

If this matrix product is written according to the Lorentz matrix multiplication
z _( wcoshfB+ysinhf \ [ —coshf sinhf \ T
y ) \ asinhB+ycoshf )~ \ —sinhB coshp ) L\ y

—cosh 8 sinh g c 12
—ginh 8 cosh 8 2

matrix is obtained [10].



Journal of New Theory 41 (2022) 35-50 / Vertices of Suborbital Graph F, n under Lorentz Matrix ... 44

B(sinh0, cosh@)

il

5

C(sinhe, cosha)

W

Fig. 1. Rotation diagram between two points

3. Main Results

3.1. Obtaining Vertices of a Suborbital Graph F, y Under Lorentz Matrix Multi-
plication

In this section, we examine that the Lorentz matrix in Equation 6 that gives the vertices obtained
under the classical matrix multiplication in the suborbital graph F, 5 under the Lorentz matrix
multiplication and see that the Lorentz matrix in Equation 6 is not a member of the Modular group.
In Subsection 2.8, obtaining the Lorentz matrix using the displacement between two points in R? was
examined. We know that from Equation 4

—u u2+]l€7u+1 q
Ve = ( N u+tk ) (vo)

From Subsection 2.8, the Lorentz matrix giving the same vertices on the path of minimal length can

be given by L 2
N L 6
(w ¥ )en (©)

From here, the vertices of the path with minimal length are provided as follows:

U u2+]lf[u+1 q
UQ_(N u+k ) 'z (o)

for all ¢ € Z* ,where vy = .

Corollary 3.1. Lorentz matrix given in Equation 6 is not member of Modular group.

PROOF. S
u®tku+
‘ ;\Lf ilv—k = u(ut+k)— N(7“2+]]f,“+1)
U

= w4uk—u—uk—1
= -1
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Since the determinant is -1 in Corollary 3.1., we can normalize the relevant matrix. The relevant

matrix can be written as the Mobius transform as follows:

2
uz + ¥ +ku+1

(S P
For a € @, "
") = S e
det(m(z)) = aua(u+ k) — aN(a@thutl)

= Pu(u+k)—a?(u®+ku+1)

= a?u? + Puk — o?u® — aPuk — o?
=1
a?=—1,a = Fi If @ = 4, then
(2) uz + i7“2+]’f,“+1
m(z) = ————
iNz+i(u+k)
Mobius transform can be writtten for i € @,
wi kel
Ni (u+k)
as an element of Modular group.Similar operations can be done for a = —i.

From here, the type of M&bius transformation can be determined. Trace of Mobius transformation

m(z) = ZZZIZ can be written as 7(m) = (a + d)?. From the above matrix,
7(m) = (a+d)?
= (ui+i(u+k))?
= (ui)? + 2uii(u + k) + (i(u+ k))?
= —u?—2u® - 2uk + (—u? — 2uk — k?)
= —4u® —4uk — k?> = —(2u + k)?
trace is obtained. m is elliptic since 7(m) = 0 real for u = —g when k > 2,k € Z and u are arbitrary

and m is loxodromic for u # —£ and 7(m) is real.

Corollary 3.2. Assume that u? 4+ ku + 1 = 0 (mod N) under Lorentz multiplication in Farey graph
provided for (u, N) =1 and k > 2,k € Z. Under Lorentz matrix multiplication, ¢ and i are provided
for the vertices obtained by the matrix given in [7].

1.

.

. u—&-l . ..
The farthest vertex to which % can be connected becomes Nk and there is no similar nearest

vertex.

1

u+
. uti k—1L . ..
The farthest vertex to which N’“ can be connected becomes N k. and there is no similar nearest

vertex.

Since the vertices obtained under Lorentz matrix multiplication in the suborbital graph F;, y with

vertices obtained in Theorem 2.16. are the same, then the proof of this Corollary is the same with
proof of Theorem 2.16.
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Corollary 3.3. For (u, N) =1 and k € Z, where u? + ku — 1 = 0 (mod N),

" u2+]li:7u71 ro(N
<N u+k >€ o(N)

provides under Lorentz matrix multiplication,

path in suborbital graph F, n.

PROOF. Here the first four vertices of the path are found, the other vertices are obtained in a similar

way.
u 7“2+J’§“_1 . 1Y _(u
N u+k 0 N
u 7“2#@“*1 . u\ [ ku—-1Y\ [ u-— %
N w+k JEAN) U Nk )T\ N
U % . ku—1"1Y\ Ku+u—k B U—ki%
N owrk JEU Nk )T ey )T N

1
w kel N Ryt —k Y\ (RPu— k4 2uk - 1 YR
N u+k E\ NE2+N )~ Nk3 + 2Nk N

Example 3.4. If u =1, N =5 and k = 3, from Corollary 3.3.

is obtained.

46

Corollary 3.5. Assume that u? + ku — 1 = 0 (mod N) under Lorentz multiplication in Farey graph
provided for (u, N) = 1 and k € Z. Under Lorentz matrix multiplication, ¢ and i are provided for

the vertices obtained by the matrix given in Equation 7.

1
. . Uu— . . .
1. The farthest vertex to which % can be connected becomes N’“ and there is no similar nearest

vertex.
1

_1 U—""T
U=g k+g

7i. The farthest vertex to which ~© can be connected becomes N and there is no similar nearest

vertex.

PROOF. 4. Assume that %TH be the farthest vertex that can be connected with &, where £ is a

vertex in Fy, y under Lorentz multiplication. Hence

U _)u—%ium—r
N N mN

is obtained. um —r = u? (mod N),umN — N(um —r) = N must be provided for edge condition.

Thus,
umN — N(um —r) = NyumN — Num+ Nr=N=r=1
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If the value of » = 1 is substituted in the congruence equation,
um — 1 = u? (mod N)

is obtained. Then —u? + um — 1 = 0(mod N). If equations —u? + um — 1 = 0 (mod N) and
u?+ku—1=0(mod N) are added, (um —1)+ (uk—1) = 0 (mod N). From here, m = k (mod N)
is reached. As a result,

m=k+ Nz,z € NU{0}

Thus, -~ = ﬁ Here, a function can be defined as follows:

u

_ 1
MNe f NU{0} = R

fla) =S5 =k

If the derivative of the function is taken, it is seen that it is strictly increasing.

/ 1

f(x):m>0

Since it is a strictly increasing function, it takes the minimum value for = 0.If the value of x =0

_1
is written in the relevant function, it becomes f(0) = = ~=. It is obvious that (uk — 1,EN) = 1.

_1
Consequently, UT’“ is a vertex at I, y and is the farthest vertex to which § can connect.

_r _1 _1
Assume that “Tm be the farthest vertex that can be connected with = ~°» Where “ ~° 18 a vertex

in F,, ny under Lorentz multiplication. Hence

u—%_uk—l u— o um-—r
N T kN N ~ mN
is obtained. um — r = —u(uk — 1) (mod N),(uk — 1)mN — kN (um — r) = —N must be provided
for edge condition. So, (uk — 1)mN — kN(um — r) = —N,ukmN — mN — knuM + kENr =
—N,—mN +kNr=—-N,—-m-+kr =—1=m = kr+ 1. If the value of m = kr 4+ 1 is substituted
in the congruence equation, u(kr+1) —r = —u(uk—1) (mod N) is obtained. Then u(kr+1)—r =
—u(uk — 1) (mod N), ukr +u — r + u*k —u = 0 (mod N) is provided for ukr + u — r = —u?k +
u (mod N). From here, (uk — 1)r +u%k = 0 (mod N) and uk — 1 = —u? (mod N) are reached.

(uk — 1)r + u*k = 0 (mod N), —u*r + vk = 0 (mod N)

—r+k=0(mod N),r =k (mod N),r =k+ Nz,z € NU{0}

ro_ k+Nx : .
Hence, ;- = Rt Na) ¥ Here, a function can be defined as follows:
k+Nzx
U RGENz)+1
flx) = N

u(k(k+Nz)+1)—(k+Nzx)
N(k(k+Nz)+1)

_ uk*+ukNz+u—k—Nz .
NE2FEN2z+N 7fNU{0}—)R

If the derivative of the function is taken, it is seen that it is strictly decreasing.

/ -1

T @)= e iva e <0

Since it is a strictly decreasing function, it takes the maximum value for z = 0. If the value
1

U=iT
of = 0 is written in the relevant function, it becomes f(0) = ;;r’“ . We have to show that

(uk? +u — k,k*> + 1) = 1. Assume that (u(k® + 1) — k,k* + 1) = g. From here, g \ k% + 1 and
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g\ (w(k?+1)). Then g\ (u(k®+1)) —k, g\ —k. Hence g\ k%> +1, g = 1. We have to demonstrate
that (uk? +u —k,N) = 1. For (u(k®+1) —k,N) =2z, u(k* + 1) — k = k(uk — 1) + u = 0(mod z)
and N = 0(mod z) are obtained. So, uk —1 = —u? (mod N). Then, k(uk —1)+u = k(—u?)+u =
0(mod 2), u(—ku+1) = 0(mod z), u = 0(mod z) or —ku+1 = 0(mod z). This is a contradiction.

Hence z = 1. )

sl

T —
Consequently, ;?k is a vertex at F, n and is the farthest vertex to which 4 ~° can connect.
1

. Cktp o . . u—1
Since f(0) = —x— is, there is no nearest vertex to which —* can connect.
O

w?+u—1
Corollary 3.6. For (u, N) = 1,where u? + u — 1 = 0(mod N) for k = 1, ( ﬁr 11 > € T'o(N)
u

provides under Lorentz matrix multiplication,

Fy
1—>u—>u_1—>U7%—>U7%—> —>u_F"+1—>
00 == — ce— —
0 N N N N N
path in suborbital graph F, n.
u—n
PROOF. (n + 1) vertex is obtained as follows where n'" vertex is #:

U witu—1 u_% B 7u(u7 1)+N( u24u 1)
<N w1 >L< N ) - (—N(u— e )+N(u+1)>

u+u +u +u—1>

Example 3.7. If u =2, N =5 and k£ = 1, from Corollary 3.6.,

2_Fn+1
1 2, 1,3 ,..5 Itz
V=== === — > ——
0 ) 5 10 5

is obtained.

Corollary 3.8. For (u,N) = 1, where u> + u — 1 = 0(mod N) for k¥ = 1 and « is golden ratio,
1

u wtu=l . u—1 . -
N o — -
< N wuii ) € I'g(N) provides value of vertex as —* for n — oo under Lorentz matrix multipli

cation in suborbital graph F, .
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ProOOF. From Corollary 3.6.,

Fn
u—
. Fn+1
limy, 00 — =

u—limy 0o %

1

F,
limn— oo ?‘Il

u—

Example 3.9. If u =2, N =5, k=1, and a = 1.618 from Corollary 3.8.,

9_ _1_
— = 0,276

is obtained.

4. Conclusion

In this study, we especially examined suborbital graphs obtained by Lorentz matrix multiplication. It is
seen that Lorentz matrix which gave vertices that are obtained by classical matrix multiplication is not
an element of Modular group I'. Moreover, we defined a matrix that is an element of Modular group I'.
Furthermore, we investigated vertices, edges and path obtained under Lorentz matrix multiplication
by this matrix. It is indicated that vertices on the path provide the minimal length condition. The
vertices are associated with Fibonacci numbers for &£ = 1 and value of vertex is found for n — oo.
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1. Introduction

As it is known, the theory of inequality is one of the most important branches of mathematics.
Especially in functional analysis, differential equations and mathematical analysis, inequalities have
a great impact. Fundamental research in this area belongs to the great mathematicians such as
Hardy, Cauchy, Holder, Littlewood, Minkowski and others. One of the curious topics of the theory of
inequality are inequalities related to trigonometric and hyperbolic functions. The most famous studies
on this subject belong to mathematicians such as Wilker, Huygen’s, Mitrinovic, Wu, Srivastava,
Adamovic, and Cusa. In this study, we will give analogues and some new improvements of these
inequalities for hyperbolic Lucas functions. Hyperbolic Lucas functions are defined by inspiring the
Binet formula for Lucas numbers, which are interesting in number theory and on which many studies
have been made. The reason that makes these functions special is that they are related to the golden
ratio. Because the golden ratio has many incredible applications in nature. Therefore, it would be
interesting to give analogues of theorems related to classical hyperbolic and trigonometric functions
for hyperbolic Lucas functions.
Now we will give some famous inequalities:

i. The Wilker’s inequality is given as (see [1-15]).

. 2
t
(smx) N a;m =9 1)

X

it. The Huygens inequality is given as (see [3,4,11,12]).

2sinx  tanz
+ >3 (2)
T xT
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i11. The Cusa-Huygens inequality is given as (see [12,16]).

sinx cosx + 2
<
T 3

iv. The Wu-Srivastava inequality is given as (see [9]).

(x)2+ Y oo (4)

sinzx tanx

v. The Wilker’s-Anglesio inequality is given as (see [5] [17]).

sinh(z)\? tanh(z)
() -

> 24 éxg’ tanh(x) (5)
x

45

Inequalities (1), (2), (3), (4) and (5) are satisfied for x € ((), g) )

2. Preliminaries

This section provides some of the basic notions needed for the following sections. The classical hyper-

bolic functions are as follows.
et — T
et 4+ e %

COSh(l‘) = 77Sjnh(gj) = _Te, and tanh(x) = (6)

Similarly, Stakhov and Rozin described hyperbolic Lucas functions in 2005. see( [8,18,19]).

Definition 2.1. The symmetrical hyperbolic Lucas sine, cosine and tangent functions are defined as
follows, respectively.

a$ —X

sLh(z) =a® —a * cLh(z) = a” +a %, and tLh(x) = % forallz € R (7)

at + «

1+5

where oo = 5

Definition 2.2. [20] [21] The generalized hyperbolic sine, cosine and tangent functions are defined
as follows, respectively.

r __ . —x

i. sinhy(z) = L
2

r __ -

ii. tanhy(z) = L

pr T

€T —x

iii. coshy(x) = %

Some basic properties of hyperbolic Lucas functions are as following:
i. ¢cLh(xz) = cLh(—1x)
it. sLh(x) = —sLh(—x)
iti. tLh(x) = —tLh(—x)
w. sLh'(z) = cLh(z)In(a)
v. ¢cLh (z) = sLh(z) In(a)
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41n(«)

vi. tLh' (x) = cLh2(2)

Lemma 2.3. If z € [0,00), then the following inequalities hold:
i. sLh(z) > 2z In(«a)
it. x1n(a) > tLh(x)

PROOF. part i) Let f: Rt — R be a function defined by

f(x) = sLh(x) — 2z In(a)

The derivative of f(z) is /
f (z) =In(a)(cLh(z) —2) >0

Because cLh(z) > 2 .Then we obtain f(z) is an increasing function on the interval [0, c0), this means
that f(x) > f(0) = 0 Therefore
sLh(z) > 2z 1In(«)

Similarly, we can proof part ii. O

Lemma 2.4. [8] If x # 0, then the following inequality holds:

1 sLh(z)\?
cLh(z) < (@) ( x( )> (8)

PRrROOF. From the properties of hyperbolic Lucas functions, it is clear that it is sufficient to prove the
theorem for z > 0.

Lh3(x)
. pt i = S B
Let f: R™ — R be a function defined by f(z) P eLh(a)
The derivative of f(x) is
’ SLhQ(IL') 2
f(z)= PAeLI2(z) [2zcLh*(z) In(a) + 4@ In(e) — 3cLh(z)sLh(x)]

Now let g : RT™ — R be a function defined by
g(x) = 2zcLh?(z) In(a) + 42 1n(a) — 3cLh(x)sLh(x)
The derivative of g(x) is
g (z) = 2In(a)[2zsLh(2z) — 3cLh(2x)) + cLh?(z) + 2]
Now let h : Rt — R be a function defined by
h(z) = 2zsLh(2z) — 3cLh(2z)) + cLh?(z) + 2

The derivative of h(x) is
h (x) = 2sLh(2x)[1 — 21In(a)] + 4zcLh(2x)

this show h'(2) > 0 Then we obtain h(x), g(x) are increasing and positive functions on (0, 0o). Hence,
we get f(x) is an increasing on (0,00), by using lim,_,q+ f(7) = 4(In(a))3. We conclude that

f(@) > 4(In(a))?

Lemma 2.5. [22,23] If z,y > 0, and p € [0,1], then

px + (1= p)y > aty'
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Lemma 2.6. [22,23] (Cauchy-Schwarz inequality) If z;,y; > 0, then

n 2 n n
(zy> S Yy
=1 =1 =1

Lemma 2.7. If ;,y; > 0,¢=1,2,...,n, then

o) e (BFF)

PROOF. We know that: 4ay < (z + )2, Vz,y > 0
N + y " D Ja2 g2 2
Z vV LilYi Z - \/lTyl + Zz; T

n 2 .2
Iy
[Z (wl’zyz + xz 2 yl)
=1
And by Lemma 2.6, we get
> (v )| <

=1

2

n 2 2
>4/t <:ry s )
=1

Lemma 2.8. If z,y > 0, 2 > y and p € [%, 1], then the following inequality holds:
pr+ (1= py > a7k 4+ (2 = 1)(z —y) > aty' (10)
PRrROOF. We obtain the first part of the inequality directly from Lemma 2.5
pr+ 1 —py = Cu—-1@-y)+ 1 -pz+pupy
> Tyt 4 (2p—1)(z —y)
Now, we have to illustrate that the below inequality holds :
2Ry 4 2p = 1) (x —y) >ty

For this let’s define a function f:[1,00) — R

fO)=t""*+Cu-1)(t—-1)—t*

)= (1=t + (2n = 1) — ™!

P10 = (= (0t = = 1002 = = 1) s = | 2 0% 21

then we obtain :
Vi>1, () > f'(1) =
thus f(¢) is an increasing and positive function for all £ > 1. If we take t = T and multiply both sides
Yy

of the inequality by ¥, then we obtain :

() "oremmvemn= (s

or
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Lemma 2.9. If z,y >0, x >y and p € [%, %], then the following inequality is satisfied
x4 (1— p)y > gh YR g % > ghyl=h (11)

PrOOF. by Lemma 2.5, we obtain

1 3 T — 13 T —
prt (L= py = (n—5)z+ (5 — ply + 2 > ar-sydn g 227
2 2 2 2
Now we have to demonstrate that the following inequality is satisfied:
xu*%y%*# + L ; Yy > xuylﬁu (12)

by Lemma 2.5, we obtain

Also we know for all p € [3, 3]
or

is true. Then we get:

G266 o

It is clear that the inequality (12) is equivalent to the following inequality:

x;y > o2y [z — ]

If x = y, the inequality is trivial. So let’s assume x > y and divide both side of the inequality by
VYT — /) then we get the following inequality:
z\F 2
- (5)
Yy

:((G)

This inequality is true according to the (13). O

Ibrahimov [24] proved the below inequalities for generalized hyperbolic functions
Theorem 2.10. If x > 0 and s > f > 1 then the following inequalities are satisfied:
i. sinhg(x)In f > sinh¢(z)Ins
ii. tanhg(z)In f < tanhy(x)Ins

iii. coshs(x)In f > coshy(x)Ins
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3. Main Results

Theorem 3.1. (Wu-Srivastava type inequality) If 2 nonzero real number then the following inequality

holds: )
T x 1 1
_— 1 14
<3Lh(x)> + tLh(x) ” na <4lna * > (14)

PRrROOF. From the properties of hyperbolic Lucas functions, obviously that it is sufficient to prove the
theorem for z > 0.
Let f: RT — R be a function defined by

f(z) = 2+ xsLh(2x) — ﬁ (411104 + 1) sLhQ(x)

The derivatives of f(x) are

f(z) =2z — (1 + 21:1a> sLh(2x) + 2zcLh(2x) In«
F'(x) = (2 = cLh(2z) + 4zsLh(2z)) (In())?
" (x) = —=2sLh(22) In(a) + 4sLh(2z)(In())? + 8zcLh(2z)(In(a))?
f®(z) = —4cLh(2x)(In(a))? 4 16¢Lh(2z)(In(a))? + 16zsLh(22) (In(a))*
= 4deLh(2z)(In(e))?(4In(a) — 1) + 162sLh(27)(In())*

"

This means that f®(z) > f®(0) = 8(In(a))?(4In(a) —1) > 0, £ (0) =0, f'(0) =0, £ (0) = 0. Thus
(@), ' (x), f (z) and f(z) are increasing and positive functions on the interval [0, c0), this means
that f(x) > f(0) =0, for all x > 0. Therefore

1
2 + xsLh(2x) > — (

" lha

2
o + 1> sLh*(x)

By dividing both sides of the inequality by sLh?(x) for = > 0, we obtain

T 2+ T < 1 1 41
sLh(x) tLh(z) = Ina \4lna

O
In addition we give Cusa-Huygens type inequality for hyperbolic Lucas functions.
Theorem 3.2. If x # 0, then the following inequality is satisfied:
Lh Lh
sLh(z) (c 2(95) + 1) In(a) (15)
x

PROOF. From the properties of hyperbolic Lucas functions, obviously that it is sufficient to prove the
theorem for z > 0.
Let f: RT — R be a function defined by

flz) = <CLZ($) + 1> In(a) — 220

x
The derivative of f(x) is

flz) = 5L2h$(33) (In(a))? — xeLh(z) ln;c;) — sLh(x)
2?sLh(x)(In(a))? — 2xcLh(x) In(a) + 2sLh(x)
222
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In addition, let g : RT — R be a function defined by
g(z) = 2?sLh(z)(In(a))? — 2zcLh(z) In(a) + 2sLh(x)

The derivative of g(z) is
g (z) = z%cLh(z)(In(a))® > 0

Then we obtain g(z) is an increasing function on (0, 00). This means that g(z) > ¢(0) = 0. Hence, we
get f(z) is an increasing on (0,00), by using

lim [(CL’;(”“’) + 1) In(a) — SM(”“’)} — 0

z—0t x
We conclude that f(z) > 0. O
Furthermore, we give Huygens type inequality for hyperbolic Lucas functions.

Theorem 3.3. If x # 0, then the following inequality is satisfied:

pSL0@) | HLAE) g ) n(a) (16)

x T

PrRoOOF. By Lemmas 2.4, 2.5, we get

2sLh(z) 1tLh(z) [sLh(z)\3 [tLh(z)\? sLh(z) 1 i
3 =z +§ x >( x > ( x >_ x 3cLh(x)>(4)31n(a)

Besides, we give two Refinements of Huygens inequality for hyperbolic Lucas functions.
Theorem 3.4. If x # 0, then the following inequality is satisfied:

pSLh@) | tLh(@) _ <sLh(:p)>§ <tLh,(:c)>§ 4 SLAGE) —tDh@) g

PROOF. From the properties of hyperbolic Lucas functions, obviously that it is sufficient to prove the
theorem for z > 0. By using Lemmas 2.4, 2.8 we get

zsLh(x) | Ltlh(z) (sLh(x)) <tLh(x)> ! (sLh(m) —tLh(a:)) .

wl—
wln

! b <3LE(@-)>§ <:§sz(:c)>é _ i‘LZ(fﬂ) : cilh(x) > (4)5 In(a)

Theorem 3.5. If x # 0, then the following inequality is satisfied:

psLh(z) | tLh(z) _ [ <5Lh(x)>6 (tLh(x))G | sLh(x) tLh(x)] 54} In(a)

T T T T 2z

PRrROOF. From the properties of hyperbolic Lucas functions, clearly that it is sufficient to prove the
theorem for z > 0. By Lemmas 2.4, 2.9 we get

2sLh(x) 1tLh(z) sLh(x)
5z 3 g ( )

=

<tLh(x)>2 | sLh(@) — tLh(x) _

T 3 =z i <8sz(9¢))§ <tuz($)>§ _ sLZ(m)Qj CLlh(x) > (4)5 In(a)
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Next, we give Wilker’s inequality for hyperbolic Lucas functions.

Theorem 3.6. If x # 0 then the following inequality is satisfied:

2
(sLh(x)) + tLz) > 4(In a)% (17)

X T

ProOOF. From the properties of hyperbolic Lucas functions, clearly that it is sufficient to prove the
theorem for z > 0. By Lemmas 2.4, 2.5 we get

1 sLh(x) 1tLh(z)  sLh(z) [tLh(x) sLh(z)\® 1 3
5( x )2+§ z x :\/< x >'cLh(x)>2(lna)2

O
Finally, we give Wilker’s-Anglesio inequality for hyperbolic Lucas functions.
Theorem 3.7. If x # 0 then the following inequality is satisfied:
Lh(z)\> tLh
<S(I)> + tLh(z) >2lna+ %(ln a)*z®tLh(x) (18)
x x

PRrROOF. From the properties of hyperbolic Lucas functions, clearly that it is sufficient to prove the
theorem for = > 0. Let B : Rt — R be a function defined by

1 sLh(z)\* 1 tLh(z)
4(lna)2< x ) +R x
x3tLh(x)

B(x) =

Babhsi [8] proved that this function is increasing on (0, c0) and

) 8(In )3
lim B(z) = 1
AP0 =g (19)
This means that ) ,
1 sLh(x) 1 tLh(x) 8(Ina)® 4
- ) S 9 BN 8
4(In ov)? < x ) - ha z * 5 tLh(z)

it is obvious

1 |/sLh(z)\? tLh(z) 1 sLh(z)\?> 1 tLh(z) 8(lna)?
2 L
Ina ( T > T >4(1na)2 x R R Mz)
Hence 9
sLh(x) tLh(x) 8 4.3
<$> + — > 2lna + g(lna) x’tLh(x) (20)
O

Corollary 3.8. If x # 0, then the following inequalities are satisfied:

2 1 sLh(z) o/ 1+ cLh?(x)

EsLh(a:) + ;tLh(x) > 1+2 B0 (21)
sLh(z) o/ 1+ cLh?(x) sLh(x) 2

e\ 2 e (1 + cLh(x)) (22)

sLh(z) 2 3
. (1 + \/m) > 3v/41n(«) (23)
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ProOOF. By Lemma 2.7 we obtain:

2sLh(z) + tLh(xz) > sLh(x) + 2</5Lh(x)2tLh($) (sLh?(x) + tLh?(x))

o1+ cLh?(x)

Hence, (21) is proved.
By Lemma 2.5 we obtain:
1+ cLh?(z) > 2cLh(x) (24)

2 3
1+ >
VeLh(z) — {/cLh(z)
and by inequality (24), we get the inequality (22). Also by using Lemma 2.4 and inequality (25) we
obtain the inequality (23). O

(25)

Now we calculate the limit using Theorem 3.2 and Lemma 2.4 without using L’Hopital’s rule.

Corollary 3.9.
sLh(x)
lim

x—0 X

= 21n(a) (26)

Proor. By Lemma 2.4 and Theorem 3.2, we obtain

V4cLh(z)in(a) < SLZ(DC) < <cLh(m) + 1> In(a)

2
Take f(x) = ¢/4cLh(x)In(a); g(z) = sLZ(x); h(z) = (CLZ(JU) + 1) In(«)
Then
Jﬁ-ig(l) f(z) = ili% v/ 4cLh(z)In(a) = 2In(a)
and

. . cLh(z)
tn o) = i (5

+ 1) In(ar) = 21n(a)

By Sandwich theorem,

L
lim 2 Mz) = 2In(a)
z—0 T
O
Corollary 3.10. If z > 0, then the following inequality is satisfied:
2sinh(x)(Ina)? + tLh(x)Ina > sLh(z) + tanh(z) (27)

PROOF. Let f be a function defined by
f(z) = 2sinh(z)(Ina)? + tLh(z) In o — sLh(z) — tanh(z)

The derivative of f(z) is

na)?
f/ () = Ina (2cosh(z) Ina — clh(x)) + ((iﬁz(x)))Q - (coshl(x))2> >0

According to Theorem 2.10 f(z) is an increasing function on [0, 00), this means that

f(z) = f(0) =0
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4. Conclusion

In this study, analogues of some important inequalities related to hyperbolic and trigonometric func-
tions are obtained for hyperbolic Lucas functions. In addition, some modifications of Young’s in-
equality have been proved and new results have been obtained for Lucas functions as a result of
these modifications. In the future studies can investigate improvements and generalizations of these
inequalities.
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1. Introduction

The concept of crossed modules first appears in Whitehead’s work on groups, [1,2], related to the
homotopy type of 3-dimensional complexes. Its Lie algebra version has been introduced by Kassel
and Loday in [3]. Since then, many algebraic contents have been created based on this concept. Some
of them are considered two-dimensional analogous to crossed modules. One of them is the notion
of 2-crossed modules for groups introduced by Conduché, [4], with the objective of generalizing the
well known result by which the category of crossed modules is equivalent to the category of simplicial
groups with Moore complex of length 2. The Lie algebra version of this notion belongs to Ellis, [5].
Another notion is quadratic modules of groups defined by Baues, [6], which is a special case of it.
Ulualan and Uslu have adapted this algebraic 3-type model to the Lie algebras, [7] as well as Arvasi
and Ulualan have worked on that of commutative algebra case, [8], [9]. Many studies have been
conducted in these contexts for various algebraic cases, including the homotopy theory and some
categorical results, [10-14]. Carrasco and Porter have initially introduced 2-quasi-crossed modules
of groups in [15] as an auxiliary tool that they are in between 2-pre-crossed modules and 2-crossed
modules. It is well known that we can get a crossed module associated to a pre-crossed module. It is
seen in [15] that it is possible to construct the 2-crossed module associated to a 2-quasi-crossed module
of groups by similar ideas. Thus, we can obtain some functorial relations and some categorical results.
In [16], the second author and Kaplan have also given the concept of quasi 2-crossed modules of Lie
algebras and some functorial results. In this work we focus on the concept of the quadratic module
which is another two-dimensional analogous of crossed modules. We will introduce the definition of
a quasi-quadratic module as an auxiliary concept in the construction of some categorical content and
also examine how this relates to quadratic modules as functorially.
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2. Preliminaries

A pre-crossed module of Lie algebras (Y, Z, 0) is given by a Lie homomorphism 0 : Y — Z, together
with a left Lie algebra action “x;” of Z on Y such that the condition

XMod1: 9(z %1 y) = [2,0(y)],

is satisfied for each z € Z and y € Y.

A crossed module of Lie algebras (Y, Z, 0) is a pre-crossed module satisfying, in addition condition:
XMody2: d(y) 1y = [y,¥/],

for all y1,y2 € Y.
A crossed module morphism f : (Y, Z,0) — (Y',Z’,9") consists of Lie algebra morphisms f; and
fo such that the following diagram is commutative and preserves the action of Z on Y:

7]

Y Z
f1l lfo
Y’ 7!
8/

Therefore we can define the category of crossed modules of Lie algebras denoting it as XMody,. If
we fix the bottom part, the Z Lie algebra, then XMody,/Z will be the category of crossed Z-modules.

2.1. Quadratic modules of Lie algebras

We recall the definition of quadratic modules of Lie algebras given [7].
A quadratic module (w, d,0) of Lie algebras consists of Lie algebra homomorphisms as illustrated
in the below diagram, satisfying following conditions:

C®C
/ ®
X - Y — 7,

QML1 : The homomorphism 0 : Y — Z is a nil(2)-module and Y — C =Y /[Y", Y] is defined
by y + [y] and @ is defined by

(Y@ ) =0 «y —[y,y],
for y,y/ €Y,
QMy,2 : The boundary Lie homomorphisms composition of @ and § is zero map and dw = .

QM3 : X is a Lie Z-algebra, all of the homomorphisms in the diagram are Z-equivariant, and the
left Lie algebra action “x3” of Z on X also holds the following equality

A(y) *3 & = w([d(x)] @ [y] + [y] @ [6(2))),
forr e X andy €Y,
QML4:

for z,2' € X.



Journal of New Theory 41 (2022) 62-69 / On Quasi Quadratic Modules of Lie Algebras 64

Remark 2.1. Tt should be noted that X 2 Y is a crossed module, with a left Lie algebra action “x3”
Y2z =w(0(z)] @ [y]),
for each y € Y and x € X. On the other hand, generally, Y 9 7 s only a nil(2) module.
Remark 2.2. By QM 3, we have:
y) xs v —yx2 2 = w([y] ® [0(z)]).

Lemma 2.3. Let £ = (X Sy 2 Z,w([-]®[-])) be a quadratic module and consider the “x;” and
“x3” Lie algebra actions. Then for all z € Z and y1,y2,y3 € Y, we have:

zx3w([y1] @ [y2]) = w([z *131] @ [y2]) + w([y1] @ [z %1 p2]), (1)

w(lly, yell @ [ys]) = O(y1) *3 w([y2] @ [ys]) + w(y2] @ [[y2, ys]]) )
—0(y2) *3 w([y1] @ [y3]) — w(ly2] @ [[y1, v3]]),

w([y1] @ [[y2, y3]]) = y2 *2 w([y1] ® [y3]) — y3 *2 w([y1] @ [y2]). (3)

Example 2.4. Let Y 5 Zbe nil(2)-module. We can define the following (Id, ®, ) quadratic module

CodC
/ l(b
Col—;p Y 5 Z

Example 2.5. Let (w,d,0) be a quadratic module. Then we can define the quadratic module (0, 0, 9)
with trivial quadratic map such as

1—9% oy Z.

Example 2.6. If £ = (X Sy 4 Z,w([-] ®[—])) is a quadratic module, then Imd is a Lie ideal of
Y and we have that

Y/Imé —2

Z,
is an induced crossed module.

Definition 2.7. Let £ = (w,4,0) and L' = (&', ¢’,9") be two quadratic modules of Lie algebras. A
morphism of quadratic modules from £ to £’ is illustrated by the following commutative diagram:

CoC—Y¥ XxX—9% .y 9 .z
w@wl lh lfl fo
! li / ! !
€00 ——— X — Y —— 7,

where (f1, fo) is a morphism of nil(2) modules which induces ¢ : C'— C’ and also following equations
are satisfied:

forall ze€ Z, y,y1,y2 € Y and =z € X.
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We will denote by QMy, the category of quadratic modules of Lie algebras and by QMy, /(Y 9 7 )
the subcategory of quadratic modules over fixed nil(2) module (Y, Z, 0).

Remark 2.8. We can define another canonically associated crossed module as §:X—oYxZ , g(ac) =
(0(x),0z) with (y,z)ex =yxoxz+ zx3x. (X,Y x Z,) is a crossed modules because of

XModj1 R
0((y,2)ex) = ( ko T + 2 *3 T)
(6(y x4+ zx3x),07)
(6(y *2 ) +0(2 *3 2),0z)
= ([y,6(2)] + 2 %1 0(z) — 0z *1y,[2,02])
[(y,2), (6(x),02)]
[(y. 2),8(x)],

XMody,2

&)
—~

&\

[ ]

R\

|

(0(2'),0z) o 2"
= 0(2') %9 2" + 0, x3 2"
= [#a)

foreach z € Z,y €Y and z,2/, 2" € X.

3. Quasi-Quadratic Modules of Lie Algebras

Definition 3.1. A quasi-quadratic module of Lie algebras is a semi-exact sequence

c—° .p—9 .p

of E-Lie algebras together with a p quadratic map

w10 [-):BoB c

where B = D /[D°", D], such that QOM 1, QOM 2, QOM 3 and QOM 4 hold:

QOM1:
Sp([di] ® [da]) = ®([d1] ® [da]) = O(d1) *1 d2 — [dy, da],

QOM2:
p([[dy, do]] ® [d3]) = O(d1) *3 p([da] @ [d3]) + p([di] @ [[da, d3]])]
—0(d2) *3 pu([dr] ® [d3]) — p([d2] @ [[d1, d3]]),
QOM3:
p([di] @ [[da, ds]]) = da x2 p([d1] ® [ds]) — d3 *2 p([d1] ® [d2]),
QOM;4:

[1([d1] @ [da]), D(dr) 3 (da *2 ¢)] = u([0(d1) *1 [d2, d¢]] @ [Su([dr] @ [da])]),

for all dy,ds,ds € D and c € C.

Quasi-quadratic module morphisms are defined in the same way as quadratic module morphisms.
We will denote the category of quasi-quadratic module of Lie algebras by QQOM;..

Lemma 3.2. Any quadratic module is a quasi-quadratic module.
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PROOF. Let £ = (C %5DpY E,u([-] ® [-])) be a quadratic module of Lie algebras. We need to
show that it satisfies the quasi-quadratic module axioms. As can be seen, the quasi-quadratic module
QOM1 axiom and the quadratic module QM1 axiom are the same. In addition, QOM2 and
QOM 3 axioms are provided due to Lemma 2.3. Therefore, we only need to provide the axiom

QOM 4.

QOM4:
[1([d1] ® [da]), O(dn) *3 (d2 *2 c)]
= p([6(9(dr) *3 (da *2 ¢))] @ [0p([d1] @ [da])])
= p([0(dr) *1 6(d2 *2 )] ® [6p([d1] ® [da])])
= u([0(d1) *1 [da, 6(2)]] @ [O(d1) *1 d2 — [d1, d2]]),
for all di,dy € D and c € C. O

Now, we will construct a quadratic module of Lie algebras associated with a quasi-quadratic module
of Lie algebras:

Let £ = (C 5p5 E,u([-] ® [-])) be quasi-quadratic module and I be defined as the Lie
subalgebra of C' generated by the elements of the form:

o dific = 0(d) x3 ¢ — p([d] @ [6(0)]) — u([6(d)] @ [¢]),
o ciffacy = [cz, c1] — p([6(er)] @ [0(c2)]),
de D and ¢, cq,c0 € C.
é 0

Lemma 3.3. For any quasi-quadratic module £ = (C = D = E, u([—] ® [~])), the Lie subalgebra I
of C is an E-invariant Lie ideal.

PRrOOF. I is an E-invariant Lie ideal of C:

ex3 (dffic) = ex3(0(d) x3c—p(ld @ [0(0)]) — u([6(c)] @ [d]))
ex3 (0(d) 3 ¢) — ex3 p((d] @ [6(c)]) — e x3 u([6(c)] ® [d])
= [e,0(d)] #3 ¢+ 0(d) *3 (e x3 ¢) — e x3 p([d] @ [5(c)])
—e 3 p([0(c)] © [d])

= J(ex1d)x3c— p(lex1d]®[5(c)]) — p([0(c)] ® [e *1 d])
+0(d) *3 (€ *3 ¢) — p([d] ® [6(e *3 c)]) — p([6(e *3 c)] ® [d])
= (ex1d#ic) + (d#1e *3¢),
Also:
ex3 (c1ff2c2) = ex3([c2,c1] — p([d6(c1)] ® [6(c2)]))

= ex3co, 1] —ex3 p([d(c1)] @ [0(c2)])

= [exzco,c1]+ [e2,e %3 c1] — p([e x1 0(c1)] @ [0(c2)])
—p([6(c1)] @ [e 1 0(c2)])

= [ez,exgcr] — p([d(e x3 c1)] @ [0(c2)]) + [e *3 c2, 1]
—p([6(c1)] @ [6(e *3 c2)])

= (ex*3c1#ace) + (c1#2e x3 c2).

O

For any quasi-quadratic module £ = (C %5DY E, u([-] ®[-])), we can define the quotient Lie
algebra C“" = C'/I and quotient homomorphism:

ger . cer = C/I D

(c+)—6((c+ 1)) = d(c).

Lemma 3.4. Let £ = (C %5pSE, 1([=] ® [<])) be quasi-quadratic module, then
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1-) the induced map gives a quadratic module

cr ser
L7 = (07 =D~ E p (-] @ [-])
where the quadratic map p ([—] ® [—]) is the composition qu = pu,

B® B K C g

cr
ce,

for all dy,d2 € D; p ([d1] ® [da]) = (p([d1] ® [d2]) + I). All these data are summarized diagram-
matically as follows:

2-) Let L' = (C' % pd E,u([-] ® [=])) be an object in QM /(D LN E). Ifo:C—C'isa

morphism of quasi-quadratic module over (D 9, E), then ¢ determines a unique Lie morphism

¢+ C" — (" such that ¢'q = ¢:
q

cer C'.

/

©
PROOF. 1-) For d#ic and c;#2cy elements in C, 0(d#1c) = §(c1#t2c2) =

o(d#t1c) = 6(9(d) *3 ¢ — p([d] @ [5(c)]) — u([d(c)] ® [d]))
5(9(d) *3 c) — g(u([d} [6(e)])) = d(u([8(c)] @ [d]))

= 0(d) %1 9(c) — O(d) *1 0(c) + [d, 0(c)] — d(d *2 )
- 0,
and
d(cr#taca) = O([e2, 1] — p([0(er)] ® [6(c2)]))

I
SHh S & O
N N SN N
r—|1—\?1—\

[\

8

[

= 0.

We have §(I) =0, for all d € D and ¢, ¢, ¢ € C.
Also, this construct needs to satisfy the QMy, axioms:

QM1 The axiom QMy,1 is provided directly.

QM2 :
67 () @ [dal) = 07 (u([da]) @ [da]) + 1)
Sp([dr] @ [da])
== 6((11) *1 d2 — [dl, dz],
QML3 :

([0 (e + D] @ [d] + [d] ® [0 (c + I)])
"([0(e)] @ [d] + [d] @ [6(c)])
([0(e)] @ [d] + [d] @ [6(c)]) + 1)

= s |
p(o()] @ [d) + u(ldl @ [0(e)]) + 1
O(y) #3c+1,

=
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QM4 :

p ([0 (e + D] @ [67 (o + 1)) = pT([6(c1)] @ [0(c2)])
(([6(c1)] @ [0(c2)]) + 1)
= [eo, 1] + 1,

for each d,dy,ds € D | ¢,c1,c0 € C.
2-) It is clear since all elements in the form d#jc and c;#29c2 vanish.

O]

Thus, we can define a functor from the association of the quadratic module £ = (C’C’" . p

E, n([-]® [-])) to a quasi-quadratic module £ = (C 5D E,u([-]®[-])) as follows:

(=) QoM QML.
Therefore, a morphism
C d D 0 E
f2 f1 fo
C// D// E//
s 9" ?

gives a (f", f1, fo) of the associated quadratic modules. In more detail, f : C — C"" is well

defined by f(c+1) = fa(c) + 1", since fo(d#1c) = fi(d)#1f2(c) and fa(cr1#f2c2) = fa(cr)#2f2(c2)).
Thus, it satisfies the functorial rules. As a result, we get the following adjunction

(7)87‘
/’w‘w\

~

QOM;y, QML.

4. Conclusion

In this paper, the category of quasi-quadratic modules of Lie algebras has been introduced. It is
concluded that the existence of an adjunction between this category and that of quadratic modules of
Lie algebras is also valid as in the category of 2-crossed modules of groups and Lie algebras. Thus, it
can be expected that quasi-quadratic modules are a useful tool in the construction of some categorical
content, such as coproduct objects in the category of quadratic modules for Lie algebras. Furthermore,
in future research, the answer to the question of which object corresponds to “quasi” in the category
of crossed squares, which is another two-dimensional analogous of crossed modules, can be searched.

Author Contributions

All the authors contributed equally to this work. They all read and approved the last version of the
paper.

Conflicts of Interest

All the authors declare no conflict of interest.



Journal of New Theory 41 (2022) 62-69 / On Quasi Quadratic Modules of Lie Algebras 69

References

1]

2]

[10]

[11]

[12]

J. H. C. Whitehead, Combinatorial homotopy I, Bulletin of the American Mathematical Society
55 (3) (1949) 213-245.

J. H. C. Whitehead, Combinatorial homotopy II, Bulletin of the American Mathematical Society
55 (5) (1949) 453-496.

C. Kassel, J. L. Loday, Eztensions Centrales D’algébres de Lie, Annales de l'institut Fourier 33
(1982) 119-142.

D. Conduché, Modules Croisés Généralisés de Longueur 2, Journal of Pure and Applied Algebra
34 (1984) 155-178.

G. J. Ellis, Homotopical Aspects of Lie Algebras, Journal of the Australian Mathematical Society
(Series A) 54 (1993) 393-419.

H. J. Baues, Combinatorial Homotopy and 4-Dimensional Complexes, De Gruyter, Berlin, 1991.

E. Ulualan, E. Uslu, Quadratic Modules for Lie Algebras, Hacettepe Journal of Mathematics and
Statistics 40 (3) (2011) 409-419.

Z. Arvasi, E. Ulualan, Quadratic and 2-Crossed Modules of Algebras, Algebra Colloquium 14 (4)
(2007) 669-686.

Z. Arvasi, E. Ulualan, On Algebraic Models for Homotopy 3-Types, Journal of Homotopy and
Related Structures 1 (1) (2006) 1-27.

E. Soylu Yilmaz, K. Yilmaz, On Relations Among Quadratic Modules, Mathematical Methods in
the Applied Sciences 1 (1) (2022) 1-13.

U. Ege Arslan, E. Ozel, On Homotopy Theory of Quadratic Modules of Lie Algebras, Konuralp
Journal of Mathematics 10 (1) (2022) 159-165.

E. Ozel, Pointed Homotopy Theory of Quadratic Modules of Lie Algebras, Master’s Thesis,
Eskigehir Osmangazi University (2017) Eskigehir, Tiirkiye.

I. 1. Akca, K. Emir, J. F. Martins, Pointed Homotopy of Between 2-Crossed Modules of Commu-
tative Algebras, Homology, Homotopy and Applications 17 (2) (2015) 1-30.

B. Gohla, J. Faria Martins, Pointed Homotopy and Pointed Lax Homotopy of 2-Crossed Module
Maps, Advances in Mathematics 248 (2013) 986-1049.

P. Carrasco, T. Porter, Coproduct of 2-Crossed Modules:Applications to a Definition of a Tensor
Product for 2-Crossed Complexes, Collectanea Mathematica 67 (2016) 485-517.

U. Ege Arslan, S. Kaplan, On Quasi 2-Crossed Modules for Lie Algebras and Functorial Relations,
Ikonion Journal of Mathematics 4 (1) (2022) 17-26.



Journal of 41 (2022) 70-81
| \| eW I eor Journal of New Theory
https://dergipark.org.tr/en/pub/jnt
ISSN: 2149-1402 Open Access

New Thésry

Soft A-Metric Spaces

Hande Posul' ¥, Cigdem Giindiiz Aras® Y, Servet Kiitiikcii®

Article Info Abstract — This paper draws on the theory of soft A-metric space using soft
Received: 20 Sep 2022 points of soft sets and the concept of A-metric spaces. This new space has great
Accepted: 30 Dec 2022 importance as a new type of generalisation of metric spaces since it includes various

known metric spaces. In this paper, we introduce the concept of soft A-metric space
Published: 31 Dec 2022 and examine the relations with known spaces. Then, we examine various basic
doi:10.53570/jnt. 1177525  properties of these spaces: soft Hausdorffness, a soft Cauchy sequence, and soft

Research Article convergence.

Keywords — Soft metric, A-metric, soft A-metric

Mathematics Subject Classification (2020) — 54E45, 4TH10

1. Introduction

Metric spaces have major importance in both mathematics and other sciences. The first study of
metric spaces was initiated by Fréchet [1] at the beginning of the 20th century. Since that day, a
great many generalisations of metric space have been obtained by different authors. Firstly, in 1963,
2-metric spaces were studied by Gahler [2]. In 1984, Dhage [3] introduced the notion of D-metric using
basic modifications in the definition of 2-metric. After that, Mustafa and Sims [4] initiated the theory
of G-metric since they found various mistakes in the definition of open sets in D-metric spaces. Later,
because of the same reasons, Sedghi et al. [5] gave the theory of D*-metric space. In 2012, Sedghi et
al. [6] introduced the structure of S-metric spaces by modifying some conditions in the definition of
D*-metric spaces. Finally, Ahmed et al. [7] examined A-metric spaces as a general version of S-metric
spaces.

Soft set theory was presented as a significant tool by Molodtsov [8] for dealing with uncertainties.
Maji et al. [9] examined the primary properties of this space. Babitha and Sunil [10] investigated soft
set relations and functions in this concept. Giindiiz and Posul [11] introduced the probabilistic soft
sets. Many researchers applied this new concept to their studies [12-24].

The concept of soft metric space was studied by Das and Samanta [25] as a generalisation of metric
spaces in 2013. This new metric caught the attention of authors, and many studies have been done
on this topic [26-32].

In this study, we work on the notion of soft A-metric space. We design this theory using the soft
points of soft sets and the concept of A-metric spaces. This study gives a new general form of metric
spaces, and the resulting structure is a larger family from soft metric spaces. This paper is organised
into 4 sections. In section 2, we recall some important definitions in soft set theory. In section 3, we
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introduce the concept of soft A-metric space as a new generalisation of metric spaces and examine the
relations of soft metric spaces, soft S-metric spaces and soft A-metric spaces. After that, we present
various important properties of this space: soft Hausdorffness, being a soft Cauchy sequence, soft
convergence, and soft completeness. In section 4, we describe our results and point to the studies that
can be done about this new theory.

2. Preliminaries
This section provides various basic definitions and properties before moving on to the main topic.

Definition 2.1. [8] Consider that X is an initial universe, E is the set of all the parameters, and
P(X) is the power set of X. Define a mapping F:E — P(X). Then, an ordered pair (F, E) is called
a soft set over X. In that case, it can be thought that if (F,F) is a soft set over X, then it is a
parameterized family of subsets of the set X.

From here, assume that X is an initial universe, F is the set of all the parameters, P(X) is the
power set of X, and (F, E) and (G, E) are soft sets over X.

Definition 2.2. [12] (F, E) is a soft subset of (G, E), if F'(a) C G(a), for every a € E. This is written

by (F,E)C(G, E). In addition, (G, E) is a soft superset of (F, E).
Definition 2.3. [12] (F, E) and (G, E) are soft equal, if (F, E)C(G, E) and (G, E)C(F, E).

Definition 2.4. [24] A soft set (H, E) is called the soft intersection of (F, E) and (G, E) over X, if
H(a) = F(a) N G(a), for every a € E. This is written by (H, E) = (F, E)N(G, E).

Definition 2.5. [24] A soft set (U, FE) is called the soft union of (F,E) and (G, FE) over X, if
U(a) = F(a) UG(a), for every a € E. This is written by (U, E) = (F, E)J(G, E).

Definition 2.6. [9] A soft set (F, E) is null soft set over X, if F(a) = @, for every a € E. This is
written by ®.

Definition 2.7. [9] A soft set (F, E) is absolute soft set over X, if F'(a) = X, for every a € E. This
is written by X.

Definition 2.8. [24] A soft set (K, F) is called the soft difference of (F, E) and (G, E) over X, if

K(a) = F(a)\G(a), for every a € E. This is written by (K, E) = (F, E)\(G, E).

Definition 2.9. [24] Consider that a mapping F'¢ : E — P (X) defined by F°(a) = X\F (a), for
every a € E. Then, (F,E)¢ = (F¢ E) is called the soft complement of (F, E).

Definition 2.10. [15] Let 7 be the collection of soft sets over X. T is called a soft topology on X, if
the followings hold:

i. ® and X belong to 7.
it. The intersection of any two soft sets in 7 belongs to 7.
i13. The union of any number of soft sets in 7 belongs to 7.
The ordered triplet (X, 7, E) is called a soft topological space over X.

Definition 2.11. [15] Let (X, 7, E) be a soft topological space over X. Then, elements of T are called
soft open sets in X. Moreover, (F, E) is a soft closed set in X, if (F, E)° belongs to 7.

Definition 2.12. [25] A soft set (F, F) is called a soft point, if Fi(a) = {z} and F(a’) = @, for the
element a € F and for every o’ € E\{a}. The soft point is written by (x4, F) or x,. Note that every
soft set can be defined as a union of soft points.
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From now on, the collection of all soft points of the absolute soft set will be denoted by SP ()Nf )

Definition 2.13. [25] Let z, and y,/ be soft points over X. It is said to be z, and y, are equal soft
points, if z =y and a = d'.

Definition 2.14. [25] Let x, be a soft point over X. If z, (a) is an element of F' (a) , i.e., {z} C F (a),
then z, belongs to (F, E). This is written by z,&(F, E).

Proposition 2.15. [25] The union of any collection of soft points can be considered as a soft set and
every soft set can be expressed as union of all soft points belonging to it.

Proposition 2.16. [25] Let z, be a soft point over X. Then,
i. 1,6(F,E) & 2,¢(F, E)°.
ii. 2,€(F,E)U(G,E) & 2,6(F,E) or 2,6(G, E).
iti. 1,€(F, E)N(G, E) & 2,&(F,E) and 2,€(G, E).
Remark 2.17. [25] The collection of all soft points of (F, F) will be expressed by SP(F, E).

Definition 2.18. [25] Consider that R is the set of real numbers. In addition, the collection of all
the non-empty bounded subset of R stands for B (R). A soft real set is also denoted by (F, E'), where
F is a mapping from F to B (R). If (F, E) has a only one element, then it is a soft real number and
this is written by 7,5, p etc. In this study, the soft real number 7 satisfies 7 (a) = r, for all a € E.

Definition 2.19. [25] Consider soft real numbers 7 and 5. Then, for all a € E, the followings hold:

i. <5, if 7 (a

[Va)

) <
. 7>3,if 7 (a) > 3
iii. 7<$, if 7 (a) <
w. 7>5, if 7(a) > §

Definition 2.20. [25] Let R(E)* be the set of all the positive soft real numbers. A soft metric on
X is a mapping d : SP(X) x SP(X) — R(E)* that satisfies the following conditions: for every soft

points x4, Yp, 2. € SP(X),
0 if and only if z, = y.
=d (yba xa) :
d (l’a, yb) +d (yb7 ZC) .

Then, the ordered triplet ()? ,d, E) is called a soft metric space.

Definition 2.21. [25] Let ()Z, d, E) be a soft metric space, {xfjk} be a soft sequence of soft points
in ()Af, d, E) and yp is a soft point over X. Then,

i {:v];k} is called a soft convergent sequence, if for £ > 0, there exists a natural number kg such that
d (x’;k,yb) < g, for each natural number k > ky. Moreover, it is said that {xlgk} converges to yp.

1. {x’;k} is called a soft Cauchy sequence, if for £ > 0, there exists a natural number kg such that

d (mZk,x?m) < g, for each natural numbers k, m > kg.
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111 If every soft Cauchy sequence is soft convergent in a soft metric space, then this space is called
soft complete metric space.

Definition 2.22. [25] Let ()N(,d, E) be a soft metric space. For a soft real number 7 > 0 and a

soft point z, € SP(X), the soft open ball B (z,,7) and soft closed ball B (z,,7) with center z, and a
radius 7 are defined as follows:

B(wa®) = {weSPX):dya.) <7}

B (14,7) = {yb € SP(X) : d(yy, a) < ’f}

Definition 2.23. [25] A soft metric space (f( ,d, E) is soft Hausdorff space, if for every different

soft points 4,y in SP(X), there exist two soft open balls B (z4,7) and B (y;,7) such that their soft
intersection is null soft set.

Definition 2.24. [32] A soft S-metric on SP(X) is a mapping S : (SP()?))3 — [0, 00) that satisfies
the following conditions: for every soft points x4, yp, z¢, tq in SP()? )

i S (Ta,Ypy2e) =0 Tg = yp = 2.

ii. S (Ta, Yos 2c) < S(Ta; Tata) + 5 (Y, Yor ta) + S (2¢; Ze, La)-
The ordered pair (X, S) is called a soft S-metric space.

Definition 2.25. [7] Let X # @ be a set and n > 2 be a natural number. A A-metric on X is a
mapping A : X" — [0, 00) that satisfies the following conditions: for every z; € X,i =1,2,...,n,

i A(x1,22,...,Tpn—1,Tn) =0 11 =22 = ... = Tp.
it. A(x1,29,...,Tn-1,Tpn) < A(z1,21,...,21,0) + A(x2,29,...,22,0) + ... + A(Tp, Tpy, ..., Ty, Q) .

The ordered pair (X, A) is called a A-metric space.

3. Soft A-Metric Spaces

This section presents the theory of soft A-metric space, which uses soft points of soft sets and A-metric
spaces. In this study, R(E)* stands for the set of all the positive soft real numbers.

Definition 3.1. If a mapping which is defined from (S P(X ))n to R(E)* satisfies the followings, then

it is said to be a soft A-metric on SP()A(/ ), where n > 2 is a natural number: for each soft points

Tia;, Yo € SP(X),Z =1,2,...,n,
S1. A (a;lal,a;g@, ... ,mn_lanfl,mmn) =06 21q, =2 = --- = Tna,-

S2. A ($1a1,$2a2, . . ,xn_lanfl,xnan) < A (xlal,xlal, ey xlal,yb) + A (a;2a2,a;2a2, . 7$2a27yb)
+..+ A (-Tnanvxnana e 7$nanayb) .

Then, the ordered triplet ()~( ,A, F) is said to be a soft A-metric space.

Remark 3.2. Note that if n = 3 is taken in the definition of soft A-metric spaces, then the definition
of the soft S-metric spaces is obtained. Similarly, if n = 2 is taken in the definition of soft A-metric
spaces, then the definition of the soft metric spaces is obtained. Therefore, soft A-metric space is a
general version of soft S-metric spaces and soft metric spaces. In other words,

i. For n = 3, every soft A-metric space is a soft S-metric space.
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11. For n = 2, every soft A-metric space is a soft metric space.

Example 3.3. Let F # @ be a set of parameters, ¥ C R and d be an ordinary metric on a non-empty
set X C R. Then, da (Tia;, Yin,) = |ai — bi| +d(xi,yi),1 = 1,2,...,n, is a soft metric [32]. Now, we

~ n

define a mapping A : (SP(X)) — R(E)* as follow:

A ($1a1  T2ags -+ > Tr—lay_1 5 xnan) = dA (xlal , xnan) + dA (anga xTLCLn)
+...+dy (xnflan717$nan)

for all x5, € SP(X) and i = 1,2, ...,n. Then, A is a soft A-metric on SP(X). For this, let’s show that
the condition S2 is satisfied:

A (x1a1,$2a2, oo 7xnan) - dA (xlalaxnan) + dA (x2a27xnan) +...+ dA(xn—lan,laxnan)
= a1 — ap| + laz — an| + ... +an—1 — an| + d (21, 2,) + d (22, 21)
+ootd(xp_1,x)

< Jag = b+ |b—ap|+|az — b+ |b—ap| + ... + |an—1 — b + |0 — ay|
+d (x1,y) + d(y,20) + d (22,y) + d (y, 2n) + .. + d (201, ) + d (y, 20)
< lar = bl +lay —b[+ ...+ |a1 = b| +d(z1,y) +d(2z1,y) + ... +d(z1,y)

+lag — b+ |ag — bl + ... + |ag — b| + d (z2,y) + d(x2,y) + ... + d (z2,y)
+...+an — b+ |ap — 0| + ... + |an, — b| + d(xp,y) + d(xn,y)
+...+d(zn,y)
= A(%1a1, 1015 - T1ay,¥6) + A (T2a2, T2a0, - - - T2a5,Y0)
+.oo. + A(Znays Tnans - - - > Tnan,Ub) -
Remark 3.4. It is obvious that every one of soft A-metrics is a family of parametrized A-metric.

Namely, if we consider a soft A-metric space ()Z' A, E), then (X, A,) is an A-metric space, for every

a in E. But it is not true converse of this statement. Here, A, stands for the A—metric for only
parameter a and (X, A,) is a crisp A—metric space.

Example 3.5. Let £ =R and (X , E) be an A-metric space. Define a mapping

~ n
A (SP(X)) — R(E)*
A (xlal , L2055+« - s :L‘nan) = Z(l‘l, T2,...,Tn—1, xn)1+|a1—a2|+\a1—a3|+.,.+|a1—an|

for all x;,, € SP()?) and i = 1,2,...,n. Then, for every a € R, 4, is an A-metric on X, but A is not a
soft A-metric on SP(X).

Lemma 3.6. Let A be a soft A-metric on SP(X). Then,

A(Jia,.fa, o 7«Ta7yb) == A(?mebw . '7ybaxa)

PROOF. Because of conditions S1 and S2 in the definition of soft A-metrics,

A(xaaxaa-"ﬂxaayb) < (n—1)A($a,$a,---7$a71’a)+A(ybyyb,---ayb,$a)
= A (ybv Ybs - -+ Ybs xtl)
Thus,
A(xaaxau'”wxauyb) S A(ybaybw"aybvxa) (1)
Similarly,

AW, Y- U Za) < (n—=1) AW, Ybr- - Yo W) + A (T, Tas - -+ s T, Yb)
A(xaawaa cee 7Ia7yb)
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Therefore,
A(ybaybw"aybvwa) S A(xa7xa7"'7xauyb) (2)

Hence, from inequality (1) and (2),

A(:Eaamaa s a$aayb) = A(ybvyb7' . 'aybama)
]

Definition 3.7. Let A be a soft A-metric on SP(X). The soft open ball By (z4,7) is defined as
follows:

BA (.’Ba,?) = {yb GSP()?):A<yb7ybv"'7ybawa) <7’:}

where z, € SP(X) is the center of the soft open ball and the non-negative soft real number 7 is the
radius of the soft open ball. Moreover,

BA (xa7m - {yb S SP(X) : A(yb7yb7' . '7yb7xa) S ’F}
is the soft closed ball with the center x, and the radius 7.

Example 3.8. Let n = 5 in the definition of soft A-metric spaces, £ = Z, and X = R". Denote

A($1a1a$2a2a$3a371:4a4ux5a5) - |CL1—a5|—|—|a2—a5|—I—|a3—a5|—|—|a4—a5]+d(z1,x5)
+d (z2,x5) + d (23, 25) + d (4, x5)

for all 4y, € SP(X),i = 1,2, ...,5. Then, for § = (0,0,...,0) € R?,

Ba (90,5) = {?/b € SP(X) : A (Yo, Y, Y, Y, 00) < 5}

y» € SP(X 4yb|+4d(y,0)<§}

9
yp € SP(X d(y,9)<4|b|}

= {ybeSP d(y,0)<§_4|b|}

4

Yo € SP(X) :d(y,0) < i} U {yl € SP(X):d(y,0) < i}

u{y2 € SP(X):d(y,0) < i} U {y_1 € SP(X):d(y,0) < i}

U{y_g € SP()?) 2d(y,0) < i}

Definition 3.9. Let (X, A, E) be a soft A-metric space and (F, E) be a soft set on X. If, for all
€ (F,E), there exists a 7 > 0 such that B (z,,7) C SP (F,E), then (F,E) is said to be a soft

open set in ()Z,A,E)

Proposition 3.10. The soft open ball By (x4, 7) is a soft open set in a soft A-metric space ()?, A, E) .
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PROOF. Let y, € Ba (z4,7). Then, A (yp, Yp, .-, Y, Ta) <T. Let d=A (Ta, Tay- - Ta,yp) and 7 (e) =

Fifz;d, for all e € E. We claim that By (yp,7) C Ba (x4,7). For this, let z. € By (y5,7"). Then,
A(zey2ey -+ 26, o) < 7. Owing to the condition S2 in the definition of soft A-metrics,
A(ZC7ZC7“ . 726733(1) S A(ZC’ZC’” . 7267yb) +A(ZC)Z67" . 7ZC7yb)
+"'+A(207Z07"')Z07yb) +A(l‘aal‘a7”'7$a7yb)
= (n_ 1)A(z67ZC7"‘7Z07yb) +A($a,$a,.. . 7xa7yb)
< (n—=1)7+d
= 7
Then, z. € By (24,7) and so, Ba (yp, ) C Ba (24,7) . O]

Theorem 3.11. Every soft A-metric space produces a soft topology as follows:
T = {(F, E): For every z, € SP(X), there exists a 7 > 0 such that By (zq,7) C SP(F, E)}

This topology is said to be soft topology produced by soft A-metric.

PRrOOF. Firstly, we will show that the intersection of two open soft sets is also a soft open set. Let
us consider the soft open sets (I, E) and (G, E). Let z, € (F, E)N(G, E). Then, since z, € (F, E) and

zq € (G, E), there exists a 1 > 0 such that Ba (x4,71) C SP(F, E) and there exists a 72 > 0 such that
By (z4,72) C SP(G, E). Take r(e) = min{ri(e),r2(e)}, for all e € E. Hence, By (z4,7) C Ba (4,71)
and By (xq,7) C B (24,72). Then, we have

Tgq € Ba(x4,7) C Bg (x4,71) N B (2q,72) C SP(F,E)NSP(G, E)

Thus, (F, E)N(G, E) is a soft open set. Secondly, we will show that the arbitrary union of soft open sets
is also a soft open set. Let (F), E) be a soft open set, for all A in I, an index set. Let =, € |J(Fy, E).
X

Then, x4, € (F),, E), for a A\g in I. Since (F),, E) is a soft open set, there exists a 7 > 0 such that
By (z4,7) C SP(F)\,, E). Then, we have

Ta € Ba (24,7) C SP(F), E) C | JSP(Fy, E)
A

Hence, O(F \, /) is a soft open set. In addition, obviously, ® and X are soft open sets. Therefore, 7

A
is a soft topology. O

Theorem 3.12. Every soft A-metric space is a soft Hausdorff space. Namely, for every different soft
points x4, y, € SP(X), there exist two soft open balls such that their soft intersection is null soft set.
PROOF. Let x,, yp € SP()NC) and z, # yp. Then, A (x4, Zq, ..., ZTa,Yp) > 0. For a soft real number
70 <7 o<1, A(xa,Zay ..., Ta,yp) = 7. Now, consider the soft open balls By (xa,2(+:1)> and
By (yb, g) We claim that By (:(:a, 2(+:1)> N Ba (yb, g) is null soft set. For this, we suppose that

By (ma, m) N By (yb, g) # (). Then, there exists a z. € SP()?) such that z. € By (:Ua, 2(%_1)) N
By (yb, g) . Since z. € By (ma, 2(%_1)) and z. € By (yb, g), then A (zc, ze, -+ Ze, Ta) < 2(%_1) and

A(Zey Zey o ooy 20y Up) < g , respectively. Because of the condition S2 of the definition of soft A-metrics,

A(Ta, Tay - Zay ) < A(Ta, Ty Ta,2e) + A(Tay Tay - vy Tay 2e) +
+"‘+A($a7$a7-"7xa7zc)+A(ybayb7"‘7ybuzc)
- (n_ 1)A (xavx(lv"-axaazc) +A(yb7yb7"'7ybyzc)
’F

< (”_1)2(n—1)+g

=T

Since this is a contradiction, the claim is true. Then, soft A-metric spaces are soft Hausdorff spaces. O
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Definition 3.13. Let ()A(:, A, E) be a soft A-metric space, {xﬁk} be a soft sequence of soft points in
()Af, A, E), and yp is a soft point of over X. Then,

1. {:c];k} is called a soft convergent sequence, if for every £ > 6, there exists a natural number

ko such that A (m’ék,m’gk, ce ,x’;k,yb) < g, for each natural number k > kg. This is denoted by
klim :c’;k = 1. Moreover, it is said that {xlgk} converges to yp.
— 00

1. {a:];k} is called a soft Cauchy sequence, if for every € > 0, there exists a natural number ko such
that A (w’;k,xk zk am ) < g, for each natural numbers k, m > kg.

ap’ o ags Vam

ui.  If every soft Cauchy sequence is soft convergent in a soft A-metric space, then this space is said
to be soft complete A-metric space.

Lemma 3.14. Let ()Z' A, E) be a soft A-metric space. Every soft convergent sequence in this space

converges a unique soft point.

PROOF. Let {x'jk} be a soft sequence of soft points in ()?, A, E) and it soft converges to both y; and
Ze. Then, for each & > 0, there exist k1, ko € N such that
€

k k k
A(CL’ Z ...,$ak,yb><m

ap’var?
for each natural number k£ > k;, and

A(l‘k oF o ak z)<

ag’ ag? rrag? C

Do | )

for each natural number k > k. We take kg = max {k1, k2} . Then, for each natural number k > ko,
from Lemma 3.6 and the condition S2 in the definition of soft A-metric spaces,

A(yb7yba”'7yb7zc) S (n_l)A(ybayba"wybaxsk) +A<207267"’7207x§k)

k k k k k k
= (n—1)A (ajak,mak,...,xak,yb) + A (xak,ajak,...,xak,zc)

5 5
< (n-1)——t o
m=D3m=n*3
= €
Thus, we get A (Y, by - - - Yb, 2c) = 0 and this means that vy, = z. O

Lemma 3.15. Let ()N( VA, E) be a soft A-metric space. In this space, every soft convergent sequence

is a soft Cauchy sequence.

PRrROOF. A soft sequence {:plgk} of soft points in ()NC A, E) soft converges to y,. Then, for each &> 0,
there exist k1, ko € N such that

k k £
A (a:ak,xgk,... ,l‘ak,yb) < m

for each natural number k& > ki, and

A(a?m " ...,x?m,yb) <

am?’ “am’

CIROY
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for each natural number m > ko. We take kg = max {kj, k2} . Then, for each natural numbers k, m >
kg, from the condition S2 in the definition of soft A-metric spaces,

A(‘xlgkvxlgkv'“:x’;k:x?m) < (n—1)A<1";k,$lgk,...,$’;k,yb>—|—A( Zlm "'7$21mayb)
€ £
< 1)+ ==
m-Dsm-pt27°¢
Therefore, {xfjk} is a soft Cauchy sequence. 0

Lemma 3.16. Let (X A, E) be a soft A-metric space and {x } and {yb } be soft sequences of soft

points in this space. If {x'a“k} converges to x,, and ybk converges to yp, then

hm A ( Tq, s ’;k, e ak,ybk> A(Zq,Tay -y Ta, Yp)
PROOF. Since khm x = x4, for every € > 6, there exists a k1 € N such that
—00
k k k €
Aehaty - oahom) < 5

for each natural number k& > kq. Similarly, since klim y,’fk = 1, for every € > 6, there exists a ko € N
—00

such that _
5
Aotk o) <
Yoy, Yby, Yoy, Yo 2(n—1)
for each natural number k > ko. If we take kg = max {ki, ka2}, then for every natural number k > ko,
from the condition S2 in the definition of soft A-metric spaces,

k k k k k k
A(xak,xak,...,xak,ybk) < (n—l)A<$ak,xak,... Tq T ) (ybk,ybk,...,ybk,xa>

k k k k

< (n—l)A(.’L'ak,I'ak,... akv ) n_l (ybkaybk7"'7ybkayb)

+A($a7$a7"'7xa7yb)

g g

< 1) (-1 4 A(Ta,Tas. ., Ta,

Thus,
A(xsk,xsk,...,xgk,y§k>—A(:J:a,:):a,...,xa,yb)<§ (3)

Similarly, from Lemma 3.6 and the condition S2 in the definition of soft A-metric spaces,

A(Zay Tay- ooy Tay W) < (n—l)A(ma,:pa,.. , Ta, T ) —|—A<yb,yb,...,yb,m§k)
< (n—1)A (ma,ma, .. ,xa,xﬁk) +(n-1)A (yb,yb, ... ,yb,yfk)
FA (ot etk
= (n—-1)A (a:’;k,x’;k, ,x’;kxa) +(n-1)A (ybk,ybk, ,ybk,yb)
+A (:B'a‘:k,x’a‘:k, ,a:l;k,yllfk)
< (n—-1) 5 (ng_ D +(n-1) 2(n€— 1 + A (m’ék,xlgk, ’;k,ybk)

Hence,
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Hence, from inequalities (3) and (4),

k k k k ~
‘A (zak,xak, . ,xak,ybk) — A(xg,Tay . TayYp)| < E
Therefore, kli_)IEOA (xl;k,xla‘:k, e ,xsk,y{fk) =A(xg,Tay. - TayYp) - O

4. Conclusion

This study looked into soft A-metric space which is built by soft points of soft sets and A-metric
spaces. Soft A-metric space is the general form of soft S-metric spaces, and it is valuable in this
respect. Moreover, it is a generalisation of soft metric spaces. Therefore, soft A-metric spaces are a
larger family of soft metric spaces. Many studies can be done on soft A-metric spaces, and important
results can be obtained. Especially various well-known fixed point studies and fixed circle studies in
this concept will contribute to science. In all these respects, this study presents a new line of vision
to generalised metric spaces.
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1. Introduction

Fractional calculus, which includes differentiation and integration has a history dating back over three
centuries [1]. It has extended integration and differentiation operations to any fractional orders that
might take any real or complex value. Thus, it is possible to think of the order of the fractional
integrals and derivatives as a function of time or another variable. In this context, Samko and Ross
examined the first study regarding the idea of variable order (VO) differentiation in [2,3]. Based on
using the R-L derivative and the Fourier transform, they have defined and interpreted the integration

and differentiation of functions to a variable order (%)a(t) f(x). The notion of variable and distributed
order fractional operators is then developed by Lorenzo and Hartley. They reviewed the VO fractional
operator research results and then studied the concepts of variable order fractional operators in various
forms [4,5].

The memory and heredity aspects of numerous physical processes and events can be used to char-
acterize by the variable order fractional operators thanks to their non-stationary power-law kernel. As
a result, fractional calculus with variable order was used as a prospective option to provide an appro-
priate mathematical framework for precisely modelling complicated physical systems and processes.
Having followed that, VO-FDEs have attracted increasing attention, owing to their compatibility with
describing a wide range of phenomena, including anomalous diffusion, medicine, viscoelasticity, control
system, and many other branches of physics and engineering, to name a few [6-13]. Many publications
have been devoted to finding numerical solutions for fractional differential equations of VO due to the
difficulty in obtaining explicit solutions. See also [14-18] and the references therein. Nonetheless,
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some recent publications discuss the existence, uniqueness, and stability features of variable fractional
order differential equations [19-32].

We aim to study following fractional boundary value problem (BVP) of variable order in Riemann-
Liouville sense (VORLFDE) with fractional variable order boundary conditions as well.

DY Oy(t) = g(t, y(t)), teJ
I2—w(t)y(0) — aOIQ_w(t)y(a), Dw(t)—ly(o) — aerw(t)—ly(a)

where J = [0,a], 0 < a < oo, w(t) : J — (1,2] is the variable order of the fractional derivatives,
g:J xR — Ris a given function and D¥(), 1*(*) denotes the Riemann-Liouville fractional derivative
and integral of order w(t) respectively and ag, o real numbers such that ap # 1 and ag # 1.

We will be concerned with the existence and uniqueness of solution of problem 1 and further study
the stability of the obtained solution of problem 1 in the Ulam-Hyers-Rassias (UHR) sense.

(1)

2. Mathematical Preliminaries

This section introduces several important notions and lemmas that are required to grasp the main
theorems covered in the next parts. We also present additional features for variable order operators.

Let C(J, R) be the set of all continuous real-valued functions from J into R. Setting the standard
norm ||s|| = sup{|s(t)| : t € J} for an element in C(J,R), then C(J,R) has become a Banach space
with such a norm.

For —oo < t; < t3 < 400, we consider the mappings w(t) : [t1,t2] — (0,4+00) and 6(t) : [t1,t2] —
(n — 1,n). Then, the left Riemann-Liouville fractional integral (RLFI) of variable-order w(t) for
function y(t) is given [3] by

L(t—g w(t)—1
1w = [ %ms)ds, > a (@)

and the left Riemann-Liouville fractional derivative (RLFD) of variable-order 6(t) for function y(t) is
defined by

o(t) _ d\n n—0(t) . d\m t(t—s)”_e(t)—l
Do = () 1" = ()" [ T oy v ¢ 0 @)

As expected, RLFI and RLFD coincide with the conventional Riemann-Liouville fractional derivative
and integral, respectively [1, 3], when replacing constant values by w(t) and 6(t).

Remark 2.1. [28] It should be emphasized that for R-L fractional integrals with constant orders,
the semi-group property is satisfied, but not for those with variable orders, i.e.,

01Oy (o) # 10Oy )

Definition 2.2. [18] Let I be a subset of R. Then we define the followings:
- If the set [ is an interval, a point or an empty set, it is referred to as a generalized interval.

- If each x in I lies in precisely one of the generalized intervals F in P, then the finite set P of
generalized intervals is known as a partition of

- If for any E € P, g is constant on F, the function g : I — R is said to be piecewise constant
with regard to partition P of I

Theorem 2.3. [34] Suppose E is a Banach space. If T': E — FE' is a completely continuous operator
and Q ={z € F:x=nTxz,0 <n <1} is bounded, then T has a fixed point in E.
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Definition 2.4. [33] BVP 1 is said to be Hyers-Ulam-Rassias stable (UHR) with regard to the
function k € C(J,R4) if a constant ¢, > 0 exists such that for any € > 0 and for each function
z € C(J,R) satisfying

Dy 2(8) — glt, 2(1)] < en(t), t€ T (4)

there exists a solution y € C(J,R) of BVP 1 with

2(t) = y(t)| < cgen(t), t €T

3. Existence of Solutions

Let us proceed by stating the following hypothesis:

(H1) Assume that {ay}}_, is the finite sequence of points such that 0 = ap < a < ap = a, k =
1,...,n—1where n € N. Let J, := (ar—1,ax), k=1,2,...,n. Then, P =U}_,J} is a partition
of the interval J.
For each m = 1,...,n, the symbol E,, = C(Jn,R), indicates the Banach space of continuous

functions y : J,, — R equipped with sup-norm ||y||g,, = sup;cz, |y(t)|-

Let w(t) : J — (1,2] be a piecewise constant function with respect to P, i.e.,

= wnln(t)
m=1

where 1 < w,, < 2 are constants, and I,, stands for the indicator of the interval 7,,, m =
1,2,...,n, that is,
1, tedn
1, = ’
m(t) { 0, elsewhere

For any t € J,,, m = 1,...,n, one can represent R-L fractional variable-order derivative w(t) of the
function y(t) € C(J,R), deﬁned by (3), as the sum of left R-L fractional derivatives of integer orders
wg, k=1,...,m

Dw(t) (t) . 1 d? /t(t . )1—w(t) ( )d
ot YT P (»ﬁ2 i yie)as
1 1 d2 t L
ey dtz/ Vst g [ =) 0
As a consequence, BVP 1 can be expressed on 7, for each m = 1,...,n in the manner shown below

m—1 2

: e (L / (t— )"~y (s)ds + o /t<t—s>1—wmy<s>ds)=g<t,y<t>> ©)

Let the function g € C(Jm, R) be such that g(t) = 0 on t € [0, a,,—1] and it solves integral Equation
6. Then, it is reduced to
D g(t) =gt §(t)), t € Tm

Am—1

We consider the auxiliary BVP given below for integer order Riemann-Liouville fractional differential

equations while regarding the aforementioned statement above for any m =1,2,...,n
D y(t) = g(ty(t)), t € Im
mfl (7)

Dwm 2y(am—1) —OéoD “2y(am), Dwm Yy(am-1) —OqD " y(am)

—1 mfl Ap—1 mfl
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Lemma 3.1. Let ag, a1 # 1, g € C(Jm X R,R) for m =1,...,n, and v € (0,1) be a number such
that t7g € C(Jm x R, R).
Then, the function x € E,, satisfies problem 7 iff y solves the integral equation

t a Wy —1 A
z(t) = / (t—s)UmLg(s,z(s))ds + ﬂ—imw / g(s,x(s))ds

F(’U}m) Am—1

twme
(1 — ao)(l — 041>

Tlwn — 1) /:;[(agam — a1am—1 — ap(l —aq)sg(s,x(s))ds  (8)

PROOF. Let x € E,, be a solution of BVP 7. Using the operator I:T on each sides of BVP 7, we

find "
x(t) = MtV + At 4+ I;’T g(t,x(t)) (9)

m—1

where Ag, A1 are constants.
Using funciton 9, we have

DU a(t) = MT(wm) + Tg(t, 2(t))
In view of assumptions on the function g and by the boundary condition

Dgf_lx(am,l) = alD;Uf“laz(am)

m—1 m—1

we conclude that
aq

o, o

since I27%m (wm=1) = I'(wy,)t and I>~¥n (¥m~2) = I'(w,, — 1), from the boundary condition

A=

D;‘Tﬁx(am_l) = aoDr 2x(am)

m—1 m—1

where Gy, (t, s) is Green’s function defined by:

twm—1 Y =2 (g — Q1 G —1 —p (1—r1) 8] 1 m—1
Teantom T+ o) (—aT@me T T & —9)"
Om-1<s<t< am
Gt 5) = 2
aqtwm—1 + tYm =2 [agam —a1am—1—oo(l—a1)s]
(1—a1)(wm) (1—ao)(1—a1)T(wm—1)
am-1 <t<s<apm

where m =1,2,...,n.

Then, we get x that solves Integral Equation (8).

In contrast, consider x € E,, to be a solution of Integral Equation 8. We conclude that x is the
solution to the BVP 7 by virtue of the continuity of function ¢7g. O

We shall demonstrate the existence result for the BVP of R-L fractional differential equations of
constant order (7). The proof will be carried out by the aid of Theorem 2.3.
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Theorem 3.2. Suppose that the conditions of Lemma 3.1 hold and there exists a constant N > 0
such that
tg(t,y)| < N, Vte Tn,yeR

with v =2 — w. Then, BVP 7 for Riemann-Liouville fractional differential equations of integer order
has at least one solution in C, [@m—1, Qm).

ProoF. For any function y € C[am—1,an], we construct the operator

1 Oéltwmfl

SU0 = g [ =9l ptends + e [ gy

['(wm)
twm—Q

T ag) (= a)T(wn —1)

/am [(apam — a1am—1 — ap(l — a1)slg(s, y(s))ds (10)

Am—1
It results in immediately by the properties of fractional integrals and the continuity of function t7g
that the operator S : C,am—1, am] = Cylam—1, am] given by equality 10 is well defined. Let

N(an " — a}{j )T .

(1- 7)1“(wm)1 A (am — am_1)"" " + ‘1

e —n)um — (1 =) )
(1 — ap)(1 — a1)(2 = 7)(am ¥ = apm_1)'7

Consider the set

(@m — 1am—1) (W, — 1)

Fom (1= a0)(1 — )

Bpr,, =1{y € C,y[am,l,am], ||yH'y < Rpn}
For all m € {1,2,...,n}, the ball Bg,, is a nonempty closed convex subset of Cy[am—1, am].
We are in position to examine the assumption of the Theorem 3.2 for the operator S. We shall
demonstrate it in three stages.
Step 1: Let Bpg,, be a bounded set in C,[am—1, am]. Hence, BRm is bounded on Clay,—1, a,,] and
there exists a constant N such that t7|g(¢,y(¢))| < N,Vy € Br,,,t € [am—1, am). Thus,

Ntv [t olet
t7 1) < V(- s)mT 1 ’ ‘/ ~d
SOl < gy [ 57 [ | [ s

O‘l

QO — Q1am—1 — ap(l — al)s’sfvds

N
+‘ (1 — ao)(l — Oél)r(wm — 1) ’ /am_l
N(ainiv a:n ) [
(1 =) (wm)
+‘ ao(1 — ay)(wy — 1)1 =) (am " — am-1)>"" H
(1= )1 — an)(2 — (@b — am1)1

10, ’ (@ — c1am—1) (W, — 1) ‘

Y _ Wy —1 ‘
(@ = m=2)™ [ 1—ao)(l—a)

which implies that

( a71n_—71) Wy —1 10m (aOam - O‘lamfl)(wm — 1)
5l < s (o = amea) ! | [

’Oc (1 —ap)(wy, —1)(1 - 'y)(a?n_v —pm1)*7 H
(1—a0)(1 —a1)(2 =) (am " = am-1)17

Hence, S(Bg,,) is uniformly bounded.
Step 2: Let t1,t2 € T, t1 < toand y € Bg,,. Then, we have

Sy (t) —SY(E)] = |rgimy fi, [0 = 5" =t (82 = ) g(s.y(s)ds
— iy S (ks — 8) g5, uls))ds + Bt [ (s, y(s))ds
N ([ S [0 = )t = (1 — sy s

Wy — aq(t1—t
_F(ul)m) t12 tg(t2 —s) lds‘ + ‘(l—all()f‘l(wfn)—l) fa -1 dSD

IN
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Hence, |t] (Sy)(t1)—t3(Sy)(t2)| — 0 as [t —t2| — 0. Thus, t7S(Bg,,) is equicontinuous. Consequently,
the operator S is compact.
Step3: Consider the set
Q={yeR\y=nSy,0<n<1}

and show that the set 2 is bounded. Let y € Q, then y = nSy,0 < n < 1. For any t € [am — 1, an],
we have

a wm, —1
O < 0y [, 106 = 5" lgs, y(s))lds + | 285

Jam
Am—1

Jam 19(s,y(s))lds

QO — Q1am—1 — ap(l — al)s‘ds]

twm72

+‘ 1—ap)(1—a) T (wm—1

We have
(a,ln_v _ al_jl) 1 a1Qm, (@oam — a1am—1)(wp, — 1)
< = ) o
1(Sy)lly < (T — )T (wn) [am( — Qm-1) + ‘ 1—a ’ (1—ao)(l—ar)

ao(1 = ar)(wm — D(1 =) (am " = am—1)*7" H
(1= ao)(1 = a1)(2 = 7)(am " = am—1)'~
This implies that the set © is bounded independently of n € (0,1). On account of Theorem 2.3, we

find that the operator S has at least one fixed point, which follows that problem 7 possesses at least
one solution. O

Consider the next assumption:

(H2) Let g € C(J x R,R) and there exist a constant K > 0 such that
t’Y’g<t7u) - g(ta U)| < K|u - U|
forany u, veR, te€e Jandy=2—w

Theorem 3.3. Assume that conditions (H1) and (H2) hold. Then, problem 7 has a unique solution
in Cylam—1,an) if

1
K<~ 11
p (11)

where

2 1-2
(am T —a, )

P = 029 (wm) { i m(@m — Qm—1)

aalﬂMmefn‘<u 27)(ar > —a izb)}
(1—ao)(1—a1) |\ (2-2v)(am " —a,,2])

Am—1

(apam—a1am—1)(wm—1)
(1—ao)(1—a1)

Qm +

1—aq

_l’_

PROOF. In view of (H2), for every ¢ € [am—1, am], we have

1(Su)(t) = (S0) (O] < whiey fo,_y (= )" Hg(s,u(s)) — g(s,v(s))|ds

S Na(s. uls) = g(s.v(s))lds
Jurl

<K [ fo 57— ) u(s) = o(s)lds + | S

gt
+’ 1—a1) 11—‘(u)m)

(s,u(s)) — g(s,v(s))lds

QG — Q1am—1 — (1l — a1)s

1
*’ (—a0) T—anT(wm—1)

Jar 57 uls) — v(s)lds

(s) —v(s)|ds

Am—1

*’ (1—a0)(1—il)r(wm—1) fam Sﬂ"loam —a1am-1 —ag(l —a1)s
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By the definition of ||.||,, we obtain

[om 57214

Am—1

; t - Win— ai
I(Su)(t) = (SOl < K [ 145720 = )" s + | =

[om s_QV‘aoam —aqam—_1 — ap(l — al)s’ds} lu— vl

Am—1

1
+‘ T—a0)d—a) T (wn—T)

1-24  1-2y
K(a,, A —1

) Wm —
< i |@h(n = an1)on 7

co(l—an)(wn—1) | (1=20)(@3 2 =2 2D\ T,
st (et )l = vl

(5}
17041 am +

(apam—a1am—1)(wm—1) ‘
(I-ao)(1—a1)

+

O]

From the above estimate, it follows by condition 11 that the operator S is a contraction. As a result
of the Banach fixed point theorem, we may derive that S has a unique fixed point, which corresponds
to a unique solution to problem 7.

Now, we will prove the existence result for problem 1.

Theorem 3.4. Let the assumptions (H1), (H2) and inequality 11 hold for all m € {1,2,...,n}. Then,
problem 1 has unique solution in C,[0, a].

PRrROOF. For each m € {1,2,...,n}, owing to Theorem 3.3 the BVP 7 for R-L fractional differential

equations of integer order possesses unique solution ¥, € Cy[am—1,an]. For any m € {1,2,...,n}, we
define the function [ |
0, t €0, am_1
=9 ~ 12
Ym { YUm, tE€TIm ( )

As a result, the function y,, € C,lam—1,an] satisfies the integral problem 6 on J,,, implying that
Ym(0) = 0, Ym(am) = Ym(am) = 0 and solves problem 6 for t € J,,, m € {1,2,...,n}. Then, the
function

yit),t € 7
0, teh
t) =9 ~
y2( ) { Y2, t e \72
y(t) =1 .
B 0, t e [0, an_l]
is a solution of BVP 1 in C,[0, a]. O

4. Ulam-Hyers-Rassias Stability of VORLFDE

Theorem 4.1. Let the conditions (H1), (H2) and inequality 11 be satisfied. Further assume that

(H3) x € C(J,Ry) is increasing and there exists A\, > 0 such that

I k(t) < \g k(1)

am—1t
hold for t € J,n, m = 1,2,.... Then, BVP 1 is UHR stable with respect to k.

PROOF. Let € > 0 be an arbitrary number and the function z(t) from C(J7,R) satisfy inequality 4.
For any m € {1,2,...,n} we define the functions z;(t) = 2(t), t € [0,a1] and for m = 2,3,...,n:

|0, t€[0,am—1]
Zm(t> - { Z(t), t e jm !

For any m € {1,2,...,n} according to equality 3 for t € J,, we get

2 t (s
DY) = gy (=9 s (13)
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we take the RLFI I;”m + of both sides of the inequality 4, apply (H3) and obtain

m—1

aptwm—1 am
Zm(t) = Ty Ja (6= 8 g (s, 2m(5))ds — T2 Jor | 9(s, 2m(s))ds

_ twm—2 fam

N(eoam — aram—1 — ao(1 — a1)slg(s, zm(s))ds| <e ™ k()

(1—ao)(1—a1)T(wm—1) Jam—
< e A\ K(t)
According to Theorem 3.4, BVP 1 has a solution y € C(J,R) defined by y(t) = y,(t) for t € T, m =
1,2,...,n, where
. 0, t e [0, am,l]
m={ % e (1)

and ¥, € E,, is a solution of problem 7. According to Lemma 3.1, the integral equation

~ o 1 t s wm—l s " . . mel QAm, . " . .
)=ty [ = gt TnlNds + s [ gt intea
Wy —2 am
)T a1/, (0t = amer a0l = anslgls,dm(s)ds (1)

holds. Let t € J,,, where m € {1,2,...,n}. Then, we obtain
2(t) = y(t)] = |2(t) — ym(1)]

= |Zm(t) - ij(t)l

twm—Q

e T T . (00 s — o1~ 1)l 2 (3))ds

m—1

ds

9(8, 2m(s)) = (5, Ym (5))

1 t L
t—s)om
T T wm) /( i

alt’u)mfl /am
J’_—
(1 —a)l(wm) Ja,,_,

m—

9(8, 2m(8)) — g(8,Ym(s))|ds

twm72

(1 — Oé())<1 — al)F(wm — 1) g(S, Zm(S)) - g(s,gm(s)) ds

+

/ [(@o@m — a1am—1 — ap(l — a)s]

m—1

1

< er(t)+ Tlwn)

t
/ (= 8O (K zn(5) — Fon(s) )
O[ltw’"il

T () / o) =i

twm—2 A
m m—1 = 1- 7 K m _~m d
! T (wy, —1) /a,,”““"a 1am—1 = ao(1 = a1)s]s™ (K [zm(s) = Gm(s)[)ds

(1—ap)(l—aq)

(t — am,l)wm_l(tl_'y — am,ll_W)(
(1 - 'Y)F(wm)
art®mYal=" —a;,_1177)
=) — an)T(wn)

< A€ R(t) + Kl|zm = Yml £,,)

+

(Kllzm = yml 2,.)

i twm—2a;7_1(am — Q1)
2(1 — ag)(1 — aq) T (wy, — 1

) 2(a0am — aram—1) — ao(l — a1)(am — am-1)|(K|2m = Yml|£,.)

< e e k(t) +nllz —ylls
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Then,
lz=yls(1-n) < Acen®

or for any t € J

2() —y(®) < llz —yllg < 7=en(t)

Therefore, BVP 1 is UHR stable with respect to k. ]

5. Example

Let J :=1[0,4], ap = 0, a1 = 2, aa = 4. Consider the following fractional problem with fractional
boundary conditions of variable order

D(ﬁ(t) ( ) _ siny(t);i;?cos(t)7 teJ,

(16)
DY 2y(0) = apDA I Py(4), DY y(0) = ar DDy (4)
where 5 [ ]
s, teJ:=10,2
w(t) =14 * ' (17)
1§707 te j2 :]274]
Denote ) 2 cos (1)
sy + 2 cos
glt.y) = T (hy) € 0,4 xR

Taking into account function 17, we can construct two auxiliary BVPs by means of problem 7 for
Riemann-Liouville fractional differential equations of integer order

D y _ siny(t)+2cos(t), te,
0+ ( ) 1 (18)
D0+ y(O) = 040'D0+ y( ) D0+y(0) = a1D0+y( )
and
D y( ) _ 51ny(t)+22005(t) te g
2+ ) )
' (19)

=8 1
D2+ y(2) = oD, y(4), D2+y( ) = 1D, y(4)
For m = 1. Clearly,

1(siny(t) + 2 cos(t) 3
ﬂ} t, ’ Bt (< - N
g(t,y)| < 2 <55
Let x(t) = ¢2. Then, we obtain
w1 1 t L1
Itk(t) = ey Jo(t —s)2s2ds
2 rt 1

< F\é) Jo(t —s)zds
< 3%@)/‘6@) = Aeyk(t)

where A\, 3?‘([) Thus, it implies that condition (H3) holds.

By Theorem 3.2, BVP 18 has a solution y; € E;. For m = 2. Clearly,

s |sin y(t) + 2 cos(t) ~10
t2 -

t”‘g(ty)‘ <
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Let x(t) = t3. Then, we obtain

w 11
I2R(t) = @f;(t—s)gszds
1
< F(Z%O) f;(t—s)sads
< 5F(9%)/-@(t) = Ay R(t)

where \,, = ﬁlﬁ)' Thus, condition (H3) is satisfied.
9
According to Theorem 3.2, BVP 19 possesses a solution yo € Fo. Thus, according to Theorem 3.4

the BVP 16 has a solution _

y?(t), te j2

where
(t) = { 0, te
PUZ wt), ted

In view of Theorem 4.1, BVP 16 is also UHR stable with respect to k.

6. Conclusion

This study examines the necessary and sufficient conditions for the existence and uniqueness of a class
of variable order differential equations with fractional boundary conditions. Combining the ideas of
generalized intervals and piecewise constant functions, the problem is transformed into differential
equations of constant orders. Using the Banach fixed point theorem, we develop the conditions for
guaranteeing the problem’s uniqueness. We also discuss the stability of the obtained solution in the
Ulam-Hyers-Rassias (UHR) sense.

For the future investigations, one can study to get similar results by considering systems of differ-
ential equations as well as employing variable order fractional operators in Caputo’s sense. Moreover,
the obtained results may be extended to variable order fractional boundary or initial value problems
in which the non-linear term may have discontinuities at some interior points.
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1. Introduction

The absolute summability of some infinite series (ISs) is an interesting topic.
Especially, absolute Cesaro and absolute Riesz summability methods have different applications deal-
ing with some well-known classes of sequence such as J-quasi monotone, (¢,d) monotone, almost
increasing and quasi power increasing sequences. In [1], Bor and Ozarslan proved two theorems on
| C,p; B |, and | N,p,; 8|, summability methods. In [2-4], the authors obtained theorems on abso-
lute Cesaro and absolute Riesz summability via almost increasing and J-quasi monotone sequences.
Ozarslan [5-9], Bor [10], Kartal [11] proved theorems on absolute Cesiro summability factors. Kar-
tal [12,13] used almost increasing sequences to absolute Riesz summability, Bor and Agarwal [14],
Kartal [15] applied almost increasing sequences to absolute Cesaro summability, also Bor et al. [16],
Ozarslan [17] operated quasi power increasing sequences. In [18], Ozarslan and Sakar used (¢,d)
monotone sequences to get sufficient conditions for absolute Riesz summability of an ISs.

This article is organized as following: preliminaries on some sequences and the absolute Cesaro
summability methods are given in Section 2, a known result about absolute Cesaro summability of
a factored ISs is stated in Section 3, a generalisation of the theorem stated in Section 3 is proved in
Section 4.

2. Preliminaries

In this section, several fundamental notions which will be used throughout this paper are defined.
Throughout this paper, let > a, be an ISs with the partial sums (s,) and () be the nth Cesaro

"bagdagulkartal@erciyes.edu.tr (Corresponding Author)
!Department of Mathematics, Faculty of Science, Erciyes University, Kayseri, Tiirkiye
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mean of order p, with p > —1, of the sequence (na,), that is [19]

1 ~—~ , 1
tz = F Z AZ?TTCLT
=1

where

nP
I'(p+1)
Here, T is gamma function defined by T (p) = [;° 2/ le “da.
Let (wh) be a sequence defined as below [20]

thl =1
P _ |n ) p 1
“n { maxi<r<n ‘tm, 0<p<l1 ( )

AP~ Af =1, and A” , =0 forn >0

Definition 2.1. [21] Let (p,) be any positive sequence. The series ) a,, is said to be summable
go_lcvp;ﬁy,w5217p>_17520aif

o0

Zgogiwrnflnfn | tﬁ |/<< 00

n=1
Remark 2.2. ¢ —| C, p; § |, summability reduces to | C, p |, summability [22] in case of ¢, = n and
B =0.
Definition 2.3. [23] A sequence (Gy,) is said to be d-quasi-monotone if G,, — 0, G, > 0 ultimately

and AG,, = G, — G 41 > —0, where 0 = (J,,) is a sequence of positive numbers.

Definition 2.4. [24] A positive sequence (cy,) is said to be almost increasing if there exist a positive
increasing sequence (d,,) and two positive constants M and N such that Md,, < ¢, < Nd,.
Lemma 2.5. [25]If0< p <1 and 1<wv <n, then

v
Z AP la,
r=0

Lemma 2.6. [26] Let (H,,) be an almost increasing sequence such that n|AH,| = O (H,). If (G,) is
a d-quasi-monotone, and > nd, H, < oo, Y Gy, H, is convergent, then

m

2 : p—1
Amfrar

r=0

< max
1<m<wv

(2)

nH,G, =0(1) as n— o0 (3)
> nH,|AG,| < oo (4)
n=1

3. Known Result

In [27], | C, p |, method has been used to obtain following theorem.

Theorem 3.1. Let (H,) be an almost increasing sequence and (v,) be any sequence with
|AH,| = O (H,/n) such that

|| Hn = O(1) as n — 00 (5)

Assuming also that there exists a sequence of numbers (G),) such that it is d-quasi-monotone such
that > nd,H, < oo, > GpH, is convergent, and |A~v,| < |G, for all n. If the sequence (wh) satisfies
the condition

u p

Z (wz)_"il =0(H,) as u— o0 (6)
nH

n=1

then the series ) a,7, is summable | C,p |, 0<p <1, k> 1.
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4. Main Result

The main concern of the article is to generalise Theorem 3.1 for the more general ¢ — | C,p; 5 |,
method.

Theorem 4.1. Let (H,), (G,) and (7,) be the sequences satisfying the same conditions as given in

Theorem 3.1. Assuming that there is an € > 0 such that the sequence (n"*“(pg'ﬁ“_l) is non-increasing.

If

Z Br+r—1 —n(wfl«)n _O(H ) - - (7)
Wy e w) as U — o0

then the series ) a,7y, is summable ¢ — | C,p; 8|, 3>0,0<p <1, e+ (p—1)xk >0, k> 1.

PROOF. Let 0 < p < 1. Let (If) be the nth (C,p) mean of the sequence (na,y,). Using Abel’s
formula, we write

7 = APZA" 10

1« "L
= Z A~y Z AP~ lraT % Z Aﬁ_izai
" i=1 r= ™ i=1
By Lemma 2.5, we achieve

1 n—1
FESIIRS FZ‘AVH
=1

n—1

n
g 1.
+ 7| AT;| ‘ E AZ_%mi
™o li=1
1

FZAfo|A’Yi|+|%|w£
™ oi=1

= I+,

To prove Theorem 4.1, we need to show that
Br+r—1 nr P K s
E o | I, |"<oo for j=1,2

First, for j = 1, we have

u+1 u+1 n—1 K
St gy < St {ZA;”wflA%l}

=1

Using the fact that [Avy,| < |G,| and Hélder’s inequality, we achieve

u+1 utl = "
Zspﬁ/wm 1 nr | If o Ic < ngﬁ”Jr“ 1 n "(AP)”T KZ(Af) )Gl {Zl}

=1
U . u+1 @ﬂfﬁ%_lne*“
. K— n
= 0(1)) i W) |G| G > g Ew e
i=1 n=it1

Here, using (3), we get |G;| = O(1/iH;), therefore

u+1

thﬁm—&-rs 1 n=F | L |n

u

P\K
DAL G

=1

1 i dx
pK, Br+r—1. jEF
ZZ )" Gl ( ) 1% /z pltet(p—1x
(w
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Now, by applying Abel’s formula, and by the hypotheses of Theorem 4.1 and Lemma 2.6, we achieve

= Br+r—1 (Wp)
A G K+K— —n r
();_1: | \E:w T

u+1

Sl I =

Now, we write that |vy,| =
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Then, we achieve

5. Conclusions
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In this paper, a theorem dealing with generalised absolute Cesaro summability has been introduced
which reduces to Theorem 3.1 for ¢, = n, 5 =0 and € = 1. Hence, the equality (7) reduces to the
equality (6). Furthermore, a known result on |C, 1|, summability can be deducted whenever ¢, = n,

f=0,p=1ande=1[27]. In the light of this study, one can generalise these results for using either

different summability methods or different sequence classes.
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1. Introduction

Our primary aim in this study is to describe the ring types that are not included in the literature.
These definitions were derived in light of the original existing definitions in ring theory and can be
seen as generalizations of division rings, reduced rings and domain, respectively. To define these new
concepts in rings, we will first examine the structure of the subset, which we call the source of primality
in rings, in consideration of articles [1,2]. Before we get to the point, let us summarize the terminology
we will use throughout the study.

We will now give the basic definitions in [3-5]. An element with a right (left) multiplicative inverse
in a unit ring is called a right (left) unit, and accordingly, by the unit is meant a two-sided unit. An
element a of a ring R is called a right (left) zero divisor if there is a nonzero element b € R such that
ba = 0 (ab = 0, respectively). A nonzero-divisor element is neither a left nor a right zero-divisor. A
domain is a ring with no nonzero right or left zero-divisors. A ring with nonzero elements, which are
all units, is called a division ring. An element a of a ring R is called a nilpotent element of index n
if n is the least positive integer such that ¢” = 0. A reduced ring has no nonzero nilpotent elements.
An idempotent element e of R is e = e?. An element of R is called central if it commutes with every
element of R.

R is a prime ring if aRb = (0) with a,b € R requires a = 0 or b = 0, and R is a semiprime ring if
aRa = (0) with a € R requires a = 0. Here, the ideal generated by the zero element is shown by (0).
In [1] authors, defined the source of semiprimeness of the subset A in R where A is a nonempty subset
of ring R as follows: Sp(A) = {a € R | aAa = (0)} and Sg is written in place of Sg(R) for a ring R.
As is known, every ring is isomorphic to the subdirect sum of the prime rings. Now let us introduce
our primary instrument, which we have focused on throughout the article. We define the subset S%
of R as

St ={beR|aRb=(0)}
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Moreover, we call the following set as the source of primeness of R

Pr= () S%

a€ER

This set is always different from empty because it contains {0}. If Pr consists only of {0}, then P is
trivial, and at another end, Pr may be equal R. Ppg is trivial if only if R is a prime ring. If we ignore
both situations, our general interest will be situations between these two ends. A diligent reader must
have intuited that Pr has always been located at the prime radical of R because Pr C Sg.

Thus, by examining the elements of the R — Pr set more closely, we have a chance to examine the
Ppg subset to obtain the structural properties of R. We choose the term “the source of primeness of R”
because every element in R — Pr acts as a nonzero element in any prime ring. For every b € R — Pk,
RRb # (0) comes from the “primeness” part.

At that, we examined the properties of Pg for the arbitrary ring R . The first important property
is that while [ is a right ideal, Pg is an ideal. Another important consequence is that the source of
primeness of R is preserved under the ring isomorphisms.

2. Results
Definition 2.1. Let R be a ring, ) # A C R and a € R. We define S%(A) as follows:
SE(A)={be R | aAb=(0)}

Pr(A) = Naer S%(A) is called the source of primeness of the subset A in R. We write S% instead of
S%(R). In particular, we can similarly define the source of primeness of the semigroup R as follows:

Pr= () S%
acER
Some of the basic inferences that will help understand the concept are as follows:
i. Since R be a ring, we obtain a A0 = (0) for all a € R. Hence, Pp = (\,cz S% # 0.
i. S%(A)=R

iii. 54 C SE(A). If b € 8%, then b € A such that aAb = (0). Since A C R, we have b € R and
aAb = (0). This means that b € S%(A).

If x € Pr(A), then aAx = (0), for all @ € R. Hence, RAx = (0). Therefore, Pr(A) = {zr € R :
RAx = (0)}.

Proposition 2.2. Let R be a ring and () # A, B C R. Then, Prxr(A x B) = Pr(A) x Pr(B).

PROOF. Prypr(A x B) = {(z,y) € Rx R | (R x R)(A x B)(z,y) = (0,0)}. Assume that (z,y) €
Pryr(A x B). Then, (R x R)(A x B)(xz,y) = (0,0). Namely, RAz = (0), RBy = (0). Hence,
x € Pp(A), y € Pgr(B). Thus, (z,y) € Pr(A) x Pr(B). Similarly, the reverse side is also seen.

O

Proposition 2.3. Let R be a ring. If 1 € R, then Pr C {z € R | 2% = 0}.

PROOF. Let K = {z € R | 22 = 0}. If z € Py, then RRz = (0). Since 1z € R, then 0 = z1gx = 2°.
Hence, x € K is satisfied. Thus, Pr C K.
O

Proposition 2.4. Let A and B be two nonempty subsets of a ring R. Then, the following conditions
hold:

i. If A C B, then Pr(B) C Pr(A). In particular, Pr C Pr(A).
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ii. If A is a subring of R, then AN Pr(A) C Pjy.
PROOF.

i. Let © € Pr(B). We have © € (),cp S
aAz = (0) for all @ € R. This means that x € S%(A) for all a € R. Hence, we get x € ﬂaeR
and x € Pr(A). This gives up Pr(B) C Pr(A). Specially, Pr C Pr(A) is satisfied for A C R.

%(B) and aBx = (0), for all a € R. Since A C B, we get
#(A)

ii. Let x € ANPR(A). Then, x € Aand z € Pg(A). Hence, we get x € Aand x € (),cp S%(A). Using
r e A xeSforalla € A This expression gives us x € (), 5% = Pa. Thus, AN Pr(A) C Pa.

O

It is well known that every prime ring is a semiprime ring. Therefore, we present a relationship
between the source of primeness and the source of semiprimeness as follows:

Proposition 2.5. Let R be a ring, ) # A C R. Then, Pr(A) C Sgr(A).

PROOF. If b € Pr(A), then b € (,cp S%(A). In particular, b € S%(A). Therefore, bAb = (0). Hence,
be SR(A). OJ

Proposition 2.6. Let R be aring, a € R and I be a nonempty subset of R. In this case, the following
properties are provided.

i. S%(I) is a right ideal of R.

ii. If I is a right ideal of R, then S%(I) is a left ideal of R.
iii. If I is a right ideal of R, then S% (/) is an ideal of R.
PROOF.

i. Let z,y € SE(I). Then, alx = aly = (0) for a € R. From here al(x — y) = alx — aly = (0), we
obtain x —y € S%(I). Besides that, we have al(xr) = (alx)r = (0) for any r € R. Thus, we get
xr € SE(I). Hereby, S%(I) is a right ideal of R.

ii. Let I is a right ideal of R and € S§(I), r € R. Then, we get al(rz) = a(Ir)x C alz = (0).
Hence, we have ra € S% (1) and S% (1) is a left ideal of R.

iii. We can easily see that if I is a right ideal of R, then S%([) is an ideal of R from ¢ and ii.
O

Theorem 2.7. Let R be a ring and I be a nonempty subset of R. If I is a right ideal of R, then
Pr(I) is an ideal of R.

PROOF. Let I be a right ideal of R and x,y € Pgr(I). Therefore, z,y € (,cp Sk(I) and z,y € SE(1)
for all a € R. Then, alx = aly = (0) for all a € R. Since S%(I) is an ideal of R for all @ € R from
Proposition 2.6, we write x — y, zr,rx € S%(I) for all a,r € R. Consequently, we get x — y,xr,rx €
Nocr Sg(I) = Pr(I). For this reason, Pr(I) is an ideal of R. O

In the following theorem, if the ring R is prime, its relation to the set the source of primeness
examined.

Theorem 2.8. Let R be a ring. Thus the followings are provided.
i. If R is a prime ring, then Pr = {0}.

1. The source of primeness Pp is contained by every prime ideal of the R.



Journal of New Theory 41 (2022) 100-104 / The Source of Primeness of Rings 103

Proor.
i. Let R be a prime ring and x € Pg. From definition of the set Pgr, we have RRz = (0). Since R
is prime ring, we obtained x = 0. Namely, Pr = {0}.
ii. Let P be a prime ideal in R. If x € Pg, then RRx = (0) C P. Since P is prime, we get « € P.
Hence, we get Pr C P. This gives us that every prime ideal of R includes Pg.
O
We know that the properties of idempotent, nilpotent, and zero-divisor elements in a ring are also

related to the primality of that ring. Some of the relationships between the source of primeness and
these special elements are as follows:

Proposition 2.9. Let R be a ring. Then, the following holds.
i. If R is a Boolean ring, then P = {0}.

1. If 0 # a € Pg, then a is a zero divisor element of R.

iii. If R has identity element, then Pr = {0}.
PROOF.

i. Let R be a Boolean ring and a € Pg. Since RRa = (0), then aaa = 0. Moreover, a is an
idempotent element, thus @ = 0. Then, Pg = {0}.

it. If 0 # a € Pg, then RRa = (0). First case is if RR = (0), then aa = 0. Thus, a is a zero
divisor element. The other case is RR # (0). In this case, a is a right zero divisor element since
RRa = (0). Besides, it is either Ra = 0 or Ra # (0). If Ra = 0, then a is a zero divisor element.
Let Ra # (0). Since RRa = (0), aRa = (0). This means that a is a left zero divisor element.
Thus, a is a zero divisor element.

iti. Let R has identity element 1z and a € Pgr. Then, we have RRa = (0). In particular, we write
1rlra = 0. Then, we obtain Pr = {0}.

O]

From Proposition 2.9, it is easy to see that the following corollary.
Corollary 2.10. For any ring R the following is always true.

1. There is no idempotent element other than zero in Pg.

1. Every element in Ppg is nilpotent.
PRrOOF.
i. Let a € Pr be an idempotent element. Since RRa = (0), then aaa = 0. Moreover, a is an
idempotent element, thus a = 0.
it. If 0 # a € Pr. Since RRa = (0), then we get aaa = 0. Thus, a is a nilpotent element.
O

Theorem 2.11. Let R and T be two rings and f : R — T a ring homomorphism. Therefore,
f(Pr) C Ppgy. If f is injective, then f(Pr) = Py(g).

PROOF. Let z € f(Pr). In this case, there is a € Pg such that x = f(a). Namely, RRa = (0). Since
(0) = f(RRa) = f(R)f(R)f(a)

we get f(a) € Pyg) and so © € Pyg). Hence, f(Pr) C Py(p).

Let y € Py(g). From the set definition, f(R)f(R)y = (0) for y € f(R). Since y € f(R), we have
y = f(r) for » € R. Hence, f(R)f(R)f(r) = (0) and since f is a homomorphism f(RRr) = (0) is
satisfied. Using f is injective, we obtain RRr = (0) for r € R. So, r € Pg. From here, y = f(r) €
f(PR) is obtained. Thus, Pyg) C f(Pg). O



Journal of New Theory 41 (2022) 100-104 / The Source of Primeness of Rings 104

3. Conclusions

We first defined the concept of the source of primeness of an associative ring. We have shown that
when R is a prime ring, the source of primeness set consists only of zero element, which is very useful
for examining the work done on the prime ring for the source of primeness of R. Furthermore, we
adapt some well-known results in prime ring to the source of primeness of R. The properties of the
set source of primeness of a ring R can be investigated in the sense of the articles in [6-8].
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. Abstract — In this study, we worked on the third-order bivariate variant of the Fibonacci universal
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1. Introduction

Number sequences have been popular with scientists for centuries. The most popular of these sequences is the
Fibonacci sequence. The Fibonacci sequence, {F;}q’, is a series of numbers, starting with the integers 0 and
1, in which the value of any element is computed by taking the summation of the two consecutive numbers.
Here, for k = 2, F, = F,_; + F,._, [1]. In 1202, this sequence was introduced by Fibonacci. The Fibonacci
numbers in the range of —8 < k < 8 are as follows:

-21,13,-8,5,-3,2,-1,1,0,1,1,2,3,5,8,13, 21.

A sequence that based on the Fibonacci sequence and is a generalization of the Fibonacci sequence is the
Tribonacci sequence. The Tribonacci sequence, {T\}g, is a series of numbers, starting with the integers 0, 1,
and 1, in which the value of any element is computed by taking the summation of the preceding three terms
[2]. If so, for k =3, T, = Ty_q + Ty + Tx—s [1]. In 1914, this number series was presented by Agronomof.
The Tribonacci numbers in the range of —8 < k < 8 are as follows:

4,1,-3,2,0,—1,1,0,0,1,1,2,4,7,13, 24, 44.

Another sequence that based on a similar problem with Fibonacci numbers is the Narayana sequence. The
Narayana sequence {N}7’, is a series of numbers, starting with the integers 1, 1, and 1, in which the value of
any element is computed by taking the summation of the previous term and term two places before. If so, for
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k =3, Nyyy = N+ Ni_, [1]. In 1356, this number series was presented by Narayana in the treatise named
Ganita Kaumudi. The Narayana numbers in the range of —8 < k < 8 are as follows:

-2,1,1,-1,0,1,0,0,1,1,1,2,3,4,6,9,13.

There are also different variants of the Fibonacci sequence. The author [3] defined a variation of the
Fibonacci sequence that is the more general of Gopala Hemachandra (GH) sequence [4]:
{u,v,u+v,u+2v,2u+ 3v,3u+ 5v}
where u, v are integers and a second order variant Fibonacci sequence, as the Gopala Hemachandra sequence
above such thatv =1 — u.
In addition, different universal codes have been defined in the literature. Codes that are obtained by using
number sequences are involving to them. The Fibonacci universal code, GH code (or variant Fibonacci code)
and the Narayana code are examples of these can be given [3-9]. The most used of these codes is the Fibonacci
code [8]. Fibonacci code is a universal code that encodes positive integers with binary representations
according to Zeckendorf’s Theorem [9]. To find the Fibonacci code for any positive integer, the following
algorithm must hold.

One Fibonacci representation or code can be obtained for each positive integer C with a binary string of length
t, 9192 ---Ji—1 9, SUch that € = Xt_, g; Fi(m). The representation is unique if and only if it is used the
following algorithm: When it is given the integer C, it is selected the largest Fibonacci number Fk(z) equal to

C or smaller to C; after that, it is continued repeating with C — Fk(z) [8]. Finally, to find the Fibonacci code for
any positive integer, it is added 1 —bit to the Fibonacci representation of the positive integer. For example,
31=2+8+21=F? + P +E®,

Hence, its Fibonacci representation is 0100101 and its Fibonacci code is 01001011.

According to the above algorithm, there is no contiguous 1-bit in the binary representation. If we apply this
algorithm to higher orders, it is seen that the same operations are carried out. But in the higher orders, it is
added 1, m — 1 bits to the m™ order Fibonacci representation of k to build the m™ order Fibonacci code.
Therefore, there are no successive of m bits [8].

Narayana and GH universal code are two generalizations of Fibonacci universal code. Thus, these codes also
encode positive integers with binary representations according to above algorithm. That is, these universal
codes and the variants of these codes can be obtained by using the same rule used to generate the standard
Fibonacci code [3].

Moreover, cryptographic applications can be made using these codes or representations. There are many works
on these codes in literature (see for example [5-10]).

This paper research the second-order bivariate variant of Narayana codes and the third-order bivariate GH
codes and the properties of these codes. Furthermore, it also gives some results regarding the use of these codes
in cryptography.

2. Preliminaries

In this section, the basic definitions and theorems that used in this study will be given.

Definition 2.1. [8] The m™ order Fibonacci numbers, represented by Fk(m), are described with iteration relation
as follows:

(m) _ (m) (m) (m)
E 7 =F_]+F_,++F_,

for k > 0 and the boundary conditions F,'™ = 1and F™ = 0 (-m <1< 0) .
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Thus, in 2007, a second-order variation of the Fibonacci code was presented for m = 2 as follows:

Definition 2.2. [3] The second-order variant Fibonacci sequences, GHL(LZ)(k) is described with the
sequences {u, v,u + v, u + 2v, 2u + 3v,3u + 5v}where v = 1 —u, that is , GHP(1) = w; GHP(2) =
1—w andfork > 3, GH® (k) = GHP (k — 1) + GHP (k — 2).

Afterwards, in 2010, the authors [9] studied on the second-order variation Fibonacci code and obtained some
results about the second-order variation Fibonacci codes of some positive integers.

Then, in 2015, a third-order variation of the Fibonacci code was presented for m = 3 as follows:

Definition 2.3. [10] The third-order variant Fibonacci sequences, GHff)(k) is described with the
sequences {u,v,u + v,2 u + 2v,3u + 4v, 6u + 7v} where v = 1 — u, that is, GH&3)(1) =u, GHL(L?’)(Z) =
1—u, GH®(3) =1, and for k > 4, GHP (k) = GH® (k — 1) + GHSD (k — 2) + GHSD (k — 3).

In this situation, the second and the third order variant Fibonacci (or GH) codes can be defined above
definitions. And we know that these universal codes can be obtained by using the same rule used to generate
the standard Fibonacci code [3]. Thus, it is obvious that as the value of u changes, a different sequence is

obtained. Daykin [11] proved that only the Fibonacci sequence forms a unique Fibonacci code for all positive
integers. Moreover, some integers have many GH codes, while others have no GH code. For instance, if

VF® (k) = {-5,6,1,7,8,15,23,38, ...}, then there is no GH code for k = 20. Similarly, if VFZ (k) =
{-2,3,1,4,5,9,14, 23, ... }, then there are two GH codes for k = 13. Because
13=4+9=VFP@W+VFP@6)=—2+1+14=VF? 1) +VF?3) + VF?D(7),

these codes are 0001011 and 10100011. Furthermore, if VF_(?1 (k) ={-11,12,1,2,15,18,35,68, ... }, then there

is no GH code for k = 11 [10], and if VFS) (k) = {-5,6,1,2,9,12,23,44, ... }, then there are two GH codes for
integer k = 9. Because

9=VFDG)=-5+2+12=VFD W) +VvFD @) +vr(e),

these codes are 0000111 and 10010111.

Moreover, in 2016, it was obtained and proved the following theorem by Basu et al [12]. According to
following theorem, it is obtained that the relationship between the second-order variant Fibonacci sequence
and the Fibonacci sequence.

Theorem 2.4. [12] Let VE, (k) is the second-order variant Fibonacci sequence and F (k) is the Fibonacci
sequence. In this case, for k > 1,

VE,(k) =F(k —2) —uF(k—4)
where k is an integer.

Definition 2.5. [5] A second-order variant of the Narayana sequence, VN, (k), is described the sequence
{u3—u,1—-u,1,4—u,5—2u,6 —2u, 10 — 3y, ... } with initial conditions VN,,(0) = u; VN, (1) = 3 —u;
VN,(2) =1 —u;and fork > 3, VN, (k) = VN, (k — 1) + VN,,(k — 3).

Similarly, the second order variant Narayana codes can be defined above definition. And, we know that these
universal codes can be obtained by using the same algorithm used to generate the standard Fibonacci code [3].
For instance, there is no variant Narayana code for 2 for VN_3 (k) = {—3,6 4,1,7,11,12,19}. And, we obtain
that there are two variant Narayana codes of 12 for VN_; (k) = {-1,4,2,1,5,7,8,13, 20, ... }. Because

12 = 4+ 8=VN_,(2) + VN_,(7) = —1+13=VND (1) + YN (8),
these variant Narayana codes of 12 are 01000011 and 100000011.
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3. The Research Findings and Discussion

In this study, firstly, we obtained and demonstrated the following theorem, which is the relation between the
third-order variant Fibonacci sequence and the Tribonacci sequence.

Theorem 3.1. Let VFu(3)(k) is the third-order variant Fibonacci sequence and T (k)
is the Tribonacci sequence. In this case, for k > 1,

VE® (k) =T(k — 1) —uT(k — 4)
where k is an integer.
Proof. We obtain the following set from the third-order variant of the Fibonacci sequence.

VE® () = {w1-u1,2,4—u7—u13—2u,24—4u,..}.

Vpu(3)(1) = u=0-u(-1) =T(-1) —ul(-3),

VE®P @)= 1—u=1-u(l) =T(1) —uT(-2),

VE®3) = 1=1-u(0) =T(2) —uT(-1).
The results are correct for k = 1,k = 2, and k = 3, as seen above. Suppose that the results are correct for k =
1,2 ..,n. Inthatcase, VE& (n—2) = T(n — 3) —uT(n— 6) , VE@ (n— 1) = T(n — 2) — uT(n — 5), and
VFu(3) (n) =T(n —1) —uT(n — 4). Let’s show that this equation is true for n +1.

VE®m+1)=Th-1)—uT(n—4)+T(n—2) —uT(n—5)+T(n—3) —uT(n—6)
=Tm—-1D)+Tn—-2)+Tn—-3)-uT(n—4)+T(n—-5)+T(n—6)
=Tn) —uTm—-3)=Tn+1-1) —uT(n+1-4).

Therefore, by the induction, we can write

VE® (k) =T(k —1) —uT(k — 4),k > 1.

3.1. The Third Order Bivariate Gopala Hemachandra Sequences and Codes

We will describe a new variation depending on two negative variables of the GH sequence for m = 3 as
follows:

Definition 3.1.1. The third-order bivariate GH sequence GHS (k) is described the sequence {u, v,s,u + v +

(u,v)

S, u+2v+2s,2u+3v +4s,4u+6v +7s,.. } where s = 1 —u — v, with initial conditions GH((E?U)(l) =
u,GH® (2) =v,6H® . 3)=1-u—vandfork = 4,GH® (k) = GH® (k- 1) + GH® (k- 2) +

(w,v) (w,v) (wv) (u,v) (u,v)

GH® (k- 3).

(u,v)

For instance, from the above definition foru = —2,v = -3, we have {-2,-3,6,1,4,11,16,31,...}. It is
obviously seen that different sequences will be obtained for different values of u and v.

With these bivariate variants of GH sequences, we may compose a new universal source code, which we named
the bivariate GH code or bivariate variant of Fibonacci universal code. To make, it can be used the same rule
used to generate the standard Fibonacci code as in the second and the third order variant Fibonacci code. In
addition, we know that GH sequences authorize having more than one Zeckendorf representation of any

integer. Similarly, here, we have obtained the third-order bivariate variant of the GH sequences authorizing

having more than one Zeckendorf representation of any integer. For example, for GH((E)Z,_@(I() =

{-2,-3,6,1,4,11,16,31, ...},

_ —cH® 3) _ _oy® 3)
17 =6+ 11=GH®), 5 (3)+GHZ),_;)(6) =1+16 = GH?) , (4) + GHZ), (7).
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Therefore, the third order bivariate GH code of 17 would be both 00100111 and 000100111.

In this study, we investigated for which values u and v, the third-order bivariate GH codes precisely exist or
for which k positive integers they do not exist. For instance, we obtained that each positive integer has at least
one bivariate GH code for GH((E)ZJ_Q (k) ={-2,-6,9,1,4,14,19,37, ... }. But there is no bivariate GH code

of 5 for GH) _, (k) = {=6,—2,9,1,8,18,27,53, ...}

Basu and Prasad [9] obtained the second-order GH codes GHff)(k) or undetectable values of the positive
integer k for k = 1,2, ...,100 and for u = —2, ..., —20. Besides, Nall1 and Ozyilmaz [10] obtained the third-

order GH codes GH,(f‘)(k) or undetectable values of the positive integer k, for k = 1,2, ...,100 and for u =
—-2,...,—20.

In this section, we obtained the third-order bivariate GH codes VF, (uv) (k) or undetectable values (-) of the

positive integer k fork = 1,2, ...,100 and foru = —1,...,—20and v = —2, ..., —21 (u and v are consecutive,
v < u) Tables 1 and 2. From Tables 1 and 2, we got the following results for the third-order bivariate GH

codes.
i.  For the positive integers k = 1,2,3, the third-order bivariate GH code VF((SL) (k) exactly exists, for

u=-1,-2,..,—20 and v = -2, -3, ..., —21 (u and v are consecutive, v < u).
ii. For1l <k <100, there are at most j consecutive undetectable (--) values in the third-order bivariate

3) o whi ;
GH code in VF 23, _ 44y, (k) columninwhich 1 < j < 17.
iii. For 1<k <100, as long as j raises, the detectable of GH code is reduced in VF, F® (9]

(=3+j,=(4+))
columninwhich1 <j <17.

Table 1. The third order bivariate GH codes of k for 1 < k < 100, and foru = —-1,—2,...,—10and v =
—2,—3,...,—11 (u and v are consecutive, v < u).

000111 000111 000111 000111 000111 000111 000111 000111 000111 000111
1000111 1000111 1000111 1000111 1000111 1000111 1000111 1000111 1000111 1000111
0000111 1001111 1001111 1001111 1001111 1001111 1001111 1001111 1001111 1001111

00111 0000111 01111 - - - - - - -
001111 0001111 0000111 01111 - - - - - -
01000111 00111 0001111 0000111 01111 - - - - -
7 10000111 0110111 11000111 0001111 0000111 01111 = = = =
00000111 01000111 00111 11000111 0001111 0000111 01111 - - -
00010111 10000111 001111 11010111 11000111 0001111 0000111 01111 - -

0 010000111 10010111 01000111 00111 11010111 11000111 0001111 0000111 01111 -

11 100000111 00000111 10000111 001111 = 11010111 11000111 0001111 0000111 01111
12 000000111 00010111 10010111 01000111 00111 = 11010111 11000111 0001111 0000111
13 000100111 010000111 0010111 10000111 001111 = = 11010111 11000111 0001111
14 100010111 100000111 00000111 10010111 01000111 00111 = = 11010111 11000111
000010111 100100111 00010111 110000111 10000111 001111 - - - 11010111
6 001000111 000000111 010000111 0010111 10010111 01000111 00111 - - -
001100111 000100111 100000111 00000111 110000111 10000111 001111 - - -

18 101010111 100010111 100100111 00010111 110100111 10010111 01000111 00111 = =

19 100001111 100110111 00001111 010000111 0010111 110000111 10000111 001111 = =

20 000001111 000010111 000000111 100000111 00000111 110100111 10010111 01000111 00111 =

1

B
5|
6|
7|
[ ]
[ ]
(0|
El
12|
(13|
EN
15|
16|
Bl
18|
El
EN

21 0100000111 000110111 000100111 100100111 00010111 = 110000111 10000111 001111 -
0101000111 001000111 100010111 01100111 010000111 0010111 110100111 10010111 01000111 00111
0000000111 001100111 100110111 00001111 100000111 00000111 = 110000111 10000111 001111
0001000111 101010111 011000111 000000111 100100111 00010111 = 110100111 10010111 01000111
1000100111 100001111 000010111 000100111 110110111 010000111 0010111 = 110000111 10000111
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Table 1. Continued
(u=-4) (u=5) (u=-7) (u=-8 @W=-9) (u=-10)

=

(w=-5) (v=-6) v=-8) Ww=-9) (v=-11)
0000100111 100101111 000110111 100010111 01100111 100000111 00000111 - 110100111 10010111
0010000111 000001111 00101111 100110111 00001111 100100111 00010111 - - 110000111
0011000111 0100000111 001000111 00110111 000000111 110110111 010000111 0010111 - 110100111
0100010111 0101000111 001100111 011000111 000100111 - 100000111 00000111 - -
0101010111 1001000111 101010111 000010111 100010111 01100111 100100111 00010111 - -
0000010111 0101000111 100001111 000110111 100110111 00001111 110110111 010000111 0010111 -

0001010111 0001000111 100101111 110001111 00100111 000000111 = 100000111 00000111 =

0100001111 1000100111 001010111 00101111 00110111 000100111 = 100100111 00010111 =

0101001111 1001100111 000001111 001000111 011000111 100010111 01100111 110110111 010000111 0010111
0000001111 0000100111 0100000111 001100111 000010111 100110111 00001111 = 100000111 00000111
0001001111 0001100111 0101000111 101010111 000110111 = 000000111 = 100100111 00010111
1000101111 0010000111 1001000111 100001111 110001111 00100111 000100111 = 110110111 010000111
0000101111 0011000111 011001111 100101111 110101111 00110111 100010111 01100111 = 100000111
0010001111 0100010111 0101000111 1101000111 00101111 011000111 100110111 00001111 = 100100111
0011001111 1000010111 0001000111 001010111 001000111 000010111 = 000000111 = 110110111
01000000111 1001010111 1000100111 000001111 001100111 000110111 = 000100111 = =

01010000111 0000010111 1001100111 0100000111 101010111 110001111 00100111 100010111 01100111 -
00000000111 0001010111 0110000111 0101000111 100001111 110101111 00110111 100110111 00001111 -
00010000111 0100001111 0000100111 1001000111 100101111 - 011000111 - 000000111 -
10001000111 1000001111 0001100111 = 1101000111 00101111 000010111 000010111 000100111 =
00001000111 1001001111 1100010111 011001111 = 001000111 000110111 = 100010111 01100111
00100000111 0000001111 0010000111 0101000111 001010111 001100111 110001111 00100111 100110111 00001111
00110000111 0001001111 0011000111 0001000111 000001111 101010111 110101111 00110111 - 000000111
01000100111 1000101111 0100010111 1000100111 0100000111 100001111 - 011000111 - 000100111
m 10000100111 1001101111 1000010111 - 0101000111 100101111 - 000010111 000010111 100010111
00000100111 0000101111 1001010111 001001111 1001000111 1101000111 00101111 000110111 = 100110111
00010100111 0001101111 1100001111 0110000111 1101100111 = 001000111 110001111 00100111 =
10001100111 11000000111 0000010111 0000100111 = = 001100111 110101111 00110111 =
00001100111 0110101111 0001010111 0001100111 011001111 001010111 101010111 - 011000111 -
a 00000010111 01000000111 1000110111 1100010111 0101000111 000001111 100001111 - 000010111 000010111
E 00010010111 10000000111 1000001111 1101010111 0001000111 0100000111 100101111 - 000110111
10001010111 10010000111 1001001111 0010000111 1000100111 0101000111 1101000111 00101111 110001111 00100111
00001010111 00000000111 0000110111 0011000111 1001100111 1001000111 = 001000111 110101111 00110111
00100010111 00010000111 0000001111 0100010111 = 1101100111 = 001100111 = 011000111
m 00110010111 10001000111 0001001111 1000010111 001001111 - - 101010111 - 000010111
01000110111 01100000111 1000101111 1001010111 0110000111 - 001010111 100001111 - 000110111
10000110111 00001000111 1001101111 1100001111 0000100111 011001111 000001111 100101111 - 110001111
00000110111 00011000111 0110001111 0010100111 0001100111 0101000111 0100000111 1101000111 00101111 110101111
01000001111 00100000111 0000101111 0000010111 1100010111 0001000111 0101000111 = 001000111 =
10000001111 00110000111 0001101111 0001010111 1101010111 1000100111 1001000111 = 001100111 =
m 00000001111 10101000111 11000000111 1000110111 - - 1101100111 - 101010111 -
00010001111 10000100111 11010000111 1000001111 0010000111 - - - 100001111 -
m 10001001111 10010100111 0110101111 1001001111 0011000111 - - 001010111 100101111 -
m 00001001111 00000100111 01000000111 0110010111 0100010111 001001111 = 000001111 1101000111 00101111
00100001111 00010100111 10000000111 0000110111 1000010111 0110000111 011001111 0100000111 1001100111 001000111
00110001111 10001100111 10010000111 0000001111 1001010111 0000100111 0101000111 0101000111 — 001100111
01000101111 10000010111 11011000111 0001001111 1100001111 0001100111 0001000111 1001000111 = 101010111

IR OO WW[W]W[W[W[W][WIN|N[N]DN
a|dlw|INMN|IP|OJO|O(N|OD|O R |WIN|P|O|]O ]| |[N|O
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Table 1. Continued

01010101111 00001100111 00000000111 1000101111 1101001111 1100010111 1000100111 1101100111 — 100001111
000001001111 00000010111 00010000111 1001101111 0010100111 1101010111 1001100111 - - 100101111
110000000111 00010010111 10001000111 0011010111 0000010111 = = = 001010111 1101000111
010000000111 10001010111 10011000111 0110001111 0001010111 = = = 000001111 -
100000000111 01100010111 01100000111 0000101111 1000110111 0010000111 — — 0100000111 —
000000000111 00001010111 00001000111 0001101111 1000001111 0011000111 001001111 011001111 0101000111 —
000100000111 00011010111 00011000111 11000000111 1001001111 0100010111 0110000111 0101000111 1001000111 —
m100010000111 00100010111 11000100111 11010000111 1101101111 1000010111 0000100111 0001000111 1101100111 -
000010000111 00110010111 00100000111 0010001111 0110010111 1001010111 0001100111 1000100111 - -

001000000111 01000110111 00110000111 0110101111 0000110111 1100001111 1100010111 1001100111 = 001010111
001100000111 10000110111 10101000111 01000000111 0000001111 1101001111 1101010111 - - 000001111
010001000111 11000001111 10000100111 10000000111 0001001111 - - - - 0100000111
100001000111 00000110111 10010100111 10010000111 1000101111 0010100111 - - - 0101000111
EOOOOOlOOOlll 01000001111 00101000111 11011000111 1001101111 0000010111 = = 011001111 1001000111

000101000111 10000001111 00000100111 0010101111 0010010111 0001010111 0010000111 001001111 0101000111 1101100111
010000100111 10010001111 00010100111 00000000111 0011010111 1000110111 0011000111 0110000111 0001000111 =
m100000100111 00000001111 10001100111 00010000111 0110001111 1000001111 0100010111 0000100111 1000100111 -
m000000100111 00010001111 10000010111 10001000111 0000101111 1001001111 1000010111 0001100111 1001100111 -
000100100111 10001001111 10010010111 10011000111 0001101111 - 1001010111 1100010111 - -
100010100111 01100001111 00001100111 = 11000000111 = 1100001111 1101010111 - -
000010100111 00001001111 00000010111 01100000111 11010000111 0110010111 1101001111 = = =
001000100111 00011001111 00010010111 00001000111 0010110111 0000110111 = = - 011001111
001100100111 00100001111 10001010111 00011000111 0010001111 0000001111 - - - 0101000111
m010001100111 00110001111 10011010111 11000100111 0110101111 0001001111 0010100111 - 001001111 0001000111
100001100111 01000101111 01100010111 11010100111 01000000111 1000101111 0000010111 0010000111 0110000111 1000100111
m000001100111 01010101111 00001010111 00100000111 01010000111 1001101111 0001010111 0011000111 0000100111 1001100111
m000101100111 00101001111 00011010111 00110000111 10010000111 = 1000110111 0100010111 0001100111 =
100000010111 110000000111 11000110111 10101000111 11011000111 0010010111 1000001111 1000010111 1100010111 -

Table 2. The third order bivariate GH codes of k for 1 < k < 100, and for

u=-11,-12,..,—20and v = —12,—-13, ..., —21 (u and v are consecutive, v < u).
2) u=-13) (u=-14) @=15) WwW=-16) (u=-17) (u=-18) (u=-19)

-13) (wv=-14) (w=-15) (w=-16) (v=-17) (w=-18) (v=-19) (v=-20)
000111 000111 000111 000111 000111 000111 000111 000111 000111 000111

I

2 1000111 1000111 1000111 1000111 1000111 1000111 1000111 1000111 1000111 1000111
1001111 1001111 1001111 1001111 1001111 1001111 1001111 1001111 1001111 1001111

01111 - - - = = = - - —
13 0000111 01111 - - = = = — _ _
14 0001111 0000111 01111 — - - = - _ _

[N IV ~ o | b |w

N |~ | o
|
|
|
|
|
|
|
|
|
|
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Table 2. Continued
2) wu=-13) (u=-14) @w=15 @W@=-16) (u=-17) (u=-18) (u=-19) (u=-20)

11000111 0001111 0000111 01111 = = = = = =
16 11010111 11000111 0001111 0000111 01111 - - - - -
= 11010111 11000111 0001111 0000111 01111 - - - -
— — 11010111 11000111 0001111 0000111 01111 — — —
— — — 11010111 11000111 0001111 0000111 01111 — —
— — — — 11010111 11000111 0001111 0000111 01111 —
- - - - - 11010111 11000111 0001111 0000111 01111
= = = = = = 11010111 11000111 0001111 0000111
= = = = = = = 11010111 11000111 0001111
24 00111 - - - - - - - 11010111 11000111
25 001111 - - - - - - - - 11010111
01000111 00111 - - - - - - - -
10000111 001111 = = = = = = = =
10010111 01000111 00111 = = = = = = =
110000111 10000111 001111 = = = = = = =
110100111 10010111 01000111 00111 - - - - - -

- 110000111 10000111 001111 - - - - - -

- 110100111 10010111 01000111 00111 - - - - -

= = 110000111 10000111 001111 = = = = =

= = 110100111 10010111 01000111 00111 - - - -

= = = 110000111 10000111 001111 = = = =

- - - 110100111 10010111 01000111 00111 - - -

= | e
© | ©

NN
~N | o

[<2] a1 Al Al DIWIW(W|W|W[W[W]|W[W[W[N]|N NN (NN = =
~N|[o (o W|IN([P|OJlO|O(N|O|O | B |[W|N|[FL]|O © w [N |- |O ~

©

0010111 - - - 110000111 10000111 001111 - - -
00000111 - - - 110100111 10010111 01000111 00111 - -
00010111 = = = = 110000111 10000111 001111 = =

010000111 0010111 = = = 110100111 10010111 01000111 00111 =
100000111 00000111 = = = = 110000111 10000111 001111 =
100100111 00010111 - - - - 110100111 10010111 01000111 00111
110110111 010000111 0010111 - - - - 110000111 10000111 001111

- 100000111 00000111 - - - - 110100111 10010111 01000111

= 100100111 00010111 = = = = = 110000111 10000111

= 110110111 010000111 0010111 = = = = 110100111 10010111

= = 100000111 00000111 = = = = = 110000111

- - 100100111 00010111 - - - - - 110100111
= = 110110111 010000111 0010111 = = = = =
50 01100111 - - 100000111 00000111 - - - - -
i 00001111 = = 100100111 00010111 = = = = =
52 000000111 = = 110110111 010000111 0010111 = = = =
53 000100111 = = = 100000111 00000111 = = = =
54 100010111 01100111 - - 100100111 00010111 - - - -
55 100110111 00001111 = = 110110111 010000111 0010111 = - -
56 - 000000111 - - - 100000111 00000111 - - -
57 = 000100111 = = = 100100111 00010111 = = =
58 = 100010111 01100111 = = 110110111 010000111 0010111 = =
59 = 100110111 00001111 — — = 100000111 00000111 = =
= = 000000111 = = = 100100111 00010111 = -
1 = = 000100111 = = = 110110111 010000111 0010111 =
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Table 2. Continued
(u=-12) (u=-13) (u=-14) @W=15) @w=-16) (u=-17) (u=-18) (u=-19) (u=-20)

w=-13) (wv=-14) (w=-15) (wv=-16) (w=-17) (v=-18) (wv=-19) (w=-20) (v=21)

00100111 - 100010111 01100111 - - - 100000111 00000111 -
00110111 - 100110111 00001111 - - - 100100111 00010111 -
011000111 - - 000000111 - - - 110110111 010000111 0010111
000010111 - - 000100111 - - - - 100000111 00000111
N ooo0110111 - - 100010111 01100111 - - - 100100111 00010111
110001111 00100111 - 100110111 00001111 - - - 110110111 010000111
IZM 110101111 00110111 - - 000000111 - - - - 100000111
El - 011000111 - - 000100111 - - - - 100100111
_ 000010111 - - 100010111 01100111 - - - 110110111
- 000110111 - - 100110111 00001111 - - - -
- 110001111 00100111 - - 000000111 - - - -
- 110101111 00110111 - - 000100111 - - - -
- - 011000111 - - 100010111 01100111 - - -
00101111 - 000010111 - - 100110111 00001111 - - -
001000111 - 000110111 - - - 000000111 - - -
011010111 - 110001111 00100111 - - 000100111 - - -
101010111 - 110101111 00110111 - - 100010111 01100111 - -
100001111 - - 011000111 - - 100110111 00001111 - -
N 100101111 - - 000010111 - - - 000000111 - -
1101000111 00101111 - 000110111 - - - 000100111 - -
- 001000111 - 110001111 00100111 - - 100010111 01100111 -
- 001100111 - 110101111 00110111 - - 100110111 00001111 -
El - 101010111 - - 011000111 - - - 000000111 -
- 100001111 - - 000010111 - - - 000100111 -
El - 100101111 - - 000110111 - - - 100010111 01100111
- 1101000111 00101111 - 110001111 00100111 - - 100110111 00001111
- - 001000111 - 110101111 00110111 - - - 000000111
N 002010111 - 001100111 - - 011000111 - - - 000100111
E 000001111 - 101010111 - - 000010111 - - - 100010111
000101111 - 100001111 - - 000110111 - - - 100110111
P 0101000111 - 100101111 - - 110001111 00100111 - - -
1001000111 - 1101000111 00101111 - 110101111 00110111 - - -
1101100111 - - 001000111 - - 011000111 - - -
- - - 001100111 - - 000010111 - - -
El - 001010111 - 101010111 - - 000110111 - - -
- 000001111 - 100001111 - - 110001111 00100111 - -
N - o1o0000111 - 100101111 - - 110101111 00110111 - -
El - 1000000111 - 1101000111 00101111 - - 011000111 - -
100 - 1001000111 - - 001000111 - - 000010111 - -

In this section, we have also obtained the following theorem, which is the relation between the third-order
bivariate variant of the Fibonacci sequence and the Tribonacci sequence.

Theorem 3.1.2. Let VF) (k) isthe third-order bivariate variant of the Fibonacci sequence and T (k)

(wv)

is the Tribonacci sequence. In this case, for k > 1,

VES (k) = T(k —2) —u(T(k — 4) + T(k = 5)) — vT(k — 5)

(uv)

where k is an integer.
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Proor. We have the following set from the third-order bivariate variant of the Fibonacci sequence.

Fgl)(k) = {uvl-u-v1,2-u,4—-2u—v,7-3u—v,13 — 6u—2v,24 — 11lu — 4v, ---}.
Vp(gl)(l) = u=0—-u(0+(-1))—v.0=T(-1) —u.(T(-3) + T(-4)) — vT(-4),
VF((j)v)(z) = v=0—u((-1)+1)—v.(-1) =T(0) —u.(T(-2) + T(=3)) — vT(-3),

Vp(g])(g) = 1-u-v=1-u(0+1)-v.1=T(1) —u(T(-1) + T(-2)) — vT(-2).

The results are correct for k = 1,k = 2, and k = 3, as seen above. Suppose that the results are correct for k =
1,2 ..., n. In that case,

Vp((jl)(n —2)= Tn—-4)—-u(Th—-6)+T(n—-7))—vT(n-7).
F((Ifz))(n 1) = T(n—3)—u(T(n—S)+T(n—6))—vT(n—6).
Féfz,)(n) = Tn—-2)—u(T(n—4)+T(n—-5))—vT(n—5).

Let us show that this equation is true forn + 1.
VES (n+1) = Tn—4) - w(T(n—6)+T(n—7))—vT(n—7)+T(n—3) —u(T(n—5) + T(n— 6))
—vT(n—6)+T(n—2) —u(T(n —4) + T(n —5) — vT(n — 5)
= T—-4)+TM—-3)+Tn—2)—uTn—4)+T( —5)+ T(n—>5)
+T(—6)+T(n—6)+T(n—7)) —v(T(n—7) + T(n — 6) + T(n — 5))
= Tn—-1D)—u(Tn-3)+T(n—4)) —vT(n—4)
= Tn+1-2)—u(Tn+1-4)+T(m+1-5))—vT(n+1-5).
Therefore, by the induction, we can write

VFG, (k) = T(k —2) —u(T(k —4) + T(k = 5)) = vT(k — 5),k 2 1.

uv

3.2. The Second-Order Bivariate Variant of Narayana Sequences and Codes

This section describes a new variation depends on two negative variables of the Narayana sequence as follows:
Definition 3.2.1. The second-order bivariate variant of the Narayana sequence VN((E)V) (k) is described the
sequence {u,v,s,u+s,v+u+s,v+u+2s,v+2u+3s,..}wheres = 1 — u — v, with initial conditions

VNG, (D) =u; VN, (2) = v; VN, (3) =1 —u—v; and for k 24, VN, (k) = VNG, (k — 1) +
@)
VN, (k- 3).

Here, if u = -2 and v = —3, then the second-order bivariate variant of the Narayana sequence is
{-2,-3,6,4,1,7,11,12,19, ... }. It is obviously seen that different sequences will be obtained for different
values of u and v.

With these bivariate variant of Narayana sequences, we may compose a new universal source code, which we
have named the bivariate variant of the Narayana code. To make, it can be used the same rule used to generate
the standard Fibonacci code as in the second and the third order bivariate variant of Fibonacci code.
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Moreover, as in the variations of Fibonacci sequences, the bivariate variant of Narayana sequences has more
than one Zeckendorf representation of any integer, too. For example, the second order bivariate variant of

Narayana code of 17 would be 1000000011 or 00100011 for VN((_Z;’_@(k):
{-2,-3,6,4,1,7,11,12,19, ... }. Because

17=-2+19=VN% () +VNZ, ;9 =6+11=VNZ _.,(3) +VNZ) (D).

In this study, we have also investigated for which values u and v the second-order bivariate variant of Narayana
codes precisely exist or for which k positive integers they don’t exist. For instance, we have obtained that there
is no bivariate variant of the Narayana code of 2 for VN((_Zi’_S)(k) ={-1,-3,5,4,1,6,10,11,17}.

Das and Sinha have obtained the second-order variant of Narayana codes VNLEZ)(k) or undetectable values of
the positive integer k fork = 1,2, ...,50 and foru = —1, -2, ..., —20 in [13]. In this section, we have obtained
the second-order bivariate variant of Narayana codes VN((iL)(k) or undetectable values (-) of the positive
integer k fork = 1,2,...,100and foru = —1,-2,...,—20 andv = —2,-3, ..., —21 (u and v are consecutive,
v < u) Tables 3 and 4.
From Tables 3 and 4, we got the following results for the second-order bivariate variant of Narayana codes.

I.  For the positive integers k = 1, the second-order bivariate variant of the Narayana code VN((E)U) (k)

exactly exists foru = —1,—-2,...,—20 and v = —2, -3, ..., —21 (u and v are consecutive, v < u).
ii. For1 <k < 100, there are at most j consecutive undetectable (--) values in the second-order bivariate

variant of Narayana code in VN((31+1),—(2+1))(") columninwhich 1 <j < 19.
iii. For 1<k <100, as long as j raises, the detectable of Narayana code is reduced in

) . ; .
VN( (1+j)'_(2+j))(k) columninwhich1 <j < 19.

Table 3. The second order bivariate variant of Narayana codes of k for 1 < k < 50, and for u =
-1,-2,..,—10and v = —2,-3,...,—11 (u and v are consecutive, v < u).

(u=5) u=-6) @=-7 @W@=-8) @=-9) m=-10)

K (v=-6) w=-7) (v=-8) wv=-9 WwW=-10) (v=-11)
000011 000011 000011 000011 000011 000011 000011 000011 000011 000011
10011 10011 10011 10011 10011 10011 10011 10011 10011 10011
00011 - - - - - - - - -

[ 4 | 0011 00011 - - - - - - - -
0000011 1000011 00011 - - - - - - -
BN 0000011 0011 1000011 00011 - - - - - -
10000011 0000011 - 1000011 00011 - - - - -
BN ooooo01 01000011 0011 - 1000011 00011 - - - -
[ ooooooo11 100100011 0000011 - - 1000011 00011 - - -
000010011 100000011 01000011 0011 - - 1000011 00011 - -
100100011 00000011 100100011 0000011 - - - 1000011 00011 -
0100000011 000000011 100000011 01000011 0011 - - - 1000011 00011
1000000011 000010011 100010011 1001011 0000011 - - - - 1000011
0000000011 100100011 00000011 100000011 01000011 0011 - - - -
0000100011 00010011 000000011 100010011 1001011 0000011 - - - -
1001000011 0100000011 000010011 - 100000011 01000011 0011 - - -
0001000011 1000000011 0010011 00000011 100010011 1001011 0000011 - - -
0010000011 1000100011 - 000000011 - 100000011 01000011 0011 - -
0000010011 0000000011 00010011 000010011 - 100010011 1001011 0000011 - -
01000000011 0000100011 0100000011 100100011 00000011 - 100000011 01000011 0011 -
10000000011 1001000011 1000000011 0010011 000000011 - 100010011 1001011 0000011 -
00000000011 - 1000100011 - 000010011 - - 100000011 01000011 0011
00001000011 0001000011 001000011 00010011 100100011 00000011 - 100010011 1001011 0000011
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Table 3. Continued.
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10010000011
00010000011
00100000011

00000100011

Z:3 01000010011

010000000011
100000000011

<k 000000000011
< 000010000011
<kl 100100000011
000100000011
<5 001000000011
<[5 000001000011
<74 010000100011
<} 100000100011
<’ 000000100011

w
N

000000010011
¥t 000010010011
“72~ 100100010011

0100000000011
1000000000011
0000000000011
n 0000100000011
1001000000011
m 0001000000011
0010000000011
0000010000011
0100001000011
1000001000011
0000001000011

0000000100011
- 0000100100011
1001000100011
0100000010011
1000000010011
- 0000000010011
m 0000100010011
- 1001000010011
0001000010011

SN 0010000010011

0000010010011

E 01000000000011
m 10000000000011
00000000000011
m 00001000000011
ﬂ 10010000000011
70

00010000000011

1000010011
0010000011
0000010011
01000000011
10000000011
10001000011
00000000011
00001000011
10010000011
00010000011
10000100011
00100000011
00000100011
01000010011
010000010011
100000000011
100010000011
000000000011
000010000011
100100000011
00010010011
000100000011
100001000011
001000000011
000001000011
010000100011
100000100011
100000010011
000000100011
000000010011
000010010011
100100010011
000100100011
0100000000011
1000000000011
1000100000011
0000000000011
0000100000011
1001000000011
0001000000011
1000010000011
0010000000011
0000010000011
0100001000011
1000001000011

0000000011
0000100011
1001000011

0001000011
1000010011
0010000011
0000010011
01000000011
10000000011
10001000011
00000000011
00001000011
10010000011

00010000011
10000100011
00100000011
00000100011
01000010011
01001010011
10001010011
10001001011
00000010011
000000000011
000010000011
100100000011

000100000011
100001000011
001000000011
000001000011
010000100011
100000100011
100000010011
100010010011
000000100011
000000010011
000010010011
100100010011

0100000011
1000000011
1000100011
00100011
001000011
0000000011
0000100011
1001000011

0001000011
1000010011

0010000011
0010100011
01000000011
10000000011
10001000011

00000000011
00001000011
10010000011

00010000011
10000100011

00100000011

00000100011

01000010011

010000000011
100000000011
100010000011
00000010011
000000000011
000010000011
100100000011

00010010011
000100000011

0010011
00010011
0100000011
1000000011
1000100011
00100011
00101011
0000000011
0000100011
1001000011

0001000011
1000010011

0010000011
0010100011
01000000011
10000000011
10001000011

00000000011
00001000011
10010000011

00010000011
10000100011

00100000011
00000100011
01000010011
010000000011
100000000011

000000011
000010011
100100011

0010011
00010011
0100000011
1000000011
1000100011

00100011
001000011
0000000011
0000100011
1001000011

0001000011
1000010011

0010000011
0010100011
01000000011
10000000011
10001000011

00000000011
00001000011
10010000011

00000011
000000011
000010011
100100011

0010011
00010011
0100000011
1000000011
1000100011

00100011
001000011
0000000011
0000100011
1001000011

0001000011
1000010011

0010000011
0010100011
01000000011
10000000011
10001000011

00000011
000000011
000010011
100100011

0010011
00010011
0100000011
1000000011
1000100011

00100011
00101011
0000000011
0000100011
1001000011

0001000011
1000010011

0010000011
0010100011
01000000011

00010000011 00000000011 10000000011

100000011
100010011

00000011
000000011
000010011
100100011

0010011
00010011
0100000011
1000000011
1000100011

00100011
001000011
0000000011
0000100011
1001000011

0001000011
1000010011

01000011
1001011
100000011
100010011

00000011
000000011
000010011
100100011

0010011
00010011
0100000011
1000000011
1000100011

00100011
001000011
0000000011
0000100011
1001000011
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Table 3. Continued.
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00100000000011

0000010000001
01000010000011
1000001000001
0000001000001
0000000100001
U] 0000100100001
1001000100001
0100000010001
m 1000000010001
0000000010001
0000100010001
1001000010001
0001000010001
0010000010001
E 0000010010001
0100000001001
1000000001001
E 0000000000011
m 0000100001001
1001000000011
0001000001001
0010000001001
0000010000011
0100001001001

1000000100011
0000001000011
0000000100011
0000100100011
1001000100011
0001001000011
0001000100011
1000000010011
1000100010011
0000000010011
0000100010011
1001000010011
0001000010011
1000010010011
0010000010011
0000010010011

000100100011
0100000000011
1000000000011
1000100000011
0000000000011
0000100000011
1001000000011

0001000000011
1000010000011
0010000000011
0000010000011
0100001000011

100001000011

001000000011
000001000011
010000100011
100000100011
100000010011
100010010011
000000100011
000000010011
000010010011
100100010011
001001000011

100010000011 10000100011

00000010011
000000000011

000010000011 00100000011

100100000011 00000100011

01000010011

00100100011 010000000011

100000000011

00010010011 100010000011

000100000011

00000010011

000000000011

000100100011 001000000011 000010000011

01000000000011 1000001000011 0100000000011 000001000011 100100000011

10000000000011 1000000100011 1000000000011 010000100011
10001000000011 1000100100011 1000100000011 100000100011

00000000000011
00001000000011

10010000000011 0000100100011 0000000000011

00010000000011

0000001000011
0000000100011

1001000100011 0000100000011

EOlOOOOOOOOOOOll 10000100000011 0001001000011

J4 100000000000011 00100000000011 0100000010011

EOOOOOOOOOOOOOM 00000100000011 0100100010011

EOOOOIOOOOOOOOH 01000010000011 1000100010011 0001000000011

100010100011
100010010011

000100000011

1001000000011 000000100011 100001000011

000000010011
000010010011

100100000000011 10000010000011 0010101000011 1000010000011 001001000011 001000000011

00001000011 10001000011
10010000011

00010000011 00001000011
10000100011 10010000011

00100000011
00000100011

— 0001000011
- 1000010011

0010000011 -

0010100011 —

01000000011 —

10000000011 -

00000000011 10001000011 —

= 0010000011
- 0010100011
- 01000000011
- 10000000011
- 10001000011

00000000011 -

00001000011 -

01000010011 00010000011 10010000011 -

010000000011 10000100011
100000000011
100010000011

00000010011 00100000011

= 00000000011

0010010011 00001000011

= 10010000011

000000000011 00000100011 00010000011 -

000010000011 01000010011 10000100011 -

100100000011 010000000011

100000000011

Table 4. The second order bivariate variant of Narayana codes of k for 1 < k < 50, and for u =
—-11,-12,...,—20 and v = —12,—13, ..., —21 (u and v are consecutive, v < u).

(u=-11) (u=-12) (u=-13) (u=-14)

4

(CEE V)
1 000011
10011

=
o
| |

|

000011
10011

000011
10011

(u=15)
000011 000011
10011 10011

10011

000011

10011

000011

10011

(u=-16) (u=-17) (u=-18) (u=-19) (u=-20)
wv=-13) (w=-14) Ww=-15) (v=-16) (v=-17) (v=-18) (v=-19)
000011

(v=-200 (w=21)
000011
10011

000011
10011
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Table 4. Continued.

. (u=-11) @=-12) (wm=-13) (u=-14) (=150 (@=-16) (wW=-17) wW=-18) (w@=-19) (u=-20)

(w=-12) @Ww=-13) WwW=-14) (w=-15) (w=-16) (WwW=-17) @WwW=-18) @wW=-19) (v=-20) (v=21)

| 12 |
El
El
E
El
El
El
| 2 |
El
El
| 2 |
El
El
El
El
El
E
El
El
(=]
E1
El
El
El
| < |
| 41 |
| < |
| 4 |
| |
| 4 |
| 4 |
| 47 |
| < |
| 4 |
| 5t |
| =2 |
El
E
El
El

13 00011 = - - - = - - _ _
14 1000011 00011 - - = = - - _ -
= 1000011 00011 - - - - - — _
= = 1000011 00011 - - - = - _
- = = 1000011 00011 - - = - _
- = = 1000011 00011 - - - _
- - - 1000011 00011 - - -
- = = 1000011 00011 - -

N[k P |
P|lo|lo|ow|~N]|o
I~ il

I i |

I

|

- - - 1000011 00011 =
_ _ - - - = - - 1000011 00011

N
w | N

- - - - - - - - - 1000011
24 0011 — = - - - - - - _
P 0000011 - S - - - - - - -
01000011 0011 — - - - - - - _

NN
~N | o

10000011 0000011 - - - = = - — _
100000011 01000011 0011 - - = = - — _

NN
© |

100010011 10000011 0000011 = - = = - — _
= 100000011 01000011 0011 - - = - — _

w | W
| O

= 100010011 10000011 0000011 = - = = — _
= = 100000011 01000011 0011 = = = = =

w w
w N
|
|

100010011 10000011 0000011 = - = - _
= 100000011 01000011 0011 - = - _

w
~
|
|

100010011 10000011 0000011 = = = =
= 100000011 01000011 0011 - = _

w | w
~N | o
|
|
|

= = = = 100010011 10000011 0000011 = = =
38 00000011 = 100000011 01000011 0011 = =

<8 000000011 = = = = 100010011 10000011 0000011 = =
“8 000010011 = = = = = 100000011 01000011 0011 =
“¥88 100100011 00000011 = = = = 100010011 10000011 0000011 =
000000011 = 100000011 01000011 0011

~
)

~
w
|

000010011 = = = = = 100010011 10000011 0000011
100100011 00000011
= 000000011

~
~
|

= 100000011 01000011
100010011 10000011

~
&
|

I
>
|
|

000010011 = = = = = = 100000011
100100011 00000011 - - - - - 100010011
- 000000011 - - - - - -
49 0010011 - - 000010011 - - - - - -
- - - 100100011 00000011 - - - - -
SHES 0100000011 - - - 000010011 - - - - -
sy4+ 1000000011 0010011 = = 100100011 ~ 00000011 = = - -
SRES 1000100011 - - - - 000000011 - - - -
- 00010011 - - - 000010011 - - - -
- 0100000011 - - - 100100011 00000011 - - -
- 1000000011 0010011 - - - 000000011 - - -
- 1000100011 - - - - 000010011 - - -
8 = = 00010011 = 100100011 00000011

ol
[ee] ~
| |
| |

o

(S el
[S2 0 =N

5

[$2)
g
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-12)

—-13)

(u=-13)
(v=-14)

Table 4. Continued.

(u=-14)
(v =-15)

(u=15)
(v=-16)

(u=-16)
(v=-17)

(u=-17)
(v=-18)

119

a1
|

e} ~ ~
5| @ 1) ~ © o) ©
|

Gii 00100011
572 001000011

63 000000001
1

64 000010001
1

65 100120001

(2]
4

70 =

~N N NN~
g ||| -
| | | | |

-
[e2}

-} | 000100001

! 1

o]
e
|

82 =

o]
w
|

@
~
|

o)
(3]
|

001000001
1

000001001
1

o

010000000
11

100000000
11

100010000
11

9

-

©o
N

©

©o
|

©
($2]

00100011
001000011
0000000011
0000100011
1001000011

0001000011

0010000011

0000010011

0100000011
1000000011
1000100011

00100011
001000011
0000000011
0000100011
1001000011

1001000011

0001000011

0010011

00010011

0100000011

1000000011

1000100011

00100011

001000011

0000000011
0000100011

1001000011

0001000011

0010011

00010011
0100000011
1000000011
1000100011

00100011

001000011

0000000011

0000100011

1001000011

0010011

00010011
0100000011
1000000011
1000100011

00100011

001000011

0000000011

0000100011

1001000011

0010011

00010011
0100000011
0100000011

1000000011

1000100011

00100011

001000011
0000000011

0000100011

1001000011

000000011
000010011
100100011

0010011

00010011
0100000011

1000000011

1000100011

00000011
000000011

000010011

100100011

0010011

00010011

0100000011

1000000011

1000100011

00000011

000000011

000010011
100100011

0010011

00010011

0100000011

1000000011

1000100011
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Table 4. Continued.
(u=-11) @=-12) wW=-13) (um=-14) (=15 (u=-16) wW=-17) (w=-18) (u=-19)

w=-12) wW=-13) WwW=-14) (w=-15) (w=-16) (WwW=-17) @WwW=-18) @wW=-19) (v=-20)

- 01000000011 - - - - - 00100011 - -

- 10000000011 - - - - - 001000011 - -

[N - 10001000011 - - - - - 0000000011 - -

_ — - = = - - 0000100011 = =

Moreover, this section obtains the following theorem, which is the relation between the second-order bivariate
variant of the Narayana sequence and the Narayana sequence.

Theorem 3.2.3. Let VN((i)v) (k) is the second-order bivariate variant of the Narayana sequence and N (k)
is the Narayana sequence. In this case, for k > 1,

VN, (k) = N(k —3) —uN(k — 6) — v(N(k — 6) + N(k — 7)),

where k is an integer.

Proor. We have the following set from the second-order bivariant variant of the Narayana sequence.
) _ _y— _ _y— —u— —u— — 2y —
VN(u,v)(k) = {uvl-u—-v,1-v1,2-u—-—v,3—u—-2v,4—-—u—2v,6 —2u—3v,..}
VN((f,)v)(l) = u=0-u(-1)—v((-1)+1) = N(=2) —uN(-5) — v(N(=5) + N(—6)),
VN((ﬂ)(z) = v=0—u0—v(0—-1)=N(-1) —uN(—4) —v(N(—4) + N(-5)).
The results are correct for k = 1,k = 2, and k = 3, as seen above. Suppose that the results are correct for k =

1,2 ...,n. In that case,

VN((zf,)v)("_ 2)= Nmn—-5)—uN(n-8)—v(N(n—-28)+N(n-9),

VN®@ (n—-1)= Nm—-4)—-uNn-7)-v(N(n—7)+N(n-38)),

(u,v)

VN((zf)u)(") - Nn—-3)—uNn—-6)—v(N(n—6)+ N(n—7)).

Let’s show that this equation is true forn + 1.
VN((i)v)(n +1)= N®m-5-uNn-8)—-v(N(n—8)+Nn—-9))+Nn—-4)—uN(n-7)
—v(N(n—=7)+N(n—-8))+N(n—-3)—uN(n—6) —v(N(n—6))+Nn—7))
= Nn-5+Nn-4)+Nn-3)—u(Nn—-8)+N(n—-7)+Nn-6))
—v ((N(n— 6) +N(n—7)+Nn—7))+Nmn—8)+Nn—8)+N(n - 9))
= Nn—2)—uN(n-5)—v(N(n—5)+ N(n—6))
= Nn+1-3)—uN(n+1-6)—v(N(n+1-6)+N(n+1-7)).
Therefore, by the induction, we can write

VN, (k) = N(k —3) —uN(k — 6) = v(N(k — 6) + N(k = 7)), k = 1.

(u,v
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3.3. Cryptographic Comparison of Bivariate Gopala Hemachandra and Variant
Narayana Codes

Cryptography is used to make sense of incomprehensible messages [14]. What cryptography focuses on is
privacy. Cryptography aims to provide secure communication between two people. The information is named
plaintext [15].

Cryptography is divided into two according to a key structure. These are symmetric cryptography and
asymmetric cryptography. DES and AES are examples of symmetric cryptography, while RSA and ElGamal
are examples of asymmetric cryptography. Different cryptographic systems are also built, too. One of them is
the system obtained using source coding. A few examples made with the system can be found in [10], [12].
Hence, new source codes of third and fourth order identified in this study can also be used in cryptographic
applications. But columns with undetectable codes can’t be used in cryptography. While for the third-order

bivariate GH code, there are no undetectable codes in GH((E)L_Z) (), GH((E)Z_?)) (k), GH ((3)3_ 8 (k) columns, for
the second-order bivariate variant of the Narayana code, there are no undetectable codes in only
VN((_Zi,_Z) (k) column. In addition, for the positive integers k = 1, 2,3, the third-order bivariate GH code

(w)

order bivariate variant of Narayana code VN((i)v)

at most j consecutive undetectable (--) values, the third-order bivariate GH code in GH((E)(3 (44 j))(k)
column in which 1 <j < 17, there is at most j consecutive undetectable (——) values the second order

(k) column in which 1 < j < 19.

(k) precisely exists, for a bivariate variant of Narayana code, for the positive integers k = 1, the second

(k) exactly exists. Similarly, for 1 < k < 100, while there is

. . . ©)
bivariate variant of Narayana code in VN(_(1 F—(24))

At that rate, we obtained that the third-order bivariate variant of the Fibonacci code is more valuable than the
second-order bivariate variant of the Narayana code in terms of cryptography.

4. Conclusion

In this study, firstly, we examined Fibonacci, Tribonacci, and Narayana sequences and investigated the third-
order variant of the Fibonacci sequence, and also obtained which is the relation between the third-order variant

of the Fibonacci sequence VFu(3)(k) and the Tribonacci sequence T (k) for any integer k > 1 with a theorem.
Then, we described a new variant of the Fibonacci sequence and a new variant of the Narayana sequence,
depending on two negative integer variables u and v. Moreover, we named these new sequences the third-
order bivariate variant of the Fibonacci sequence and the second-order bivariate variant of the Narayana
sequence, respectively. Then, we obtained a bivariate variant of the GH code and a bivariate variant of the
Narayana universal code based on these bivariate variant sequences we described.

In addition, we obtained the relation between the third-order bivariate variant of the Fibonacci sequence
VF((;L) (k) and the Tribonacci sequence T (k), and the second-order bivariate variant of the Narayana sequence

VN(Z)

(W)
Afterwards, we showed in tables VF((EL)(k), VN((EL)(k) we have defined for 1 <k <100 and u =

-1,-2,..,—20 and v = —2,-3,...,—21 (u and v are consecutive, v < u). We got some important results
from the tables for these bivariate variants of universal codes. For k = 1, 2, 3, the third-order bivariate GH

code GH((S?U)(k) exactly exists. There are at most j consecutive undetectable (-) values in the third-order

bivariate GH code in GH(_(3+j),_(4+j))(k) column in which 1 <j <17 and for 1 < k < 100. As long as j

raises, the detectable of GH code is reduced in GH(_(3+].)7_(4+].))(k) columninwhichl1 <j<17andfor1 <

(k) and the Narayana sequence N (k) for any integer k > 1.

k < 100. For k = 1, the second-order bivariate variant of the Narayana code VN((E,L) (k) exactly exists. For
1 < k <100, there are at most j consecutive undetectable (--) values in the second-order bivariate variant of

Narayana code in VN((_zij) _(2+j))(k) columninwhich1 <j < 19. Andfor1 < k < 100, as long as j raises,
the detectable of Narayana code is reduced in vN® (k) column in which 1 <j < 19.

=@+~ 2+))
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Finally, we compared the two universal codes defined here regarding the existence of these codes for positive
integers k and the use of these sequences in cryptography. And, according to the above results, in cryptographic

applications, columns GH((E)L_Z)(k), GH((E)Z,_3) (), GH((E;__LD (k) can be precisely used for a bivariate GH

code for m = 3, the column VN((_Z)L_Z)(k) can be precisely used for a bivariate variant of the Narayana code

for m = 2. And hence, we acquired the third-order bivariate variant of the Fibonacci code is more valuable
than the second-order bivariate variant of the Narayana code.
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