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Some results on generalized Euler-type integrals related to the four 

parameters Mittag-Leffler function 

Umar Muhammad Abubakar1  

Keywords: 

Factorial function,  

Pochhammer symbol,  

Mittag-Leffler function,  

Beta function, 

Euler-type integral 

Abstract −Special functions such as hypergeometric, zeta, Bessel, Whittaker, Struve, Airy, 

Weber-Hermite and Mittag-Leffler functions are obtained as a solution to complex differential 

equations in engineering, science and technology. In this work, generalized Euler-type integrals 
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of generalized integrals that are corresponding to well-known results in the literature are also 
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1. Introduction 

Throughout this article, ℕ and ℂ represent the sets of natural and complex numbers, respectively. In 

1729, Leonard Euler studied the classical gamma function by extending the factorial function from the 

domain of natural numbers, to the region in the right half of the complex plane given as follows [1-2]: 

Γ(ℴ) = ∫ 𝑡ℴ−1𝑒𝑥𝑝(−𝑡)𝑑𝑡,

1

0

      (Re (ℴ) > 0) (1.1) 

A year later, He established classical beta function, 𝐵(ℴ, ℰ)  for a pair of complex numbers ℴ and ℰ 

with positive real parts through the integrand which is given by [3-4]. 

 𝐵(ℴ, ℰ) = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1

1

0

𝑑𝑡,         (Re (ℴ) > 0, Re (ℰ) > 0)  (1.2) 

Carl Friedrich Gauss [5] generalized the geometric series in the following classical Gauss 

hypergeometric function:   
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𝐹(ℴ, ℰ; ð; 𝑧) = ∑
(ℴ)𝑛2

(ℰ)𝑛2

(ð)𝑛2

∞

𝑛2

𝑧𝑛2

𝑛2!
= ∑(ℴ)𝑛2

𝐵(ℰ + 𝑛2, ð − ℰ )

𝐵(ℰ,   ð − ℰ )

∞

𝑛2

𝑧𝑛2

𝑛2!
 ,        (|𝑧| < 1, Re (ð) > Re (ℰ) > 0) (1.3) 

and it can reduced to the Kumar confluent hyper geometric function defined by Ernst Eduard Kumar in 

[6]. 

Φ(ℰ; ð; 𝑧) = ∑
(ℰ)𝑛2

(ð)𝑛2

∞

𝑛2

𝑧𝑛2

𝑛2!

𝑧𝑛2

𝑛2!
= ∑

𝐵(ℰ + 𝑛2, ð − ℰ )

𝐵(ℰ,   ð − ℰ )

∞

𝑛2

𝑧𝑛2

𝑛2!
,        (Re (ð) > Re (ℰ) > 0) (1.4) 

Here (ℴ)𝑛2
represent classical pochhammer symbol defined as [7-8]. 

(ℴ)𝑛2
= {

ℴ(ℴ + 1)(ℴ + 2)(ℴ + 3) ⋯ (ℴ + 𝑛2 − 1),       (𝑛2 ≥ 0, ℴ ≠ 0)

                                  1                                    ,              (𝑛2 = 0) 
 

Other properties of Gauss hypergeometric and confluent hypergeometric such integral representation, 

transformation formulas, summation formulas and contiguity relations can be found in [9]. 

Chaudhry and Zubair [10-11] extended classical gamma function in (1.1) by using exponential kernel as 

follows [12-14]: 

Γℑ(ℴ) = ∫ 𝑡ℴ−1𝑒𝑥𝑝 (−𝑡 −
ℑ

𝑡
) 𝑑𝑡,

1

0

        (Re (ℴ) > 0, Re (ℑ) > 0) 

Chaudhry et al., [15-17] introduced the following extension of beta function as an extension of classical 

beta function in (1.2): 

𝐵ℑ(ℴ, ℰ) = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1

1

0

𝑒𝑥𝑝 (−
ℑ

𝑡(1 − 𝑡)
) 𝑑𝑡,        (Re (ℑ) > 0, Re (ℴ) > 0, Re (ℰ) > 0) (1.5) 

Chaudhry et al., [18] proposed the following extended of Gauss hypergeometic and confluent hyper 

geometric functions by using extended beta function in (1.3) and (1.4) as  

𝐹ℑ(ℴ, ℰ; ð; 𝑧) = ∑(ℴ)𝑛2

𝐵ℑ(ℰ + 𝑛2, ð − ℰ )

𝐵(ℰ,   ð − ℰ )

∞

𝑛2

𝑧𝑛2

𝑛2!
,        (ℑ ≥ 0; |𝑧| < 1, Re (ð) > Re (ℰ) > 0) (1.6) 

and 

Φℑ(ℰ; ð; 𝑧) = ∑
𝐵ℑ(ℰ + 𝑛2, ð − ℰ )

𝐵(ℰ,   ð − ℰ )

∞

𝑛2

𝑧𝑛2

𝑛2!
,        ( ℑ ≥ 0;  Re (ð) > Re (ℰ) > 0) (1.7) 

Lee et al., [19-20] presented and investigated the following extension of beta function as an extension 

of (1.5): 

𝐵ℑ
ð(ℴ, ℰ) = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1

1

0

𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ð
) 𝑑𝑡, (Re (ℑ) > 0, Re (ℴ) > 0, Re (ℰ) > 0, Re (ð) > 0) (1.8) 
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They also [19] extended Gauss and confluent hyper geometric functions in (1.6) and (1.7) as follows: 

𝐹ℑ
ð(ℴ, ℰ; ð; 𝑧) = ∑(ℴ)𝑛2

𝐵ℑ
ð(ℰ + 𝑛2, ð − ℰ )

𝐵(ℰ,   ð − ℰ )

∞

𝑛2

𝑧𝑛2

𝑛2!
, (ℑ ≥ 0; |𝑧| < 1, Re (ð) > Re (ℰ) > 0) (1.9) 

and 

Φℑ
ð (ℰ; ð; 𝑧) = ∑

𝐵ℑ
ð(ℰ + 𝑛2, ð − ℰ )

𝐵(ℰ,   ð − ℰ )

∞

𝑛2

𝑧𝑛2

𝑛2!
, (ℑ ≥ 0;  Re (ð) > Re (ℰ) > 0) (1.10) 

Luo et al., [21] presented the following extension of beta function as a generalization of beta function in 

(1.10): 

𝐵ℑ
ð,ℷ(ℴ, ℰ) = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1

1

0

𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
) 𝑑𝑡  

(Re (ℑ) > 0, Re (ℴ) > 0, Re (ℰ) > 0, Re (ð) > 0, Re (ℷ) > 0) 

(1.11) 

The classical Mittag-Leffler function was first studied by G.M. Mittag-Leffler [22-24] as an extension of 

exponential function as shown below: 

𝐸𝜔(𝑧) = ∑
𝑧𝑛2

Γ(𝜔𝑛2 + 1)
,

∞

𝑛2=0

        (𝜔, 𝑧 ∈ ℂ, Re (𝜔) > 0) (1.12) 

Wiman [25-26] extended classical Mittag-Leffler function in (1.12) by introducing two parameters 

Mittag-Leffler function as follows: 

𝐸𝜔,𝜛(𝑧) = ∑
𝑧𝑛2

Γ(𝜔𝑛2 + 𝜛)
 ,

∞

𝑛2=0

        (𝜔, 𝜛, 𝑧 ∈ ℂ 𝑅𝑒 (𝜔) > 0, 𝑅𝑒(𝜛) > 0) (1.13) 

Prabhakar [27] investigated three parameters Mittag-Leffler function as a generalization of (1.13) as 

follows: 

𝐸𝜔,𝜛
𝜂 (𝑧) = ∑

(𝜂)𝑛2

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2
 ,

∞

𝑛2=0

        (𝜔, 𝜛, 𝜂, 𝑧 ∈ ℂ, Re (𝜔) > 0, Re (𝜛) > 0, Re (𝜂) > 0) (1.14) 

Shukla and Prajapati [28] investigated four parameters Mittag-Leffler function as an extension of (1.14) 

as follows: 

𝐸𝜔,𝜛
𝜂,𝑞 (𝑧) = ∑

(𝜂)𝑞𝑛2

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2

 ,

∞

𝑛2=0

        (𝜔, 𝜛, 𝜂, 𝑧 ∈ ℂ, Re (𝜔) > 0, Re (𝜛) > 0, Re (𝜂) > 0, 𝑞 ∈ (0,1) ∪ ℕ) (1.15) 

where  (𝜂)𝑞𝑛2
 represents generalized pochhammer symbol defined by [29] 

(𝜂)𝑞𝑛2
=

Γ(𝜂 + 𝑞𝑛2)

Γ(𝜂)
 

Related literature is also available in [30-34]. 
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2. Main Result 

The generalized Euler-type integrals involving the four parameters Mittag-Leffler function are 

presented in the following theorems and corollaries:  

Theorem 2.1. If 𝜔, 𝜛, 𝜂, ℴ, ℰ, ℑ ∈ ℂ, 𝑅𝑒(𝜔) > 0, 𝑅𝑒( 𝜛) > 0, 𝑅𝑒(𝜂 ) > 0, 𝑅𝑒( ℴ) > 0, 𝑅𝑒( ℰ) > 0,

𝑅𝑒(ℑ) > 0 and 𝑞 ∈ ℕ, then 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 = ∑

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛2=0

𝐵ℑ
ð,ℷ(ℴ + 𝜔𝑛2, ℰ) (2.1) 

Proof.  

Let represent left-hand side of (2.1) by 𝐴1, we have 

𝐴1 = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 

Applying (1.15), we obtain 

𝐴1 = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
) {∑

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛=0

𝑡𝜔𝑛2}

1

0

𝑑𝑡 

Interchanging the order of summation and integration, gives  

𝐴1 = ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛2=0

∫ 𝑡ℴ+𝜔𝑛2−1(1 − 𝑡)ℰ−1

1

0

𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
) 𝑑𝑡 

Considering (1.11), we have 

𝐴1 = ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛2=0

𝐵ℑ
ð,ℷ(ℴ + 𝜔𝑛2, ℰ) 

Lemma 2.2. The following result holds [35]: 

∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑑𝑡

𝑏

𝑎

= 𝐵(ℴ, ℰ)(𝑏 − 𝑎)ℴ+ℰ−1(𝑎𝑣 + ℎ)ℊ₂𝐹₁ (ℴ, −ℊ; ℴ + ℰ; −
𝑣(𝑏 − 𝑎)

(𝑎𝑣 + ℎ)
) 

(2.2) 

(𝑅𝑒(ℴ) > 0, 𝑅𝑒(ℰ) > 0; |𝑎𝑟𝑔((𝑏𝑣 + ℎ)(𝑎𝑣 + ℎ)−1)| < 𝜋) 

Theorem 2.3. If 𝜔, 𝜛, 𝜂, ℴ, ℰ, ℑ ∈ ℂ, 𝑅𝑒(𝜔) > 0, 𝑅𝑒( 𝜛) > 0, 𝑅𝑒(𝜂 ) > 0, 𝑅𝑒( ℴ) > 0, 𝑅𝑒( ℰ) > 0,

𝑅𝑒(ℑ) > 0, |𝑎𝑟𝑔((𝑏𝑣 + ℎ)(𝑎𝑣 + ℎ)−1)| < 𝜋 and 𝑞 ∈ ℕ, then 
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∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑒𝑥𝑝 (−
ℑ

(𝑡 − 𝑎)ð(𝑏 − 𝑡)ℷ
) Eω,ϖ

η,q
(𝑧(𝑏 − 𝑡)ℓ)𝑑𝑡

𝑏

𝑎

 

(2.3) 
                 = (𝑎𝑣 + ℎ)ℊ ∑ ∑

(−ℑ)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵(ℴ − ð𝑛1, ℰ − ℷ𝑛1 + 𝜅𝑛2) 

                 × (𝑏 − 𝑎)ℴ+ℰ−ð𝑛1−ℷ𝑛1+𝜅𝑛2−1₂𝐹₁ (ℴ − ð𝑛1, −ℊ; ℴ + ℰ − ð𝑛 − ℷ𝑛1 + 𝜅𝑛21; −
𝑣(𝑏 − 𝑎)

(𝑎𝑣 + ℎ)
) 

Proof.  

Let donate left-hand side of (2.3) by 𝐴2, we obtain 

𝐴2 = ∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑒𝑥𝑝 (−
ℑ

(𝑡 − 𝑎)ð(𝑏 − 𝑡)ℷ
) Eω,ϖ

η,q
(𝑧(𝑏 − 𝑡)ℓ)𝑑𝑡

𝑏

𝑎

 

Using (1.11), we obtain 

𝐴2 = ∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

𝑏

𝑎

{ ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

(𝑧(𝑏 − 𝑡)ℓ)
𝑛2

𝑛2!

∞

𝑛2=0

} 𝑑𝑡 

Considering the definition of exponential function 

𝐴2 = ∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ { ∑
(−ℑ)𝑛1

(𝑡 − 𝑎)𝑛1ð(𝑏 − 𝑡)𝑛1ℷ 𝑛1!

∞

𝑛1=0

}

𝑏

𝑎

 

                            × { ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

(𝑧(𝑏 − 𝑡)ℓ)
𝑛2

𝑛2!

∞

𝑛2=0

} 𝑑𝑡 

Interchanging the order of integration and summations, yields 

𝐴2 = ∑ ∑
(−ℑ)𝑛1

𝑛1!

∞

𝑛2=0

∞

𝑛1=0

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!
∫(𝑡 − 𝑎)ℴ−𝑛1ð−1(𝑏 − 𝑡)ℰ−𝑛1ℷ+𝑛2ℓ−1(𝑡𝑣 + ℎ)ℊ𝑑𝑡

𝑏

𝑎

 

Applying (2.2) and simplifying, we get 

𝐴2 = (𝑎𝑣 + ℎ)ℊ ∑ ∑
(−ℑ)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵(ℴ − ð𝑛1, ℰ − ℷ𝑛1 + 𝜅𝑛2) 

      × (𝑏 − 𝑎)ℴ+ℰ−ð𝑛1−ℷ𝑛1+𝜅𝑛2−1₂𝐹₁ (ℴ − ð𝑛1, −ℊ; ℴ + ℰ − ð𝑛 − ℷ𝑛1 + 𝜅𝑛21; −
𝑣(𝑏 − 𝑎)

(𝑎𝑣 + ℎ)
) 
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Corollary 2.4. Substituting ℑ = 0, the following result can be obtained 

∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑒𝑥𝑝 (−
ℑ

(𝑡 − 𝑎)ð(𝑏 − 𝑡)ℷ
) Eω,ϖ

η,q
(𝑧(𝑏 − 𝑡)ℓ)𝑑𝑡

𝑏

𝑎

 

                = (𝑎𝑣 + ℎ)ℊ ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

∞

𝑛2=0

𝑧𝑛2

𝑛2!
𝐵(ℴ, ℰ + 𝜅𝑛2) (𝑏 − 𝑎)ℴ+ℰ+𝜅𝑛2−1 

                × ₂𝐹₁ (ℴ, −ℊ; ℴ + ℰ + 𝜅𝑛2; −
𝑣(𝑏 − 𝑎)

(𝑎𝑣 + ℎ)
) 

Corollary 2.5. Putting 𝑎 = 0 and 𝑏 = 1, the following formula can be obtained 

∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
) Eω,ϖ

η,q
(𝑧(1 − 𝑡)ℓ)𝑑𝑡

1

0

 

= ℎℊ ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

∞

𝑛2=0

𝑧𝑛2

𝑛2!
 𝐵(ℴ − ð𝑛1, ℰ − ℷ𝑛1 + 𝜅𝑛2)₂𝐹₁ (ℴ, −ℊ; ℴ + ℰ + 𝜅𝑛2; −

𝑣

ℎ
) 

Theorem 2.6. If 𝜔, 𝜛, 𝜂, ℴ, ℰ, ℑ ∈ ℂ, 𝑅𝑒(𝜔) > 0, 𝑅𝑒( 𝜛) > 0, 𝑅𝑒(𝜂 ) > 0, 𝑅𝑒( ℴ) > 0, 𝑅𝑒( ℰ) > 0,

𝑅𝑒(ℑ) > 0;  𝛼, 𝛽 ≥ 0 and 𝑞 ∈ ℕ, then 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1{1 − 𝑣𝑡𝛼(1 − 𝑡)𝛽}
−𝛾

𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 

(2.4) 

                    = ∑ ∑
𝑣𝑛1(𝛾)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵ℑ
ð,ℷ(ℴ + 𝛼𝑛1 + 𝜔𝑛2, ℰ − ℴ + 𝛽𝑛1) 

 

Proof.  

Let represent left-hand side of (2.4) by 𝐴3, we have 

𝐴3 = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1{1 − 𝑣𝑡𝛼(1 − 𝑡)𝛽}
−𝛾

𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 

Applying (1.15), we have 

𝐴3 = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1{1 − 𝑣𝑡𝛼(1 − 𝑡)𝛽}
−𝛾

𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

{ ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛2=0

𝑡𝜔𝑛2} 𝑑𝑡 

Using binomial theorem, we get 
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𝐴3 = ∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1 { ∑
𝑣𝑛1𝑡𝛼𝑛1(1 − 𝑡)𝛽𝑛1

𝑛1!

∞

𝑛1=0

(𝛾)𝑛1
} 𝑒𝑥𝑝 (−

ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

 

                           × { ∑
(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛2=0

𝑡𝜔𝑛2} 𝑑𝑡 

Interchanging the order of integration and summation, we have 

𝐴3 = ∑ ∑
𝑣𝑛1(𝛾)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

∫ 𝑡ℴ+𝛼𝑛1+𝜔𝑛2−1(1 − 𝑡)ℰ−ℴ+𝛽𝑛1−1𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

𝑑𝑡 

Re-written this equation using (1.11), gives 

𝐴3 = ∑ ∑
𝑣𝑛1(𝛾)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵ℑ
ð,ℷ(ℴ + 𝛼𝑛1 + 𝜔𝑛2, ℰ − ℴ + 𝛽𝑛1) 

Corollary 2.7. Setting 𝛾 = 0 in (2.4), we have 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ℷ
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 = ∑

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

∞

𝑛2

𝐵ℑ
ð,ℷ(ℴ + 𝜔𝑛2, ℰ − ℴ) 

Corollary 2.8. Setting 𝕴 = 𝛾 = 0 in (2.4), we get 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 = ∑

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

∞

𝑛2

𝐵(ℴ + 𝜔𝑛2, ℰ − ℴ) 

3. Conclusion 

In this work, we have proposed some generalized Euler type integrals involving four parameters Mittag-

Leffler function of the form Eω,ϖ
η,q

(𝑧) (refer to, [28]). In some special cases of this new generalized Euler 

type integrals includes: 

Setting ð = ℷ in (2.1), (2.3) and (2.4), we obtained the following Euler-type integrals that are in [36]: 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ð
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 = ∑

(𝜂)𝑛𝑞

Γ(𝜔𝑛 + 𝜛)

𝑧𝑛

𝑛!

∞

𝑛=0

𝐵ℑ
ð(ℴ + 𝜔𝑛, ℰ) 

∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑒𝑥𝑝 (−
ℑ

(𝑡 − 𝑎)ð(𝑏 − 𝑡)ð
) Eω,ϖ

η,q
(𝑧(𝑏 − 𝑡)ℓ)𝑑𝑡

𝑏

𝑎

 

               = (𝑎𝑣 + ℎ)ℊ ∑ ∑
(−ℑ)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵(ℴ − ð𝑛1, ℰ − ð𝑛1 + 𝜅𝑛2) 
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               × (𝑏 − 𝑎)ℴ+ℰ−2ð𝑛1+𝜅𝑛2−1𝐹 (ℴ − ð𝑛1, −ℊ; ℴ + ℰ − 2ð𝑛 + 𝜅𝑛21; −
𝑣(𝑏 − 𝑎)

(𝑎𝑣 + ℎ)
) 

and 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1{1 − 𝑣𝑡𝛼(1 − 𝑡)𝛽}
−𝛾

𝑒𝑥𝑝 (−
ℑ

𝑡ð(1 − 𝑡)ð
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 

                   = ∑ ∑
𝑣𝑛1(𝛾)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵ℑ
ð(ℴ + 𝛼𝑛1 + 𝜔𝑛2, ℰ − ℴ + 𝛽𝑛1) 

Finally, putting ð = ℷ = 1 in (2.1), (2.3) and (2.4), we obtained the following Euler-type integrals that 

are in [37]: 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−1𝑒𝑥𝑝 (−
ℑ

𝑡(1 − 𝑡)
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 = ∑

(𝜂)𝑛𝑞

Γ(𝜔𝑛 + 𝜛)

𝑧𝑛

𝑛!

∞

𝑛=0

𝐵ℑ(ℴ + 𝜔𝑛, ℰ) 

∫(𝑡 − 𝑎)ℴ−1(𝑏 − 𝑡)ℰ−1(𝑡𝑣 + ℎ)ℊ𝑒𝑥𝑝 (−
ℑ

(𝑡 − 𝑎)(𝑏 − 𝑡)
) Eω,ϖ

η,q
(𝑧(𝑏 − 𝑡)ℓ)𝑑𝑡

𝑏

𝑎

 

                 = (𝑎𝑣 + ℎ)ℊ ∑ ∑
(−ℑ)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵(ℴ − 𝑛1, ℰ − 𝑛1 + 𝜅𝑛2) 

                 × (𝑏 − 𝑎)ℴ+ℰ−2𝑛1+𝜅𝑛2−1𝐹 (ℴ − 𝑛1, −ℊ; ℴ + ℰ − 2𝑛 + 𝜅𝑛21; −
𝑣(𝑏 − 𝑎)

(𝑎𝑣 + ℎ)
) 

and 

∫ 𝑡ℴ−1(1 − 𝑡)ℰ−ℴ−1{1 − 𝑣𝑡𝛼(1 − 𝑡)𝛽}
−𝛾

𝑒𝑥𝑝 (−
ℑ

𝑡(1 − 𝑡)
)

1

0

Eω,ϖ
η,q (𝑧𝑡𝜔)𝑑𝑡 

                     = ∑ ∑
𝑣𝑛1(𝛾)𝑛1

𝑛1

∞

𝑛2

(𝜂)𝑛2𝑞

Γ(𝜔𝑛2 + 𝜛)

𝑧𝑛2

𝑛2!

∞

𝑛1

𝐵ℑ(ℴ + 𝛼𝑛1 + 𝜔𝑛2, ℰ − ℴ + 𝛽𝑛1) 

Other form of special cases of this generalized Euler-type integral that are in the form of exponential, 

Classical Mittag-Leffler, Wiman and Prabhakar functions that are in [36-37] also follows.  
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Molecular and morphological investigation of Cortinarius bulliardii from 

Tokat (Turkey) 
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Abstract − A macrofungi species, Cortinarius bulliardii is collected from Tokat city province 

during field trips in 2019. It has a smooth, finely light fibrous, brownish-red pileus, whitish to 

light lilac-brownish flesh, broadly ellipsoidal spores, light brown when young, then dark brown 

lamellae with age. In addition to morphological analysis, molecular sequence data based on the 

ITS and LSU rDNA gene regions indicated that the studied species is Cortinarius bulliardii.  

Subject Classification (2020):  

1. Introduction 

The genus Cortinarius (Pers.) Gray is the largest genus of the Agaricales in the world [1]. Species of 

Cortinarius have a worldwide distribution and they form ectomycorrhizal associations with some 

coniferous and broad-leaved trees [2−4]. 

Species identification in this genus based solely on morphological analysis is very confusing and may 

lead to false interpretations. Thus, molecular studies are important to better identify and name 

Cortinarius species correctly. The nuclear ribosomal internal transcribed spacer (ITS) is a universal 

barcode marker for fungal taxonomic studies [5]. It is also the most reliable marker to solve species 

delimitation problems of the genus Cortinarius [6]. Additionally, other marker regions, such as nuclear 

ribosomal large subunit (LSU) or largest subunits of RNA polymerase II (RPB1, RPB2) may also be used 

to better resolve infrasubgeneric relationship within the Cortinarius species [3].   

More than 130 species belonging to this genus have been identified in Turkey [7]. However, molecular 

studies are lacking in most of these studies. A few species from this genus have been studied including 

molecular data, some of which are Cortinarius conicoumbonatus [2], Cortinarius caerulescens [8], 

Cortinarius rapaceoides [9], Cortinarius rufo-olivaceus [10] and Cortinarius lilacinovelatus [11]. 

Cortinarius bulliardii (Pers.) Fr. / çizik örümcekmantarı has been previously reported as list from 
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Trabzon/Akçaabat [7, 12] and Çanakkale/Bayramiç [13] regions of Turkey. However, these studies lack 

both molecular data and morphological description of this species. 

Cortinarius bulliardii (Pers.) Fr. was first described by Fries [14]. It is characterized with a flesh, 

rounded, smooth and reddish-colored pileus; bulbous, cinnabar-colored stipe; whitish flesh and reddish 

brown at the base of the stipe; lamella broad and reddish-brown. Cortinarius bulliardii is reported from 

different regions of Europe, widely distributed within the temperate-Mediterranean Europe, and from 

America, Asia and north Africa [15, 16].  It usually found in deciduous forests (Corylus, Quercus, Tilia, 

Fagus) on calcareous soil [4, 17]. 

In this study, we provide description of C. bulliardii from Tokat city province (Turkey) based on 

morphological features and molecular phylogenetic analyses of the ITS and LSU gene regions. With the 

combination of morphological and molecular analyses, we shed light into the Cortinarius distribution in 

this continent and contribute significantly to the Cortinarius mycobiota of Turkey.  

2. Materials and methods 

2.1.  Morphological analysis 

The fungal specimens were collected from Tokat province during field trips in December 2019. 

Ecological and macroscopic features such as sizes of cap and stipe, color, odor, color change upon handle 

or bruising were noted in the field. Then, specimens were brought to the laboratory for chemical tests 

and microscopic examinations. Microscopic observations were made from dried fungarium specimens 

mounted in distilled water, Lactophenol, Congo red, or KOH using a light microscope. Identification of 

the samples was performed with the help of the literature [18]. The identified collection was deposited 

in the Fungarium of Department of Biology, Tokat Gaziosmanpaşa University (GOPUF). 

2.2.  Molecular analysis 

Genomic DNA was isolated from lamella of the macrofungi using the ZR Fungal/Bacterial DNA MiniPrep 

kit (Zymo Research Irvine, CA, USA) as described by the manufacturer’s protocol. To amplify ITS1-5.8S-

ITS2 and 28S LSU gene regions, primer pairs ITS4: 5-TCCTCCGCTTATTGATATGC-3/ITS5: 5-

GGAAGTAAAAGTCGTAACAAGG-3 [19] and LROR: 5: ACCCGCTGAACTTAAGC-3/LR5: 5: 

TCCTGAGGGAAACTTCG-3 [20] were used. The DNA was amplified in a 30 μl volume mixture using 

Dream Taq DNA polymerase (Thermo) using the conditions described previously [11]. PCR 

amplifications were verified by using 1 % agarose gel electrophoresis. PCR products were sequenced 

from both ends using forward and reverse primers (BM Labosis Inc., Ankara). 

Chromatograms were checked for errors for each sequence and a final sequence for ITS and LSU regions 

were generated for further analysis. Homology based searches using Basic Local Alignment Search Tool 

(BLAST) program was performed to identify best matches. Accordingly, representative ITS and LSU 

sequences from other Cortinarius species were retrieved from GenBank for phylogenetic analysis. 

Sequence analysis, such as sequence alignments and phylogenetic trees for each genomic region were 

determined using MEGA 6.0 [21]. Phylogenetic trees were constructed using the maximum likelihood 

(ML) method where Tamura-Nei model [22] was used to construct the ML tree with bootstrap support 

of 1000 replicates and default settings. The bootstrap support values ≥ 50% were marked on the 

branches of the tree. 



13 

 

Demirak and Türkekul / JNRS / 10(3) (2021) 11-18 

3. Results and Discussion 

3.1. Taxonomy 

Fungi 

Basidiomycota 

Cortinariaceae 

Cortinarius bulliardii (Pers.) Fr., Epicrisis Systematis Mycologici: 282 (1838) (Figure 1) 

Macroscopic and microscopic features: 

Pileus 50-80 mm in diameter, hemispherical in youth, then conical to broad bell-shaped, wavy in age, 

with a long-curled edge. On the surface smooth, finely light fibrous, brownish-red, hygrophane (Figure 

1a). Flesh whitish to light lilac-brownish, slightly gray-brown marbled, unchanged by oxidation, odor 

weak, unpleasant, taste mild, radish. Lamellae in number 45-57, attached to the friction, light brown in 

youth, then dark brown. Stipe 60-110  6-10 mm, at the base up to 25 mm wide. Surface dry, fibrous, 

grayish-white in the upper part, noticeably in the lower half towards the base orange (Figure 1a). Spores 

broadly ellipsoidal, on the surface with warty, coarse, and low ornamentation, 8-11  5-7 μm, (Figure 

1b). Basidia tetrasporic, clavate, 25-35  8.5-11 μm, with basal clamp (Figure 1c). Terminal cells 3.5-10 

μm across, hyaline to reddish-brown and lightly encrusted in places septa with clamps (Figure 1d). 

Specimen examined: TURKEY, Tokat province, Akbelen village, in Quercus spp. forests, on calcareous 

soil. 40°27'55"N, 36°38'24"E, 1079 m, 08.12.2019, GOPUF HIS-23, GenBank MZ291672 and MZ291697. 

 

    
Figure 1. Cortinarius bulliardii (Collection HIS-23): a- basidiomata in situ, b- basidiospores, c- basidia, 

d- pileipellis (Scale bars: a = 30 mm; b-d = 10 µm). 
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Fries [14] indicated that Cortinarius colus Fr. is similar to Cortinarius bulliardii (Pers.) Fr. although it 

has a much pale and decurrent lamellae, a narrow stipe and it is a much smaller fungus when compared 

to C. bulliardii. Moreover, Cortinarius colus is a species found in pine forests while C. bulliardii is 

normally associated with Corylus, Quercus and Fagus. Other closely related species to C. bulliardii are C. 

cinnabarinus Fr. and C. coccineus Reumaux, which are mostly found in mixed forests of hardwoods in 

Europe [23]. These two species are regarded as the orange-to-orange red species of subgenus Telamonia 

[23]. Cortinarius cinnabarinus has a cinnabar red to brownish red whole fruiting body, brownish red 

flesh, and smaller spores, while C. bulliardii is recognized by saturated red brown cap, cinnabar red base 

of its stipe, grayish brown flesh and larger spores [17]. Cortinarius coccineus also differs from C. 

bulliardii by its dull reddish to dark brown or blackish lamellae, strongly orange red stipe, and smaller 

spores [23, 24].   

3.2. Molecular Phylogeny 

About 600 bp ITS and 881 bp LSU genomic rDNA sequences were determined from the studied sample 

and the sequences were deposited at GenBank under the accession numbers, MZ291672 and MZ291697, 

respectively. 

Blast search with ITS sequence showed high sequence similarity (98 %) with C. bulliardii (GenBank No. 

JX114942) from Sweden. Blast search with LSU also gave a high sequence similarity (100 %) to C. 

bulliardii (GenBank No. AF388782). Other sequences that showed significant similarity with our ITS 

and LSU query sequences were also retrieved for phylogenetic analysis.  Maximum likelihood (ML) tree 

was constructed separately for each gene region (Figure 2 and Figure 3). Each tree clearly showed a 

well-supported clade for C. bulliardii species from different locations. In the ITS tree, C. cinnabarinus 

and C. coccineus form a clade with C. bulliardii, while C. californicus, C. hesleri and C. coracis form a 

distant clade to C. bulliardii (Figure 2). Cortinarius neosanguineus was used as the outgroup species to 

root the trees. 

Molecular phylogenetic analysis showed that C. cinnabarinus and C. bulliardii are monophyletic and C. 

coccineus was basal to the clade including C. bulliardii and C. cinnabarinus. Cortinarius hesleri is the 

distant species to C. bulliardii but more closely related to C. californicus. Although C. cinnabarinus is 

genetically the most closely related species to C. bulliardii, they have distinctive morphological features 

as mentioned above. Our phylogenetic results are also in agreement with that of Ammirati et al. [23]. 
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Figure 2.  ITS sequence-based phylogeny of Cortinarius bulliardii using ML method. The studied 

specimen is indicated with black circle and in bold. Cortinarius neocanguineus was the outgroup species. 

Bootstrap support values ≥ 50% from ML analysis were shown on the branches. Bar indicates 0.01 

expected change per site per branch. E: epitype, H: holotype, T: type 

 



16 

 

Demirak and Türkekul / JNRS / 10(3) (2021) 11-18 

 

Figure 3. LSU sequence-based phylogeny of Cortinarius bulliardii using ML method. The studied 

specimen is indicated with black circle and in bold. Cortinarius neocanguineus was the outgroup species. 

Bootstrap support values ≥ 50% from ML analysis were shown on the branches. Bar indicates 0.002 

expected change per site per branch. 

4. Conclusion 

Cortinarius bulliardii is described from Tokat city province, Turkey, including both its morphological 

features and molecular data. The phylogenetic relationship and biogeographical patterns of C. bulliardii 

are discussed. We hope more ITS barcoding data are produced for other Cortinarius species from Turkey 

to better understand speciation in the genus Cortinarius and their distribution in this continent which 

has high biological diversity. 
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1. Introduction
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differential equations and in the resolution of integral differential equations with integer order or fractional

order. They are also widely used by engineers to solve the linear differential equations, the systems of linear

partial differential equation, and determine the transfer function of a linear system.

The Laplace transform method [1], the Fourier transform method [2], the Hankel transform method [3],

and the Mellin transform method [4] are among the most well-known transformations. Other transforma-

tions that have recently appeared include for example the Sumudu transform method [5], the Natural trans-
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Tarig M. Elzaki et al. developed the Elzaki transform method in 2011 from the classical Fourier integral [7],
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equations [19–22] and to the partial differential equations [23–27] in the time domain. Several works have

been made by using the Elzaki transform method and its combination with other methods to solve the linear

and nonlinear differential equations with the concept of fractional operator, for example the fractional order

differential equation arising in RLC electrical circuit, the fractional Porous Medium equation, the fractional

higher dimensional initial boundary value problems [28–32].

In this work, we will based on the notion of local fractional operator by presented some important results

and properties of the local fractional Elzaki transform and we will extend and applied it to solve the linear

differential equations with local fractional derivative. We supported our work, with illustrative examples

showing how to apply this transformation to the differential equations on Cantor sets.

2. Basic of local fractional calculus

We present the basic definitions and theorems of local fractional derivative, local fractional integral, local

fractional Taylor’s series and local fractional Laplace transform method.

Definition 2.1. [33–35] Let f (x) ∈Cσ(a,b), so

∣∣ f (x)− f (x0)
∣∣< εσ, 0 <σ6 1, (2.1)

with |x −x0| < δ, for ε,δ ∈R∗+. f (x) is local fractional continuous.

Definition 2.2. [33–35] The local fractional derivative of f (x) of order σ at x = x0 is

f (σ)(x) = dσ f

d xσ

∣∣∣∣
x=x0

= lim
x→x0

∆σ( f (x)− f (x0))

(x −x0)σ
, 0 <σ6 1, (2.2)

where

∆σ( f (x)− f (x0)) ∼= Γ(1+σ)
[
( f (x)− f (x0))

]
. (2.3)

The local fractional partial differential operator of order σ was given by

∂σw(x0, t )

∂tσ
= lim

x→x0

∆σ(w(x0, t )−w(x0, t0))

(t − t0)σ
, (2.4)

where

∆σ(u(x0, t )−u(x0, t0)) ∼= Γ(1+σ) [u(x0, t )−u(x0, t0))] . (2.5)

Definition 2.3. [33–35] The local fractional integral of f (x) of order σ is

a I (σ)
b f (x) = 1

Γ(1+σ)

b∫
a

f (t )(d t )σ

= 1

Γ(1+σ)
lim
∆t−→0

N−1∑
j=0

f (t j )(∆t j )σ, (2.6)

where ∆t j = t j+1 − t j , ∆t = max{∆t0, ∆t1, ∆t2, · · · } and
[
t j , t j+1

]
, t0 = a, tN = b, is a partition of the interval

[a,b].
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Definition 2.4. [35–37] The local fractional Laplace transform of f (x) of order σ is given by

Lσ
{

f (x)
}= Fσ(s) = 1

Γ(1+σ)

∫ ∞

0
Eσ(−sσxσ) f (x)(d x)σ. (2.7)

If LF Lσ
{

f (x)
}= Fσ(s), so the inverse formula of (2.7) is

f (x) = L−1
σ {Fσ(s)} = 1

(2π)σ

∫ β+i∞

β−i∞
Eσ(sσxσ)Fσ(s)(d s)σ, (2.8)

sσ =βσ+ iσ∞σ, iσ is the fractal imaginary unit and Re(s) =β> 0.

Theorem 2.5. [34] If Lσ
{

f (x)
}= Fσ(s), then one has

Lσ
{

f (σ)(x)
}= sσLσ

{
f (x)

}− f (0). (2.9)

Proof.

see [34]

Theorem 2.6. [34] If Lσ
{

f (x)
}= Fσ(s), so

Lσ
{

0Iσx f (x)
}= 1

sσ
Lσ

{
f (x)

}
. (2.10)

Proof.

see [34]

Theorem 2.7. [34] If Lσ
{

f (x)
}= Fσ(s) and Lσ

{
g (x)

}=Gσ(s), then one has

Lσ
{

f (x)∗ g (x)
}= Fσ(z)Gσ(z), (2.11)

where

f (x)∗ g (x) = 1

Γ(1+σ)

∫ ∞

0
f (t )g (x − t )(d t )σ. (2.12)

Proof.

see [34]

Theorem 2.8. [38] Let f (x) ∈Cσ[a,b], so there is a function

Π(x) = a I (σ)
x f (x),

its derivative with respect to (d x)ρ is

dσΠ(x)

(d x)σ
= f (x), a 6 x 6 b.

Proof.

see [38]
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3. Main Result

Now, we present the local fractional Elzaki transform method (LF ET ) and some properties are discussed. If

there is a new transform operator LF Eσ : f (x) −→ Tσ(v), namely

LF Eσ
{

f (x)
}= LF Eσ

{ ∞∑
k=0

ak xkσ

}
=

∞∑
k=0

Γ (1+kσ) ak vkσ+2σ. (3.1)

For example if f (x) = Eσ(iσxσ), we obtain

LF Eσ
{
Eσ(iσxσ)

} = LF Eσ

{ ∞∑
k=0

i kσxkσ

Γ(1+kσ)

}
(3.2)

=
∞∑

k=0
i kσvkσ+2σ, (3.3)

and if f (x) = xσ

Γ(1+σ) , we get

LF Eσ

{
xσ

Γ (1+σ)

}
= v3σ. (3.4)

These results can be generalized by this definition.

Definition 3.1. The local fractional Elzaki transform of f (x) of order σ is defined as

LF Eσ
{

f (x)
}= Tσ(v) = 1

Γ(1+σ)
vσ

∫ ∞

0
Eσ(−xσ

vσ
) f (x)(d x)σ, 0 <σ6 1. (3.5)

The inverse transformation can be obtained as follows

LF E−1
σ { Tσ(v)} = f (x). (3.6)

Theorem 3.2. (linearity).

If LF Eσ
{

f (x)
}= Fσ(v) and LF Eσ

{
g (x)

}=Gσ(v), then one has

LF Eσ
{
λ f (x)+µg (x)

}=λFσ(v)+µGσ(v), (3.7)

where λ and µ are constant.

Proof.

Using formula (3.5), we obtain
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LF Eσ
{
λ f (x)+µg (x)

} = vσ

Γ(1+σ)

∫ ∞

0
Eσ(−xσ

vσ
)
{
λ f (x)+µg (x)

}
(d x)σ

= vσ

Γ(1+σ)

∫ ∞

0

[
Eσ(−xσ

vσ
)
(
λ f (x)

)+Eσ(−xσ

vσ
)
(
µg (x)

)]
(d x)σ

= λ
vσ

Γ(1+σ)

∫ ∞

0
Eσ(−xσ

vσ
) f (x)(d x)σ+µ vσ

Γ(1+σ)

∫ ∞

0
Eσ(−xσ

vσ
)g (x)(d x)σ

= λLF Eσ
{

f (x)
}+ µLF Eσ

{
g (x)

}
.

This ends the proof.

Theorem 3.3. (local fractional Elzaki-Laplace and Laplace-Elzaki duality).

If Lσ
{

f (x)
}= Fσ(s) and LF Eσ

{
g (x)

}= Tσ(v), then one has

LF Eσ
{

f (x)
}= vσFσ

(
1

v

)
. (3.8)

Lσ
{

f (x)
}= sσTσ(

1

s
). (3.9)

Proof.

We show the formula (3.8). Using the formula (3.5) gives

LF Eσ
{

f (x)
} = vσ

1

Γ(1+α)

∫ ∞

0
Eσ

(
−xσ

vσ

)
f (x)(d x)σ

= vσ
1

Γ(1+σ)

∫ ∞

0
Eσ

(
−

(
1

v

)σ
xσ

)
f (x)(d x)σ

= vσFσ

(
1

v

)
.

Proof of the formula (3.9). We have

Tσ (v) = vσFσ

(
1

v

)
.

By substituting v = 1
s , we obtain

Tσ

(
1

s

)
= 1

sσ
Fσ (s) ,

then

Fσ (s) = sσTσ

(
1

s

)
,

therefore, we get

Lσ
{

f (x)
}= sσTσ

(
1

s

)
.

This ends the proof.
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Theorem 3.4. (Elzaki transform of local fractional derivative).

If LF Eσ
{

f (x)
}= Tσ(v), so

LF Eσ
{
Dσ

0+ f (x)
}= 1

vσ
Tσ(v)− vσ f (0), 0 <σ6 1, (3.10)

and

LF Eσ
{
Dnσ

0+ f (x)
}= 1

vnσTσ(v)−
n−1∑
k=0

v (k−n+2)σ f (kσ)(0), 0 <σ6 1. (3.11)

Proof.

We proof the formula (3.10). Using the formula (3.8) and the integration by parts [41], we get the follow-

ing

LF Eσ
{

f (σ)(x)
} = vσFσ

(
1

v

)
= vσ

Γ(1+σ)

∫ ∞

0
Eσ(−xσ

vσ
) f (σ)(x)(d x)σ

= vσ

Γ(1+σ)

([−Γ(1+σ) f (0)
]+ 1

vσ
lim

t−→∞

∫ t

0
Eσ(−xσ

vσ
) f (x)(d x)σ

)
= −vσ f (0)+ 1

vσ

(
vσ

Γ(1+σ)

∫ ∞

0
Eσ(−xσ

vσ
) f (x)(d x)σ

)
= 1

vσ
Tσ(v)− vσ f (0).

To demonstrate the validity of (3.11), we use the mathematical induction.

If n = 1 and according to (3.11), we have

LF Eσ
{
Dσ

0+ f (x)
}= 1

vσ
Tσ(v)− vσ f (0),

so, according to (3.10), we note that the formula holds when n = 1.

Assume inductively that the formula holds for n, we get

LF Eσ
{
Dnσ

0+ f (x)
}= 1

vnσTσ(v)−
n−1∑
k=0

v (k−n+2)σ f (kσ)(0). (3.12)

It remains to show that (3.11) is true for n + 1. Let Dnσ
0+ f (x) = g (x) and according to (3.10) and (3.12), we

have

LF Eσ
[

D (n+1)σ
0+ f (x)

]
= LF Eσ

[
Dσ

0+g (x)
]= 1

vσ
Gσ(v)− vσg (0)

= 1

vσ

[
1

vnσTσ(v)−
n−1∑
k=0

v (k−n+2)σ f (kσ)(0)

]
− vσg (0)

= 1

v (n+1)σ
Tσ(v)−

n−1∑
k=0

v (k−n+1)σ f (kσ)(0)− vσ f (nσ)(x)

= 1

v (n+1)σ
Tσ(v)−

n∑
k=0

v (k−n+1)σ f (kσ)(0).
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Therefore the formula (3.11) is true for n +1. Thus by the principle of mathematical induction, for all n > 1

the formula (3.11) holds.

Theorem 3.5. (Elzaki transform of local fractional integral ).

If LF Eσ
{

f (x)
}= Tσ(v), so

LF Eα
{

0I (σ)
x f (x)

}= vσTσ(v). (3.13)

Proof.

Let H(x) = 0I (σ)
x f (x). According to the (theorem 3.2.9, [38]), we get

Dσ
0+H(x) = f (x), (3.14)

and H(0) = 0.

Taking the local fractional Elzaki transform on both sides of (3.14), we have

LF Eσ
{
Dσ

0+H(x)
}= LF Eσ

{
f (x)

}
.

Which give

1

vσ
LF Eσ {H(x)} = Tσ(v),

because H(0) = 0, and LF Eσ
{

f (x)
}= Tσ(v).

Thus we get

LF Eσ
{

0I (σ)
x f (x)

}= vσTσ(v).

Theorem 3.6. (local fractional convolution).

If LF Eσ
{

f (x)
}= Tσ(v) and LF Eσ

{
g (x)

}=Gσ(v),

then one has

LF Eσ
{(

f (x)∗ g (x)
)
σ

}= 1

vσ
Tσ(v)Gσ(v), (3.15)

where

(
f (x)∗ g (x)

)
σ = 1

Γ(1+σ)

∫ ∞

0
f (θ)g (r −θ)(dr )σ.
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Proof.

The Laplace transform of fractional order of the function
(

f (x)∗ g (x)
)
σ is

Lσ
{(

f (x)∗ g (x)
)
σ

}= Lσ
{

f (x)}Lσ{g (x)
}

.

Using the formula (3.8) gives

LF Eσ
{(

f (x)∗ g (x)
)
σ

} = vσLσ{ f (x)∗ g (x)}

= vσLσ{ f (x)}Lσ{g (x)}

= 1

vσ
(
vσLσ{ f (x)}vσLσ{g (x)}

)
= 1

vσ
Tσ(v)Gσ(v).

This completes the proof.

3.1. Local fractional Elzaki transform of somes special functions

In the all following results, we relied on the formula (3.5), and some of the results found in the references

[39–41].

1) If f (x) = 1, we get

LF Eσ {1} = 1

Γ(1+σ)
vσ

∫ ∞

0
Eσ

(
−xσ

νσ

)
(d x)σ

= vσ lim
t−→∞

[
−vσEσ

(
−xσ

νσ

)]t

0

= v2σ.

2) If f (x) = xσ

Γ(1+σ) (0 <σ6 1), by using the integration by parts [41], we obtain the following

LF Eσ

{
xσ

Γ(1+σ)

}
= 1

Γ(1+σ)
vσ

∫ ∞

0
Eσ

(
−xσ

νσ

)
xσ

Γ(1+σ)
(d x)σ

= vσ

Γ(1+σ)
lim

t−→∞

(∫ t

0

(
−vσEσ

(
−xσ

νσ

))(σ) xσ

Γ(1+σ)
(d x)σ

)

= vσ lim
t−→∞

([
−vσEσ

(
−xσ

νσ

)
xσ

Γ(1+σ)

]t

0
+ vσ

Γ(1+σ)

∫ t

0
Eσ

(
−xσ

νσ

)
(d x)σ

)
= lim

t−→∞

(
v2σ

[
−vσEσ

(
−xσ

νσ

)]t

0

)
.

Because limt−→∞
[
−vσEσ

(
− xσ

νσ

)
xσ

Γ(1+σ)

]t

0
= 0.
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Therefore,

LF Eσ

{
xσ

Γ(1+σ)

}
= lim

t−→∞

(
v2σ

[
−vσEσ

(
−xσ

νσ

)]t

0

)
= v3σ.

3) If f (x) = Eσ ((ax)σ) , using the formula (3.5) gives

LF Eσ
{
Eσ

(
(ax)σ

)} = vσ

Γ(1+σ)

∫ ∞

0
Eσ(−xσ

vσ
)Eσ

(
(ax)σ

)
(d x)σ

= vσ

Γ(1+σ)

∫ ∞

0
Eσ

(
−1− (av)σ

vσ
xσ

)
(d x)σ

= vσ lim
t−→∞

[ −vσ

1− (av)σ
Eσ

(
−1− (av)σ

vσ
xσ

)]t

0

= v2σ

1− (av)σ
.

4) If f (x) = xσ

Γ(1+σ) Eσ ((ax)σ) , by using the definition, and the integration by parts [41], we have

LF Eσ

{
xσ

Γ(1+σ)
Eσ

(
(ax)σ

)} = vσ

Γ(1+σ)

∫ ∞

0
Eσ

(
−xσ

νσ

)
xσ

Γ(1+σ)
Eσ

(
(ax)σ

)
(d x)σ

= vσ

Γ(1+σ)
lim

t−→∞

∫ t

0

( −vσ

1− (av)σ
Eσ

(
−1− (av)σ

vσ
xσ

))(σ) xσ

Γ(1+σ)
(d x)σ

= vσ lim
t−→∞

[ −vσ

1− (av)σ
Eσ

(
−1− (av)σ

vσ
xσ

)
xσ

Γ(1+σ)

]t

0

+ vσ

Γ(1+σ)
lim

t−→∞

∫ t

0

vσ

1− (av)σ
Eσ

(
−1− (av)σ

vσ
xσ

)
(d x)σ

= vσ lim
t−→∞

[ −v2σ

(1− (av)σ)2 Eσ

(
−1− (av)σ

vσ
xσ

)]t

0
,

because limt−→∞
[

−vσ

1−(av)σ Eσ
(
−1−(av)σ

vσ xσ
)

xσ

Γ(1+σ)

]t

0
= 0.

Therefore, we get

LF Eσ

{
xσ

Γ(1+σ)
Eσ

(
(ax)σ

)}= v3σ

(1− (av)σ)2 . (3.16)

5) If f (x) = sinσ((ax)σ) (0 <σ6 1), by using the formula (3.5), we get

LF Eσ
{
sinσ((ax)σ)

}= vσ

Γ(1+σ)

∫ ∞

0
Eσ

(
−xσ

vσ

)
Eσ (iσ (ax)σ)−Eη (−iσ (ax)σ)

2iσ
(d x)σ

= 1

2iσ
vσ

Γ(1+σ)

∫ ∞

0

[
Eσ

(
−1− (av)σ iσ

vσ
xσ

)
−Eσ

(
−1+ (av)σ iσ

νσ
xσ

)]
(d x)σ

= vσ

2iσ
lim

t−→∞

[
− vσ

1− (av)σ iσ
Eσ

(
−1− (av)σ iσ

vσ
xσ

)
+ vσ

1+ (av)σ iσ
Eσ

(
−1+ (av)σ iσ

νσ
xσ

)]t

0
.
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After calculations, we find

LF Eσ
{
sinσ((ax)σ)

}= aσν3σ

1+ (aν)2σ . (3.17)

6) If f (x) = cosσ((ax)σ) (0 <σ6 1), the use of the formula (3.5) gives

LF Eσ
{
cosσ((ax)σ)

}= vσ

Γ(1+σ)

∫ ∞

0
Eσ

(
−xσ

vσ

)
Eσ (iσ (ax)σ)+Eη (−iσ (ax)σ)

2
(d x)σ

= 1

2

vσ

Γ(1+σ)

∫ ∞

0

[
Eσ

(
−1− (av)σ iσ

vσ
xσ

)
+Eσ

(
−1+ (av)σ iσ

νσ
xσ

)]
(d x)σ

= vσ

2
lim

t−→∞

[
− vσ

1− (av)σ iσ
Eσ

(
−1− (av)σ iσ

vσ
xσ

)
− vσ

1+ (av)σ iσ
Eσ

(
−1+ (av)σ iσ

νσ
xσ

)]t

0
.

After calculations, we find

LF Eσ
{
cosσ((ax)σ)

}= v2σ

1+ (aν)2σ . (3.18)

7) If f (x) = sinhσ((ax)σ) (0 <σ6 1), we obtain

LF Eσ
{
sinhσ((ax)σ)

}= vσ

Γ(1+σ)

∫ ∞

0
Eσ

(
−xσ

vσ

)
Eσ ((ax)σ)−Eσ (− (ax)σ)

2
(d x)σ

= 1

2

vσ

Γ(1+σ)

∫ ∞

0

[
Eσ

(
−1− (av)σ

vσ
xσ

)
−Eσ

(
−1+ (av)σ

vσ
xσ

)]
(d x)σ

= vσ

2
lim

t−→∞

[
− vσ

1− (av)σ
Eσ

(
−1− (av)σ

vσ
xσ

)
+ vσ

1+ (av)σ
Eσ

(
−1+ (av)σ

vσ
xσ

)]t

0
.

By performing simple operations, we find

LF Eσ
{
sinhσ((ax)σ)

}= aσv3σ

1− (av)2σ . (3.19)

8) If f (x) = coshσ((ax)σ) (0 <σ6 1), we obtain

LF Eσ
{
sinhσ((ax)σ)

}= vσ

Γ(1+σ)

∫ ∞

0
Eσ

(
−xσ

vσ

)
Eσ ((ax)σ)+Eσ (− (ax)σ)

2
(d x)σ

= 1

2

vσ

Γ(1+σ)

∫ ∞

0

[
Eσ

(
−1− (av)σ

vσ
xσ

)
+Eσ

(
−1+ (av)σ

vσ
xσ

)]
(d x)σ

= vσ

2
lim

t−→∞

[
− vσ

1− (av)σ
Eσ

(
−1− (av)σ

vσ
xσ

)
− vσ

1+ (av)σ
Eσ

(
−1+ (av)σ

vσ
xσ

)]t

0
.

By performing simple operations, we get

LF Eσ
{
sinhσ((ax)σ)

}= v2σ

1− (av)2σ . (3.20)
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4. Illustrative examples

Finally, we’ll use the local fractional Elzaki transform to solve the local fractional differential equations that

have been suggested.

Example 4.1. We consider the local fractional differential equation of order σ

dσU (x)

d xσ
−U (x) = 1, 0 <σ6 1, (4.1)

with the initial condition U (0) = 0.

On both sides of (4.1), the local fractional Elzaki transform yields

1

vσ
LF Eσ {U (x)}− vσU (0)−LF Eσ {U (x)} = LF Eσ {1} . (4.2)

Then

(
1

vσ
−1

)
LF Eσ {U (x)} = v2σ. (4.3)

Which give

LF Eσ {U (x)} = v3σ

1− vσ

= v2σ

1− vσ
− v2σ. (4.4)

We get (4.4) by doing the inverse transformation on both sides

U (x) = Eσ(−xσ)−1, (4.5)

which is the exact solution of the equation (4.1). Eσ is the Mittag-Leffler function.

Example 4.2. Next, we consider the following local fractional differential equation of order σ, (0 <σ6 1)

dσU (x)

d xσ
−2U (x) = 4, (4.6)

with the initial condition

U (0) = 0. (4.7)

Taking local fractional Elzaki transform on both sides of (4.6), we have

1

vσ
LF Eσ {U (x)}−2LF Eσ {U (x)} = 4v2σ. (4.8)
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By following the same steps as the previous example, we obtain

LF Eσ {U (x)} =−2v2σ+2
v2σ

1−2vσ
. (4.9)

Take the inverse transformation on both sides of (4.9), we get

U (x) = 2Eσ(2xσ)−2. (4.10)

The result (4.10) represents the exact solution of (4.6)− (4.7).

Example 4.3. We consider the local fractional differential equation of order 2σ, (0 <σ6 1)

d 2σU (x)

d x2σ +U (x) =− xσ

Γ (1+σ)
, (4.11)

with to the initial conditions

U (0) = 0, U (σ)(0) = 0. (4.12)

Taking local fractional Elzaki transform on both sides of (4.11), we get

1

v2σ LF Eσ {U (x)}+LF Eσ {U (x)} =−v3σ. (4.13)

We get the same result as the previous example by following the same steps

LF Eσ {U (x)} =−v3σ+ v3σ

1+ v2σ . (4.14)

Take the inverse transformation on both sides of (4.14), we get

U (x) = sinσ(xσ)− xσ

Γ (1+σ)
, (4.15)

so this result (4.15) represents the exact solution to the equation (4.11)− (4.12).

5. Conclusion

The idea that we presented in this paper is based on combining the Elzaki transform with the local fractional

derivative, where we present some important results of this combination which called: Local fractional

Elzaki transform of the Mittag-Leffler function, the hyperbolic sine and the hyperbolic cosine in fractal

space and also we provide its properties of some non-differentiable functions were presented. This method

was used to solve several linear local fractional differential equations, where we have seen that the non-

differential solutions are precise and these results lead us to say that the local fractional Elzaki transform is

powerful and effective in solving this type of equation, and thus can be applied to other linear local frac-

tional partial differential equations with variable coefficients, to the linear systems of differential equations

and to the other linear problems in Cantor sets.
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1. Introduction

For dealing with uncertainty, Zadeh extended the classical set theory and initiated the idea of fuzzy set the-

ory [1]. In 1986, K.T. Atanassov extended the notion of fuzzy set and proposed intuitionistic fuzzy set [2].

Fuzzy norm was first studied by A.K. Katsaras [3, 4]. Thereafter the concept of fuzzy normed spaces were

presented in succession by C. Felbin [5] in 1992, S.C. Cheng and J.N. Morderson [6] in 1994, T. Bag and S.K.

Samanta [7] in 2003, R. Saadati and S.M. Vaezpour [8] in 2005, I. Golet [9] in 2010 and many other researchers

[10–12] in past years.

Fuzzy Banach algebra was first introduced by I. Sadeqi and A. Amiripour [12] in 2007. Dinda et. al. [13] in
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While solving differential equation, linear algebraic equation, or integral equation, in intuitionistic fuzzy

environment there is a problem related to inverse operation. In this paper, we investigate the inverse of an

element and properties of the set of invertible elements of a complete IFPNA with respect to Archimedean

t-norm and Archimedean t-conorm.

The structure of this paper is as follows: In section 2, we give some preliminary results which were known

before and used in the subsequent sections. In section 3, we propose the definition of intuitionistic fuzzy

pseudo normed algebra (IFPNA) with respect to Archimedean t-norm and Archimedean t-conorm and

prove that the algebraic operations are continuous in a complete IFPNA. We also prove a result giving the

condition for the existence of the inverse of an element in a complete IFPNA. In section 4, we show that the

set of all invertible elements (I) is an open set and the map a → a−1 from I into I is strongly intuitionistic

fuzzy continuous(IFC).

2. Preliminaries

Definition 2.1. [24] A function ∗ : [0,1]× [0,1] → [0,1] is called a t-norm if and only if (iff) the following four

conditions are satisfied:

(1.1) e1 ∗e2 = e2 ∗e1, ∀e1,e2 ∈ [0,1],

(1.2) e1 ∗e2 ≤ e1 ∗e3 if e2 ≤ e3, ∀e1,e2,e3 ∈ [0,1],

(1.3) e1 ∗ (e2 ∗e3) = (e1 ∗e2)∗e3, ∀e1,e2,e3 ∈ [0,1],

(1.4) e1 ∗1 = e1, ∀e1 ∈ [0,1].

Definition 2.2. [24, 25] A function ¦ : [0,1]×[0,1] → [0,1] is called a t-conorm iff the following four conditions

are satisfied:

(2.1) e1 ¦ e2 = e2 ¦ e1, ∀e1,e2 ∈ [0,1],

(2.2) e1 ¦ e2 ≤ e1 ¦ e3 if e2 ≤ e3, ∀e1,e2,e3 ∈ [0,1],

(2.3) e1 ¦ (e2 ¦ e3) = (e1 ¦ e2)¦ e3, ∀e1,e2,e3 ∈ [0,1],

(2.4) e1 ¦0 = e1, ∀e1 ∈ [0,1].

Definition 2.3. [25] A t-norm ∗ is called Archimedean iff

(1.5) ∗ is continuous, and

(1.6) e1 ∗e1 < e1, ∀e1 ∈ (0,1).

Definition 2.4. [25] A t-conorm ¦ is called Archimedean iff

(2.5) ¦ is continuous, and

(2.6) e1 ¦ e1 > e1, ∀e1 ∈ (0,1).

In the subsequent theorems, we use ∗ as Archimedean t-norm and ¦ as Archimedean t-conorm.

Definition 2.5. [20] Let V be linear space over the field K (= R or C). An intuitionistic fuzzy subset (µ,ν) of

(V ×R, V ×R) is said to be an intuitionistic fuzzy pseudo norm on V if ∀v1, v2 ∈ V

(IFP.1) ∀s ∈ R, µ( v1 , s ) + ν( v1 , s ) ≤ 1;

(IFP.2) ∀s ∈ R with s ≤ 0, µ( v1 , s ) = 0;

(IFP.3) ∀s ∈ R+, µ( v1 , s ) = 1 iff v1 = θ;

(IFP.4) ∀s ∈ R+, µ (cv1 , s ) ≥ µ ( v1 , s ) if | c |≤ 1, ∀c ∈K;

(IFP.5) µ ( v1 + v2 , s + t ) ≥ min{µ ( v1 , s ) , µ ( v2 , t ) }, ∀s, t ∈ R+;

(IFP.6) lim
s→∞ µ ( v1 , s ) = 1;

(IFP.7) if ∃ α ∈ (0,1) such that µ(v1 , s) > α , ∀ s ∈ R+ then v1 = θ;
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(IFP.8) ∀v1 ∈ V , µ( v1 , ·) is left continuous on R ;

(IFP.9) ∀s ∈ R with s ≤ 0, ν( v1 , s ) = 1;

(IFP.10) ∀s ∈ R+, ν( v1 , s ) = 0 iff v1 = θ;

(IFP.11) ∀s ∈ R+, ν (cv1 , s ) ≤ ν ( v1 , s ) if | c |≤ 1, ∀c ∈K;

(IFP.12) ν ( v1 + v2 , s + t ) ≤ max{ν ( v1 , s ) , ν ( v2 , t ) }, ∀s, t ∈ R+;

(IFP.13) lim
s→∞ ν ( v1 , s ) = 0;

(IFP.14) if ∃ α ∈ (0,1) such that ν(v1 , s) < α , ∀ s ∈ R+ then v1 = θ;

(IFP.15) ∀v1 ∈ V , ν( v1 , ·) is left continuous on R .

Here (V ,µ,ν) is called intuitionistic fuzzy pseudo normed linear space (IFPNLS).

Definition 2.6. [22] Let (V ,µ1,ν1), (U ,µ2,ν2) be two IFPNLS. A mapping P : (V ,µ1,ν1) → (U ,µ2,ν2) is said to

be strongly IFC at v0 ∈V if for any given ε> 0 there exists δ(ε) > 0 such that for all v ∈V ,

µ2(P (v)−P (v0),ε) ≥ µ1(v − v0,δ) , ν2(P (v)−P (v0),ε) ≤ ν1(v − v0,δ).

Definition 2.7. [21] Let (V ,µ,ν) be an IFPNLS. An open ball B(v,r, s) with center at x, radius 0 < r < 1 and

s ∈R+ is defined by

B(v,r, s) = {a ∈ V : µ(v −a, s) > 1− r, ν(v −a, s) < r }.

3. Condition for existence of invertible element in complete IFPNA

Throughout this paper unless otherwise stated we take ∗ as Archimedean t-norm and ¦ as Archimedean

t-conorm. In this section we endeavor to investigate the condition for existence of an invertible element in

a complete IFPNA.

Definition 3.1. Let V be an algebra over the field of complex numbers, ∗ be the Archimedean t-norm and ¦
be the Archimedean t-conorm. By an intuitionistic fuzzy pseudo normed algebra(in short, IFPNA) we mean

an intuitionistic fuzzy subset (µ,ν) of (V ×R+, V ×R+) such that

(IFPNA.1) (V ,µ,ν) is an IFPNLS.

(IFPNA.2) µ(v1 v2, st ) ≥ µ(v1, s)¦ µ(v2, t ), ν(v1 v2, st ) ≤ ν(v1, s)∗ ν(v2, t ), ∀v1 v2 ∈V , and for each s, t ∈ R+.

If (V ,µ,ν) be a complete IFPNLS then the normed algebra (V ,µ,ν,∗,¦) will be complete IFPNA.

Example 3.2. Let (V ,‖·‖) be a pseudo normed algebra, and consider a ¦ b = max{a,b} and a∗ b = min{a,b}.

Define µ, ν : V ×R→ [0,1] by

µ ( v , s ) =


s

s +‖v‖ if s > ‖v‖,

0 if s ≤ ‖v‖.

ν ( v , s ) =


‖v‖

s +‖v‖ if s > ‖v ‖,

1 if s ≤ ‖v ‖.

We will show that (V ,µ, ν, ¦, ∗) is an IFPNA on V .

From the Example 3.2 of [20] it is easy to verify the conditions of (IFPNA.1). Now we show (IFPNA.2).

Clearly ∗= min, and ¦ = max are Archimedean t-norm and Archimedean t-conorm.

Let v1, v2 ∈V and s ∈R+. Without loss of generality let us assume µ(v1, s) ≥ µ(v2, s). Then ‖v1‖ ≤ ‖v2‖. Now
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we have the following cases for consideration.

Case-1:

s > ‖v2‖ ≥ ‖v1‖⇒ s‖v1‖ > ‖v1‖‖v2‖ ≥ ‖v1v2‖
⇒ s2‖v1‖ > s‖v1v2‖
⇒ s3 + s2‖v1‖ > s3 + s‖v1v2‖
⇒ s2(s +‖v1‖) > s(s2 +‖v1v2‖)

⇒ s2

s2 +‖v1v2‖
> s

s +‖v1‖
⇒ µ(v1v2, s2) > max{µ(v1, s), µ(v2, s)}.

Case-2:

s ≤ ‖v1‖ ≤ ‖v2‖ ⇒ µ(v1, s) = 0, µ(v2, s) = 0

⇒ µ(v1v2, s2) ≥ max{µ(v1, s), µ(v2, s)}.

Also, Without loss of generality let us assume ν(v1, s) ≥ ν(v2, s). Now we have the following cases.

Case-1:

s > ‖v2‖ ≥ ‖v1‖⇒ s‖v2‖ > ‖v1‖‖v2‖ ≥ ‖v1v2‖
⇒ s2‖v2‖ > s‖v1v2‖
⇒ s2‖v2‖+‖v2‖‖v1v2‖ > s‖v1v2‖+‖v2‖‖v1v2‖
⇒ ‖v2‖(s2 +‖v1v2‖) > ‖v1v2‖(s +‖v2‖)

⇒ ‖v1v2‖
s2 +‖v1v2‖

< ‖v2‖
s +‖v2‖

⇒ ν(v1v2, s2) < min{ν(v1, s), ν(v2, s)}.

Case-2:

s ≤ ‖v1‖ ≤ ‖v2‖ ⇒ ν(v2, s) = 1, ν(v1, s) = 1

⇒ ν(v1v2, s2) ≤ min{ν(v1, s), ν(v2, s)}.

Therefore, (IFPNA.2) is satisfied and hence (V ,µ, ν, ¦, ∗) is an IFPNA.

Example 3.3. Let (V , ‖ ·‖) be a pseudo normed linear space. Define µ,ν : V ×R→ [0,1] by

µ(v, s) =
1 if s > ‖v ‖,

0 if s ≤ ‖v ‖.

ν(v, s) =
0 if s > ‖v ‖,

1 if s ≤ ‖v ‖.

Then (V ,µ, ν, ¦, ∗) is an IFPNA on V .
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From the Example 3.1 of [20] and from Example 3.2, the proof follows.

Theorem 3.4. In an IFPNA (V ,µ, ν, ¦, ∗), the algebraic operations “+" and “ ·" are continuous.

Proof.

Let {an}n and {bn}n be two sequences in V converges to a and b respectively. Then for every s ∈R+,

lim
n→∞µ(an −a, s) = 1, lim

n→∞ν(an −a, s) = 0 and lim
n→∞µ(bn −b, s) = 1, lim

n→∞ν(bn −b, s) = 0.

Now, µ((an +bn)− (a +b), s) ≥ min{µ(an −a, s
2 ), µ(bn −b, s

2 )}. Hence

lim
n→∞µ((an +bn)− (a +b), s)

≥ min
{

lim
n→∞µ(an −a,

s

2
), lim

n→∞µ(bn −b,
s

2
)
}

≥ min{1,1} = 1.

This proves the continuity of addition in (V ,µ, ν, ¦, ∗).

Again, µ(anbn −ab, s) =µ(anbn −anb +anb −ab, s)

=µ(an(bn −b)+ b(an −a) , s)

≥ min
{
µ(an(bn −b),

s

2
), µ(b(an −a),

s

2
)
}

≥ min

{
µ(an ,

√
s

2
)¦ µ(bn −b,

√
s

2
), µ(b,

√
s

2
)¦ µ(an −a,

√
s

2
)

}
.

Therefore, lim
n→∞µ(anbn −ab, s)

≥ min

{
lim

n→∞µ(an ,

√
s

2
)¦ 1, lim

n→∞µ(b,

√
s

2
)¦ 1

}
≥ min{1,1}

= 1.

Hence multiplication is also continuous in (V ,µ, ν, ¦, ∗).

Theorem 3.5. Let (V ,µ, ν, ¦, ∗) be a complete IFPNA. If a ∈ B(0,r, s), s ∈R+ and 0 < r < 1 then the inverse of

(i −a) exists and

(i −a)−1 = i +
∞∑

n=1
an

where i and 0 are the identity and the zero of V respectively.

Proof.

Since a ∈ B(0,r, s) we have µ(a, s) > 1− r, ν(a, s) < r , for each s ∈R+ and 0 < r < 1.

First we verify the convergence of the series
∑∞

n=1 an in V .
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Let un =∑n
j=1 a j then it is enough to verify that µ(un+p −un , s) > 1− r and ν(un+p −un , s) < r . Now,

µ(un+p −un , s)

=µ
(
an+1 +an+2 +·· ·+an+p , s

)
≥ min

{
µ(an+1,

s

p
), µ(an+2,

s

p
), · · · ,µ(an+p ,

s

p
)

}
≥ min{µ

(
a, n+1

√
s

p

)
¦ µ(a, n+1

√
s

p
)¦ · · · ¦ µ(a, n+1

√
s

p
) , µ(a, n+2

√
s

p
)¦ µ(a, n+2

√
s

p
)¦ · · · ¦ µ(a, n+2

√
s

p
) ,

· · · , µ(a, n+p

√
s

p
)¦ µ(a, n+p

√
s

p
)¦ · · · ¦ µ(a, n+p

√
s

p
)}

> min{(1− r )¦ (1− r )¦ · · · ¦ (1− r ) , (1− r )¦ (1− r )¦ · · · ¦ (1− r ) , · · · , (1− r )¦ (1− r )¦ · · · ¦ (1− r )}

> min{(1− r ) , (1− r ) , · · · , (1− r )}, [By (2.6) of Definition 2.4]

= 1− r.

ν(un+p −un , s)

= ν
(
an+1 +an+2 +·· ·+an+p , s

)
≤ max

{
ν(an+1,

s

p
), ν(an+2,

s

p
), · · · ,ν(an+p ,

s

p
)

}
≤ max{ν

(
a, n+1

√
s

p

)
∗ ν(a, n+1

√
s

p
)∗ ·· · ∗ ν(a, n+1

√
s

p
) , ν(a, n+2

√
s

p
)∗ ν(a, n+2

√
s

p
)∗ ·· · ∗ ν(a, n+2

√
s

p
) ,

· · · , ν(a, n+p

√
s

p
)∗ ν(a, n+p

√
s

p
)∗ ·· · ∗ ν(a, n+p

√
s

p
)}

< max{r ∗ r ∗ ·· · ∗ r , r ∗ r ∗ ·· · ∗ r , · · · , r ∗ r ∗ ·· · ∗ r }

< max{r , r , · · · , r }, [By (1.6) of Definition 2.3]

= r.

Hence the series
∑∞

n=1 an is convergent in V .

Now (i −a)(i +a +a2 + ·· · +an) = (i +a +a2 + ·· · +an)(i −a) = i −an+1.

Also,

µ(an+1, s) ≥ µ(a, n+1
p

s) ¦ µ(a, n+1
p

s) ¦ · · · ¦ µ(a, n+1
p

s)

> (1− r ) ¦ (1− r ) ¦ · · · ¦ (1− r )

> (1− r ), [By (2.6) of Definition 2.4].

ν(an+1, t ) ≤ ν(a, n+1
p

s) ∗ ν(a, n+1
p

s) ∗ ·· · ∗ ν(a, n+1
p

s)

< r ∗ r ∗ ·· · ∗ r

< r, [By (1.6) of Definition 2.3].
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Hence an+1 converges to 0 as n →∞. Therefore taking n →∞ we obtain

(i −a)(i +
∞∑

n=1
an) = (i +

∞∑
n=1

an)(i −a) = e

Thus (i −a)−1 = i +∑∞
n=1 an .

Corollary 3.6. Let (V ,µ, ν, ¦, ∗) be a complete IFPNA. If i − a ∈ B(0,r, s), for each s ∈ R+ and 0 < r < 1 then

the inverse of a exists and

a−1 = i +
∞∑

n=1
(i −a)n

Corollary 3.7. Let (V ,µ, ν, ¦, ∗) be a complete IFPNA. If λ(6= 0) be a scalar such that a
λ ∈ B(0,r, s), for each

s ∈R+ and 0 < r < 1 then the inverse of (λi −a) exists and

(λi −a)−1 =
∞∑

n=1
λ−n an−1

Proof.

Since a
λ ∈ B(0,r, s) for each s ∈R+ and 0 < r < 1, then

µ(
a

λ
, s) > 1− r, ν(

a

λ
, s) < r ⇒ µ

(
i − (i − a

λ
), s

)
> 1− r, ν

(
i − (i − a

λ
), s

)
< r

Hence by Corollary 3.6, the inverse of (i − a
λ ) exists i.e., the inverse of (λi −a) exists.

Also, (λi −a)−1 =λ−1(i −λ−1a)−1

=λ−1
[

i +
∞∑

n=1

{
i − (i −λ−1a)

}n
]

, [by Corollary 3.6]

=λ−1
[

i +
∞∑

n=1
λ−n an

]
=

∞∑
n=1

λ−n an−1.

4. Properties of invertible elements in IFPNA

Theorem 4.1. Let (V ,µ, ν, ¦, ∗) be a complete IFPNA. Then set of invertible elements of V is an open set.

Proof.

Let I be the set of invertible elements of V . Let a0 ∈ I , then we have to show that B(a0,r, s) ⊆ I for each

s ∈R+ with 0 < r < 1.

Let a ∈ B(a0,r, s) then µ(a −a0, s) > 1− r and ν(a −a0, s) < r .

Let us take r ∈ (0,1) such that r < min{1−µ(a−1
0 , s), ν(a−1

0 , s)}. Then

µ(a −a0, s) > 1− r >µ(a−1
0 , s), ν(a −a0, s) < r < ν(a−1

0 , s). (4.1)

Let b = a−1
0 a, and c = i −b, where i is the identity of V . Then for all s ∈R+,

µ(c, s) =µ(i −b, s)

=µ(b − i , s), [by (IFP.4)]
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=µ(a−1
0 a −a−1

0 a0, s)

=µ(a−1
0 (a −a0), s)

≥ µ(a−1
0 ,

p
s)¦µ(a −a0,

p
s), [by (IFPNA.2)]

> µ(a −a0,
p

s)¦ µ(a −a0,
p

s), [by Equation 4.1, and (2.2) of Definition 2.2]

> µ(a −a0,
p

s), [by (2.6) of Definition 2.4]

> 1− r, since a ∈ B(a0,r, s) for all s ∈R+ with 0 < r < 1.

ν(c, s) = ν(i −b, s)

= ν(b − i , s), [by (IFP.11)]

= ν(a−1
0 a −a−1

0 a0, s)

= ν(a−1
0 (a −a0), s)

≤ ν(a−1
0 ,

p
s)∗ν(a −a0,

p
s), [by (IFPNA.2)]

< ν(a −a0,
p

s)∗ ν(a −a0,
p

s), [by Equation 4.1, and (1.2) of Definition 2.1]

< ν(a −a0,
p

s), [by (1.6) of Definition 2.3]

< r, since a ∈ B(a0,r, s) for all s ∈R+ with 0 < r < 1.

Hence c ∈ B(0,r, s) and therefore by Theorem 3.5, (i − c) is invertible; i.e., b is invertible. Hence b ∈ I . Now

a0 ∈ I and b ∈ I . Hence a0.b ∈ I ; i.e., a0a−1
0 a ∈ I ; i.e., a ∈ I .

Thus B(a0,r, s) ⊆ I and hence I is an open in V .

Corollary 4.2. Let (V ,µ, ν, ¦, ∗) be a complete IFPNA. Then set of non-invertible elements of V is a closed

set.

Theorem 4.3. Let I be the set of invertible elements of a complete IFPNA (V ,µ, ν, ¦, ∗). Then the mapping

P from a to a−1 of I into I is strongly IFC.

Proof.

Let a0 ∈ I , then by Theorem 4.1, B(a0,r, s) ⊆ I , where s ∈R+ and 0 < r < 1.

Let r < min{1−µ(a−1
0 , t ), ν(a−1

0 , t )}, and a ∈ I be such that a ∈ B(a0,r, s). Then we have the Equation 4.1.

Now by Corollary 3.6, a−1a0 =
(
a−1

0 a
)−1 = i +∑∞

n=1

(
i −a−1

0 a
)n

. Therefore,

µ

(
a−1a0 − i ,

π2

6

)
=µ

( ∞∑
n=1

(i −a−1
0 a)n , 1+ 1

4
+ 1

9
+ 1

16
+·· ·

)
≥ min

{
µ((i −a−1

0 a),1), µ

(
(i −a−1

0 a)2,
1

4

)
, · · · , µ

(
(i −a−1

0 a)n ,
1

n2

)
, · · ·

}
, [by (IFP.5)]

≥ min

{
µ

(
a−1

0 (a0 −a),1
)

, µ

(
a−1

0 (a0 −a),
1

2

)
¦µ

(
a−1

0 (a0 −a),
1

2

)
, · · ·

}
, [by (IFPNA.2)]

≥ min

{
µ

(
a−1

0 ,1
)¦ µ ((a0 −a),1) , µ

(
a−1

0 ,
1p
2

)
¦ µ

(
(a0 −a),

1p
2

)
¦µ

(
a−1

0 ,
1p
2

)
¦ µ

(
(a0 −a),

1p
2

)
, · · ·

}
, [by (IFPNA.2)]

> min

{
µ ((a0 −a),1)¦ µ ((a0 −a),1) , µ

(
(a0 −a),

1p
2

)
¦ µ

(
(a0 −a),

1p
2

)
¦µ

(
(a0 −a),

1p
2

)
¦ µ

(
(a0 −a),

1p
2

)
, · · ·

}
,

[by Equation 4.1, and (2.2) of Definition 2.2]

> min

{
µ ((a0 −a),1) , µ

(
(a0 −a),

1p
2

)
, · · ·

}
, [by (2.6) of Definition 2.4]

≥ µ

(
(a0 −a), lim

n→∞

(
1

n2

) 1
2n

)
, since µ(a, ·) is a non decreasing function and 1 > 1

4
1
4

> 1

9
1
6

> 1

16
1
8

> ·· · > 1

n2
1

2n

> ·· · .
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=µ

(
(a0 −a), lim

n→∞
1

n
1
n

)
=µ ((a0 −a),1)

≥ µ(a −a0,1), [by (IFP.4)].

Hence

µ

(
a−1a0 − i ,

π2

6

)
>µ ((a −a0),1) (4.2)

Also,

ν

(
a−1a0 −e,

π2

6

)
= ν

( ∞∑
n=1

(i −a−1
0 a)n , 1+ 1

4
+ 1

9
+ 1

16
+·· ·

)
≤ max

{
ν((i −a−1

0 a),1), ν

(
(i −a−1

0 a)2,
1

4

)
, · · · , ν

(
(i −a−1

0 a)n ,
1

n2

)
, · · ·

}
, [by (IFP.12)]

≤ max

{
ν

(
a−1

0 (a0 −a),1
)

, ν

(
a−1

0 (a0 −a),
1

2

)
∗ν

(
a−1

0 (a0 −a),
1

2

)
, · · ·

}
, [by (IFPNA.2)]

≤ max

{
ν

(
a−1

0 ,1
)∗ ν ((a0 −a),1) , ν

(
a−1

0 ,
1p
2

)
∗ ν

(
(a0 −a),

1p
2

)
∗ν

(
a−1

0 ,
1p
2

)
∗ ν

(
(a0 −a),

1p
2

)
, · · ·

}
, [by (IFPNA.2)]

< max

{
ν ((a0 −a),1)∗ ν ((a0 −a),1) , ν

(
(a0 −a),

1p
2

)
∗ ν

(
(a0 −a),

1p
2

)
∗ν

(
(a0 −a),

1p
2

)
∗ ν

(
(a0 −a),

1p
2

)
, · · ·

}
,

[by Equation 4.1 and (1.2) of Definition 2.1]

< max

{
ν ((a0 −a),1) , ν

(
(a0 −a),

1p
2

)
, · · ·

}
, [by (1.6) of Definition 2.3]

≤ ν

(
(a0 −a), lim

n→∞

(
1

n2

) 1
2n

)
, since ν(a, ·) is a non increasing function and 1 > 1

4
1
4

> 1

9
1
6

> 1

16
1
8

> ·· · > 1

n2
1

2n

> ·· · .

= ν

(
(a0 −a), lim

n→∞
1

n
1
n

)
= ν ((a0 −a),1)

≤ ν(a −a0,1), [by (IFP.11)].

Hence

ν

(
a−1a0 −e,

π2

6

)
< ν ((a −a0),1) (4.3)

Let a ∈ I and P (a) = a−1. Let us take ε= π4

36 > 0,

µ(P (a)−P (a0),ε)

=µ(a−1 −a−1
0 , π

4

36 )

=µ
(
(a−1a0 − i )a−1

0 , π
4

36

)
≥ µ

(
(a−1a0 − i ), π

2

6

)
¦ µ

(
a−1

0 , π
2

6

)
, [by (IFPNA.2)]

> µ ((a −a0),1)¦ µ
(
a−1

0 , π
2

6

)
, [by Equation 4.2]

> µ ((a −a0),1)¦ µ
(
(a −a0), π

2

6

)
, [by Equation 4.1]

≥ µ((a −a0),1)¦µ((a −a0),1), since µ(a, ·) is a non decreasing function and 1 < π2

6 and by (2.2) of Definition

2.2.

> µ((a −a0),1), [by (2.6) of Definition 2.4]
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= µ((a −a0),δ).

Also, ν(P (a)−P (a0),ε)

= ν(a−1 −a−1
0 , π

4

36 )

= ν
(
(a−1a0 − i )a−1

0 , π
4

36

)
≤ ν

(
(a−1a0 − i ), π

2

6

)
∗ ν

(
a−1

0 , π
2

6

)
, [by (IFPNA.2)]

< ν ((a −a0),1)∗ ν
(
a−1

0 , π
2

6

)
, [by Equation 4.3]

< ν ((a −a0),1)∗ ν
(
(a −a0), π

2

6

)
, [by Equation 4.1]

≤ ν((a −a0),1)∗ν((a −a0),1), since ν(a, ·) is a non increasing function and 1 < π2

6 and by (1.2) of Definition

2.1.

< ν((a −a0),1), [by (1.6) of Definition 2.3]

= ν((a −a0),δ).

Thus for every ε> 0 there exists δ= ε
π4

36

such that

µ(P (a)−P (a0),ε) ≥ µ(a −a0,δ) , ν(P (a)−P (a0),ε) ≤ ν(a −a0,δ).

Hence the mapping P from a to a−1 of I into I is strongly IFC.

Corollary 4.4. Let I be the set of invertible elements of a complete IFPNA (V ,µ, ν, ¦, ∗). Then the mapping

P from a to a−1 of I into I is strongly IFB.

Proof.

From Theorem 4.6 of [22] and Theorem 4.3 the corollary follows.

5. Conclusion

In this paper, we have proposed a notion of intuitionistic fuzzy pseudo normed algebra and investigated

on inverse of an element in a complete IFPNA. With suitable adaptation, the notion of IFPNA deserves

attention in the study of spectrum of a bounded linear operator in intuitionistic fuzzy pseudo normed linear

space.
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Abstract: The increasing radiation applications in our daily life makes it essential to protect 

ourselves from the harms of radiation by using alternative, cheap and natural materials. The 

present study aimed to analyze the radiation shielding abilities of green and red clayey soils from 

Oltu/Erzurum in Turkey, reinforced with waste tires and marble dust. For the purpose to 

investigate the shielding features of the samples, radiation attenuation parameters were 

determined by using EpiXS software, which can calculate partial or total cross-sections, partial 

or total mass attenuation coefficients, electron densities, effective atomic numbers, and buildup 

factors for energy absorption and exposure between 1keV and 1GeV. We compared the obtained 

mass attenuation coefficients and total atomic cross-section values of the samples with those of 

a widely used shielding material, ordinary concrete, to make a meaningful evaluation about the 

shielding potentials of the samples. To validate obtained values by EpiXS, we also calculated the 

mass attenuation coefficients of the samples by XCOM code, and compatible results were 

obtained. Among all the studied clayey soil samples, green clay reinforced with marble dust and 

waste tire has the highest shielding capability. It can also be mentioned that reinforcement with 

marble dust and waste tire improves the shielding ability of the clayey soils. 

Subject Classification (2020):  

1. Introduction 

Soil materials such as clayey soils are essential in geologic, construction, and environmental 

applications. Soil performances for some purposes can be improved by reinforcing with natural 

resources and types of waste based on their environment-friendly and cost-effectiveness aspects. 

Marble dust (MD) and waste tire (WT) were commonly chosen for reinforcing the soil materials and 

attracts the attention of researchers for different purposes [1-4]. Reusing waste materials is also 

important and can make it possible to reduce environmental problems. However, these kinds of natural 

and cheap materials are also significant for radiation shielding. Radiation is widely used in energy 

production (nuclear reactors), space exploration, medical imaging and treatment, material 

investigations, archaeology, military etc. [5]. Due to the increase of radiation applications in daily lives, 

protection from the harms of radiation has become more important nowadays. It is also important to 
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use alternative materials as building materials for shielding purposes. There are many studies about 

these kinds of materials in the literature [6-11]. Clay is one of the eco-friendly and cost-effective 

materials which can be used as a shielding material in construction and building purposes in many 

nations [11]. Important knowledge about the shielding properties of the materials can be obtained by 

determining radiation attenuation parameters.  Radiation interaction coefficients of materials can be 

calculated by widely used codes such as XCOM [12], GEANT4 [13], WinXCom [14,15], and XMuDat [16], 

and recently Phy-X/PSD [17] and Py-MLBUF [18]. Among the lately reported codes, EpiXS makes it 

possible to determine the radiation shielding parameters such as mass attenuation coefficient, effective 

atomic number, electron density, atomic cross-section and buildup factors without knowing the density 

[19]. This feature takes the program one step ahead in terms of usability. Several research is done by 

using EpiXS recently [20-23].  

The present study aimed to investigate the photon attenuation parameters; mass attenuation 

coefficients (MAC), effective atomic number (Zeff), electron density (Neff), total atomic cross-section 

(ACS) and buildup factors of green clayey (GC) and red clayey (RC) soils reinforced with WT and MD to 

learn the radiation shielding potentials of the samples. In this regard, we used EpiXS code which can 

perform in the energy range of 1keV-1GeV. The studied clay materials show the characteristics of the 

Oltu/Erzurum region consisting of Oligocene lower upper sedimentary units, volcanic rocks and upper 

sedimentary units. The lower sedimentary unit consists of silt-clay layers, conglomerate sandstone, and 

gypsum-limestone band. The upper sedimentary unit has high clay content [1,24]. To the best of our 

knowledge, there is no paper about the shielding potentials of the used materials in the literature. By 

this investigation, the determination of radiation-matter interaction parameters of unreinforced and 

reinforced (with MD and WT) clayey soils from Oltu/Erzurum region can contribute to the literature. 

2. Materials and Methods 

2.1. Samples 

In this study, the used samples were taken from literature reported by Aygun and Yarbasi [1]. GC and 

RC samples were obtained from Oltu (Erzurum) in Turkey. WT fragments were obtained from the 

Erzurum industry region. Obtained shredded waste tire pieces were shaken in the sieve machine. MD 

was provided from the Afyon region (Turkey) by polishing, scraping, and carving the marbles. The clay 

samples were also prepared by reinforcing with 5% MD and 5% MD with 0.5% WT. 

2.2. Calculation Process 

The MAC, a quantity that defines the interaction possibility between incident photons and the mass per 

unit area, can be calculated by the Beer-Lambert formulated as: 

                                                                            𝐼 = 𝐼0𝑒−𝜇𝑡                                                                                            (2.1) 

                                                          𝜇𝑚 =
𝜇

𝜌
= 𝑙𝑛(𝐼0/𝐼)/𝜌𝑡 = 𝑙𝑛(𝐼0/𝐼)/𝑡𝑚                                                           (2.2) 

where I0 and I are incidents and attenuated photon intensities, ρ (g/cm3) is the density of a material, 

μm(cm2/g) and μ(cm−1) are mass, and linear attenuation coefficients, tm (g/cm2) and t (cm) are sample 

mass thickness (the mass per unit area) and the thickness, respectively. 

We can write the total MAC for any compound as follows [25]; 

                                                                               𝜇 𝜌⁄ = ∑ 𝑤𝑖(𝜇 𝜌⁄ )𝑖 𝑖                                                                         (2.3)  

where 𝑤𝑖 and (𝜇 𝜌⁄ )𝑖 are the weight fraction and the MAC of the ith constituent element, respectively.  

ACS (σT) is defined as the sum of partial cross-sections in Eq. 2.4, 
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                                                       𝜎𝑇 = 𝜎𝑃𝐸 + 𝜎𝑐𝑜ℎ + 𝜎𝑖𝑛𝑐𝑜ℎ + 𝜎𝑃𝑃−𝑁 + 𝜎𝑃𝑃−𝐸                                                   (2.4)                                       

where σPE, σcoh, σincoh, σPP-N, and σPP-E are cross sections for photoelectric, coherent, incoherent, pair 

production in the nuclear field, and pair production in an electron field, respectively [19].  

Zeff can be calculated by Eq. 2.5 where σe is the electronic cross-section given by Eq. 2.6 [26]. Zeff can also 

be determined by an interpolation given in Eq. 2.7. In this equation, σ1 and σ2 are the elemental cross-

sections of two successive elements Z1 and Z2.  

                                                                                    𝑍𝑒𝑓𝑓 = 𝜎𝑇𝜎𝑒                                                                                (2.5)  

                                                                                  𝜎𝑒 = ∑
𝑓𝑖

𝑍𝑖
(𝜎𝑇)𝑖                                                                               (2.6)                                     

                                                           𝑍𝑒𝑓𝑓 =
𝑍1(𝑙𝑜𝑔𝜎2−𝑙𝑜𝑔𝜎𝑇)+𝑍2(𝑙𝑜𝑔𝜎𝑇−𝑙𝑜𝑔𝜎1)

𝑙𝑜𝑔𝜎2−𝑙𝑜𝑔𝜎1
                                                          (2.7)                                                               

Neff (elctrs/g) parameter is directly proportional to its Zeff  as given in Eq. 2.8 [27],     

                                                                                𝑁𝑒𝑓𝑓 = 𝑍𝑒𝑓𝑓 (
𝑁𝐴

∑ 𝑓𝑖𝐴𝑖
)                                                                      (2.8)                                                                                                             

Energy absorption buildup factors (EABF) or exposure buildup factors (EBF) are calculated by the given 

formulas below [28,29]. G-P fitting parameters for the material can be calculated by using fitting 

parameters in the ANSI/ANS 6.4.3 [30] in Eq. 2.9 Buildup factors are calculated using Eq. 2.11 or 12 by 

determining K(E,x) in Eq. 2.13. The distance from the source in mfp (cm) is given as x. 

                                                                   𝑍𝑒𝑞 =
𝑍1(𝑙𝑜𝑔𝑅2−𝑙𝑜𝑔𝑅)+𝑍2(𝑙𝑜𝑔𝑅−𝑙𝑜𝑔𝑅1)

𝑙𝑜𝑔𝑅2−𝑙𝑜𝑔𝑅1
                                                       (2.9)      

                                                                 𝐹 =
𝐹1(𝑙𝑜𝑔𝑍2−𝑙𝑜𝑔𝑍𝑒𝑞)+𝐹2(𝑙𝑜𝑔𝑍𝑒𝑞−𝑙𝑜𝑔𝑍1)

𝑙𝑜𝑔𝑍2−𝑙𝑜𝑔𝑍1
                                                     (2.10)              

                                                            𝐵(𝐸, 𝑥) = 1 +  
(𝑏−1)(𝐾𝑥−1)

(𝐾−1)
             for   𝐾 ≠  1                                        (2.11)         

                                                          𝐵(𝐸, 𝑥) = 1 + (𝑏 − 1)𝑥           for   𝐾 = 1                                                (2.12)           

                                     𝐾(𝐸, 𝑥) = 𝑐𝑥𝑎 + 𝑑
tanh(

𝑥

𝑋𝑘
−2)−tanh (−2)

1−tanh (−2)
            for    𝑥 ≤  40 mfp                             (2.13)      

3. Results and discussion 

The chemical compositions of the used samples are given in Table 1 [1]. To validate the calculated values 

of unreinforced and reinforced clay materials by EpiXS, MAC values of the samples were also determined 

by XCOM [12], a well-known code, and a good agreement is obtained between the results.  

Table 1. Chemical compositions (wt%) of the studied samples. 

Samples O Si Al Fe Ca Mg Na K C Ti Mn S 

GC 53.63 18.74 8.13 3.78 4.46 3.53 3.33 2.61 1.32 0.48 - - 

RC 52.69 20.49 8.60 5.74 3.53 3.05 1.29 2.68 1.26 0.68 - - 

MD 53.63 0.07 - - 34.49 0.59 - - 9.57 0.16 - 1.49 

WT 50.10 14.59 7.64 8.85 6.86 1.76 1.21 1.65 4.20 0.59 2.55 - 

GC+MD 49.20 20.95 8.71 4.94 5.02 3.77 2.92 2.91 1.10 0.47 - - 

RC+MD 53.59 20.00 8.31 4.60 4.48 3.04 1.82 2.03 1.57 0.55 - - 

GC+MD+WT 51.19 17.26 7.27 4.05 9.46 3.18 2.69 3.12 1.30 0.47 - - 

RC+MD+WT 52.51 22.73 8.89 5.14 0.94 3.74 1.48 2.67 1.30 0.61 - - 
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Variations of the calculated total MAC values of the samples versus photon energies (1keV-1GeV) are 

shown in Fig. 1. In the low-energy range of 1-100keV, the photoelectric process is predominant and total 

MAC values are directly affected by this process. It was seen that MAC values decreased sharply with 

increasing energy in this region. In the mid-energy range of 100keV–5MeV, the Compton scattering 

(incoherent scattering) is dominant, and MAC values slightly changed in this region. At high energies, 

above 5MeV, the Pair production process (nuclear field) starts, and an increase in MAC values was 

observed with increasing energy. As seen in Fig. 1, it can be noticed that the MAC values of the samples 

determined by both EpiXS and XCOM are in good agreement. This agreement is also seen obviously in 

Table 2 in the range of 1-200keV (above 200 keV, the values are almost the same).  To make a detailed 

comparison about the shielding potentials of the samples, calculated MAC values of the clays were 

compared with those of other reported shielding materials and the data are given in Table 3. It can be 

said that the studied samples have more shielding abilities than the other given shielding materials. GC 

has lower MAC values than RC. GC reinforced with MD (GCMD) has higher MAC values than those of RC 

reinforced with MD (RCMD). After adding WT to the samples, it was observed that GC reinforced with 

MD and WT (GCMDWT) has higher MAC values than RC reinforced with MD and WT (RCMDWT). Among 

the reinforced samples, the best shielding capability is obtained for GCMDWT. 

 
Figure 1. The changes of obtained MAC values of GC, RC, MD, WT, GCMD, RCMD, GCMDWT, RCMDWT 

and OC as a function of incident photon energies by EpiXS and XCOM. 

 
Figure 2. The changes of obtained ACS values of GC, RC, MD, WT, GCMD, RCMD, GCMDWT, RCMDWT 

and OC as a function of incident photon energies  
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The changes of total atomic cross-sections versus incident photon energies are given in Fig. 2. The 

sample with higher ACS values can be defined as a better shielding material. RC has higher ACS values 

than GC in low, mid and high energy regions. By the addition of MD, GC show higher ACS values than RC. 

After being reinforced with WT, higher ACS values are still observed for the GC sample. Among the 

reinforced materials, it can be noticed that GCMDWT has more shielding ability than the others. ACS 

values of the samples were also compared with those of ordinary concrete (OC), a widely used shielding 

material [31]; it is observed that all the studied samples have higher protection features than OC. 

Table 2. Obtained MAC values of the unreinforced and reinforced samples and ordinary concrete 

determined by EpiXS and XCOM in the energy range of 1-200keV 
Energy GC RC MD WT GCMD RCMD GCMDWT RCMDWT OC  

(keV) EpiXS XCOM EpiXS XCOM EpiXS XCOM EpiXS XCOM EpiXS XCOM EpiXS XCOM EpiXS XCOM EpiXS XCOM EpiXS XCOM [31] 

1 3630 3630 3749 3748 4402 4403 4184 4182 3608 3608 3698 3698 3765 3765 3602 3602 3407 - - 

1,5 1471 1472 1439 1440 1527 1528 1553 1554 1465 1466 1434 1435 1490 1491 1417 1418 1175 - - 

2 1317 1319 1356 1358 697.8 698.2 1242 1243 1384 1386 1335 1337 1271 1273 1409 1411 1489 - - 

3 445.4 445.5 459.9 459.9 242.0 242.4 418.8 418.9 470.0 470.0 452.1 452.1 429.3 429.4 478.7 478.8 509.9 - - 

4 222.5 222.6 230.1 230.2 106.8 107.4 202.6 202.8 236.6 236.8 221.0 221.1 219.4 219.6 238.7 238.8 234.3 - - 

5 145.9 146.1 146.4 146.5 242.0 242.7 148.7 149.0 156.7 156.9 145.6 145.8 171.2 171.5 136.7 136.9 155.7 - - 

6 87.86 87.85 88.09 88.09 149.1 149.1 89.88 89.91 94.47 94.46 87.64 87.63 103.7 103.7 81.95 81.94 93.67 - - 

8 48.99 49.00 54.31 54.34 68.31 68.24 69.78 69.86 55.09 55.11 51.08 51.10 57.18 57.19 49.76 49.79 43.10 - - 

10 26.18 26.18 29.16 29.17 36.75 36.71 37.91 37.92 29.53 29.53 27.36 27.36 30.66 30.66 26.63 26.64 22.74 23.10 22.56 

15 8.279 8.271 9.285 9.276 11.69 11.67 12.25 12.24 9.370 9.360 8.679 8.670 9.734 9.722 8.446 8.439 7.063 7.150 7.079 

20 3.672 3.667 4.124 4.118 5.165 5.155 5.466 5.457 4.153 4.147 3.852 3.847 4.311 4.304 3.751 3.745 3.110 3.141 3.105 

30 1.229 1.228 1.372 1.370 1.684 1.680 1.796 1.792 1.378 1.375 1.287 1.285 1.425 1.423 1.256 1.254 1.049 1.056 1.048 

40 0.620 0.619 0.682 0.680 0.813 0.811 0.865 0.863 0.684 0.682 0.645 0.643 0.704 0.702 0.632 0.630 0.542 0.544 0.541 

50 0.398 0.397 0.430 0.429 0.498 0.496 0.525 0.524 0.431 0.430 0.411 0.410 0.441 0.440 0.404 0.404 0.359 0.359 0.358 

60 0.297 0.297 0.316 0.315 0.355 0.355 0.371 0.370 0.316 0.316 0.305 0.304 0.322 0.322 0.301 0.300 0.275 0.275 0.241 

80 0.212 0.212 0.220 0.220 0.237 0.237 0.243 0.243 0.220 0.220 0.215 0.215 0.223 0.222 0.214 0.213 0.204 0.204 0.204 

100 0.177 0.177 0.181 0.181 0.191 0.190 0.193 0.193 0.181 0.181 0.179 0.179 0.183 0.182 0.178 0.178 0.174 0.174 0.172 

150 0.142 0.142 0.143 0.143 0.147 0.147 0.146 0.146 0.143 0.143 0.142 0.142 0.143 0.144 0.142 0.142 0.142 0.142 0.142 

200 0.125 0.125 0.126 0.126 0.128 0.128 0.127 0.127 0.126 0.126 0.126 0.126 0.126 0.126 0.125 0.125 0.127 0.126 0.127 

The energy dependence of Zeff is given in Figs. 3-4. In the low energy region, due to the photoelectric 

effect, maximum Zeff  values were obtained. By increasing energy, these values decreased sharply. Then 

the values gradually increased and remained constant in high energies. As can be seen from the figures, 

Zeff values of RC are higher than those of GC. By reinforced with MD, GC has higher Zeff values than RC. 

The addition of WT again kept GCMDWT showing its more shielding potential than the other reinforced 

materials. 

Table 3. Obtained MAC values of the unreinforced and reinforced samples and other shielding materials 

Energy 

(keV) 
GC RC MD WT GCMD RCMD GCMDWT RCMDWT 

Silica 

Sand [6] 
WI [20] 

Pumice 

[20] 
IO [22] OC [31] 

10 26.18 29.16 36.75 37.91 29.53 27.36 30.66 26.63 19.88 26.09 25.01 23.40 22.74 

15 8.279 9.285 11.69 12.25 9.370 8.679 9.734 8.446 6,110 8.215 7.846 7.439 7.063 

20 3.672 4.124 5.165 5.466 4.153 3.852 4.311 3.751 2,685 3.635 3.468 3.265 3.110 

30 1.229 1.372 1.684 1.796 1.378 1.287 1.425 1.256 0.916 1.215 1.162 1.094 1.049 

40 0.620 0.682 0.813 0.865 0.684 0.645 0.704 0.632 0.484 0.614 0.591 0.560 0.542 

50 0.398 0.430 0.498 0.525 0.431 0.411 0.441 0.404 0.328 0.395 0.383 0.367 0.359 

60 0.297 0.316 0.355 0.371 0.316 0.305 0.322 0.301 0.257 0.295 0.288 0.279 0.275 

80 0.212 0.220 0.237 0.243 0.220 0.215 0.223 0.214 0.195 0.211 0.208 0.204 0.204 

100 0.177 0.181 0.191 0.193 0.181 0.179 0.183 0.178 0.169 0.177 0.175 0.182 0.174 

150 0.142 0.143 0.147 0.146 0.143 0.142 0.143 0.142 0.140 0.142 0.141 0.143 0.142 
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Figure 3. The changes of Zeff  values of GC (a) RC (b) MD (c) WT (d) as a function of incident photon 

energies. 

Variation of Neff values versus photon energies is shown in Figs. 5-6. Neff is one of the most critical 

parameters that represents the effective conductivity of the compound depending on the excitatory 

photon energy. As seen in the figures, the variation of Neff values versus incident photon energies is 

similar to that of Zeff values. The interactions between photons and material with the photoelectric effect, 

Compton scattering, and pair production processes cause changes in the number of free electrons in the 

material.  

EABF and EBF of the samples were calculated in 1-40 mfp depth range in the photon energy range of 

0.015-15MeV. The changes of EABF and EBF versus incident photon energies were given in Figs. 7-10. 

As low-energy photons are absorbed by their all energies due to the photoelectric effect, buildup factor 

values are small in low photon energies. Compton scattering is the dominant effect in the mid-energy 

region, so the photons are not completely disappearing; only the energy decreases in this process. As a 

result, a large number of scattered photons are observed, and this causes an increase in the 

accumulation of photons. Thus, EABF and EBF values reach great values at medium energies. The 

dominant effect in high energy region is pair production, and this causes a strong absorption of photons. 

Therefore, the buildup factors again decrease in the high energy region [32]. As seen in Figs. 7-10, in the 

1-40 mfp depth region of the samples, the buildup factors increase with increasing penetration depth. 

The maximum values of the buildup factors were obtained at 40 mfp.  

It was observed that the buildup factors change significantly with the change of photon energies, depth 

of penetration and different chemical compositions of the samples. According to the obtained values of 

EABF and EBF, it can be mentioned that the photons cluster slightly more for GC than RC before 

reinforcing. By the addition of MD, RCMD has higher EABF and EBF values than GCMD. After WT 

addition, the RCMDWT sample gives higher EABF and EBF values. Among all samples, the highest 

buildup factors are observed for the GC sample. Therefore, it can be said that the maximum Compton 

scattering effect is observed for GC. 
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Figure 4. The changes of Zeff  values of GCMD (a) RCMD (b) GCMDWT (c) RCMDWT (d) as a function of 

incident photon energies. 

 

 

Figure 5. The variations of Neff   values of GC (a) RC (b) MD (c) WT (d) versus incident photon energies. 
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Equivalent atomic number (Zeq) is the parameters that correspond to the interaction between radiation 

and matter.  Zeq is evaluated for the determination of absorbed dose, buildup factor, and energy 

absorption calculation. While Zeff is calculated by adding all partial photon interaction processes, 

Compton scattering is the main process in determining Zeq [33]. The obtained Zeq values of the samples 

are listed in Table 4. As mentioned above, for Zeff, Zeq of RC is higher than GC, while GCMD has higher Zeq 

values than RCMD. Zeq values of RCMDWT are still lower than those of GCMDWT after WT addition.   

 
Figure 6. The variations of Neff  values of GCMD (a) RCMD (b) GCMDWT (c) RCMDWT (d) versus 

incident photon energies. 

 
Figure 7. The changes of EABF of GC (a) RC (b) MD (c) WT (d) versus incident photon energies. 
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Figure 8. The changes of EABF of GCMD (a) RCMD (b) GCMDWT (c) RCMDWT (d) versus incident 

photon energies. 

 

Figure 9. The variations of EBF of GC (a) RC (b) MD (c) WT (d) as a function of incident photon 

energies. 
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Figure 10. The variations of EBF of GCMD (a) RCMD (b) GCMDWT (c) RCMDWT (d) as a function of 

incident photon energies. 

4. Conclusions 

The present paper determined the radiation-matter interaction parameters of unreinforced and 

reinforced GC and RC obtained from Oltu/Erzurum in Turkey. For this purpose, we used EpiXS software 

to calculate the photon attenuation parameters, MAC, ACS, Zeff, Neff, buildup factors and Zeq.  MAC values 

of the studied samples were also calculated by XCOM software to validate the determined EpiXS results. 

A good agreement was obtained between the values. According to the obtained results, we can conclude 

that RC has more shielding features than GC. However, GCMDWT show more shielding ability than 

RCMDWT among reinforced samples. This result indicates that adding MD and WT increase the 

shielding feature of the GC. It is clear that the increase of Ca content in reinforced GC improves the 

shielding potential of the sample. Therefore, it can be said that chemical composition is one of the factors 

which affect the shielding property of the materials.  Among all the studied clayey soil samples, 

GCMDWT has the highest shielding capability. It can be said that the maximum Compton scattering effect 

is observed for GC due to the obtained highest buildup factors. As a result of comparing MAC and ACS 

values of the samples with ordinary concrete, we can conclude that all the studied samples have more 

shielding potential than a widely preferred shielding material, ordinary concrete. Therefore, the studied 

clayey (both unreinforced and reinforced) materials can be used as building materials for shielding 

purposes in many places related to radiation.  
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Table 4. Zeq values of the unreinforced and reinforced samples determined by EpiXS. 

Energy 

 (keV) 
GC RC M   W   GCM RCM GCMW RCMW 

15 12.89694 13.37959 14.31205 14.60366 13.42975 13.08630 13.58021 12.98012 

20 13.05550 13.56008 14.50558 14.83670 13.59793 13.26079 13.74937 13.15151 

30 13.23567 13.75602 14.69286 15.08732 13.77945 13.44850 13.92991 13.33993 

40 13.35366 13.88703 14.81830 15.25659 13.90104 13.57192 14.05380 13.46337 

50 13.43449 13.98435 14.91022 15.37267 13.99203 13.65885 14.14408 13.54863 

60 13.49492 14.05589 14.98193 15.46018 14.05823 13.72450 14.20851 13.61318 

80 13.58402 14.15710 15.07118 15.58434 14.15203 13.82381 14.29917 13.71033 

100 13.64202 14.22010 15.12996 15.66524 14.21049 13.88902 14.35745 13.77365 

150 13.73860 14.32201 15.20895 15.79824 14.30425 13.99865 14.44930 13.88156 

200 13.79929 14.38330 15.25712 15.87674 14.36087 14.05458 14.50563 13.94790 

300 13.87079 14.45799 15.31306 15.97470 14.42956 14.12087 14.57360 14.02296 

400 13.91459 14.49992 15.34185 16.02170 14.46838 14.16017 14.61134 14.06281 

500 13.93404 14.52353 15.36084 16.04983 14.48993 14.17899 14.63327 14.08116 

600 13.94705 14.53786 15.36967 16.06470 14.50298 14.19129 14.64596 14.09362 

800 13.95293 14.54443 15.37210 16.07471 14.50861 14.19672 14.65102 14.09938 

1000 13.96343 14.55146 15.37628 16.07892 14.51544 14.20494 14.65731 14.10801 

1500 11.94591 12.38245 13.10451 13.49454 12.48925 12.10903 12.59738 12.04416 

2000 11.44070 11.78642 12.40171 12.61042 11.93270 11.56173 12.02207 11.51112 

3000 11.31237 11.63247 12.19695 12.37299 11.78646 11.42222 11.86702 11.37830 

4000 11.27695 11.59001 12.14171 12.30958 11.74566 11.38376 11.82390 11.34142 

5000 11.26036 11.57239 12.11927 12.28483 11.72984 11.36658 11.80725 11.32484 

6000 11.25366 11.56218 12.10295 12.26577 11.71913 11.35857 11.79549 11.31743 

8000 11.24021 11.54825 12.08636 12.24656 11.70645 11.34481 11.78233 11.30388 

10000 11.23472 11.54181 12.07684 12.23664 11.70026 11.33895 11.77559 11.29831 

15000 11.22824 11.53492 12.06371 12.22419 11.69371 11.33228 11.76818 11.29210 
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1. Introduction

In the literature, there are many integer sequences defined by a recurrence relation [1–3]. These sequences

have been studied in many areas. One of the mentioned sequences is the Pell sequence. Pell sequence can

be defined as [4]:

Pn+1 = 2Pn +Pn−1 (1.1)

for n ≥ 1 with initial conditions P0 = 0 and P1 = 1.

The Pell-Lucas
{
Qn

}
and Modified Pell

{
qn

}
sequences are defined by the same recurrence but the initial

conditions such as Q0 =Q1 = 2 and q0 = q1 = 1 respectively [5].

There are a lot of studies on the generalization of these sequences [6–10]. A generalization of the Pell and

Pell-Lucas numbers are defined as follows [11]:

Pk,n = kPk,n−1 + (k −1)Pk,n−2 (1.2)

for n ≥ 2 and with initial conditions Pk,0 = 0 and Pk,1 = 1.

Qk,n = kQk,n−1 + (k −1)Qk,n−2, for n ≥ 2 with initial conditions Qk,0 =Qk,1 = 2.
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If k = 2 in (1.2), we get Pell and Pell-Lucas numbers. Pk,n and Qk,n have characteristic equation as follow:

r 2 −kr +1−k = 0 (1.3)

Since k ≥ 2, the characteristic equation has two roots

r1 = 1

2

(
k −

√
k2 +4k −4

)
,r2 = 1

2

(
k +

√
k2 +4k −4

)
. (1.4)

Pk,n and Qk,n have Explicit formulas for their general terms as follows:

Pk,n = r n
1 − r n

2

r1 − r2
,Qk,n = 2(1− r2)r n

1 +2(r1 −1)r n
2

r1 − r2
. (1.5)

In addition, the expression of the sum of the first terms of the Pk,n and Qk,n series is as follows:

n∑
r=0

Pk,r =
1

2(k −1)
((k −1)Pk,n +Pk,n+1 −1),

n∑
r=0

Qk,r =
1

2(k −1)
((k −1)Qk,n +Qk,n+1 +2k −4). (1.6)

A Hankel matrix [12] is an n×n symmetric matrix Hn = (
hi j

)
, where hi j = hi+ j−1, that is a matrix of the form

Hn =


h1 h2 h3 · · · hn

h2 h3 h4 · · · hn+1
...

...
...

. . .
...

hn hn+1 hn+2 · · · h2n−1

 .

Column norm ‖Hn‖1 and row norm ‖Hn‖∞ of Hankel matrix are equivalent and defined as follows:

‖Hn‖1 =
max

i ≤ j ≤ 1

n∑
i=1

∣∣hi j
∣∣= ‖Hn‖∞ . (1.7)

In this paper, a new generalization of Modified Pell numbers is defined. Then,the generating function, Binet

formula, and some identities are obtained. Finally, some special cases of Hankel matrices involving Pk,n and

qk,n are studied.

2. One-Parameter Generalization of Modified Pell Numbers

In this section, the Modified Pell numbers qk,n is defined. Then, the generating function, the Binet Formula

and some identities are obtained.

Definition 2.1. Let k ≥ 2 be an integer. Then, we define generalized Modified Pell Numbers qk,n as follows:

qk,n = kqk,n−1 + (k −1)qk,n−2 (2.1)

for n ≥ 2 and with initial conditions qk,0 = qk,1 = 1.

The characteristic equation associated to (2.1) is

r 2 −kr +1−k = 0 (2.2)
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This equation has two roots

r1 = 1

2

(
k −

√
k2 +4k −4

)
,r2 = 1

2

(
k +

√
k2 +4k −4

)
. (2.3)

Moreover, the following equations hold true:

r1 + r2 = k (2.4)

r1r2 = 1−k. (2.5)

Theorem 2.2. The generating function for the generalized modified pell numbers is

H
(
qk,n ; x

)= hk (x) =
∞∑

n=0
qk,n xn = qk,0 +qk,1x +qk,2x2 + . . .+qk,n xn + . . . . (2.6)

Proof.

Using the initial conditions, we get

hk (x) = 1+x +
∞∑

n=2

(
kqk,n−1 + (k −1) qk,n−2

)
xn (2.7)

By doing some calculations on the right side of the equation (2.7) , we get

1+x +
∞∑

n=2

(
kqk,n−1 + (k −1) qk,n−2

)
xn = 1+x +kx

∞∑
n=2

qk,n−1xn−1 + (k −1) x2
∞∑

n=2
qk,n−2xn−2

= 1+x +kx
∞∑

n=1
qk,n xn + (k −1) x2

∞∑
n=0

qk,n xn .

By using equation (2.6), we obtain

hk (x) = 1+x −kx +kxhk (x)+ (k −1) x2hk (x) .

Hence, we have

hk (x) = 1+x −kx

1−kx − (k −1) x2

Theorem 2.3. (Binet’s Formula) The nth Generalized Modified Pell Number is given by

qk,n = (1− r2)r n
1 + (r1 −1)r n

2

r1 − r2
(2.8)

where r1,r2 are given in (2.3).

Proof.

Since the equation (2.2) has two distinct roots, the sequence

qk,n = er n
1 + f r n

2 (2.9)

is the solution of the equation (2.1). Putting qk,0 = qk,1 = 1 we get e + f and er1 + f r2 = 1. If we solve this

system of linear equations, we obtain e = 1−r2
r1−r2

and f = r1−1
r1−r2

.

Using these values and (2.9) we obtain (2.8) as required.
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Corollary 2.4. Let k and n be integers and k ≥ 2 and n ≥ 0. Then, we get

2qk,n =Qk,n .

Proof.

By using (1.5), we can prove it.

Corollary 2.5. Let k and n be integers and k ≥ 2 and n ≥ 0. Then, we get

qk,n = Pk,n + (k −1)Pk,n−1

Proof.

By using (2.8) we get

qk,n = (1− r2)r n
1 + (r1 −1)r n

2

r1 − r2
= r n

1 − r n
2

r1 − r2
+ r n

2 r1 − r n
1 r2

r1 − r2
= r n

1 − r n
2

r1 − r2
− r1r2

r n−1
1 − r n−1

2

r1 − r2
.

Using (2.5), we have

qk,n = Pk,n + (k −1)Pk,n−1.

Corollary 2.6. Let k and n be integers and k ≥ 2 and n ≥ 0. Then, we obtain

qk,n = Pk,n+1 − (k −1)Pk,n .

Proof.

By using Corollary 2.5, we can proof it.

Theorem 2.7. (Catalan’s Identitiy) For any positive integer r , we get

qk,n−r qk,n+r −q2
k,n =−2(1−k)n−r+1P 2

k,r .

Proof.

Using (2.8), we have

qk,n−r qk,n+r −q2
k,n = (1−r2)r n−r

1 +(r1−1)r n−r
2

r1−r2

(1−r2)r n+r
1 +(r1−1)r n+r

2
r1−r2

− (
(1−r2)r n

1 +(r1−1)r n
2

r1−r2
)2

= (1−r2)r n−r
1 (r1−1)r n+r

2 +(1−r2)r n+r
1 (r1−1)r n−r

2 −2(1−r2)r n
1 (r1−1)r n

2
(r1−r2)2

= (1−r2)(r1−1)(r1r2)n

(r1−r2)2 (r−r
1 r r

2 + r r
1 r−r

2 −2)

= (1−r2)(r1−1)(r1r2)n

(r1−r2)2

(r−2r
1 +r 2r

2 −2(r1r2)r )
(r1r2)r

= (1−r2)(r1−1)(r1r2)n

(r1−r2)2 (r−r
1 − r r

2 )2

= (r1r2)n−r (r1 − r1r2 −1+ r2)(
r−r

1 −r r
2

r1−r2
)2

.

By using (2.5) and (1.5), we get

qk,n−r qk,n+r −q2
k,n = (1−k)n−r (2k −2)P 2

k,r

= −2(1−k)n−r+1P 2
k,r .
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Theorem 2.8. Let m,n be positive integers and m ≥ n. Then, we get

qk,m qk,n+1 −qk,m+1qk,n = (1−k)n+1Pk,m−n .

Proof.

By using (2.8), we have

qk,m qk,n+1 −qk,m+1qk,n = (r2−1)r m
1 +(1−r1)r m

2
r2−r1

(r2−1)r n+1
1 +(1−r1)r n+1

2
r2−r1

− (r2−1)r m+1
1 +(1−r1)r m+1

2
r2−r1

(r2−1)r n
1 +(1−r1)r n

2
r2−r1

= (r2 −1)(1− r1)
(r1r2)n (r m−n

1 r2+r m−n
2 r1−r m−n+1

1 −r m−n+1
2 )

(r2−r1)2

= (r2 −1)(1− r1) (r1r2)n r m−n
1 −r m−n

2
r2−r1

.

Using (2.5), we get

qk,m qk,n+1 −qk,m+1qk,n = (1−k)n+1Pk,m−n .

Theorem 2.9. For all integers k ≥ 2 and n ≥ 0 we obtain

n∑
i=0

qk,i =
1

2(1−k)
((1−k)qk,n −qk,n+1 +2−k).

Proof.

Note that
n∑

i=0
qk,i = (1−r2)

r1−r2

n∑
i=0

r n
1 + (r1−1)

r1−r2

n∑
i=0

r n
2 = (1−r2)

r1−r2
(

1−r n+1
1

1−r1
)+ (r1−1)

r1−r2
(

1−r n+1
2

1−r2
)

= (1−r2)2(1−r n+1
1 )−(r1−1)2(1−r n+1

2 )
(r1−r2)(1−r1)(1−r2) = 1

(1−r1)(1−r2) (
−(r n+1

1 )(1−r2)−r n+1
2 (r1−1)

(r1−r2)

+ r1r2
(r n

1 (1−r2)+r n
2 (r1−1))

(r1−r2) + 2(r1−r2)−(r1+r2)(r1−r2)
r1−r2

)

.

By using (2.5), (2.8) and by noting that (1− r1) (1− r2) = 2(1−k), we get

n∑
i=0

qk,i =
1

2(1−k)
(−qk,n+1 + (1−k)qk,n +2−k).

3. Norms of Hankel Matrices Involving qk,n and Pk,n

In the literature, some important works have been done about norms of some matrices especially, the norms

and bounds for the norms of Hankel matrix involving some integer sequences were studied [11],[12]. In this

section, we obtain row and column norms of the Hankel matrix using qk,n and Pk,n .

Theorem 3.1. Let A be a n ×n matrix with ai j = Pk,i+ j−1. Then, we have

‖A‖1 = ‖A‖∞ = 1

2(k −1)
(qk,2n −qk,n).
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Proof.

Using ai j = Pk,i+ j−1, we get

‖A‖1 =
max

i ≤ j ≤ 1

n∑
i=1

∣∣ai j
∣∣= max

i ≤ j ≤ 1

{∣∣a1 j
∣∣+ ∣∣a2 j

∣∣+ ...+ ∣∣an j
∣∣}= Pk,n+Pk,n+1+...+Pk,2n−1 =

2n−1∑
i=0

Pk,i−
n−1∑
i=0

Pk,i .

Now using (1.6) and Corollary 2.5, we get

‖A‖1 =
1

2(k −1)
((k −1)Pk,2n−1 +Pk,2n−1)− 1

2(k −1)
((k −1)Pk,n−1 +Pk,n−1) = 1

2(k −1)
(qk,2n −qk,n).

Theorem 3.2. Let B be a n ×n matrix with bi j = qk,i+ j−1. Then, we get

‖B‖1 = ‖B‖∞ = 1

2(1−k)
((k −2)(Pk,2n+1 −Pk,n+1)−k(k −1)(Pk,2n −Pk,n)).

Proof.

Using Theorem 2.9, Corollary 2.5 and Corollary 2.6, we obtain

‖B‖1 = qk,n +qk,n+1 + ...+qk,2n−1

=
2n−1∑
i=0

qk,i −
n−1∑
i=0

qk,i

= 1
2(1−k) ((1−k)qk,2n−1 −qk,2n − (1−k)qk,n−1 +qk,n)

= 1
2(1−k) (−qk,2n+1 + (k −1)qk,2n +qk,n+1 + (1−k)qk,n

= 1
2(1−k) ((k −2)(−Pk,2n+1 − (k −1)Pk,2n + (k −1)Pk,2n+1 − (k −1)2Pk,2

+ Pk,n+1 + (k −1)Pk,n + (1−k)Pk,n+1 − (k −1)2Pk,n

= 1
2(1−k) ((k −2)(Pk,2n+1 −Pk,n+1)−k(k −1)(Pk,2n −Pk,n)).
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For the basic definitions, theorems and properties of set theory, it can be recommend to look at the refer-

ences [1, 2].

Throughout this work, U refers to a universe, A′ is the complement of A over U , and A′′ denotes the com-

plement of A′.

2. Inclusive Complement of Sets

This section defines inclusive complement of a set and investigates its properties.

Definition 2.1. Let A and B be two subsets of U . Then, B-inclusive complement of A is defined by

A+B := A′∪B

If B = {x}, then we will use A+x instead of A+{x}. Therefore, “x-inclusive complement" is used for “{x}-

inclusive complement".

Example 2.2. Let U = {0,1,2, ...,10}, A = {0,2,4, ...,10}, and B = {2,3,5,7}. Then,

A+B = {1,2,3,5,7,9}

Example 2.3. Let us give some examples to show that the inclusive complement is used in daily life. Let

A = {x ∈ U : p(x)} and B = {x ∈ U : q(x)} be two subsets of U . Then, B-inclusive complement of A can be

defined by

A+B = {x ∈U : ¬p(x)∨q(x)}

where ¬p is the negation of p. Thus,

a) Boss of a business: Call all uncalled customers, including my father.

b) Teacher in a classroom: Except for those who cannot take the exam for this course, those who are not

successful in this course will not be able to participate in the weekend trip.

c) A note that is on the door of a shopping center: Those who have a positive Covid-19 test or those who do

not have the Covid-19 vaccine cannot enter this building.

Proposition 2.4. Let A and B be any two subsets of U . Then,

i. A′+B = B ′+A ii. A+B ′ = B+A′

Proof.

Let us prove (i). The proof of (ii) is done in a similar way.

A′+B = A′′∪B

= A∪B

= B ′′∪ A

= B ′+A
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Proposition 2.5. Let A be a subset of U . Then,

i. A+; = A′

ii. ;+A =U

iii. U+A = A

iv. A+U =U

v. A+A′ = A′

vi. A′+A = A

vii. A+A =U

Proposition 2.6. Let A be a subset of U . Then,

i. x ∉ A ⇒ A+x = A′ ii. x ∈ A ⇒ {x}+A =U iii. x ∉ A ⇒ {x}+A = {x}′

Proposition 2.7. Let A, B and C be three subsets of U . Then, De Morgan’s Laws are valid,

i. (A∪B)+C = A+C ∩B+C ii. (A∩B)+C = A+C ∪B+C

Proof.

Let us prove (i). The proof of (ii) is done in a similar way.

(A∪B)+C = (A∪B)′∪C

= (A′∩B ′)∪C

= (A′∪C )∩ (B ′∪C )

= A+C ∩B+C

Proposition 2.8. Let A, B and C be any three subsets of U . Then,

i. A+(B∪C ) = A+B ∪ A+C ii. A+(B∩C ) = A+B ∩ A+C

Proof.

Let us prove (ii). The proof of (i) can be done in a similar way.

A+(B∩C ) = A′∪ (B ∩C )

= (A′∪B)∩ (A′∪C )

= A+B ∩ A+C

Proposition 2.9. Let A and B be two subsets of U . Then,

i. (A+B )+C = A′+C ∩B+C ii. (A+C )+B = A′+B ∩C+B

Proof.

Let us prove (i). The proof of (ii) can be done in a similar way.

(A+B )+C = (A+B )′∪C

= (A′∪B)′∪C

= (A′′∩B ′)∪C

= (A′′∪C )∩ (B ′∪C )

= A′+C ∩B+C

Corollary 2.10. Let A and B be any two subsets of U . Then, (A+B )+B = A′+B .
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Remark 2.11. Let A, B and C be three subsets of U . Then, (A+B )+C 6= (A+C )+B .

Proposition 2.12. Let A and B be two subsets of U . Then,

i. A+(B+C ) = A+C ∪B+C ii. A+(C+B ) = A+B ∪C+B

Proof.

Let us prove (i). The proof of (ii) can be done in a similar way.

A+(B+C ) = A′∪B+C

= A′∪ (B ′∪C )

= (A′∪C )∪ (B ′∪C )

= A+C ∪B+C

Remark 2.13. Let A, B and C be any three subsets of U . Then, A+(B+C ) 6= A+(C+B ).

3. Exclusive Complement of Sets

This section defines exclusive complement of a set and investigates its properties.

Definition 3.1. Let A and B be two subset of U . Then, B-exclusive complement of A is defined by

A−B := A′ \ B

If B = {x}, then we will use A−x instead of A−{x}. Therefore, “x-exclusive complement" is used for “{x}-

exclusive complement".

Example 3.2. Let U = {0,1,2, ...,20}, A = {0,2,4, ...,20}, and B = {2,3,5,7,11,13,17,19}. Then,

A−B = {1,9,15}

Example 3.3. Let us give some examples to show that the exclusive complement is used in daily life. Let

A = {x ∈ U : p(x)} and B = {x ∈ U : q(x)} be two subsets of U . Since A′ \ B = A′∩B ′ = (A ∪B)′, B-exclusive

complement of A can be defined by

A−B = {x ∈U : ¬p(x)∧¬q(x)}

= {x ∈U : ¬(p(x)∨q(x))}

where ¬p is the negation of p. Thus,

a) Boss of a business: Call all uncalled customers, except my father.

b) Teacher in a classroom: Only those who could not take the exam for this course and those who took the

exam for this course but did not fail the exam will participate in the weekend trip.

c) A note that is on the door of a shopping center: Only those who have a positive Covid-19 test or have not

been vaccinated for Covid-19 cannot enter this building.
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Proposition 3.4. Let A and B be two subsets of U . Then, A−B = B−A .

Proof.

A−B = A′ \ B

= A′∩B ′

= B ′∩ A′

= B ′ \ A

= B−A

Corollary 3.5. Let A be a subsets of U . Then, A−x = {x}−A for all x ∈U .

Proposition 3.6. Let A be a subset of U . Then,

i. A−; = A′

ii. A−U =;

iii. A−A = A′

iv. A−A′ =;

v. ;−A = A′

vi. U−A =;

Proposition 3.7. Let A, B and C be three subsets of U . Then, De Morgan’s Laws are valid,

i. (A∪B)−C = A−C ∩B−C ii. (A∩B)−C = A−C ∪B−C

Proof.

Let us prove (i). The proof of (ii) is done in a similar way.

(A∪B)−C = (A∪B)′ \C

= (A′∩B ′)∩C ′

= (A′∩C ′)∩ (B ′∩C ′)
= (A′ \C )∩ (B ′ \C )

= A−C ∩B−C

Proposition 3.8. Let A, B and C be three subsets of U . Then,

i. A−(B∪C ) = A−B ∩ A−C ii. A−(B∩C ) = A−B ∪ A−C

Proof.

Let us prove (i). The proof of (ii) can be done in a similar way.

A−(B∪C ) = A′ \ (B ∪C )

= A′∩ (B ∪C )′

= A′∩ (B ′∩C ′)
= (A′∩B ′)∩ (A′∩C ′)
= (A′ \ B)∩ (A′ \C )

= A−B ∩ A−C
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Proposition 3.9. Let A and B be two subsets of U . Then,

i. (A−B )−C = A′−C ∪B ′−C ii. (A−C )−B = A′−B ∩C ′−B

Proof.

Let us prove (i). The proof of (ii) can be done in a similar way.

(A−B )−C = (A+B )′ \C

= (A′ \ B)′∩C ′

= (A′∩B ′)′∩C ′

= (A′′∪B ′′)∩C ′

= (A′′∩C ′)∪ (B ′′∩C ′)
= (A′′ \C )∪ (B ′′ \C )

= A′−C ∪B ′−C

Corollary 3.10. Let A and B be any two subsets of U . Then, (A−B )−B = A′−B .

Remark 3.11. Let A, B and C be any three subsets of U . Then, (A−B )−C 6= (A−C )−B .

Proposition 3.12. Let A and B be two subsets of U . Then, A−(B−C ) = A−(C−B )

4. Comparison of Conditional Complements

This section compares the inclusive complement and exclusive complement of a group and investigates the

relationships between the two.

Proposition 4.1. Let A and B be any two subsets of U . Then,

i. A+B = (A′−B )′ ii. A−B = (A′+B )′

Proof.

Let us prove (i). The proof of (ii) can be done in a similar way.

(A′−B )′ = (A′′ \ B)′

= (A′′∩B ′)′

= A′∪B

= A+B

Corollary 4.2. Let A and B be two subsets of U . Then,

i. (A−B )′ = A′+B ii. (A+B )′ = A′−B

Proposition 4.3. Let A be a subset of U . Then,

i. A+; = A−;

ii. (A+U )′ = A−U

iii. (;+A)′ =U−A

iv. (A+A)′ = A−A′
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Proposition 4.4. Let A and B be any two subsets of U . Then,

i. (A+B )−B = A′−B ii. (A−B )+B = A′+B

Proposition 4.5. Let A and B be any two subsets of U . Then,

i. (A+B )−C = A′−(B∪C ) ii. (A−B )+C = A′+(B∪C )

Proposition 4.6. Let A and B be any two subsets of U . Then,

i. (A−B )+C = (A−C )+B ii. (A+B )−C = (A+C )−B

Proposition 4.7. Let A and B be any two subsets of U . Then,

i. A+B ∪ A−B = A+B ii. A+B ∩ A−B = A−B

Corollary 4.8. Let A and B be any two subsets of U . Then, A−B ⊆ A+B .

5. Complement Subgroup of a Group

This section defines complement subgroup of a group. For the basic definitions, theorems and properties

of group theory, please look at the references [3, 4].

Definition 5.1. Let G be a group, H and K be two subgroups of G . If H+K is a subgroup of G , then H+K is

called complement subgroup of G . Here, H+K := (G \ H)∪K .

Proposition 5.2. Let G be a group with identity e. Then,

i. G+e is a complement subgroup of G .

ii. {e}+e is a complement subgroup of G .

Proof.

Let G be a group with identity e. Then,

i. G+e =G ′∪ {e} =;∪ {e} = {e}.

ii. {e}+e = {e}′∪ {e} =G .

Proposition 5.3. Let G be a group and H be a subgroup of G . Then, H+H is a complement subgroup of G .

Proof.

H+H = H ′∪H =G .

Proposition 5.4. Let G be a group, H and K be two subgroups of G . If H is a subgroup of K , then H+K is a

complement subgroup of G .

Proof.

H+K = H ′∪K =G .

Example 5.5. 2Z and 4Z are two subgroups of 4Z. Since 4Z is a subgroups of 2Z, then 4Z+2Z is a complement

subgroup of Z.
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6. Questions

Questions 1. Let G be a group whose identity is e. Assume that H is a nontrival subgroups of G that is H 6=G

and H 6= {e}. Under these conditions, is there any group G such that H+e is a complement subgroup of G?

Let’s generalize this question a little more.

Questions 2. Assume that H and K are two subgroups of a grup G such that K 6⊆ H and H 6⊆ K . Under these

conditions, is there any group G such that K +H is a complement subgroup of G?

7. Conclusion

In this work, we first defined two conditional complements of a set, namely inclusive complement and

exclusive complement. By comparing these the two, we then explored the relationships between them. We

also applied these complements to the group theory and defined complement subgroup of a group. Finally,

we finished the study with two interesting questions about the subject.

Author Contributions

The author read and approved the last version of the manuscript.

Conflicts of Interest

The author declares no conflict of interest.

References

[1] P. R. Halmos, Naive set theory, D. Van Nostrand Company, Inc., New York, 2011.

[2] J. Ferreirós, Labyrinth of thought: A history of set theory and its role in modern mathematics,

Birkhäuser, Basel, 2007.

[3] D. S. Dummit, R. M. Foote, Abstract algebra, Wiley, Hoboken, NJ, 2004.

[4] T. Hungerford, Algebra, Springer, New York, 2003.



 

Journal of New Results in Science 10(3) (2021) 75-88 

An overview of the activation functions used in deep learning algorithms 

Serhat Kılıçarslan1 , Kemal Adem2 , Mete Çelik3  

Keywords:  

Activation function,  

Neural network,  

Deep learning 

Abstract − In deep learning models, the inputs to the network are processed using activation 

functions to generate the output corresponding to these inputs. Deep learning models are of 

particular importance in analyzing big data with numerous parameters and forecasting and are 

useful for image processing, natural language processing, object recognition, and financial 

forecasting. Also, in deep learning algorithms, activation functions have been developed by taking 

into account features such as performing the learning process in a healthy way, preventing 

excessive learning, increasing the accuracy performance, and reducing the computational cost.  

In this study, we present an overview of common and current activation functions used in deep 

learning algorithms. In the study, fixed and trainable activation functions are introduced. As fixed 

activation functions, sigmoid, hyperbolic tangent, ReLU, softplus and swish, and as trainable 

activation functions, LReLU, ELU, SELU and RSigELU are introduced. 

Subject Classification (2020): 

1. Introduction 

Deep learning is used to produce solutions to real-world problems, inspired by artificial neural networks 

and the human brain.  Today, deep learning architectures are actively preferred by researchers in many 

areas such as autonomous vehicles, image processing, signal processing, and prediction [1-3].  Deep 

learning architectures are consisted of such as the layers convolution, max-pooling, activation, dropout, 

normalization, flatten, full connection and softmax [4].  Activation functions have a significant 

contribution to the development of activation functions by scientists due to their positive contribution 

to learning on deep neural networks [5]. 

Activation functions are used in deep neural network architectures to decide whether to transfer 

information to the next neuron. In deep learning algorithms, activation functions have been developed 

by taking into account features such as performing the learning process in a healthy way, preventing 

overfitting, increasing the accuracy performance, and reducing the computational cost. Activation 

functions enable to work and learn better the deep learning models by revealing the hidden features of 

real-world problems. However, if deep learning models are run without choosing activation functions, 
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the desired success cannot be achieved with limited learning. Therefore, the deep learning architectures 

used cause it to behave like linear regression. For this reason, non-linear activation functions are 

preferred in deep neural network architectures. The first is the fixed activation functions, the second is 

the trainable activation functions [6].  In deep learning algorithms, back propagation algorithm is used 

to update the parameters. At the end of the update process, the derivative value of the functions is 

returned. For this reason, the activation functions used in deep learning architectures should have the 

ability to receive derivative continuously. Deep learning architectures have started to attract the 

attention of users with the use of activation functions. In the literature, deep neural networks were 

started to be trained by using ReLU, LReLU, ELU, PReLU, swish and similar activation functions, and 

success results were achieved [7-11]. Activation functions in deep learning architectures are expected 

to have features such as being derivative, non-linear, reaching the global optimum without being stuck 

in the local optimum. 

In this study, general research is carried out on the proposed activation functions in the literature. 

However, non-linear activation functions used on deep learning architectures are examined. In the 

literature, many fixed and trainable activation functions have been proposed, and the number of studies 

conducted in this area by years is shown in Figure 1. 

 
Figure 1. Number of studies conducted in the literature on activation functions [5] 

In the literature, with the developing technology is increasing the number of studies on deep learning 

algorithms. In deep learning algorithms, features such as the ability to perform the learning process 

properly and increase the accuracy performance are important. Therefore, many studies on the 

development of the activation function are appear in the literature. 

2. Fixed Parameter Activation Functions 

Non-linear fixed parameter activation functions has work actively on deep learning architectures 

without taking any external parameters. Fixed parameter activation functions used in the literature are 

expressed as sigmoid, hyperbolic tangent, ReLU, softplus, swish [7-11]. 

2.1. Sigmoid Activation Function 

In deep learning architectures, back propagation algorithm has prefer in order to realize the learning 

process between neurons. The back propagation algorithm are performs the updating process by taking 



77 

 

Kılıçarslan et al. / JNRS / 10(3) (2021) 75-88 

derivatives of the parameters in the architectures. Therefore, it is important that in the activation 

functions are derivation. In linear activation functions, with the help of back propagation algorithm is 

returned a fixed value when the derivative is carried out. Therefore, it cannot perform the learning 

process on deep learning architectures. In order to overcome this problem, a non-linear sigmoid 

activation function, which can derivative in figure 2, is proposed [12, 13]. In Equations 2.1 and 2.2, the 

normal and derivatives of the sigmoid activation function are given. 

 

 
Figure 2. Sigmoid activation function 

𝑓(𝑥) =
1

1 + 𝑒−𝑥
 

(2.1) 

𝑑𝑓(𝑥)

𝑑𝑥
=

𝑒𝑥

(1 + 𝑒𝑥)2
 

(2.2) 

In Equation 2.1, parameter x represents the input data in the sigmoid activation function. In figure 2 

shows the normal and derivative forms of the sigmoid activation function. Sigmoid is the most 

commonly preferred activation function among non-linear functions. In Figure 2, the termination of the 

derivative operation after the interval [-5.5] causes the learning process to stop and reveals the 

vanishing gradient problem [14 ,15].  In addition, back propagation algorithm is used to be the derivative 

result small of the sigmoid activation function and to update the parameters in the neural network 

structure. Therefore, the weights will not be updated at the desired level and the learning process in 

neural networks will be interrupted. Because of this problem, the sigmoid activation function is not as 

popularly used as it used to be.  

2.2. Hyperbolic Tangent Activation Function 

The hyperbolic tangent activation function is a non-linear activation function that and can perform the 

derivative operation. The hyperbolic tangent activation function is in structure similar to the sigmoid 

activation function. In Figure 3 and Equation 2.3, 2.4, the hyperbolic tangent activation function is seen 

its normal and derivative states [16]. 
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Figure 3. Hyperbolic tangent activation function 

𝑓(𝑥) =
sinh(𝑥)

cosh(𝑥)
=

𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
 

(2.3) 

𝑑𝑓(𝑥)

𝑑𝑥
= 1 − 𝑓(𝑥)2 

(2.4) 

When Figure 3 is examined, the hyperbolic tangent activation function are seen in the sigmoidal curve 

and the S-shaped curve. While the sigmoid activation function can produce output between [0,1], the 

hyperbolic tangent activation function can produce values between [-1,1]. It is observed that the 

learning process continues on negative values due to the hyperbolic tangent activation function value 

range. However, it faces the vanishing gradient problem due to the derivative values approaching zero 

after [-1,1] values [14].  

2.3. ReLU Activation Function 

In sigmoid and hyperbolic tangent activation functions, the vanishing gradient problem arises because 

it cannot be derivative after a certain threshold value. Therefore, the ReLU activation function has been 

developed in order to find a solution to the vanishing gradient problem.  The ReLU activation function 

is a non-linear activation function that and can perform the derivative operation. Equations 2.5 and 2.6 

show the ReLU activation function [7]. 

 

 Figure 3. ReLU activation function  

𝑓(𝑥) = {
0, 𝑥 < 0
𝑥, 𝑥 ≥ 0

 (2.5) 



79 

 

Kılıçarslan et al. / JNRS / 10(3) (2021) 75-88 

𝑑𝑓(𝑥)

𝑑𝑥
= {

0,  𝑥 < 0
1, 𝑥 ≥ 0

 
(2.6) 

ReLU is widely used because it overcomes the vanishing gradient problem.  However, the ReLU 

activation function is faces the problem of negative region.  Since negative values are set to zero, the 

derivative of the values cannot be taken and the learning process slows down [4, 18]. One of the biggest 

advantages of the ReLU activation function is that the computational load is low compared to other 

functions and it can be widely used in multi-layered architectures. It is one of the most widely used 

activation functions in deep neural networks. 

2.4. Swish Activation Function 

The swish activation function was developed by Google researchers, similar to the sigmoid activation 

function in Equations 2.7 and 2.8 [12]. The Swish activation function does not always have a single and 

continuous positive or negative derivative throughout the entire architecture. In addition, instead of 

taking only positive derivatives over all points, like the sigmoid function, it has negative derivatives over 

certain points. The developers have demonstrated that the swish function outperforms the commonly 

used ReLU activation function by testing it on challenging datasets. Figure 4 shows the normal and 

derivatized version of the swish activation function. 

 
Figure 4. Swish activation function 

𝑓(𝑥) = 𝑥sigmoid(𝑥) =
𝑥

1 + 𝑒−𝑥
 (2.7) 

𝑑𝑓(𝑥)

𝑑𝑥
= 𝑓(𝑥) + 𝜎(𝑥)(1 − 𝑓(𝑥)) 

(2.8) 

In Equation 2.8, the parameter 𝜎 represents the sigmoid function. Since the sigmoid function faces the 

vanishing gradient problem, the learning process is not at the desired level. Due to this problem, the 

sigmoid function has begun to lose its former popularity. In order to regain its former popularity, it 

defines the swish function with the help of the multiplication of the current inputs and the sigmoid 

activation function, as seen in Equation 2.7. In addition, it is seen that the swish function overcomes the 

negative region problem seen in the ReLU function, as in Figure 4 [12]. It is widely used mainly in image 

processing studies [19]. 
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3. Parametric Activation Functions 
 

Among the non-linear functions, the parameterized activation function is the functions that allow us to 

work actively on deep learning architectures thanks to the parameter value. Parametric activation 

functions used in the literature are expressed as LReLU, ELU, SELU, RSigELU [4, 8- 12].  

 

3.1. LReLU Activation Function 

The LReLU activation function was developed to cope with the negative region problem that occurs in 

the ReLU activation function [8]. The negative zone problem is that negative values are set to zero during 

processing. As a result of this adjustment, the learning process does not occur as a result of the death of 

some neurons due to the fact that negative outputs cannot be differentiated. The LReLU activation 

function, in other words, is an advanced variant of the ReLU activation function. In order to overcome 

the current problem, LReLU sets the activation function like Equations 3.1 and 3.2 instead of setting zero 

when the input value x is less than zero as in Equation 2.3. Figure 5 shows the normal and derivatized 

state of the LReLU activation function. 

 
Figure 5. LReLU activation function  

𝑓(𝑥) = {
𝛼𝑥, 𝑥 < 0 and 𝛼 = 0.01
𝑥, 𝑥 ≥ 0

  
   

(3.1) 

𝑑𝑓(𝑥)

𝑑𝑥
= {

0, 𝑥 < 0
1, 𝑥 ≥ 0

 
(3.2) 

By adding a slope parameter 𝛼 to Equation 3.1 instead of setting negative values to zero as in Equation 

2.3, the LReLU activation function that can overcome the negative region problem has emerged. Thus, it 

is observed in the literature that it is widely used in deep learning studies as an alternative to the ReLU 

activation function. 

3.2. ELU Activation Function 

The ELU activation function was developed to cope with the negative region problem arising from the 

ReLU activation function and inspired by natural gradients [9]. The ELU activation function is adopts 

the positive region like the ReLU activation function, which effectively avoids the vanishing gradient 

problem. It is also used like Equations 3.3 and 3.4 as an exponential function in the negative part like 

the LReLU activation function. Thanks to the ELU activation function, neuron deaths are prevented 
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within the deep learning architecture. Thanks to this feature, it stands out with its faster convergence 

and continuous learning feature [19]. Figure 6 shows the normal state and the derivatized state of the 

ELU activation function. 

 

Figure 6. ELU activation function 

𝑓(𝑥) = {
𝑥, 𝑥 > 0

𝛼(𝑒𝑥 − 1), 𝑥 ≤ 0
 

(3.3) 

𝑑𝑓(𝑥)

𝑑𝑥
= {

1, 𝑥 > 0
𝑎𝑒𝑥 , 𝑥 ≤ 0

 
(3.4) 

In summary, the ELU activation function works slower than the ReLU activation function due to the 

exponential expression [9]. Time is an important factor when convolutional neural network 

architectures are applied on real-time data. Therefore, it is used as an alternative to the ReLU activation 

function. ELU activation function gives better performance in classification and training speed for α=0.3 

[20]. 

3.3. SELU Activation Function 

The SELU activation function developed by Klambauer et al. and was developed as in Equations 3.5 and 

3.6 in order to overcome the slow work in the ELU activation function [21]. In addition, the SELU 

activation function can overcome the negative region problem found in the ReLU activation function, 

which effectively avoids the vanishing gradient problem. In this way, SELU works actively in both 

positive and negative regions. Figure 7 shows the normal and derivatized state of the SELU activation 

function. 
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Figure 7. SELU activation function 

𝑓(𝑥) = λ {
𝑥, 𝑥 > 0

𝛼(𝑒𝑥 − 1), 𝑥 ≤ 0
 

(3.5) 

𝑑𝑓(𝑥)

𝑑𝑥
= {

λ, 𝑥 > 0
𝑓(𝑥) + λ𝛼,  𝑥 ≤ 0

 
(3.6) 

Equations 3.5 and 3.6 use two constant parameters 𝛼 and λ. The best results with SELU are obtained 

with 𝛼 = ~ 1.6732 and λ = ~ 1.0507  values. When the equation is examined, when 𝑥 > 0  value, ReLU 

behaves like an activation function. SELU can perform the learning process robustly due to its self-

normalization feature, analytically zero mean and unit variance convergence, and allows it to be trained 

over many layers [22, 23]. 

3.4. RSigELU Activation Function 

It was developed to deal with the problem of the vanishing gradient problem occurring in the sigmoid 

and tangent activation functions and the negative region problem occurring in the ReLU activation 

function [4]. The proposed activation function has proposed single and double parameter RSigELUS and 

RSigELUD activation functions to overcome the existing problems. It is ensured that the proposed 

activation function works actively in positive, negative and linear regions. Equations 3.7, 3.8, 3.9 and 

3.10 of the activation functions of RSigELUS and RSigELUD are given. Figure 8 shows the behavior of the 

RSigELU activation function. 
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(a) (b) 

Figure 8. Behavior of proposed RSigELUS (a) and RSigELUD (b) function 

𝑓(𝑥) = {
𝑥 ∗ (

1

1 + 𝑒−𝑥
) ∗ 𝑎 + 𝑥, 1 < 𝑥

𝑥, 0 ≤ 𝑥 ≤ 1
𝑎(𝑒𝑥 − 1), 𝑥 < 0

 (3.7) 

𝑓(𝑥) = {
𝑥 (

1

1 + 𝑒−𝑥
) 𝛼 + 𝑥, 1 < 𝑥

𝑥, 0 ≤ 𝑥 ≤ 1
𝛽(𝑒𝑥 − 1), 𝑥 < 0

 (3.8) 

𝑑𝑓(𝑥)

𝑑𝑥
= {

−𝛼𝑥

(𝑒𝑥 + 1)2
+

𝛼𝑥 − 𝛼

(𝑒𝑥 + 1)
+ 𝛼 + 1, 1 < 𝑥

1, 0 ≤ 𝑥 ≤ 1
𝛼𝑒𝑥 , 𝑥 < 0

 (3.9) 

𝑑𝑓(𝑥)

𝑑𝑥
= {

−𝛼𝑥

(𝑒𝑥 + 1)2
+

𝛼𝑥 − 𝛼

(𝑒𝑥 + 1)
+ 𝛼 + 1, 1 < 𝑥

1, 0 ≤ 𝑥 ≤ 1
𝛽𝑒𝑥 , 𝑥 < 0

 (3.10) 

In Equations 3.7, 3.8, 3.9 and 3.10, 𝛼 and 𝛽 represent the defined slope coefficients. While the slope 

coefficient of a provides the control of the positive region, the control of the negative region is provided 

with β. As a result, the activation functions should have features that allow the network to converge 

easily and quickly. In addition, there should be no vanishing gradient problem in the designed activation 

functions, the outputs should be symmetrical to zero, it should be applicable after each layer and can be 

calculated millions of times in deep neural networks. When the equations were examined, they reported 

that the behaviour of the activation function was like ReLU when the parameter a was 0. Also, when a 

parameter is 0 and β value is 0.2, RSigELUD activation function behaves like ELU activation function [40-

42]. When Equations 3.9 and 3.10 are examined, it is seen that RSigELUS and RSigELUD activation 

functions work on both negative and positive regions when derivatives are taken. Other activation 

functions defined in the literature are shown in Table 1. 
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Table 1.  Activation Functions Used in the Literature 

Activation Name Year State Function Derivative State Function 

Softplus [26] 2001 𝑓(𝑥) = ln (1 + 𝑒𝑥) 
𝑑𝑓(𝑥)

𝑑𝑥
=

1

1 + 𝑒𝑥  

Softsing [24] 2009 𝑓(𝑥) =
𝑥

1 + |𝑥|
 

𝑑𝑓(𝑥)

𝑑𝑥
=

1

(1 + |𝑥|)2
 

PReLU [28] 2015 𝑓(𝑥) = {
𝑎𝑥 𝑥 < 0
𝑥 𝑥 ≥ 0

 
𝑑𝑓(𝑥)

𝑑𝑥
= {

𝑎   𝑥 < 0
1 𝑥 ≥ 0

 

DReLU [30] 2017 𝑓(𝑥) = {
{

0 𝑎 ≤ 0  𝑎𝑛𝑑 𝑏 ≤ 0
𝑎 𝑎 > 0 𝑎𝑛𝑑 𝑏 ≤ 0

{
−𝑏 𝑎 ≤ 0  𝑎𝑛𝑑  𝑏 > 0

𝑎 − 𝑏 𝑎 > 0 𝑎𝑛𝑑 𝑏 > 0

 
𝑑𝑓(𝑥)

𝑑𝑥
= {

{
0 𝑎 ≤ 0
1 𝑎 > 0

{
0 𝑏 ≤ 0

−1 𝑏 > 0

 

PELU [31] 2017 𝑓(𝑥) = {

𝑎

𝑏
𝑥 𝑥 ≥ 0

𝑎 (exp (
𝑥

𝑏
) − 1) 𝑥 < 0

 
𝑑𝑓(𝑥)

𝑑𝑥
= {

𝑎𝑥

𝑏2
  𝑥 ≥ 0

−
𝑎

𝑏2 exp (
𝑥

𝑏
) 𝑥 < 0

 

CELU [32] 2017 𝑓(𝑥) = {
𝑎 (exp (

𝑥

𝑎
) − 1) 𝑥 < 0

𝑥 𝑥 ≥ 0
 

𝑑𝑓(𝑥)

𝑑𝑥
= {

exp (
𝑥

𝑎
) 𝑥 < 0

1 𝑥 ≥ 0
 

Hexpo [34] 2017 (𝑥) = {
−𝑎 (𝑒−

𝑥
𝑏 − 1) 𝑥 ≥ 0

𝑐 (𝑒
𝑥
𝑑 − 1)  𝑥 < 0

 
𝑑𝑓(𝑥)

𝑑𝑥
= {

𝑎

𝑏
𝑒−

𝑥
𝑏 𝑥 ≥ 0

𝑐

𝑑
𝑒

𝑥
𝑑 𝑥 < 0

 

SignReLu [25] 2018 𝑓(𝑥) = {
𝛼

𝑥

1 + |𝑥|
𝑥 < 0

𝑥 𝑥 ≥ 0
 

𝑑𝑓(𝑥)

𝑑𝑥
= {

𝑎
1

(1 + |𝑥|)2 𝑥 < 0

1 𝑥 ≥ 0

 

LISA [27] 2019 𝑓(𝑥) = {
𝛼1𝑥 − 𝛼1 + 1 1 < 𝑥 < ∞

𝑥 0 ≤ 𝑥 ≤ 1
𝛼2𝑥 −∞ < 𝑥 < 0

 
𝑑𝑓(𝑥)

𝑑𝑥
= {

𝛼1  1 < 𝑥 < ∞
1 0 ≤ 𝑥 ≤ 1

𝛼2 −∞ < 𝑥 < 0
 

FELU [29] 2019 𝑓(𝑥) = {
𝑎(2𝑥 ln(2)⁄ − 1) 𝑥 < 0

𝑥 𝑥 ≥ 0
 

𝑑𝑓(𝑥)

𝑑𝑥
= {𝑎2𝑥 ln 2⁄ 𝑥 < 0

1 𝑥 ≥ 0
 

Mish [33] 2019 𝑓(𝑥) = 𝑥 tangent(ln(1 + 𝑒𝑥)) 
𝑑𝑓(𝑥)

𝑑𝑥
=

𝑒𝑥𝜔

𝛿2  

Logish [43] 2021 𝑓(𝑥) = 𝑥 ln[1 + 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥)] 
𝑑𝑓(𝑥)

𝑑𝑥
= ln (1 +

1

1 + 𝑒−𝑥) +
𝑥𝑒−𝑥

(1 + 𝑒−𝑥)(2 + 𝑒−𝑥)
 

SAAF [44] 2021 𝑓(𝑥) =
𝑥

𝑥
𝑎

+ 𝑒
−

𝑥
𝛽

0 <
𝛽

𝑎
< 𝑒 

𝑑𝑓(𝑥)

𝑑𝑥
=

(1 +
𝑥
𝛽

) 𝑒
−

𝑥
𝛽

(
𝑥
𝑎

+ 𝑒
−

𝑥
𝛽)

2  

Soft-Clipping Swish [45] 2021 𝑓(𝑥) =
1

𝑎
log (

1 + 𝑒𝑎𝑥

1 + 𝑒𝑎(𝑥−1)
) 𝑎 > 0  
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Activation functions enable to work and learn better the deep learning models by revealing the hidden 

features of real-world problems. However, if deep learning models are run without choosing activation 

functions, the desired success cannot be achieved with limited learning. Therefore, the deep learning 

architectures used cause it to behave like linear regression. For this reason, non-linear activation 

functions are preferred in deep neural network architectures. The first is the fixed activation functions, 

the second is the trainable activation functions. Also, activation functions commonly evaluated 

according to error value, success rate, and confidence interval profile. 

4. Conclusion  

Since deep learning architectures work on complex problems, linear activation functions lose their 

competence. Because activation functions are the basis for learning the complex and continuous 

relationship between the variables and reaching the global optimum. In addition, there should be no 

vanishing gradient problem in the designed activation functions, and the outputs should be applicable 

after each layer in deep neural networks [35-42]. In this article, we have discussed, focusing on those 

that are the most common fixed and trainable activation functions presented in the literature. Non-

linear activation functions are except for the sigmoid and hyperbolic tangent activation functions, the 

vanishing gradient problem is overcome and it is seen that deep neural networks are trained 

continuously. In the study, we report the best values obtained without paying attention to the different 

architectures or experimental setup used for different purposes in the literature. 
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Abstract − As is known, semiconductors are insulators under normal conditions but can become 

conductive with external excitation. Considering the effects of acting on these materials, the 

number of free electrons and the electrical conductivity will increase with increasing 

temperature. The increase in the concentration of free electrons in the semiconductor can be 

shown as the increase in electrical conductivity. If a semiconductor is exposed to an electric field 

with increasing concentration, we can have an idea about how the number of free electrons or 

the speed of free electrons will be affected. It is well known that it is necessary to calculate two-

parameter Fermi functions to solve the properties of kinetic effects and electron transport 

phenomena in semiconductors. Effective methods have been developed for the calculation of 

two-parameter Fermi functions in literature. In this study, analytical calculations for the Lorenz 

number and the carrier concentration of the GaAs semiconductor were made using the two-

parameter Fermi function. 

Subject Classification (2020):  

1. Introduction 

Thermoelectric effects observed in various materials, such as metals, semiconductors, and 

superconductors, occur when a conductor with free temperature carriers is exposed to an electric field 

under temperature change. The analysis of thermoelectric effects is widely used to study the physical 

properties of materials [1-12]. Due the fact that developments in determining thermal and electrical 

properties in solid state materials have a significant role in industrial revolution, there has been an 

increase in the study of thermoelectric effects in materials. The most known thermoelectric effects are 

the Joule, Seebeck, Thomson, and Peltier effects in literature. Also, the Lorenz number is the coefficient 

which determines the thermal conductivity with respect to Wiedemann- Franz Law. It is well known 

that depending on temperature the Lorenz number deviate significantly from its limit value especially 

in non-degenerated semiconductors [13-17]. In the 1960s, many studies were carried out to examine 

the thermoelectric and thermomagnetic properties of semiconductors, to understand the variation of 

the Lorenz number and carrier concentration with temperature, the type of energy spectrum, the 

properties of the band structure and their effects on the scattering character. The use of thermoelectric 
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coefficients to determine the changes in Lorenz number and carrier concentration is essential in this 

study. 

There is a group of semiconductors in which the conduction band has spherical symmetry but cannot 

be accurately described by known dispersion laws. Therefore, scientists have been interested in 

deriving formulas for kinetic coefficients under the most general assumptions about the shape of the 

region and scattering mechanisms. As a result of these studies, the formulas of the fundamental kinetic 

coefficients are derived with the help of a two-parameter Fermi function by B.M. Askerov [10] for the 

first time. In this study, an alternative analytical method for evaluating Lorenz number and carrier 

concentration is suggested by using the two-parameter Fermi function. As an application of the given 

approach, the calculations have been performed for the GaAs semiconductor. 

2. Material Method  

2.1. Analytical Investigation of Two-Parameter Fermi Function 

Fermi distribution functions with one-, two- and three-parameters can be used to define the kinetic 

coefficients of the semiconductor [10-13]. However, it is necessary to use two-parameter Fermi 

integrals for solutions involving both thermal and electric effects. 

Accurate analytical formulas of the two-parameter Fermi functions are of great importance in evaluating 

problems related to solid state physics, especially kinetic effects and the theory of transport phenomena 

in semiconductors [12]. The physical properties of carriers and the relationships of semiconductors in 

non-parabolic energy bands are usually reduced to solving the two-parameter Fermi distribution 

function for any degree of degeneration. Therefore, the correct analysis and interpretation of this 

function are important issues that need to be studied. Both numerical and analytical solutions are 

available for solving the Fermi function. The two-parameter Fermi integral can be defined as [12]: 

𝐼𝑛,𝑘
𝑚 (, 𝛽) = ∫ (−

𝜕𝑓0(𝑥,)

𝜕𝑥
)
𝑥𝑚(𝑥 + 𝛽𝑥2)𝑛

(1 + 2𝛽𝑥)𝑘
 𝑑𝑥

∞

0

 (2.1) 

Here,  =
𝜉

𝑘0𝑇
 is the reduced chemical potential, 𝛽 =

𝑘0𝑇

𝜀𝑔
  is the amount of deviation from the parabolic, 

𝜀𝑔 is forbidden energy bandgap, 𝜉 is the chemical potential, 𝑘0 is the Boltzman temperature and  𝑓0(𝑥,) 

is the Fermi distribution function defined as follows: 

𝑓0(𝑥,) =
1

1 + 𝑒𝑥−
 (2.2) 

Effective methods have been developed for the calculation of two-parameter Fermi functions. Zawadzki 

et al. [18] proposed a general procedure for calculating two-parameter Fermi functions for values of 

integral parameters. Here, −5 ≤ 𝜂 ≤ 20 and 0 ≤ 𝛽 ≤ 1. Askerov used the numerical method to 

approximate two-parameter Fermi functions. This proposed approach is correct in the region of η ≥ 10 

strongly degenerate and is written as [11, 12]: 

𝐼𝑛,𝑘
𝑚 (𝜂, 𝛽) ≈

𝜂𝑛+𝑚(1 + 𝛽𝜂)𝑛

(1 + 2𝛽𝜂)𝑘
{1 +

𝜋2

6
[
(𝑛 + 𝑚)(𝑛 +𝑚 − 1)

𝜂2
+
2𝑛(𝑛 +𝑚)𝛽

𝜂(1 + 𝛽𝜂)
−
4𝑘(𝑛 + 𝑚)𝛽

𝜂(1 + 2𝛽𝜂)
 

(2.3) 

+
𝑛(𝑛 − 1)𝛽2

(1 + 𝛽𝜂)2
−

4𝑛𝑘𝛽2

(1 + 2𝛽𝜂)(1 + 𝛽𝜂)
+
4𝑘(𝑘 + 1)𝛽2

(1 + 2𝛽𝜂)2
]} for (

𝑘0𝑇

𝜁
) << 1 
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In the non-degenerate case, the two-parameter Fermi functions can be evaluated by using the following 

given formula: 

𝐼𝑛,𝑘
𝑚 (𝜂, 𝛽) ≈ 𝑒𝜂 𝛤 (𝑛 +𝑚 + 1)

(1 + 𝑛𝛽 +𝑚𝛽)𝑛

(1 + 2𝑛𝛽 + 2𝑚𝛽)𝑘
  for 𝜂 ≤ −5 and 𝑛 ≠ 0 or 𝑚 ≠ 0 (2.4) 

Here Γ(α) is the well-known Gamma function. Zawadzki examined different methods used in the 

evaluation of two-parameter Fermi functions [18]: 

𝐼𝑛,𝑘
𝑚 (𝜂, 𝛽) = ∑𝑎𝑝𝛽

𝑝𝐹𝑛+𝑚+𝑝−1(𝜂)

∞

𝑝=0

 (2.5) 

and 

𝐼𝑛,𝑘
𝑚 (𝜂, 𝛽) = ∑∑(−1)𝑟−1𝑎𝑝𝛽

𝑝
𝑒𝑟𝜂

𝑟𝑛+𝑚

∞

𝑟=1

∞

𝑝=0

𝑓𝑜𝑟𝜂 < 1 (2.6) 

Here, 

𝑎𝑝 = (𝑛 +𝑚 + 𝑝)!∑
[𝑛(𝑛 − 1). . . (𝑛 − 𝑝 + 𝑙 + 1)][−𝑘(−𝑘 − 1). . . (−𝑘 − 𝑝 − 𝑙 + 1)]2𝑙

(𝑝 − 𝑙)! 𝑙!

𝑝

𝑙=0

 (2.7) 

𝐹𝑝(𝜂) is the Fermi function and defined as: 

𝐹𝑝(𝜂) = ∫
𝑒𝑥−𝜂𝑥𝑝 

𝑒𝑥−𝜂 + 1
𝑑𝑥

∞

0

 (2.8) 

The Fermi functions are well-known and can be studied with standard techniques without numerical 

difference in its use [19-21]. One of the efficient methods is the using following binomial expansion 

method for the evaluation of Fermi functions [22]: 

(𝑥 ± 𝑦)𝑛 =

{
 
 

 
 ∑(±1)𝑚

∞

𝑚=0

𝑓𝑚(𝑛)𝑥
𝑛−𝑚𝑦𝑚   for noninteger 𝑛

∑(±1)𝑚
𝑛

𝑚=0

𝑓𝑚(𝑛)𝑥
𝑛−𝑚𝑦𝑚   for integer 𝑛

 (2.9) 

Here 𝑓𝑚(𝑛) is the binomial function: 

𝑓𝑚(𝑛) =

{
 

 
𝑛(𝑛 − 1)… (𝑛 −𝑚 + 1)

𝑚!
   for integer 𝑛

(−1)𝑚𝛤(𝑚 − 𝑛)

𝑚!𝛤(−𝑛)
                 for noninteger 𝑛

 (2.10) 

By considering equation (2.9), the series expansion formulas for two-parameter Fermi functions were 

obtained following as [21]: 

for 𝑛 ≠ 0, 𝑘 ≠ 0,𝑚 ≠ 0 
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𝐼𝑛𝑘
𝑚 (𝜂, 𝛽)

= 𝑒−𝜂 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(−𝑘)

𝑁

𝑖=0

{
 
 
 
 
 

 
 
 
 
 ∑𝑓𝑗(𝑛) [𝛽

𝑖+𝑗2𝑖𝑃𝑚+𝑛+𝑖+𝑗 (𝜂,
1

2𝛽
)

𝑛

𝑗=0

+𝛽𝑗−𝑘−𝑖2−𝑘−𝑖𝑄𝑚+𝑛−𝑘−𝑖+𝑗 (𝜂,
1

2𝛽
)]               for integer 𝑛 

𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑗(𝑛) [𝛽
𝑖+𝑗2𝑖𝑃𝑚+𝑛+𝑖+𝑗 (𝜂,

1

2𝛽
)

𝑁

𝑗=0

+𝛽𝑛−𝑗−𝑘−𝑖2−𝑘−𝑖𝑄𝑚+2𝑛−𝑘−𝑖+𝑗 (𝜂,
1

2𝛽
)]       𝑓𝑜𝑟 noninteger 𝑛 

  
(2.11) 

for  𝑛 = 0, 𝑘 = 0 and 𝑚 ≠ 0 

𝐼00
𝑚(𝜂, 𝛽) = 𝑒−𝜂

{
  
 

  
 𝑙𝑖𝑚
𝑁→∞

∑
𝑓𝑖(−2)

(1 + 𝑖)𝑚+1
[𝑒𝑖𝜂(−1)𝑚+1𝛾(𝑚 + 1,−(1 + 𝑖)𝜂)

𝑁

𝑖=0

+𝑒𝜂(2+𝑖)𝛤(𝑚 + 1, (1 + 𝑖)𝜂)]𝑓𝑜𝑟𝜂 > 0

𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(−2)
𝑒𝜂(2+𝑖)𝛤(𝑚 + 1)

(1 + 𝑖)𝑚+1

𝑁

𝑖=0

𝑓𝑜𝑟𝜂 < 0

 (2.12) 

for 𝑛 ≠ 0, 𝑘 = 0,𝑚 = 0 and 𝜂 > 0 

𝐼𝑛0
0 ( 𝜂, 𝛽) = 𝑒−𝜂

{
 
 

 
 ∑𝑓𝑖(𝑛)

𝑛

𝑖=0

𝛽𝑖𝐿𝑛+𝑖(𝜂)      for integer 𝑛

𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(𝑛)

𝑁

𝑖=0

(𝛽𝑖𝑃𝑛+𝑖 (𝜂,
1

𝛽
) + 𝛽𝑛−𝑖𝑄2𝑛−𝑖 (𝜂,

1

𝛽
))       for noninteger 𝑛

 (2.13) 

for 𝑛 ≠ 0, 𝑘 = 0,𝑚 = 0 and 𝜂 < 0 

𝐼𝑛0
0 ( 𝜂, 𝛽) = 𝑒−𝜂

{
 
 
 
 

 
 
 
 ∑𝑓𝑖(𝑛)

𝑛

𝑖=0

𝛽𝑖 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑗(−2)

𝑁

𝑗=0

𝑒(2+𝑗)𝜂𝛤(𝑛 + 𝑖 + 1)

(1 + 𝑗)𝑛+𝑖+1
𝑓𝑜𝑟𝑛integer

𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(𝑛)

𝑁

𝑖=0

∑𝑓𝑗(−2)

𝑁

𝑗=0

𝑒(2+𝑗)𝜂 [
𝛽𝑖𝛾(𝑛 + 𝑖 + 1, (1 + 𝑗)/𝛽)

(1 + 𝑗)𝑛+𝑖+1

+
𝛽𝑛−𝑖𝛤(2𝑛 − 𝑖 + 1, (1 + 𝑗)/𝛽)

(1 + 𝑗)2𝑛−𝑖+1
] 𝑓𝑜𝑟𝑛noninteger

 (2.14) 

for 𝑛 = 0, 𝑘 < 0,𝑚 = 0 
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𝐼0𝑘
0 ( 𝜂, 𝛽) = 𝑒−𝜂

{
 
 
 
 

 
 
 
 
∑𝑓𝑖(𝑘)

𝑘

𝑖=0

(2𝛽)𝑖 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑗(−2)

𝑁

𝑗=0

(
𝑒−𝑖𝜂(−1)𝑖+1𝛾(𝑖 + 1,−(1 + 𝑗)𝜂)

(1 + 𝑗)𝑖+1

+
𝑒(2+𝑗)𝜂𝛤(𝑖 + 1, (1 + 𝑗)𝜂))

(1 + 𝑗)𝑖+1
)                                   for 𝜂 > 0

∑𝑓𝑖(𝑘)

𝑘

𝑖=0

(2𝛽)𝑖 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑗(−2)

𝑁

𝑗=0

𝑒(2+𝑖)𝜂𝛤(𝑖 + 1)

(1 + 𝑗)𝑖+1
     for 𝜂 < 0

 (2.15) 

for 𝑛 ≠ 0, 𝑘 < 0,𝑚 = 0 

𝐼𝑛𝑘
0 ( 𝜂, 𝛽) = 𝑒−𝜂

{
 
 
 
 

 
 
 
 
∑𝑓𝑖(𝑛)

𝑛

𝑖=0

𝛽𝑖∑𝑓𝑗(𝑘)

𝑘

𝑗=0

(2𝛽)𝑗 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑙(−2)

𝑁

𝑙=0

(
𝑒−𝑙𝜂(−1)𝑛+𝑖+𝑗+1

(1 + 𝑙)𝑛+𝑖+𝑗+1

× 𝛾(𝑛 + 𝑖 + 𝑗 + 1,−(1 + 𝑙)𝜂)+
𝑒(2+𝑙)𝜂𝛤(𝑛 + 𝑖 + 𝑗 + 1, (1 + 𝑙)𝜂))

(1 + 𝑙)𝑛+𝑖+𝑗+1
)     for 𝜂 > 0

∑𝑓𝑖(𝑛)

𝑛

𝑖=0

𝛽𝑖∑𝑓𝑗(𝑘)

𝑘

𝑗=0

(2𝛽)𝑗 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑙(−2)

𝑁

𝑙=0

𝑒(2+𝑙)𝜂𝛤(𝑛 + 𝑖 + 𝑗 + 1)

(1 + 𝑙)𝑛+𝑖+𝑗+1
      for 𝜂 < 0

  (2.16) 

The auxiliary functions 𝑃𝑛(𝑝, 𝑞), 𝑄𝑛(𝑝, 𝑞) and 𝐿𝑛(𝑝)  occurring in Eqs. (2.11) to (2.16) are expressed 

through the special functions and can be written as, respectively: 

for 𝑝 > 0 

𝑃𝑛(𝑝, 𝑞) = 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(−2)

𝑁

𝑖=0

{
 
 

 
 (
(−1)𝑛+1𝑒−𝑖𝑝𝛾(𝑛 + 1,−(1 + 𝑖) 𝑝)

(1 + 𝑖)𝑛+1
+ 𝑒(2+𝑖)𝑝[𝑝𝑛+1𝐸−𝑛((1 + 𝑖)𝑝)

−𝑞𝑛+1𝐸−𝑛((1 + 𝑖)𝑞)])                                     for 𝑝 ≤ 𝑞

(−1)𝑛+1𝑒−𝑖𝑝𝛾(𝑛 + 1,−(1 + 𝑖) 𝑞)

(1 + 𝑖)𝑛+1
               for 𝑝 > 𝑞

 (2.17) 

𝑄𝑛(𝑝, 𝑞) = 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(−2)

𝑁

𝑖=0

{
 
 

 
 (
𝑒(2+𝑖)𝑝𝛤(𝑛 + 1, (1 + 𝑖) 𝑝)

(1 + 𝑖)𝑛+1
+ 𝑒−𝑖𝑝[𝑞𝑛+1𝐸−𝑛(−(1 + 𝑖)𝑞)

−𝑝𝑛+1𝐸−𝑛(−(1 + 𝑖)𝑝)])                    for 𝑝 > 𝑞

𝑒(2+𝑖)𝑝𝛤(𝑛 + 1,−(1 + 𝑖) 𝑞)

(1 + 𝑖)𝑛+1
              for 𝑝 ≤ 𝑞

 (2.18) 

for 𝑝 < 0 

𝑃𝑛(𝑝, 𝑞) = 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(−2)

𝑁

𝑖=0

𝑒(2+𝑖)𝑝𝛾(𝑛 + 1, (1 + 𝑖) 𝑞)

(1 + 𝑖)𝑛+1
 (2.19) 

𝑄𝑛(𝑝, 𝑞) = 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(−2)

𝑁

𝑖=0

𝑒(2+𝑖)𝑝𝛤(𝑛 + 1, (1 + 𝑖) 𝑞)

(1 + 𝑖)𝑛+1
 (2.20) 

 

and 
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𝐿𝑛(𝑝) = 𝑙𝑖𝑚
𝑁→∞

∑𝑓𝑖(−2)

𝑁

𝑖=0

(
(−1)𝑛+1𝑒−𝑖𝑝𝛾(𝑛 + 1,−(1 + 𝑖) 𝑝)

(1 + 𝑖)𝑛+1
+
𝑒(2+𝑖)𝑝𝛤(𝑛 + 1, (1 + 𝑖) 𝑝)

(1 + 𝑖)𝑛+1
) (2.21) 

where 𝛤(𝛼) and 𝛤(𝛼, 𝑥) are the incomplete Gamma functions defined by [22]  

𝛤(𝛼) = ∫ 𝑡𝛼−1𝑒−𝑡𝑑𝑡
∞

0

 (2.22) 

and 

𝛤(𝛼, 𝑥) = ∫ 𝑡𝛼−1𝑒−𝑡𝑑𝑡
∞

𝑥

 (2.23) 

𝛾(𝛼, 𝑥) = ∫ 𝑡𝛼−1𝑒−𝑡𝑑𝑡
𝑥

0

 (2.24) 

In this study, the suggested formulas (2.11-2.16) for the two-parameter Fermi function has been used 

in Lorenz number and carrier concentration calculations.  

2.2. The Definition of Lorenz Number and Carrier Concentration of a Semiconductor 

As is known, the carrier concentration in the conduction band is shown as follows [10-12]: 

𝑛 = ∫ 𝑓(𝐸)𝑔(𝐸)𝑑𝐸
𝐸𝑤𝑝

𝐸𝑐

 (2.25) 

𝑛 = ∫
(4𝜋2𝑚𝑒

∗/ℎ2)
3
2(𝐸 − 𝐸𝑐)

1/2

1 + 𝑒
𝐸−𝐸𝐹
𝑘𝑇

𝐸𝑤𝑝

𝐸𝑐

 (2.26) 

By the use of two-parameter Fermi function 𝐼𝑛𝑘
𝑚 (𝜂, 𝛽), the carrier concentration can be defined as [23]: 

𝑛 =
(2𝑚𝑛𝑘𝐵𝑇)

3
2

3𝜋2ℏ3
𝐼3
2
,0

0 (𝜂, 𝛽). (2.27) 

As we know, the Wiedeman-Franz law and its relation with the Lorenz number in the general form are 

as follows: 

𝜅

𝜎
= 𝐴(𝑟, 𝜂, 𝛽) (

𝑘𝐵
𝑒
)
2

𝑇 = 𝐿(𝑟, 𝜂, 𝛽)𝑇 (2.28) 

where 𝐿(𝑟, 𝜂, 𝛽) is Lorenz number, 𝜅 is thermal conductivity, 𝜎 is electric conductivity, 𝑘𝐵 is Boltzmann 

constant, 𝑒 is the electron charge, 𝑇 is temperature.   Also, 𝐴(𝑟, 𝜂, 𝛽) function is defined as: 

𝐴(𝑟, 𝜂, 𝛽) =
𝐼𝑟+1,2
2 (𝜂, 𝛽)

𝐼𝑟+1,2
0 (𝜂, 𝛽)

+ (
𝐼𝑟+1,2
1 (𝜂, 𝛽)

𝐼𝑟+1,2
0 (𝜂, 𝛽)

)

2

. (2.29) 
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It is clear that the Lorenz number can be written as [23]:  

𝐿(𝑟, 𝜂, 𝛽) = 𝐴(𝑟, 𝜂, 𝛽) (
𝑘𝐵
𝑒
)
2

. (2.30) 

Thus, the Lorenz number turns into the following form by using 𝐼𝑛𝑘
𝑚 (𝜂, 𝛽) two-parameter Fermi 

functions: 

𝐿(𝑟, 𝜂, 𝛽) = (
𝐼𝑟+1,2
2 (𝜂, 𝛽)

𝐼𝑟+1,2
0 (𝜂, 𝛽)

+ (
𝐼𝑟+1,2
1 (𝜂, 𝛽)

𝐼𝑟+1,2
0 (𝜂, 𝛽)

)

2

)(
𝑘𝐵
𝑒
)
2

. (2.31) 

As can be seen from formulas (2.27) and (2.31), the carrier concentration and the Lorenz number of a 

semiconductor can be defined using two-parameter Fermi functions. To show the efficiency of given 

algorithms, the Lorenz number and carrier concentration calculations of GaAs semiconductors have 

been done for wide temperature ranges (Figure 1 and 2). In addition, the comparative results of the 

carrier concentration with the available semi-empirical study [24] are presented in Table 1. 

Table 1. Temperature dependence of carrier concentration of GaAs semiconductor (in semi-empirical 

methods [24] carrier concentration is taken as 𝑛 = 1.83 × 1021𝑇3/2) (𝑁 = 150) 
𝑻 Ref. [24] This study 

150 3.361 E+24 2.981 E+24 

100 1.84 E+24 1.162 E+24 

80 1.309 E+24 0.958 E+24 

50 6.47 E+23 5.651 E+23 

40 4.629 E+23 3.487 E+23 

 

Figure 1. Temperature dependence of Lorenz number of GaAs semiconductor (𝑁 = 150) (red line-

analytical results from suggested formula in this study, blue line-Mathematica numerical results) 

 

Figure 2. Temperature dependence of carrier concentration of GaAs semiconductor (𝑁 = 150) (red 

line-analytical results from suggested formula in this study, blue line-Mathematica numerical results) 
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3. Conclusion 

The thermoelectric effect is based on examining the thermal effect acting on the semiconductor. For this 

purpose, in this study, the effects of the thermal effect on basic parameters of a semiconductor are 

numerically discussed. The carrier concentration variation, which is the main variable of the thermal 

conductivity relation that can be solved by the two-parameter Fermi function, has been investigated for 

GaAs semiconductors with increasing temperature. In order to demonstrate the effectiveness of our 

study, the calculation results obtained from available semi-empirical methods for the carrier 

concentration of GaAs semiconductors have been presented in Table 1. In Fig.1 and 2, the comparisons 

of the Lorenz number and carrier concentration calculation results of the GaAs semiconductor with the 

Mathematica numerical method have been demonstrated concerning temperature. Our calculation 

results are in good agreement with those obtained from numerical and semi-empirical methods. In all 

calculations the upper limits of summation (𝑁) have been taken as 150. Also, in our previous paper [21] 

one can see the convergence of derived expression for 𝐼𝑛𝑘
𝑚 (𝜂, 𝛽) as a function of summation limits N. It is 

well known that the little discrepancy of comparisons in Table 1 is due to the fact that the semi-empirical 

method neglects some parameters in calculations. Our analytical method has no restriction in its use 

and can apply to other semiconductors. 
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Magnetohydrodynamic peristaltic transport of Casson fluid embedded 

with chemical reaction in an asymmetrical permeable conduit 

Asha Kotnurkar1 , Chandrashekhar Hadapad2  

Keywords: 

Magnetohydrodynamic,  

Peristaltic transport,  

Casson fluid,  

Chemical reaction,  

Porous medium. 

Abstract − The present study investigates the magnetohydrodynamic non-Newtonian 

peristaltic flow of the Casson fluid model embedded with a chemical reaction. The assumption 

of small Reynolds number and approximations of long-wavelength are considered. The 

constituent equations are analytically solved by the method of decomposition by Adomian. 

Distributions of the velocity field, pressure gradient and concentration field are obtained. The 

simulations of influencing parameters on the behaviour of the fluid model have been elaborated 

with the help of graphs, and detailed analysis has been done. It can be observed that both the 

reaction parameter and Schmidt Number show similar behaviour for concentration profile. The 

graphs clearly show that the fluid parameter drastically reduces the pressure rise and pressure 

gradient. The pressure gradient will be increased by the increase in Hartmann number, but it 

reduces the pressure rise. 

Subject Classification (2020): 

1. Introduction 

Peristalsis refers to a spontaneous wave mechanism like muscular contractions of the digestive tract 

or other tube-like structures. It is characterised by alternating contraction and relaxation, which helps 

push indigested food through the digestive duct towards its release at the anus. The pioneering work 

in this regard was initiated by starling and Bayliss [1], who described it as an ability of fluid to move or 

get around. Some of the peristaltically governing bodily flows are organs of the digestive system, 

oesophagus and intestine. Latham [2] study on peristaltic transport is influenced many researchers to 

develop many experimental and theoretical studies to understand the mechanical behaviour of fluids 

in different conditions. These works have been done by incorporating blood and other bodily fluids as 

Newtonian fluids. But it is much more significant to study the peristaltic transport of Bio-fluids by 

considering them as non-Newtonian fluids as human blood in arterioles, intestine etc., behave like a 

non-Newtonian fluid. 

A key point in considering the non-Newtonian fluid model ahead of the Newtonian model is its 

viscosity, which is dependent on the forces being applied to it. Some of the applications include syrup 

drugs, toothpaste, colloids. A Casson fluid model with a distinct feature and its rheological behaviour 
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was pioneered by Casson [3]. Some more research work related to the peristaltic transport of the 

Casson model is seen in refs. [4-10].  

However, studies related to a complex interaction of peristaltic motion of conducting fluid with 

extremely imposed magnetic field will enhance a better understanding of the performance of 

conductive physiological fluids like blood flow in small vessels (Casson fluid model), blood pump 

machines etc., Magnetohydrodynamics (MHD) or Magento fluid dynamics deal with magnetic 

properties and nature of fluids which easily have electrons pass through them, for instance, blood 

plasmas, saline. The motive behind using MHD is that applied magnetic fields can trigger currents in a 

flowing conductive fluid, which polarizes the fluid and that inertly changes the magnetic field itself. 

Some applications include sensors, casting by electromagnetic radiation, power generation with MHD, 

drug targeting by the applied magnetic field. Magneto hydrodynamic equations analyse the correlation 

between the external magnetic field and magnetic fluid particles in the bloodstream [11-23]. 

In many industrial and technological fields, problems that deal with differences in temperature and 

concentration difference have importance on chemical reaction processes. This phenomenon has its 

role in the conduction of heat and mass in a fluid motion. Chemical reactions are essential to chemical 

engineering, fluid dynamics, where they can be utilised to produce new compounds from naturally 

occurring raw materials like ores and petroleum. Related work can be seen in [24-32]. 

A semi-analytical method has been adopted to solve subsequent governing non-linear partial 

differential equations. This method allows a non-linear portion of the differential equation for solution 

convergence. Motivated by this, we attempted to analyse Casson fluid's peristaltic transport by the 

Adomian Decomposition Method (ADM). MHD and chemical reaction effects are considered. We have 

discussed the present study results through graphs, and the impact of pertinent parameters like rate of 

chemical reaction, Hartmann number and fluid parameter on pressure gradient, flow rate and, 

concentration profile are analysed in detail. 

2. Problem formulation 

The peristaltic motion of a steady condensed MHD Casson fluid model is considered with chemical 

reaction in a 2D channel with asymmetry at the walls. Where ( )', 'X Y is the coordinate with 'X  along 

the direction of wave and 'Y perpendicular to 'X  axis. The motion of the fluid model is driven by the 

sine wave having a constant speed c  along the channel walls. The description of the walls is given by 

1 'Y h=  and 2 'Y h= representing the boundaries of the channel (Figure 1). 

'
2

( ', ) Cos[ ( ' )],
1 1 1

h X t d a X ct



+= −  upper wall (2.1) 

'
2

( ', ) Cos[ ( ' )].
2 2 2

h X t d a X ct





+= − −  lower wall (2.2) 
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 Figure1. A physical model of asymmetric channel. 

where 2 1,a a  the amplitude of the lower wall waves is   the wavelength, time t , phase- difference . It 

is noted that for the symmetric channel, 0 =  that means waves out of phase and  =  waves are in 

phase. and 2 1,d d  satisfies a criterion: 2 2 2 2

1 1 1 1 2 12 cosa b a b d d+ +  +  . 

Vector form of velocity V is ( , , 0)V U V=  where ,U V  are the velocity coordinates of the velocity field in 

the laboratory frame of reference. 

The Rheological model of a Casson fluid is  

0( )2 ,
2

y
eij ij

c


 


= +  when c   (2.3) 

0( )2 ,
2

y
eij ij

c


 


= +  when c   (2.4) 

Where y  is the fluid yield stress, expressed as: 

0 2
,y

 



=  (2.5) 

0 is the fluid’s plastic dynamic viscosity. 

 is given by .e eij ij = . 

eij  - ( , )
th

i j is the constituent of deformation rate and  

c is the critical value relying on the non-Newtonian behaviour. 

Denoting the velocity components U and V respectively along with ,X Y directions in a fixed frame. 

The governing equations of the flow are defined as: 
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2 2
2

0 02 2

1

1
1 ( ) ,

BUU U U U U P
U V B U g C CB

X Y t x y K X


    



     
+ + = + + − − + − −

     

    
    

    
 (2.6) 

2 2
2

02 2

1

1
1

B
B

VV V V P V V
U V B V

t X Y Y x y K


  



     
+ + = − + + + − −

     

    
    

    
, (2.7) 

2 2

1 02 2
( )

C C C C C
U V D k C C

B
X Y t Y X

    
+ + = + − −

    

  
  

   
, (2.8) 

where V and U are the velocity components along with the ,Y X directions, respectively,  denotes 

the fluid’s density, B - viscosity of the fluid,  the Casson parameter, P - pressure,  - fluid’s electrical 

conductivity, 0B the applied magnetic field,  volumetric expansion coefficient, C the concentration, 

D
B

the Brownian diffusion coefficient, g is the acceleration due to gravity, 1K the thermal conductivity 

of the fluid as seen in Equations 2.6-2.8 respectively. 

The flow can be considered unsteady if seen in the laboratory frame; however, in a coordinate plane 

moving at speed c  in the wave frame ( ),x y , it can be treated as steady. 

 In two frames, velocities, coordinates, pressure, and concentration are 

( ) ,x X c t= + − ( ),u U c= + − ,y Y= ,v V= ,c C= ,p P=  

Here ,U V and ,u v  are the components of velocity for the corresponding Cartesian systems. 

The dimensional boundary conditions are 

', at ,
0 1

U c C C y h= − = =  (2.9) 

', at ,
1 2

U c C C y h= − = =  (2.10) 

The following non-dimensional parameters are 

.

2 2
'1 1 1, , , , , , , ,

1

2
( )

0 1 1 01, , , ,
0 1 2

1 0 1

Pd k dU V ct X Y Bu v t p x y Sc R
c c c d DB B

C C gB d C Cd k c
C M B d Da Gm

C C cdB B



   




  

= = = = = = = =

− −
= = = = =

−

 (2.11) 

In view of Equation 2.11, Equations 2.6 - 2.8, reduce to  

2
1 12

1 ,
2

p u
M u G Cm

x ky

 
= + − + +

 

   
  
  

 (2.12) 

2
'

,
2

C
ScR C

y


=


 (2.13) 

 

The dimensionless boundary conditions are 
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0, 1, at ,
1

C u y h= = =  (2.14) 

1, 1 at .
2

C u y h= = − =  (2.15) 

3. Method of solution 

Using Adomian decomposition method, Equation 2.12 can be written as 

,
2

1 1

dp

G Cdx mL u N uyy




 
− = −

+ +

 
 
 
 
 

 (3.1) 

Where 
( )2

1 /
2

,
1

M k
N





+

=
+

2

,
2

d
Lyy

dy
=  

Since Lyy  is a second order differential operator,
1

Lyy
−

is an inverse integration operator of order 2 

defined by 

0 0

1
(.) (.) .

y y

L dydyyy
−

=    (3.2) 

Employing 1
,Lyy

−  Equation 3.1 becomes  

( ) .
1 1 2

1 2
1 1

dp

G Cdx mu C C y L L N uyy yy




 

− −
= + + − +

+ +

 
 
 
 
 

 (3.3) 

By the semi-analytical Adomian Decomposition method we get 

.
0

u un
n


= 

=
 (3.4) 

Equation 3.3 gives, 

2 ( )
1 ,

0 1 2 21 2! 1 ( )
2 1

dp

Sinhk y hGydx mu C C y
k Sinhk h h




 

−
= + + −

+ + −

  
    
    

   
  

 

2 1
( ), 0.

1
u N L u nyy nn

−
= 

+
 (3.5) 

Using boundary conditions in Equation 2.14 and 2.15 to Equations 3.3-3.5, we obtain  

( ) ( ) ( )
2 3 4 2

( )
2 1 ,

1 1 2 42! 3! 4! 1(1 ) ( )
2 1

C N Sinhk y hNy Ny Ny Gdp mu C
N dxN k Sinhk h h





−
= + + −

++ −

    
    

   
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( ) ( ) ( )
4 5 6 4

( )
2 1 ,

2 1 2 64! 5! 6! 1(1 ) ( )
2 1

C N Sinhk y hNy Ny Ny Gdp mu C
N dxN k Sinhk h h





−
= + + −

++ −

    
    

   
 

( ) ( ) ( )
6 7 8 6

( )
2 1 ,

3 1 2 86! 7! 8! 1(1 ) ( )
2 1

C N Sinhk y hNy Ny Ny Gdp mu C
N dxN k Sinhk h h





−
= + + −

++ −

    
    

   
 

( ) ( ) ( )
2 2 1 2 2 ( )

2 1 ,
1 2 2 202 ! (2 1)! 2 ! 1 ( )(1 ) 2 1

n n n nGC Sinhk y hNy Ny Nydp Nmu Cn nnn N n dx n Sinhk h hN k





+
−

= + + − 
+=+ + −+

     
       

     

 

( )
( )12 11 .

1 2 2 21 ( )(1 ) 2 1

C Sinhk y hGdp mu C CoshNy SinhNy CoshNy
N dx Sinhk h hN k N





−
= + + − −

+ −+ −

     
     

    
 (3.6) 

where 

2
1 1 2

2( ) ( ) (1 )1 1 2 1 21
1

1 1 2 1 1
2 2( ) (1 )(k ) ( )1 2 1 2

1
1

2
(1 )

CoshNh CoshNh CoshNh dp

SinhN h h SinhN h h dxNSinhNh
C

CoshNh CoshNh CoshNh CoshNh G CoshNhm

SinhN h h N SinhN h h

dp
CoshNhdx

CN













−
− +

− − +
= −

−
−

− + − −

−
−

+

  
  
  
 
  
   
  

1
oshNh

 
  
 

 

2 ( )
2 1 1 2 2 1

2( ) ( ) ( )(1 )1 2 1 2 1 2

1
2 2

(1 )(k ) ( )
1 2

C CoshNh CoshNh CoshNh CoshNh CoshNhdp

N SinhN h h SinhN h h dx SinhN h hN

G CoshNhm

N SinhN h h









− −
= − +

− − −+

−
+ − −

  
    

     

.'k scR=  

The flow rate in the ( ),x y  is given as 

.
2

1

h

q udy
h

=   (3.7) 

 

( ) ( )

( )( )

2
2 1 1 2 1

( )
1 1 1 2

1 1 2 2 1

( )
1 1 2

SinhNh SinhNh Sinh Nh SinhNh SinhNh
q

N CoshNh N CoshNh SinhN h h

SinhNh CoshNh CoshNh SinhNh SinhNh

N CoshNh SinhN h h

− −
= − +

−

− −
−

−

( )

( )
( )

( )

1 ( )
1 1 2

2 1
22 1 1 2 1 1

3 ( )(1 ) ( ) 1 21 1 2

CoshNh SinhN h hdp
SinhNh SinhNh

dx CoshNh CoshNh SinhNh CoshNh CoshNh CoshNh

N SinhN h hN CoshNh SinhN h h





− − +
−

− −
+

−+ −

 
 
 
   
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( ) ( )
( )( )

( ) ( )

2 2

2 1 2 1
( )

2 1 2 13( ) ( )(1 )1 2 1 2

2 ( ) 1
2 1 1 2 1

2 2 ( ) ( )( )(1 ) 1 2 2 1

dp

CoshNh CoshNh CoshNh CoshNh
dx SinhNh SinhNh N h h

N SinhN h h SinhN h hN

CoshNh CoshNh CoshNh Coshk h hGm

N SinhN h h k Sinhk h hk N









− −
+ + + − − −

− −+

− − −
− +

− −− +

 
 
 
 

 
 
 
 

 

From Equation 3.7, 

( )( )( )

( ) ( )
( )

( )

3
(1 ) ( )

1 1 2

( ) (
1 2 1 2 1 2 1

1 ( )2 1 1 2
1 2 1 2 1

1 2 1

2

N CoshNh SinhN h hdp

dx SinhN h h CoshNh SinhNh SinhNh N h h

CoshNh SinhN h h
CoshNh CoshNh CoshNh SinhNh SinhNh

SinhNh CoshNh CoshNh

SinhNh
q





+ −
=

− − − − +

− − +
− − −

−

−
−

 
 
 
 
 
 
 
 
  
  

  
  

( ) ( )

( )( ) ( )

( )

( )

2
1 1 2 1

( )
1 1 1 2

2
1 2 1 2 1 2 1 1

( ) ( )
1 1 2 1 2

2

2 1
2 2( ) (1 )1 2

SinhNh Sinh Nh SinhNh SinhNh

N CoshNh N CoshNh SinhN h h

SinhNh SinhNh SinhNh CoshNh CoshNh CoshNh CoshNh CoshNh

N CoshNh SinhN h h N SinhN h h

k S

CoshNh CoshNh Gm

NSinhN h h k N





−
+ +

−

− − −
− −

− −

−
+

− + −

( )

( ) )

( )
2 1 1 2 1

( 1 ( )
2 1 1 2

( ) ( )
1 2 2 1

inhk h h CoshNh CoshNh CoshNh

Coshk h h N SinhN h h

N k SinhN h h Sinhk h h

− −

+ − − −

− −

 
 
 
 
 
 
 
 
 
 
 
  

  
  
  
  
  
  
  

 

The dimensionless equation of the pressure rise is given by 

1
.

0

dp
p dx

dx
 =   (3.8) 

The volumetric flow rate at a given instant of the fixed frame is provided by, 

( )
'

,
'

2 ''' ' '( , ) , ,

1

h

dyQ x t tU X Y
h

=   (3.9) 

where '
2

h  and '
1

h are mappings of 'X and 'Y respectively. 

In wave frame the rate of flow is given by, 
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( )
'

'

1 ''' ', .

2

h

dyq yu x
h

=   (3.10) 

Utilising the transformations into the Equations 3.9 and 3.10, the entity among Q and q can be written 

as  

' '
2 1

( ) .Q c h h q= − +  (3.11) 

The mean time flow for a period T at a constant position 'X is given by  

1
.

0

T
Q Q dt

T
=   (3.12) 

Using Equation 3.12 in Equation3.11 the flow rate Q is, 

' '
1

( ) .
1 2 2 1

0

T
Q qdt c h h q cd cd

T
= + − = + +  (3.13) 

The dimensionless form of Equation 3.13 is given by  

1,F d = + +  (3.14) 

where '
/

1
Q d c = and / ,

1
F q d c=  such that  

1 2

1
.

2

( )

h

F
h

u dy u h h=  = −  (3.15) 

Solving Equation 2.13, with the boundary conditions in Equation2.14 and 2.15, we can obtain  

,
B

C ACoshky Sinhky
k

= +  

where 

1

( )
2 1

1

( )
2 1

'

Sinhkh
A

Sinhk h h

k Coshkh
B

Sinhk h h

k ScR

−
=

−

=
−

=

 

This may be simplified as  

( )
1

.
( )

2 1

Sinhk y h
C

Sinhk h h

−
=

−
 (3.16) 

The expression determining velocity profile from stream function is given by, 
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.,u v
y x

  
= = −
 

 (3.17) 

We know that ˆ ˆ
x xu i v j = + , and 0vx = for the flow problem, so we get the desired equation of the 

streamlines of the flow as 

( )1 2
(1 )

( )1 1 .
2 21 ( )

2 1

x N
dp

C SinhNy C CoshNy SinhNy
N dx

kCoshk y hGm

Sinhk h hk N

u
u

x









 + +
+

−
−

+ −−

   
= = =   

   

  
  
  

 (3.18) 

4. Interpretation of Results 

This section gives numerical simulations with the aid of graphs. The numerical simulations are 

performed using the computational software Mathematica. 

4.1 Pressure Distribution 

Figure 2 illustrates the behaviour of numerous embedding parameters on pressure gradient for a 

given wavelength versus x . The channel walls /dp dx  are relatively small, thus helps the fluid in this 

region flow easily. The middle of the channel /dp dx is large, so relatively much pressure needed for the 

fluid to pass inside the region. Figure 2a depicts the variation in pressure gradient due to a change in 

Hartmann number M . Magnetic field parameter M raises the value of pressure gradient; fluid flow 

requires more pressure gradient to pass through the region. The effect of a fluid parameter   can be 

seen in Figure 2b. A rise in fluid parameter  decreases the pressure gradient. 

Similarly, the impact of the phase difference can be seen in Figure 2c. In the narrow part of the 

channel, there is a decrease in pressure gradient when there is a rise in phase difference and a rise in 

pressure in the broader part of the channel when we decrease phase difference. Figure 2d and 2e 

Depict the magnitude of pressure gradient decreases by increasing the Schmidt number Sc  and 

chemical reaction parameter 'R . 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

Figure 2. The figure represents variations of /dp dx versus x  for ', , , RM   respectively. 

 

In Figure 2a, when '0.1, 0.5, 0.6, 1, 0.7, , , , 2, 3Ra b d Sc M   = = = = = = = .  

In Figure 2b when '0.1, 0.5, 0.6, 1, 0.7, 2, 3Ra b d Sc M= = = = = = = .  

In Figure 2c when '0.1, 0.5, 1, 0.7, 2, 3Ra b d Sc M= = = = = = . 

In Figure 2d when 0.1, 0.5, 1, 0.7, 0.6, 3, 3a b d Sc M = = = = = = = .  

In Figure 2e when 0.5, 0.1, 1, .b a d= = =  

4.2 Flow Rate Distribution 

Figure 3 depicts the change in pressure rise P versus flow rate Q  for various parameters

', , , , ,RM d Sc  . Figure 3a Illustrates a non-linear relation between the pressure rise P  and flow rate

Q . It is observed that higher the value of   there is a drastic decrease in pressure rise, leading to a 

decline in the peristaltic pumping rate. Similar behaviour can be seen for the magnetic field M  in 

Figure 3b below. Figure 3c Illustrates that pressure rise P slowly decreases with an increase in d . But 

in Figure 3d, we can observe that rise in values of  suddenly enhances the pressure rise. In Figure 3e 

and 3f, it is noted that higher the numbers of there is a linearly increase in pressure rise, leading to rise 

in the peristaltic pumping rate.  
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Figure 3. The figure represents variations in pressure rise P versus Q  for different values of

', , , , ,RM d Sc  of respectively. 

In Figure 3a when '0.1, 0.5, 2, 0.5, 1.5, 3, 2Ra b d Sc M= = = = = = = . 

In Figure 3b when '0.1, 0.5, 2, 0.5, 1, 1.5, 2Ra b d Sc = = = = = = = .  

In Figure 3c when '0.1, 0.5, 0.5, 1, 1.5, 2, 3Ra b Sc M = = = = = = = .  

In Figure 3d when '0.1, 0.5, 2, 2, 0.3, 1, 2Ra b d Sc M= = = = = = = .  

In Figure 3e when 0.1, 0.5, 2, 0.7, 2, 1.5, 3a b d Sc M = = = = = = =  

In Figure 3f when '0.1, 0.5, 2, 0.7, 2, 1.5, 3Ra b d M = = = = = = =  
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4.3 Concentration Profile 

Figure 4 illustrates the concentration profile for numerous parameters ',, , , ,Ra b d Sc , respectively. In 

Figure 4a, we can observe that enhance in Schmidt number Sc gradually minimizes the concentration 

profile. Figure 4b Shows the same behaviour as the reaction parameter slowly declines the 

concentration profile. In Figure 4c, we observed that the amplitude value a  diminishes the 

concentration field. Similarly, in Figure 4d, we notice that the parameter b suddenly decreases the 

concentration field. Figure 4e Illustrates those higher parameter values d reduces the concentration 

profile. But in Figure 4f, we can see that higher phase difference values drastically enhance the 

concentration profile. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4. The figure represents variations of C versus y  for ', , , , ,Sc a b dR  respectively. 
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In Figure 4a when '0.3, 0.1, 1, 0.4, 0.4a b d R= = = = = .  

In Figure 4b when 0.3, 0.1, 1, 0.4, 0.1a b d Sc= = = = = .  

In Figure 4c when 0.1, 1, 0.5, 1.5, ' 0.5b d Sc R= = = = = .  

In Figure 4d when '
0.1, 1, 0.5, 1.5, 2Ra d Sc= = = = = .  

In Figure 4e when '
0.1, 0.5, 0.3, 0.5, 1, x 0.1a b Sc R= = = = = =  

In Figure 4f when '
0.1, 0.3, d 1, 1.5, 1Ra b Sc= = = = =  

4.4 Trapping Phenomena 

The streamlines are the imaginary lines in a fluid flow such that tangent at any position on a 

streamline will provide us with the velocity at that point. These lines will exhibit the direction in which 

a zero-rest mass fluid element will travel at any instant of time. The accumulation of bolus of the fluid 

in the closed streamlines inside a wave frame is called trapping. The nature of the streamlines against 

fluid parameter 0.1, 0.5,1.0, 5.0 = , respectively, as shown in Figures 5. The fluid's viscosity relies on 

the parameter  , and it comes out to be highly viscous and turns thicker as we enhance the value of 

the Casson fluid parameter. Moreover, with the raising the values of the fluid parameter, the bolus will 

drastically shift to the middle of the channel, and the coupling streamlines sight below the wall. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. The figure represents streamlines against various values of  in wave frame with 

1.3, 0.2, 2, 0.5.Q a M = = = =  
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5. Conclusion 

The mass transfer and MHD analysis on peristaltic motion of Casson fluid model embedded with 

porous medium and asymmetric geometry were considered. The influence of various pertinent 

governing flow parameters on the fluid model has been analysed with graphs. The concluding points of 

the present study are stated below. 

1. At the centre of the channel, the amount of pressure gradient enhances when there is a magnetic 

field. But pressure gradient diminishes with an ascendance in parameters like 

'0.1, 0.3, d 1, 1.5, 1.a b Sc R= = = = =  

2. It is noted that pressure rise decreases with the increase in ', , ,M ScR and d . However, it increases 

with an increase in phase difference. 

3. The concentration profile reduces when there is a rise in parameters like ', , ,a b d R and Sc . However, 

it increases when we increase the value  . 

4. It is equal in value to observe that increase in the Schmidt parameter Sc  and chemical reaction term

'R  decreases the concentration profile. 

5. We observe a reduction in both pressure rise and pressure gradient when we enhance values of 

Schmidt number Sc  and reaction parameter 'R . 
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