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Abstract

The problem of stabilizing a linear and nonlinear differential
equation with neutral delay by means of linear feedback without neutral
delay is considered. A sufficient condition on the open loop system is
presented for the possibility of actualizing the arbitrarily prescribed degree
of stability in the closed loop system.
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1. INTRODUCTION
Consider the nonlinear neuiral delay differential equation
(1) = —ay(Dx(t) + a, (O)x(t —w) + a, (O)x'(t — w) + h(t, x(t — w), x'(t — w))
— by (ult) + b (Hu(t — w) + b, (Du(t —w) t20 €))

x(y=gt) , -w=t20 (w>0)

where ¢ 2 0 represents time, x(¢), u(t) € IR, a,(t) and b,(¢), (j=0,1,2)
are w-periodic continuous functions for >0, g(f) is a continuously
differentiable given function on the segment [-w,0]. & has domain

IRx IRx IR and hhas continuous in all variables at each point of
IR x IRx IR and thare exists a positive number w such that for all
(t,%,x,) € IRXIRx IR
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h(t+w,x;,x,) = h(t,x,,x,) . (2)

We introduce a state feedback controller u(¢) is given
u(t) = k(t)x(t) 3)

where k(¢) is a w-periodic continuously differentiable function for all
telR.

This note considers the problem of stabilizing a nonlinear system
with neutral delay by means of linear feedback without neutral delay. The
object is to find a sufficient condition on the open loop system for the
possibility of actualizing an arbitrarily prescribed degree of stability in the
closed loop system. Such stabilization problems have been studied
extensively for delay system [3-5].

In many fields of the contemporary science and fechnology systems
with delaying links are often met and the dynamical processes in these are -
described by systems of delay differential equations [9-12]. The delay
appears in complicated systerns with logical and computing devices, where
certain time for information processing in needed.

The theory of linear and nonlinear ordinary and delay differential
equations and control theory has been developed in the fundamental
monographs [8-13]. The behavior of solutions of neutral and delay
differential cqu(mons have been investigated in [1], [2], [6].

The aim of this paper is to suggest an alternative approach to the
stability analysis of solutions of (1). We obtained the stability estimates for
the solution of problem (1) in dependence on the coefficients.

2. STABILITY ESTIMATES

Theorem 2.1. Assume that 4(¢,x,,x,)=0, a(t) >0 and

ey | 420 8 ()| <1 4

where

a(t) = ay (D) + k()b (1) , c(t) = a,(t)+k(t —w)b,(t)
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and (%)
b(t) = a, (1) + k(i = w)b, (1) + K'(t — )b, (1)

for ¢ €[0,). Then for the solution of (1) the estimate

|6@x@) +cx' O _ &
a(?) - (6)

| x(@®)|

holds V¢ €[0,), where

F = max{ max | g(#)| , max | b+ W) + et + Wg'?) I} (7

—w=t<0 — w0 a(t 4 W)

Proof. Substitution of (3) into (1) yields the closed loop time-neutral delay
equation, as

¥'(8) = ~(ay (£) + R()by (6)Je(t) + (, (¢) + (= w)b, (1) + &' (¢ = W), () (2t ~ W)

+(a, () + k(@ — Wb, (X't ~w) , 20
or
x'(t) = ~a()x(t) + bOx( ~wh+e(Ox't=w) , £20. ®)

Let 0<t<w. Then

!

x(1) = x(¢,0)g(0) + 'fx(t,s)(b(s)g(s - w)+c(s)g'(s — w))ds ,

0
where

x(t,8) = exp{— ]a(r)d'r} .
Using s
[x@.9)as)ds =1-2(t,7), ©)

we have that
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| x(2) |< x(2,0) | (0) | + ifx(z, $)a(s) 2986~ Wl*(-sj(@g’(s -

< x(1,0) max | g(¢) | +max | ZHEE=W) +cB)g't - W) | ]"x(z, $)a(s)ds
—~wst<0 0st<sw a(z‘) 0

< max{ max | g(t)| , max LEEMEO+wg' ) I}(x(t,O) +1-x(1,0))
—wsr<0 ~wsI<0 a(f + W)

:F“

then we can write
| x(#) |< F (10)
for 1 [0,w]. '
| b(#)x(#) +c(O)x'(1) |
a(?) '

Now, we will obtain an estimate for

From (8) it follows that

BOX() + ()" (1) = ~e(a(t) - bO)x(t) + (bW g(t - W) + c(g'(t — w))

Let condition (4) be satisfied. Then, using (10) we can write

6O+ cOF D1 5O ol iy 4oy LOEE= W+ g =)
a(t) la(2) a(t)
GNP N _
sfw)cm+wm0ﬂmﬂ-
Thus the estimate
| DX (@) +c(6)x'(t) ] <F, (an

a(t)
holds for any ¢, te[0,w].
From (10) and (11) there follows estimate (6) for any ¢ &[0, w].
Suppose that estimate (6) holds for ¢ e [(n—Dw,nw].
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If aws<t<(n+1)w, then
x(t) = x(t, nw)x(nw) + ]'x(t,s)(b(s)x(s - w)+c(8)x'(s — w))ds .

Using the periodicity of b(f), c¢(f) and a(f), we have that
| b(s)x(s — w)+e(s)x'(s — w) | s

(0 I 0,9 5w) |+ [x(6,9a(6)

nmw a(s)
< x(t, nw) | x(ew) | +(1 - x(t, nw)) max | b(1)x(t — w) 'Ztg‘(l‘ )x'(E—w)]
nwsts(n+hw a
| B(1)x() + c()x'(1) |

Smax{ max |x(#)] , max
(n-1ywst<nw (n~Dwst<nw a(t)

}(x(t, nw) +1—x(t, nw))
<F.

Thus, the estimate :
| x(#) s A (12)

follows for any ¢, ¢e[nw,(n+Dw].

DO+ XD g s it
a(t) '

Now, we will obtainn the estimate for

follows that
b(D)x(t) + c()x'(t) = —~(c(t)alt) — b)) Jx(t) + cE)B()x(t — w) + c(t)x'(t ~ W)).
Let condition (4) be satisfied. Then, using (12) we can write

| D)) + e(Ox' (O] _ b _
a(t) “la@)

{

| X(f) ] + t C(t) | l b(t)'x(t —' W) + C(f)x'(t - 1’1’) ;

c(?) o)

LOR

a(t)

+wm@ﬂéﬂ-

Thus the estimate
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| b(@)x () + c(t)x'(1) |
a(?)
holds for any ¢, ¢ e[nw,(n+1w].
Using (12) and (13), we have estimate (6) for any
t, te[nw,(n+1Dw]. So, using mathematical induction we obtained

estimate (6) for any ¢, ¢e[0,0). This proves Theorem 2.1.

<F, (13)

Theorem 2.2, Suppose that:
i) a(t)>0, Vte[0,0);
ii) in the domain /R x IR x IR, the function 4 satisfies (A(t,x,,x,) # 0)

| At %, (8), %, () [< m(2) | x, (2) | (14)
where m(¢) is a continuous function; and
iii) E % O+ c(t) | +-"‘3—(7) , Vit €[0,), (15)

where a(f), b(t)and c(¢)are defined in (5). Then for the solution of
problem (1) the estimate

| DO)x(1) + ') + A1, x(0), ' D) | _ .

Hl o, 16
| x(#) | o0 (16)
holds V¢ €[0,0), where
F - max{max O] . max | 2RO e+ WG O+t wg(),8') !} (17)
—Ws1<0 —wSJ 0 a(t +w)

Proof. Let 0<7<w . Then

x(t) = x(¢,0)g(0) + ]‘x(t, S)[b(s) gls=w)+c(s)g'(s —w) + h(s,g(s —w),g'(s — w))]ds

]
where

x(t,8) = exp{-— ]-a(r)dr} .

$

Using (9) we have that
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|0 H0)| £0) |+t hats) LB LML £ Las
0

< x(10)] £(0) |+ max LEEE =W+ A 5 =) + g6 = W8S =W Ty ey
- i O<s<w a(S) ; i

< max{max |g)] , max | b(t +w)g(t) +c(t + w)g'(e) + h(t + w,g(1),8'(1)) l}
—-wst<0 —wsts0 a(t + \'V)

x (x(£,0) + 1 x(2,0))
= F2 ,

then we can write

| X(0) IS F, (18)
for t €[0,w].

Now, we will obtain an estimate for 20X C(“)xf()t; ht, X0, 5 O)|
From (8) it follows that

b(6)x(t) + c(D)x' (1) + h(t, x(0), x'(£)) = —{e(t)a(t) = b() x(1)

T (OOt~ w) +e(D)g'(t = w)+ ht, gt = w), g'(t = W)+ h(t, x(6), x'(1))

Using condition (14), (15) and the estimate (18), we find

| b)) + (') + ht, x(), 7' D) | _ |bCE

)
o) @y~

| x(®) |

@) [b()g(t —w)+c()g'(t—w)+h(t, gt —w),g'(t —w)| ,m) | x(6) |
m(t) |
S( +!C(t)|+———~a(t)jFZSF2.

b0 _
o) c(?)
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Thus the estimate
| b(O)x(t) + c()x"(t) + h(t, x(1),x"' (1)) | < F
a(?) o

(19)

holds for any ¢, ¢e[0,w].

From (18) and (19) there follows estimate (16) for any ¢ € [0, w].
Suppose that estimate (16) holds for ¢ € [(n—Dw,nw].

If nw<t<(mn+1)w, then

t

x(2) = x(t, nWx(nw) + jx(z‘, )| B($)x(s — W)+ c(8)x' (5 — W) + (s, x(s — W), x'(s w))]ds

nw

Using (9), (2) and the periodicity of b5(t), c¢(t) and a(f), we have that

O x|+ [t atsy L+ +hls s X s =W o

)’

nw a(s)

< x(t,aw) + (1 —x(t, nw))

X nlax{ max | X(t) I max I b(t)X(t) + C(t)X'(l) + ]Z(t, X(t),x’(t)) |}

(n—-Lywstsmy (n-D)wst<nw a(g)
‘ <F,.
Thus, the estimate
| x(£) |< F, (20)
follows for any ¢, ¢ e[nw,(n+1w]. Now, we will obtain the estimate for
| b()x (1) + c()x' () + h(t, x(£), x'(1)) |
a(r)

. From (8} it follows that

b()x(t) +c(t)x'(t) + h(t, x(2),x'(t)) = —(c(t)a(t) - b(t))x(t)
+ (OB x(t — W) + c()x'(t = w) + h(t, x(t — w), x'(¢ - w))] + h(t,x(1),x'(1)) .

Using condition (14), (15) and the estimate (20), we can write
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| b(E)x(E) +c()x'(0) + ht,x(0), 5 @) | _ |b(E) _
a(t) Ia( )

—e(@)] | x()]

+let)) | b()x(t — W) + c()x'(t = w) + h(t, x(1 = w),x'(t — W) | s m(t) | x(t) |
a®) a(t)

m(t) ) .
+|e@) ]+ t)]f <K,
| B(6)x() + c(£)x"(€) + ht, x(1), x'(£)) | <F,
a(t)
holds for any ¢, ¢e€[nw,(n+Hw].
Using (20) and (21), we have estimate (16) for any

t, telnw,(n+1)w]. So, using mathematical induction we obtained
estimate (16) for any ¢, ¢e[0,00). This proves Theorem 2.2.

b
ay Y

Thus the estimate

@1)

Theorem 2.3, Suppose that:
i) a(t)>0, Vtel0,m);
ii) in the domain IR x IR x IR , the function & satisfies (h(t,x,,x,) # 0)
[ At %, (8),%, (D) IS by | x, (D) | +k,
where k, and k, are nonnegative constants; and
iif) | b(t) — c(B)alt) | +alt) | c(t) |+, + %— <a(t) , vVt e[0,0)
2
where F, is defined in (6); a(r), b(t)and c(t)are defined in (5). Then for
the solution of problem (1) the estimate

| b()ax(t) + c()x' () + h(t, x(1), X' (@) | <F,

x| a0

holds V¢ €[0,0).
The proof of Theorem 2.3 is similar to the proof of Theorem 2.2,
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