STANDARD ERROR FRACTIONAL FUNCTIONAL PROGRAMMING

S. P. AGGARWAL

The object of 1his paper is to replace any standard error fractional functional programming
differing from each other hy only a change in sign in the functional and in one constraint.
Futhermore, it is shown that the two problems te which any pragramming problem is reduced
arc both conwex programming problems. The paper consists of two differcnt sections, the
first ol which deals with the transformation of the problem while in the second the main body

of the paper is developed and a particular case of the problem is discussed.

Introduction. The problems we shall deal with may be called the Programming Problems
with Standard Error Fractional Functional (8.E.F.F.). Members belonging to this class of mathe-
matical programming have been found in various contexts (mostly in statistical problems), The
mathematical model for 8.E.F.F. programming can be stated as follows ;

Maximize
¥ [X'BX
R(X) — C'X l[)lr’XBj]ﬁ + @
subject to
{A4) . AX =< b,
X =0
where
C,D and X are (n 1) column vectosrs

is a (m > 1) column vector

is a (m > #) matrix

w2 -

is a (mX n) positive semi definitc matrix

~

denotes the prime of a vector
« and f are arbitrary scalar constants,

We assume that S, the set of feasiblc solutions is regular f. e.
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= {X|AX = b, X0}
is non empty and bounded.

The object of this paper is to replace any standard error fractiona! functional programming
problems with at most two standard error programming problems [*]. These two problems
differ from each other by only a change in sign in the functional and in one constraint. The two
reduced problems are convex programming problems. This paper consists of two different sec-
tions. Section I deals with the transformation of the problem. In Section II the main body of

the paper is developed. At the end of this section a particular case of the problem has been dis-
cussed.

SECTION I

Consider the following transformation of variables
(1.1) Y= pX
where p = 0 is to be chosen so that
(1.2) DY+ fp =9
where ¢ &+ 0 is a specified number.
On multiplying the numerator, the denominator of the objective function and the system of

inequalities in (4) by p and taking (1.2) into account, wc obtain the following standard error
programming :

Muximize
CY —[Y'BY]® +eap
subject to
AY —bp = 0,
(1.3) ' DY fpp=14,
(¥, p) = 0.

As in [*] we have that every (¥, p) satisfying constraints of (1.3) has p = 0.

Outline of the Proof. Suppose (Y, 0) satisfies the constraint of (1.3). Let X be any
element of $': then

Xe=X-+»Y isin Sforal » >0
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Indeed
- Lol LY -
AXy=A (X 49 Y) = AX +vAY = b

as

and

therefore X, is in § for all » >>0.

Therefore S is unbounded and contradicts the regularity hypothesis imposed on 8.

SECTION 1II

Theorem 1. If
(i) 0 << Sign ¢ << Sign (D'x* + B for X* and optimal solurion of (A) and
(i) (Y™, p*) is an optimal solution of (1.3) then (¥Y*[p*) is on optimal solution of (A).

Proof. Suppose the theorem docs not hold /.e. assume that there exists an optimal
solution X* € § such that

Crxt— X0 BX*JE O (Pp*) — [ ¥y B (rp)]E o
X TP DS 8

(2.1

By condition (/)
(2.2) Dyt f=ed

for some e > 0.

Consider
? = e 1 X%
(2.3) .
p=e"
Then
(2.4) DX =D T fp=b

and (¥, p) also satisfies AY —bp < 0 ie. AY —bp 0
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PN

(Y, p)=0
as A x¥® = b,

X* being the optimal solution of (A),

or
Ae ' X¥ Z et b,
or
AY = b],
or
(2.5) AY—bp<o,

e

therefore (Y, p) is a solution of (t.3).

Now
1
CXT XV BYTE e e {CXP—1XY BY 4 o)
DX 7 - WX
~ e 1 o
4 _ 4 %
(2.6) - YV AYE vap
DY+ pp
CY—[YYP fap
= 3
Also

C(YHp*) — [(¥*/p*Y B (Y*lp*)}% ta_ CY* Y*'BY*]% +oap*

o (Y%r!p—‘) + ,;} D'Y"“ h{_ ﬁpaf
(2.7} S Sl Y*'gy* 1P oap®
But now
25) CXP—IX” BX*P 4 o C (V)= (V¥ Ip) B I 4 o

D'XE A D (Y*p*) + B
since by hypothesis (i)
& 40,

We have

e 2.
C'Y A ap>C' Y+ ap®
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vhich contradicts the assumption that (¥*, p¥) is an optimal sclution for (1.3). If
sign D'X¥* -} f << 0 for X* an optimal solution of {4}, we multiply the numerator and
denominator by —1: the functional is unaltered and for the new denominator we shall
have the sign DYx¥ + 8 > 0,

Thus we may state: For any regular §, to solve the problem {4) it suffices 1o
solve the following two ordinary standard ervor programming problems ;

Maximize
CY—[Y BY)E | ap
subject to
AY —bp <0,
(29 a} DY+ pp=1,
(¥,p) =0
and
Maximize
 CY Y BY] —ap
subject to
AY — bp < 0,
(2.9 5) — DY —fp=1,
(Y,p) = 0.

These two ordinary standard error programming problems can be solved by the available algorithm
for quadratic programming as referred in {?].

Theorem 2. Jf for all XC §
DX p=0

then the problems (2,9a) and (2.9 b) are both inconsistent,

Proof. If D’X 4+ f =0, it is impossible to obtain

T (DX A p)=F (DY fp)=1.
Next we observe that if

DX+ E=0 for XES,CS

and

DX+ 40 for XES,CS
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where

Sy w5, =8

then D’X -+ f§ being convex, any point in D’X-+ f—0 is a limit of a sequence of
points { X™*1 for which D’y -+ f—=4¢,-—0 and ¢, + 0.

We notice that
T D"+ )= DY+ Fpy = ppty =1 and ¢, > 0,

Thus p, = % — oo if an optimalof R (x} [including R (x)} = ~1 is approached
n .
by tending to a point X where D’X -+ 3 —=¢ then p, - .

Finally, in particular if the matrix 8 =0 then the given standard error frational
programming reduces to a linear fractional functional programming mede! given as follows ;

Maximize
C'X+a
R&) =Dy s
subject to
AX =< b,
X>=0

which for its solution is equivalent to the solution of two linear programming problems viz.,

(1Y Maximize

C'Y + ap
subject to
AY —bp =0,
DY A fp=1,
(Y.p) =0
and
(ify Maximize
— C'Y —ap
subject to
AY —bp =0,

—DY—fp=1,

(Y,p)=>0.
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OZET

Bu yazininin gayesi herhangi bir stardard hatah kesirli fonksiyonelli programlama problemi-
nin yerine en cok iki standard hatali programlama problemini daima ikame elmek mitmkiin
ofdugunu gdstermektir. Bu iki problem arasimndaki furk fonksiyoneldeki bir isaret ve kogsulan
sartlyrdan biridir; fstelik ber ikisinin konveks programlama problem siufina dahil oldukla-
r1 gdsterilmektedir, Yaz iki kisimdan ibaret olup, birincisinde problemin déniigtiirtilmesi ele

alinmakta, ve ikincisinde de ispatlar tamamen verilmektedir, Son kiszmda ayrica bir Gzel hal

de incelenmigtir,




