Advances in the Theory of Nonlinear Analysis and its Applications 4 (2020) No. 4, 349-360.
https://doi.org/10.31197 /atnaa.706292
Available online at www.atnaa.org

Research Article

Advances in the Theory of Nonlinear Analysis

and its Applications -

ISSN: 2587-2648 Peer-Reviewed Scientific Journal

Cauchy problem with 1)—Caputo fractional derivative
in Banach spaces

Choukri Derbazi?, Zaidane Baitiche?, Mouffak BenchohraP

@Laboratory of Mathematics And Applied Sciences University of Ghardaia, Ghardaia, Algeria.
b1 aboratory of Mathematics, Djillali Liabes University of Sidi Bel-Abbes, P.O. Box 89 Sidi Bel Abbes 22000, Algeria.

Abstract

This paper is devoted to the existence of solutions for certain classes of nonlinear differential equations
involving the ¥—Caputo fractional derivative in Banach spaces. Our approach is based on a new fixed point
theorem with respect to convex-power condensing operator combined with the technique of measures of
noncompactness. Finally, two examples are given to illustrate the obtained results.
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1. Introduction

Fractional differential equations gained considerable importance due to their various applications in differ-
ent fields of science such as physics, chemistry, economics, polymer rheology, aerodynamics, electrodynamics
of complicated medium, blood flow phenomena, biophysics, ete. (see [20] 2], 27, 28, 29, 130, 35]). For some
fundamental results in the theory of fractional calculus and fractional differential equations, we refer the
reader to the monographs [I 2] [3, 21, 29]. Presently, in the literature several approaches/definitions of
fractional integrals and derivatives are available, such as Riemann—Liouville definition, Caputo definition,
Caputo-Hadamard, Hilfer. However, there is another kind of fractional derivatives that appears in the liter-
ature was introduced by Almeida which he called ¥)—Caputo fractional operator [9]. Moreover, we can also
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highlight the papers [5], 10 11, BI], in which many researchers turned to the existence and uniqueness of
solutions for ¥—Caputo differential equations subject to various boundary conditions while some interesting
details about initial and boundary value problems involving different kinds of fractional derivatives can be
found in [4} 6] [7, (17, 22) 26]. In addition, in most of the existed articles, Schauder’s, Krasnoselskii’s, Darbo’s,
or Ménch’s fixed point theorems have been employed to obtain the solutions of nonlinear fractional differen-
tial equations under some restrictive conditions (see [4, [8, 4] and references therein). On the other hand,
in 2005 Sun and Zhang [34] generalized the definition of condensing operator to convex-power condensing
operator. And based on the definition of this new kind of operator, they established a new fixed point the-
orem with respect to the convex-power condensing operator which generalizes the famous Sadovskii’s fixed
point theorem. After that, the fixed point theorem for the convex-power condensing operator due to Sun
and Zhang was used by many researchers to study the existence of solutions for certain classes of nonlinear
differential equations see, for instance, [16} 18] 23], 24] 25 [33, [36].

To the best of our knowledge, there are no papers dealing with the existence of solutions to a Cauchy
problem with —Caputo fractional derivative in Banach spaces. This gap is covered by the present paper.
More specifically in this paper, we study the existence of solutions for certain classes of nonlinear differential
equations involving the 1)—Caputo fractional-order in Banach spaces of the form:

DPu(t) = f(t,ult)), te.J:=]a,b], withu(a) = uq, (1)

where CDZiw is the y-Caputo fractional derivative of order , 0 < o < 1 to be defined later, f: Jx F — F
is a given function satisfying some assumptions that will be specified later, E is a Banach space with norm
I, and u, € E.

Our results are not only new in the given configuration but also correspond to some new situations
associated with the specific values of the parameters involved in the given problem. For example, If we take
Y(t) = t, then the IVP (1)) corresponds to the Cauchy problem containing the Caputo derivative, given by

“‘Diiu(t) = f(t,u(t)), teJ, with u(a) = u,.

Also noting that is reduced to the Cauchy problem involving the Caputo-Hadamard derivative when

Y(t) =Int:
CHDY u(t) = f(t,u(t), teJ, with u(a) = uq.

Because of the essential differential between infinite-dimensional space and finite-dimensional space, the
existence of solutions of fractional differential equations is no longer valid in abstract Banach space. The
measure of noncompactness comes handy in such situations. The arguments are based on a new fixed point
theorem with respect to the convex-power condensing operator combined with the technique of measures of
noncompactness to establish the existence of solution for the IVP . As we generalized the space from the
scalar space to the abstract space, our work includes the results of [4, 8, [17, 26].

The rest of this paper is organized as follows. In Section [2] we collect and derive some basic definitions,
lemmas, and properties. In Section [3, we present the existence of solutions to the IVP problem . In
Section [d] examples are given to illustrate our main results and the last section concludes this paper.

2. Preliminaries

We start this section by introducing some necessary definitions and basic results required for further
developments.
Let ¢ : J — R be an increasing function with ¢/(¢) # 0, for all ¢t € J, and let C(J, E) be the Banach

space of all continuous functions w from J into E with the supremum (uniform) norm

[ulloo = sup{[lu(®)]|, ¢ € J}.
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By L'(J) we denote the space of Bochner-integrable functions u : J — E, with the norm

b
Ilqu:/ [u(t)||dt.

Next, we define the the Kuratowski measure of noncompactness and give some of its important properties.

Definition 2.1 ([13]). The Kuratowski measure of noncompactness k(-) defined on bounded set S of Banach
space E is
k(S) :=1inf{e >0 : S =U;_ Sk and diam(S) < e for k=1,2,--- n}.

The following properties about the Kuratowski measure of noncompactness are well known.

Lemma 2.1 ([13]). Let E be a Banach space and A, B C E be bounded. The following properties are
satisfied:

1) k(A
2

k(B) if A C B;

) <
k(A) = k(A) = k(conv A), where conv A means the convex hull of A;
) =

3 A

=

0 if and only if A is compact, where A means the closure hull of A;

X

(
(
(
(M) = |A|K(A), where X € R;
k(AU B) = max{r(A), k(B)};
(

(
(
(
(4
(
(6) w(A+ B) < r(A) + K(B), where A+ B={w|w=a+ba€cAbe B}
(

)
)
)
5)
)
)

7) k(A+z) = k(A), for any x € E.
The following lemmas are needed in our argument.
Lemma 2.2 ([12]). Let E be a Banach space, and let B C C(J, E) be bounded and equicontinuous. Then
k(B(-)) is continuous on J and kc(B) = max K(B(t)).
€

Lemma 2.3 ([15]). Let E be a Banach space and let B C E be bounded. Then for each ¢, there is a sequence
{un}2, C B, such that
K(B) < 20({un}2) + <.

We call B C L'(J, E) uniformly integrable if there exists n € L'(J,RT) such that
|lu(s)|| < n(s), for allu € B and a.e. s € J.
Lemma 2.4 ([19]). If {u,}>2, C L'(J, E) is uniformly integrable, then t — r({un(t)}>,) is measurable,

(o)™ Y2 [Catuone

The following fixed point theorem with respect to convex-power condensing operator which was introduced
by Sun and Zhang [34] plays a key role in the proof of our main results, see also [24] 25] for more applications
of this theorem.

Definition 2.2. Let X be a real Banach space. If A: X — X is a continuous and bounded operator, there
exist ug € X and a positive integer ng such that for any bounded and nonprecompact subset S C X,

K(AMO)(S)) < k(S), (2)
where

ALIO(S) = A(S),  AT)(S) = A@{AT (), n =23,

Then we call A a convex-power condensing operator about ug and ng.
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Lemma 2.5. (Fized point theorem with respect to convez-power condensing operator, [34)]) Let X be a real
Banach space, and let B C X be a bounded, closed and convex set in X. If there exist ug € B and a positive
integer ng such that A : B — B be a convex-power condensing operator about ug and ng, then the operator
A has at least one fized point in B.

Remark 2.1. Ifng =1 1in , then fized point theorem with respect to convez-power condensing operator (see
Lemma will degrade into the famous Sadovskii’s fived point theorem. Noticed that Lemma requires
the operator A is neither condensing nor completely continuous. Therefore, fized point theorem with respect
to convezr-power condensing operator is the generalization of the well-known Sadovskii’s fixed point theorem.

Definition 2.3 ([37]). A function f : J x E — E is said to satisfy the Carathéodory conditions, if the
following hold

o f(t,u) is measurable with respect to t for u € E,
o f(t,u) is continuous with respect touw € E a.e. t € J.

Now, we give some results and properties from the theory of fractional calculus. We begin by defining
-Riemann-Liouville fractional integrals and derivatives. In what follows,

Definition 2.4 (|9, 21]). For o > 0, the left-sided 1»—Riemann—Liouville fractional integral of order a for an
integrable function u : J — R with respect to another function ¢ : J — R that is an increasing differentiable
function such that '(t) # 0, for all t € J is defined as follows

1% u(t / W ()(W(E) —6(5)* u(s)ds, 3)
where I' is the gamma function. Note that Eq. is reduced to the Riemann—Liouville and Hadamard

fractional integrals when v (t) =t and 1 (t) = Int, respectively.

Definition 2.5 ([9]). Let n € N and let ,u € C"(J) be two functions such that 1 is increasing and
Y'(t) £ 0, for allt € J. The left-sided 1p—Riemann—Liouville fractional derivative of a function u of order «
1s defined by

Dut) = () 1 = mot () [ POwO - s s
where n = [a] + 1.

Definition 2.6 ([9]). Let n € N and let ,u € C"(J) be two functions such that 1 is increasing and
Y'(t) £ 0, for all t € J. The left-sided 1-Caputo fractional derivative of u of order « is defined by

. 1 d\"
°D% = I — )t
CL+ u( ) at <w[(t) dt> u( )7
where n = [a] + 1 fora ¢ N, n =« for a € N.
To simplify notation, we will use the abbreviated symbol UEZL}(t) = <w’(t) %) u(t).

From the definition, it is clear that,

P ﬁ fat Y (s)(p(t) —(s))" ! [n]( )ds, if a ¢ N,
‘D u(t) = (@)
uWw, ifa € N.
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This generalization yields the Caputo fractional derivative operator when (t) = t. Moreover, for
Y(t) = Int, it gives the Caputo-Hadamard fractional derivative.
We note that if u € C™(J) the ¢—Caputo fractional derivative of order « of u is determined as

n—1 u[k]u a
cD*Vu(t) = DY |u(t) — ¢ k!( )(w(t) — ¢(a))*

i
o

(See, for instance, [9, Theorem 3]).
Lemma 2.6 ([10]). Let o, 3 > 0, and u € L*(J). Then Igf’blfﬁu(t) = ijﬁ;wu(t), a.e. t € J. In particular,
Ifue C(J). Then I*PI7¥u(t) = I8 Pu(t), t € J.

Next, we recall the property describing the composition rules for fractional ¢-integrals and vy-derivatives.

Lemma 2.7 ([10]). Let a > 0, The following holds:
If u € Cla,b] then CDgiwI(‘jiwu(t) =u(t), t € [a,b].

U[k] a
IfueC*(J),n—1<a<n. Thenljﬁ Cngqu(t) =u(t) - Y75 wT() [p(t) — (a))*, for all t € [a,b].
In particular, if 0 < a < 1, we have I;ﬁw eD*Pu(t) = u(t) — u(a).

a

Lemma 2.8 (|10, 21]). Lett > a, a >0, and 8 > 0. Then
o I3 (1) = (a)P = ks (U(t) — Pa))Hot,
o DI (W(t) - ¥(a)P 7t = r L (0(t) — $(a)P o,

o DY (y(t) —p(a))* =0, for allk € {0,...,n—1},n € N.

Remark 2.2. Note that for an abstract function v : J — E, the integrals which appear in the previous
definitions are taken in Bochner’s sense (see, for instance, [32]).

3. Main Results

Let us recall the definition and lemma of a solution for problem . First of all, we define what we mean
by a solution for the IVP .

Definition 3.1. A function u € C(J,E) is said to be a solution of Eq. if u satisfies the equation
CD:fﬁu(t) = f(t,u(t)), a.e. on J, and the condition u(a) = ug.

For the existence of solutions for the problem we need the following lemma:

Lemma 3.1. For a given h € L*(J,R), the unique solution of the linear fractional initial value problem
D% u(t) = h(t), 0 < a<1,teJ, with u(a) = u, (5)

s given by

: I
) = v+ M0 = o+ s [ #9000 = 0()" R (6)
Proof. Taking the i-Riemann—Liouville fractional integral of order « to the first equation of , we get
u(t) = I*PR(t) + ko, ko € R. (7)
Substituting ¢ = a in and using the boundary condition of , it yields
]ﬁo = Ugq-

Substituting the values of kg into , we get the integral equation @ The converse follows by direct
computation which completes the proof. O
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As a result of Lemma the IVP can be converted to an integral equation which takes the following
form

=u Lt's — () (s, u(s))ds
u(t) = a+F(a)/aw()(¢(t) Y(s)* f(s,u(s))ds. (8)

Now, we shall present our main result concerning the existence of solutions of problem . Let us introduce
the following hypotheses

(H1) The function f:J x E — E satisfies Carathéodory conditions.

H2) There exist pr € L°°(J,R,) and a continuous nondecreasing function ¢ : R, — Ry such that
by + g + +

| f(t,w)| < prt)o(||lul]), forae. teJ andalluec E.

(H3) There exists a positive constant L, such that for any bounded and countable set D C E and a.e. t € J,

k(f(t,D)) < Lr(D).

Now, we shall prove the following theorem concerning the existence of solutions of problem .

Theorem 3.1. Assume that the hypotheses (H1)-(H3) are satisfied and there exists a constant R > 0 such
that

psllzee ((b) — ¢(a))®
INa+1)
then the problem has at least one solution defined on J.

R>

P(R) + [|uall, (9)

Proof. Consider the operator N : C(J, E) — C(J, E)) defined by:

Nu(t) = ua + F(la) / W' (8)(W(t) — () (5, u(s))ds. (10)

It is obvious that A is well defined due to (H1) and (H2). Then, the fractional integral equation (8] can be
written as the following operator equation

u=Nu. (11)

Thus, the existence of a solution for Eq. is equivalent to the existence of a fixed point for operator N
which satisfies operator equation ({L1).
Define the set
Br = {w € C(LE) : |lu]l < R}

Notice that Bp is closed, convex and bounded subset of the Banach space C(J, E). We shall show that the
operator N satisfies all the assumptions of Lemma [2.5] We split the proof into four steps.
Step 1: The operator N' maps the set Bp into itself. By the assumption (H2), we have

INu@)l < [luall + F(la)/ W' (8)(W(t) = () f (s, uls))llds

< Jual + F(la) / F ()Wt — 9(5)*py(s)d(1lu(s) )ds

< ol + =D 5y 000) — s

£l E(llull) ((b) — ¢(a))

< Jluall + Fa )

<R.
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Thus
INu|| < R.

This proves that N transforms the ball Bg into itself.

Step 2: The operator A is continuous. Suppose that {u,} is a sequence such that u,, — u in Bg as n — o0o.
It is easy to see that f(s,un(s)) = f(s,u(s)), as n — 400, due to the Carathéodory continuity of f. On
the other hand taking (H2) into consideration we get the following inequality:

V()W) = () T f (s, un(s)) = fls,uls))| < 26(R)Y (s)(w(t) — (s))* "

We notice that since the function s ~ 21'(s)(1(t) — ¥(s))* 1¢(R) is Lebesgue integrable over [a,t]. This
fact together together with the Lebesgue dominated convergence theorem imply that

1a) / G ($)W(E) — 0(5)7 £ (5, un(s)) — F(5,u(s))[[ds = 0 as 1 — +oo.

It follows that ||[Nu, — Nu| — 0 as n — 400, which implies the continuity of the operator N
Step 3: N (Bg) is equicontinuous. For any a < t; < t2 < b and u € Bg, we get

IV (u)(t2) = N () ()]

< (1(1) (s) (1) = ()27 = (W(t2) — ()] | f(s,uls))l|ds
t2
+I‘(1a) t O (5)(W(t2) — ()| f (s, u(s)) s
“pf”Loo(b(R) N @ - o _ e
< LA (plt2) = 9(@)" + 20lt2) — v(12)" — (Dlt2)  v(a)"
2 =0 () - it
where we have used the fact that (¢¥(t1) — ¥(a))®* — (¥(t2) — ¥(a))® < 0. Therefore,

IV (as) ~ Ao < 2=

As to — t1, the right-hand side of the above inequality tends to zero independently of u € Bgr. Hence, we
conclude that N'(Bg) C C(J, E) is bounded and equicontinuous.

Step 4: Next, we prove that NV : Q — @ is a convex-power condensing operator, where Q = co N (Bg)
and ¢o means the closure of convex hull. Then one can easily verify that the operator N’ maps Q into itself
and Q C C(J, FE) is equicontinuous. Let ug € Q. In the following, we will prove that there exists a positive
integer ng such that for any bounded and nonprecompact subset B C )

ke (N("O’UO)(B)> < ke(B). (12)

ER) ((t) — B(t2))"

For any B C @ and ug € @, by the definition of operator A/%0) and the equicontinuity of Q, we get that
N (”’“0)(3) C Bp is also equicontinuous. Therefore, we know from Lemma that

KC (J\/("’uo)(B)> = maxs (N(”’“O)(B)(t)> , n=12--- (13)

Let € > 0. By Lemma there exist sequences {u}72; C B such that

1 t , " N
) {rm)/ W () (1) — 1 (s)) > (s, {w(s)}k:l)ds} e

r (NE(B)()) = & W(B)() <
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Next, by Lemma [2.4] and the properties of k and (H3) we have

p (VO (B) (1)) <

1 t , . N
! {r<a>/ Y(s)(W (1) = ()" (£ (s, {uk<s>}k1>>ds} be

<4L{1/t1// (5)(2p(t) — (s a_lli({uk(s)}zol)dS}-f-s

4L
< ALn(B /¢ $))°Ids + e

w (t) — ()
IMNa+ 1)

K(B) +e.

As the last inequality is true, for every € > 0, we infer

() < OO w

Using Lemmaone more time, we see that for any e > 0, there is a sequence {v;}7°, C o {N a “0) uo}
such that

RN (B)(1) = & ( (N ) (B),uo}) (1))
<oc{its [ s o o) as o+

: F(Oé)/a V() (1) = (5))* R({or(s)}721)ds + &

aL [t R
= F(a)/a V)W () —v(s)) G (CO{N(l )(B)7u0})(3)) ds + ¢

< o [ @ - we) e (V0 (B)(s)) s+ <
(4L)? 1
(

t
[ )@l = v (e — (@) ds +e

Also note that

o a 2a 1
(¢(t) a)( )) /O (1 _y)aflyozdy

I
(1) — v(@)™

I(e)

<

(o, + 1)

X
=
~
I3
<
—~
=y
~
—~
~
N—
~—
IN
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As the last inequality is true, for every € > 0, we infer

2 _ a 2a
K (N(Q,uo)(B)(t)) < (4L) 1(_}?;2 n i/})( ) k(D).
It can be shown by mathematical induction that
K (N(n,uo)<B)(t)> < (4L)n§q(p52 ; ;/})(a)) KZ(B) (15)
Hence, by and , we get that
ke ( N(mw0) B)) — max (N<"7uo>( B)(t)) < ML)TL;%@ ; i”)(“»m K(B). (16)

By using the well-known Stirling formula, we know there exists a constant 0 < 6 < 1, such that

no
I'(1+ na) = V2rna <%) el2€la, a>0.

e

It follows that

lm D" @O Z @) @AD" @) —ve)™
n—-+00 I'(1+no) n—y-too %(%)naeﬁ

Therefore, there must exist a positive integer ng, which is large enough, such that

(4L)" - (¢(b) = ¥(a))™
F(l + Tloa)

<1. (17)

Hence, from and we know that is satisfied, which means that N': Q — Q is a convex-power
condensing operator. It follows from Lemma that the operator N defined by has at least one fixed
point u € Q, which is just the solution of initial value problem ({1). This completes the proof Theorem

B.1 O
Remark 3.1. From and of Theorem we know that if we assume

AL (¢ (b) = ¥(a))”
INa+1)

<1, (18)

directly, we can apply the famous Sadovskii’s fized point theorem to obtain the results of Theorem[3.1l How-
ever, from the above arguments, one can find that we do not need this redundant condition by virtue of
fized point theorem with respect to convex-power condensing operator.

4. Examples

In this section we give two examples to illustrate the usefulness of our main result. Let
E=c={u=(u1,uz,...,Un,...) Uy =0 (n—o00)},
be the Banach space of real sequences converging to zero, endowed its usual norm

[ul[oc = sup [un|.
n>1
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Example 4.1. Consider the following initial value problem of a fractional differential posed in cq :

CHDZ y(t) = f(t.u(t), teJ=[Le, 9)
w(1) = (0,0,...,0,...).

Note that, this problem is a particular case of IVP , where

and f :J X cg — co given by

fhw) = {(t_11)2+2 <n12 + arctan(|un|)> }nzl ,

fort e Ju = {up}tn>1 € co.
It is clear that condition (H1) holds, and as

1)1 < g5y (1+ )

= pr(t)o([[ul])-
Therefore, assumption (H2) of Theorem 1s satisfied with

1
pr(t) = G—12+2 ted,

and
d(x) =14z, z €0,00).

On the other hand, for any bounded set D C cg, we have

k(f(t,D)) < =k(D), a.e.t € J.

N |

Hence (H3) is satisfied. Now, we will prove that the inequality @ is satisfied. Since ¢(x) =1+ x, then we
have to find R > 0 such that

L g

(1 +R)2F @ =

thus
R >

= 1.2946.
1

T —
Then R can be chosen as R = 1.5 > 1.2946. Consequently, all hypotheses of Theorem [3.1] are satisfied and
we conclude that the IVP has at least one solution u € C(J, cp).

Let now
o
E=0= {u: (ul,u2,...,un,...),Z|un| < oo}7
n=1

be the Banach space with the norm

9]
lulle = funl.
n=1
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Example 4.2. Consider the following initial value problem of a fractional differential posed in ¢*

1
“Dicu(t) = f(t,u(t)), t € J:=1[0,1], (20)
u(0) = (ﬁoo)

Note that this problem is a particular case of BVP (1)), where o = %, a=0,b=1,9(t)=t, and f: Jx ' —

0t given by f(t,u) = {ﬁ (2% + Mﬁ)} o fort € Jyu = {up}n>1 € (1.1t is clear that condition (H1)
hold, and as a

(8wl < tgiz (L + [ull) = ps@®)o(lul)-

Therefore, assumption (H2) of Theorem 1s satisfied with

1
pr(t) = 21y teJ, and ¢(z) =1+ 2z, z € [0,00).

On the other hand, for any bounded set D C ¢y, we have

k(D), a.e. t € J.

N

#(f(t, D)) <

Hence (H3) is satisfied. Now, we will prove that the inequality @ is satisfied. Since ¢(x) =1+ x, then we
have to find R > 0 such that

' g

1
—+(1+R)2F(%) <

N

thus

R >

= 2.5892.
m—1
Then R can be chosen as R = 3 > 2.5892. Consequently, all the hypothesis of Theorem[3.1] are satisfied and
we conclude that the IVP has at least one solution u € C(J,¢1).

5. Conclusion

We discussed the existence of solutions for a Cauchy problem with ¥)—Caputo fractional derivative that is
reduced to the well known fractional derivatives like Caputo, Caputo-Hadamard for some particular cases of
1(t). The proofs are based essentially on a new fixed point theorem with respect to convex-power condensing
operator combined with the technique of measure of noncompactness. Also, we provided two examples to
illustrate our results.
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