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ABSTRACT

The concept of fuzzy parameterized fuzzy soft matrices (fpfs-matrices), which allows for processing fuzzy parameters and fuzzy subsets of the alternatives by using computers, is a novel and efficient mathematical tool to cope with uncertainties. Contrary to the methods constructed by fpfs-matrices, the known soft decision-making (SDM) methods based on soft sets and fuzzy sets cannot model problems whose parameters and alternatives are fuzzy. Therefore, such methods have been configured to operate in the fpfs-matrices space. In this paper, we configure two SDM methods constructed by soft sets, six SDM methods constructed by fuzzy soft sets, two SDM methods constructed by soft matrices, and four SDM methods constructed by fuzzy soft matrices. We then apply the configured methods using one fpfs-matrix as input data to a performance-based value assignment problem. Finally, we discuss the need for further research.
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1. INTRODUCTION

The concept of soft sets proposed by Molodtsov [1] is among popular mathematical tools propounded to model problems involving uncertainties, and so far, many pure and applied studies have been conducted on this concept [2-11]. A soft set is the graphics of a function defined from a set of parameters to the universal set (the set of alternatives). In other words, a soft set is a parameterized family of subsets of the set of alternatives. Here, the sets of parameters and alternatives are two classical sets. Although the concept of soft sets enables modelling some uncertainties, it remains incapable in the event that the parameters or alternatives are fuzzy. To overcome this drawback, several hybrid versions of the soft sets and fuzzy sets [12] have been proposed [13-17]. Among all these versions, fuzzy parameterized fuzzy soft matrices (fpfs-matrices) are the most prominent in terms of performance in the occurrence of decision-making problems in particular [18-26]. Therefore, configuring the soft decision-making (SDM) methods in the literature through fpfs-matrices is worth studying.

Lately, Enginoğlu and Memiş [27] have configured some of these methods to operate in fpfs-matrices space, faithfully to the original. Thereby, the methods therein have become more competent in modelling the problems in which the parameter set or the images of the parameters are fuzzy. However, when a large number of data come into question, some of these configured methods pose a disadvantage concerning time and complexity. Hence, they have studied to overcome their drawbacks [28-34]. Moreover, the absence of nomenclature of these methods has caused some difficulties. To deal with this problem, they have used the representations consisting of the first letters of the authors’ surnames and the last two digits of the publication year. For example, the method in [13] has been denoted by MBR01.

In this paper, we consider the studies in [35-48]. In [35], the authors have examined the application of the weighted fuzzy soft sets in decision-making. [36] has used soft sets in medical diagnosis to diagnose diseases with the soft mapping application. In [37], the authors have availed of the fuzzy soft set to obtain a decision on the worker recruitment problem. In [38], the researchers have decided on investment
types via fuzzy soft sets. [39] has studied a multi-evaluation of foreign language teaching using fuzzy soft sets. In [40], the authors attempt to overcome the house purchase problem employing fuzzy soft matrices. [41] has analysed the method of customer satisfaction evaluation using soft sets and its restriction, but the restriction has caused some difficulties [49,50]. Therefore, we have ignored it while configuring the method. The study by [42] has applied fuzzy soft matrices to a company manager’s selection problem. In [43], the author has studied the house purchase problem through fuzzy soft sets. [44] features an application on the problem of selecting water purifiers using the fuzzy soft matrices. In [45], the authors have benefited from the fuzzy soft matrices to determine the most eligible candidate. The author in [46] has resorted to soft matrices in the house selection problem. In [47], the authors have applied soft matrices to make the right decision in the fields of health sciences, social sciences, and agriculture. [48] has modelled the problem of buying a laptop by using fuzzy soft sets.

In Section 2 of this study, we present some basic definitions required in the next section of the paper. In Section 3, we configure some of the other SDM methods, faithfully to the original. In Section 4, we apply five of the aforesaid methods to the problem of performance-based value assignment concerning five filters used in image denoising. Finally, we discuss the need for further research. The study was derived from the second author’s master’s thesis.

2. PRELIMINARIES

In this section, firstly, the concept of fpfs-matrices [18,26] and some of its basic definitions have been presented. Throughout this paper, let E be a parameter set, F(E) be the set of all fuzzy sets over E, and \( \mu \in F(E) \). Here, a fuzzy set is denoted by \( \{ \mu(x) | x \in E \} \).

**Definition 2.1.** Let \( U \) be a universal set, \( \mu \in F(E) \), and \( \alpha \) be a function from \( \mu \) to \( F(U) \). Then, the set \( \{ (\mu(x), \alpha(\mu(x))) : x \in E \} \) being the graphic of \( \alpha \) is called a fuzzy parameterized fuzzy soft set (fpfs-set) parameterized via \( E \) over \( U \) (or briefly over \( U \)) [14,18].

In the present paper, the set of all fpfs-sets over \( U \) is denoted by \( FPFS_E(U) \). In \( FPFS_E(U) \), since the graph(\( \alpha \)) and \( \alpha \) generate each other uniquely, the notations are interchangeable. Therefore, as long as it does not cause any confusion, we denote an fpfs-set graph(\( \alpha \)) by \( \alpha \).

**Example 2.1.** Let \( E = \{ x_1, x_2, x_3, x_4 \} \) and \( U = \{ u_1, u_2, u_3, u_4, u_5 \} \). Then,

\[
\alpha = \{ (0.8x_1, (0.3u_1, 0.7u_2, 0.1u_4)), (0.3x_2, (0.4u_2, 0.9u_3)), (0.3x_3, (0.1u_2, 0.5u_3, 0.4u_4)), (0.1x_4, (0.7u_3, 0.2u_5)) \}
\]

is an fpfs-set over \( U \).

**Definition 2.2.** Let \( \alpha \in FPFS_E(U) \). Then, \( \{ a_{ij} \} \) is called the matrix representation of \( \alpha \) (or briefly fpfs-matrix of \( \alpha \)) and is defined by

\[
[a_{ij}] = \begin{bmatrix}
  a_{01} & a_{02} & a_{03} & \ldots & a_{0n} & \ldots \\
  a_{11} & a_{12} & a_{13} & \ldots & a_{1n} & \ldots \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  a_{m1} & a_{m2} & a_{m3} & \ldots & a_{mn} & \ldots \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots
\end{bmatrix}
\]

such that for \( i \in \{0,1,2,\ldots\} \) and \( j \in \{1,2,\ldots\} \),

\[
a_{ij} = \begin{cases} 
\mu(x_j), & i = 0 \\
\alpha(\mu(x_j))(u_i), & i \neq 0
\end{cases}
\]

Here, if \( |U| = m - 1 \) and \( |E| = n \), then \( \{ a_{ij} \} \) has order \( m \times n \) [18,26].

From now on, the set of all fpfs-matrices parameterized via \( E \) over \( U \) is denoted by \( FPFS_E[U] \).
Example 2.2. The fpfs-matrix of $\alpha$ provided in Example 2.1 is as follows:

\[
[a_{ij}] = \begin{bmatrix}
0.8 & 0 & 0.3 \\
0.3 & 0 & 0.1 \\
0.7 & 0.4 & 0 \\
0 & 0.9 & 0.5 \\
0.1 & 0 & 0.4 \\
0 & 0 & 0.2
\end{bmatrix}
\]

**Definition 2.3.** Let \([a_{ij}]_{m \times n} \in FPFS_{E_1}[U]. \) \([b_{ik}]_{m \times n_2} \in FPFS_{E_2}[U]. \) and \([c_{ip}]_{m \times n_1 n_2} \in FPFS_{E_1 \times E_2}[U] \) such that \( p = n_2(j - 1) + k. \) For all \( i \) and \( p, \)

- if \( c_{ip} := \min\{a_{ij}, b_{ik}\}, \) then \([c_{ip}]\) is called and-product of \([a_{ij}]\) and \([b_{ik}]\) and is denoted by \([a_{ij}] \wedge [b_{ik}]\).
- if \( c_{ip} := \max\{a_{ij}, b_{ik}\}, \) then \([c_{ip}]\) is called or-product of \([a_{ij}]\) and \([b_{ik}]\) and is denoted by \([a_{ij}] \vee [b_{ik}]\).

**Definition 2.4.** Let \([a_{ij}], [b_{ij}], [c_{ij}] \in FPFS_E[U], I_E := \{j : x_j \in E\}, \) and \( R \subseteq I_E. \) If

\[
c_{ij} = \begin{cases}
(a_{ij}, & j \in R \\
(b_{ij}, & j \in I_E \setminus R
\end{cases}
\]

then \([c_{ij}]\) is called Rb-restriction of \([a_{ij}]\) and is denoted by \([(a_{Rb})_{ij}]\). Briefly, if \([b_{ij}] = [0], \) then \([(a_R)_{ij}]\) can be used instead of \([(a_{Rb})_{ij}]\) [26]. It is clear that

\[
(a_R)_{ij} = \begin{cases}
(a_{ij}, & j \in R \\
0, & j \in I_E \setminus R
\end{cases}
\]

Secondly, we give these configured methods MBR01, MRB02, and CCE10 as provided in [27]. Here, MBR01 refers to the method constructed by Maji, Biswas, and Roy in 2001 and MRB02 to the method constructed by Maji, Roy, and Biswas in 2002. Moreover, CCE10 means the method constructed by Çağman, Çitak, and Enginoğlu in 2010. Throughout this paper, \( I_n = \{1, 2, 3, \ldots, n\} \) and \( I_n^* = \{0, 1, 2, 3, \ldots, n\}. \)

**MBR01 [27]**

**Step 1.** Construct an fpfs-matrix \([a_{ij}]\)

**Step 2.** Obtain \([b_{ik}]\) defined by

\[
b_{ik} := \sum_{j=1}^{n} a_{0j} \chi(a_{ij}, a_{kj}), \quad i, k \in I_{m-1}
\]

such that

\[
\chi(a_{ij}, a_{kj}) := \begin{cases}
1, & a_{ij} \geq a_{kj} \\
0, & a_{ij} < a_{kj}
\end{cases}
\]

**Step 3.** Obtain \([c_{i1}]\) defined by

\[
c_{i1} := \sum_{k=1}^{m-1} b_{ik}, \quad i \in I_{m-1}
\]

**Step 4.** Obtain \([d_{i1}]\) defined by
\[ d_{i1} := \sum_{k=1}^{m-1} b_{ki}, \quad i \in I_{m-1} \]

**Step 5.** Obtain the score matrix \([s_{i1}]\) defined by\[ s_{i1} := c_{i1} - d_{i1}, \quad i \in I_{m-1} \]

**Step 6.** Obtain the decision set \(\{u^{(uk)}|u_k \in U\}\) such that \(\mu(u_k) = \frac{s_{k1} + \min s_{i1}}{\max s_{i1} + |\min s_{i1}|}\)

MRB02 [27]

**Step 1.** Construct an fpfs-matrix \([a_{ij}]\)

**Step 2.** Obtain the score matrix \([s_{i1}]\) defined by\[ s_{i1} := \sum_{j=1}^{n} a_{0j}a_{ij}, \quad i \in I_{m-1} \]

**Step 3.** Obtain the decision set \(\{u^{(uk)}|u_k \in U\}\) such that \(\mu(u_k) = \frac{s_{k1}}{\max s_{i1}}\)

**Note 1.** Since the reduction steps in the original algorithm lead to some errors [49,50], these steps have not been considered by the authors in [27].

CCE10 [27]

**Step 1.** Construct an fpfs-matrix \([a_{ij}]\)

**Step 2.** Obtain the score matrix \([s_{i1}]\) defined by\[ s_{i1} := \frac{1}{n} \sum_{j=1}^{n} a_{0j}a_{ij}, \quad i \in I_{m-1} \]

**Step 3.** Obtain the decision set \(\{u^{(uk)}|u_k \in U\}\) such that \(\mu(u_k) = \frac{s_{k1}}{\max s_{i1}}\)

3. CONFIGURATIONS OF SEVERAL SOFT DECISION-MAKING METHODS

In this section, we configure some SDM methods constructed by soft sets [36,41], fuzzy soft sets [35,37-39,43,48], soft matrices [46,47], and fuzzy soft matrices [40,42,44,45]. The main advantage of the configured methods is that they allow for processing fuzzy parameters and fuzzy subsets of the alternatives by using computers, contrary to the known SDM methods based on soft sets and fuzzy sets. The secondary advantage originates from the fact that it is a novel and efficient mathematical tool to cope with uncertainties, such as a performance-based value assignment problem.

In [35], the authors have examined the application of the weighted fuzzy soft sets in decision-making. We configure the proposed methods therein as follows:

**Algorithm 1 (FJLL10)**

**Step 1.** Construct an fpfs-matrix \([a_{ij}]_{m \times n}\)

**Step 2.** Construct a row matrix \(\lambda := [\lambda_j]_{1 \times n}\) such that \(0 \leq \lambda_j \leq 1\)

**Step 3.** Obtain \([b_{ij}]_{m \times n}\) defined by

\[
    b_{ij} := \begin{cases} 
    1, & a_{ij} \geq \lambda_j \\
    0, & a_{ij} < \lambda_j 
    \end{cases}
\]

such that \(i \in I_{m-1}\) and \(j \in I_n\)

**Step 4.** Apply MRB02 to \([b_{ij}]\)
Algorithm 2 (FJLL10/2)

Step 1. Construct an fpfs-matrix $[a_{ij}]_{m \times n}$
Step 2. Construct a row matrix $\lambda := [\lambda_j]_{1 \times n}$ such that $0 \leq \lambda_j \leq 1$
Step 3. Obtain $[b_{ij}]_{m \times n}$ defined by

$$b_{ij} = \begin{cases} 
  a_{0j}, & i = 0 \\
  1, & i \neq 0 \text{ and } a_{ij} \geq \lambda_j \\
  0, & i \neq 0 \text{ and } a_{ij} < \lambda_j 
\end{cases}$$

such that $i \in I_{m-1}^*$ and $j \in I_n$
Step 4. Apply MRB02 to $[b_{ij}]$

Algorithm 3 (FJLL10/3)

Step 1. Construct an fpfs-matrix $[a_{ij}]_{m \times n}$
Step 2. Construct a row matrix $\lambda := [\lambda_j]_{1 \times n}$ such that $0 \leq \lambda_j \leq 1$
Step 3. Obtain $[b_{ij}]_{m \times n}$ defined by

$$b_{ij} = \begin{cases} 
  1, & a_{ij} \geq \max_{k \in I_n} \lambda_k \\
  0, & a_{ij} < \max_{k \in I_n} \lambda_k 
\end{cases}$$

such that $i \in I_{m-1}^*$ and $j \in I_n$
Step 4. Apply MRB02 to $[b_{ij}]$

Algorithm 4 (FJLL10/4)

Step 1. Construct an fpfs-matrix $[a_{ij}]_{m \times n}$
Step 2. Construct a row matrix $\lambda := [\lambda_j]_{1 \times n}$ such that $0 \leq \lambda_j \leq 1$
Step 3. Obtain $[b_{ij}]_{m \times n}$ defined by

$$b_{ij} = \begin{cases} 
  a_{0j}, & i = 0 \\
  1, & i \neq 0 \text{ and } a_{ij} \geq \max_{k \in I_n} \lambda_k \\
  0, & i \neq 0 \text{ and } a_{ij} < \max_{k \in I_n} \lambda_k 
\end{cases}$$

such that $i \in I_{m-1}^*$ and $j \in I_n$
Step 4. Apply MRB02 to $[b_{ij}]$

Note 1. If, for all $j$, $\lambda_j = t$, then FJLL10 and FJLL10/2 are denoted by FJLL10t and FJLL10/2t, and are called FJLL10 and FJLL10/2 with the threshold value $t$, respectively. It is clear that FJLL10t and FJLL10/2t are special cases of FJLL10 and FJLL10/2, respectively.

Note 2. If, for all $j$, $\lambda_j = \frac{1}{m-1} \sum_{i=1}^{m-1} a_{ij}$, then $\lambda_j$ is called mid-threshold value. Therefore, FJLL10 and FJLL10/2 are denoted by FJLL10m and FJLL10/2m, and are called FJLL10 and FJLL10/2 with the mid-threshold value, respectively. It is clear that FJLL10m and FJLL10/2m are special cases of FJLL10 and FJLL10/2, respectively.

Note 3. If, for all $j$, $\lambda_j = \max_{i \in I_{m-1}} a_{ij}$, then $\lambda_j$ is called max-threshold value. Therefore, FJLL10 and FJLL10/2 are denoted by FJLL10max and FJLL10/2max, and are called FJLL10 and FJLL10/2 with the max-threshold value, respectively. It is clear that FJLL10max and FJLL10/2max are special cases of FJLL10 and FJLL10/2, respectively.
[36] has used soft sets in medical diagnosis to diagnose diseases with the soft mapping application. We configure the proposed method therein as follows:

Algorithm 5 (MS10)

Step 1. Construct an fpfs-matrix \([a_{ij}]_{m \times n}\)

Step 2. Determine \(K\) such that \(K \subseteq \{1,2,\ldots,n\}\)

Step 3. Obtain the score matrix \([s_{i1}]\) defined by

\[
s_{i1} := \sum_{j \in K} a_{0j}a_{ij}, \quad i \in I_{m-1}
\]

Step 4. Obtain the decision set \(\{\mu(u_k)u_k \in U\}\) such that \(\mu(u_k) = \frac{s_{k1}}{\max_i s_{i1}}\)

In [37], the authors have availed of the fuzzy soft set to obtain a decision on the worker recruitment problem. We configure the proposed method therein as follows:

Algorithm 6 (CEC11)

Step 1. Construct an fpfs-matrix \([a_{ij}]_{m \times n}\)

Step 2. Obtain \([b_{1j}]\) defined by

\[
b_{1j} := \frac{a_{0j}}{m-1} \sum_{i=1}^{m-1} a_{ij}, \quad j \in I_n
\]

Step 3. Obtain the score matrix \([s_{i1}]_{(m-1) \times 1}\) such that \(i \in I_{m-1}\) and \(j \in I_n\)

Here, \([b_{j1}]\) denotes transpose of \([b_{1j}]\).

Step 4. Obtain the decision set \(\{\mu(u_k)u_k \in U\}\) such that \(\mu(u_k) = \frac{s_{k1}}{\max_i s_{i1}}\)

In [38], the researchers have decided on investment types via fuzzy soft sets. We configure the proposed method therein as follows:

Algorithm 7 (KM11)

Step 1. Construct an fpfs-matrix \([a_{ij}]_{m \times n}\)

Step 2. Determine \(K\) such that \(K \subseteq \{1,2,\ldots,n\}\)

Step 3. Obtain the score matrix \([s_{i1}]\) defined by

\[
s_{i1} := \prod_{j \in K} a_{0j}a_{ij}, \quad i \in I_{m-1}
\]

Step 4. Obtain the decision set \(\{\mu(u_k)u_k \in U\}\) such that \(\mu(u_k) = \frac{s_{k1}}{\max_i s_{i1}}\)

[39] has studied a multi-evaluation of foreign language teaching using fuzzy soft sets. We configure the proposed method therein as follows:

Algorithm 8 (M11)

Step 1. Construct an fpfs-matrix \([a_{ij}]_{m \times n}\)

Step 2. Obtain \([b_{ik}]\) defined by

\[
b_{ik} := \sum_{j=1}^{n} a_{0j}(a_{ij} - a_{kj}), \quad i,k \in I_{m-1}
\]
Step 3. Obtain the score matrix $[s_{i1}]$ defined by

$$s_{i1} := \sum_{k=1}^{m-1} b_{ik}, \quad i \in I_{m-1}$$

Step 4. Obtain the decision set $\{\mu(u_k)u_k | u_k \in U\}$ such that $\mu(u_k) = \frac{s_{k1} + \min s_{i1}}{\max s_{i1} + \min s_{i1}}$

In [40], the authors attempt to overcome the house purchase problem employing fuzzy soft matrices. We configure the proposed methods therein as follows:

Algorithm 9 (YJ11)

Step 1. Construct fpfs-matrices $[a_{ij}^{(1)}]_{m \times n}, [a_{ij}^{(2)}]_{m \times n}, \ldots, [a_{ij}^{(t)}]_{m \times n}$

Step 2. Obtain the score matrix $[s_{i1}]$ defined by

$$s_{i1} := \frac{1}{n} \sum_{j=1}^{n} \min_k \{a_{ij}^{(k)} a_{ij}^{(k)}\}, \quad k \in I_t \text{ and } i \in I_{m-1}$$

Step 3. Obtain the decision set $\{\mu(u_k)u_k | u_k \in U\}$ such that $\mu(u_k) = \frac{s_{k1}}{s_{max}}$

Algorithm 10 (YJ11/2)

Step 1. Construct fpfs-matrices $[a_{ij}^{(1)}]_{m \times n}, [a_{ij}^{(2)}]_{m \times n}, \ldots, [a_{ij}^{(t)}]_{m \times n}$

Step 2. Obtain the score matrix $[s_{i1}]$ defined by

$$s_{i1} := \frac{1}{n} \sum_{j=1}^{n} \max_k \{a_{ij}^{(k)} a_{ij}^{(k)}\}, \quad k \in I_t \text{ and } i \in I_{m-1}$$

Step 3. Obtain the decision set $\{\mu(u_k)u_k | u_k \in U\}$ such that $\mu(u_k) = \frac{s_{k1}}{s_{max}}$

[41] has analysed the method of customer satisfaction evaluation using soft sets and its restriction, but the restriction has caused some difficulties [49,50]. Therefore, we have ignored it while configuring the method. We configure the proposed method therein as follows:

Algorithm 11 (WW11)

Step 1. Construct an fpfs-matrix $[a_{ij}]_{m \times n}$ such that $\sum_j a_{0j} = 1$

Step 2. Apply MRB02 to $[a_{ij}]$

The study by [42] has applied fuzzy soft matrices to a company manager’s selection problem. We configure the proposed method therein as follows:

Algorithm 12 (BNS12)

Step 1. Construct fpfs-matrices $[a_{ij}^{(1)}]_{m \times n}, [a_{ij}^{(2)}]_{m \times n}, \ldots, [a_{ij}^{(t)}]_{m \times n}$

Step 2. Obtain the score matrix $[s_{i1}]$ defined by

$$s_{i1} := \sum_{j=1}^{n} \left( \prod_{k=1}^{t} a_{ij}^{(k)} a_{ij}^{(k)} \right), \quad i \in I_{m-1}$$

Step 3. Obtain the decision set $\{\mu(u_k)u_k | u_k \in U\}$ such that $\mu(u_k) = \frac{s_{k1}}{s_{max}}$
In [43], the author has studied the house purchase problem through fuzzy soft sets. We configure the proposed method therein as follows:

**Algorithm 13 (S12)**

**Step 1.** Construct \( \text{fpfs-} \) matrices \( [a_{ij}^{(1)}]_{m \times n_1}, [a_{ij}^{(2)}]_{m \times n_2}, \ldots, [a_{ij}^{(t)}]_{m \times n_k} \)

**Step 2.** Determine an element \( (j_1, j_2, \ldots, j_t) \in \{1, 2, \ldots, n_1\} \times \{1, 2, \ldots, n_2\} \times \ldots \times \{1, 2, \ldots, n_k\} \)

**Step 3.** Obtain the score matrix \( [S_{ij}] \) defined by

\[
S_{ij} := \min \{a_{ij_1}a_{ij_2}a_{ij_3} \ldots a_{ij_t}a_{ij_t}, a_{ij_1}a_{ij_2}a_{ij_3} \ldots a_{ij_t}a_{ij_t}, \ldots, a_{ij_1}a_{ij_2}a_{ij_3} \ldots a_{ij_t}a_{ij_t}\}, \quad i \in I_{m-1}
\]

**Step 4.** Obtain the decision set \( \{\mu(u_k)u_k \mid u_k \in U\} \) such that \( \mu(u_k) = \frac{s_{k1}}{\max_i s_{ij}} \)

[44] features an application on the problem of selecting water purifiers using the fuzzy soft matrices. In [45], the authors have benefited from the fuzzy soft matrices to determine the most eligible candidate. We configure the proposed methods therein as follows:

**Algorithm 14 (MR13, NB14)**

**Step 1.** Construct \( \text{fpfs-} \) matrices \( [a_{ij}^{(1)}]_{m \times n_1}, [a_{ij}^{(2)}]_{m \times n_2}, \ldots, [a_{ij}^{(t)}]_{m \times n_k} \)

**Step 2.** Obtain \( [b_{ij}]_{m \times n} \) defined by

\[
b_{ij} := \min_{k \in [t]} a_{ij}^{(k)}, \quad i \in I_{m-1}^* \text{ and } j \in I_n
\]

**Step 3.** Apply CCE10 to \( [b_{ij}] \)

**Algorithm 15 (MR13/2)**

**Step 1.** Construct \( \text{fpfs-} \) matrices \( [a_{ij}^{(1)}]_{m \times n_1}, [a_{ij}^{(2)}]_{m \times n_2}, \ldots, [a_{ij}^{(t)}]_{m \times n_k} \)

**Step 2.** Obtain \( [b_{ij}]_{m \times n} \) defined by

\[
b_{ij} := \prod_{k=1}^{t} a_{ij}^{(k)}, \quad i \in I_{m-1}^* \text{ and } j \in I_n
\]

**Step 3.** Apply CCE10 to \( [b_{ij}] \)

**Algorithm 16 (MR13/3)**

**Step 1.** Construct \( \text{fpfs-} \) matrices \( [a_{ij}^{(1)}]_{m \times n_1}, [a_{ij}^{(2)}]_{m \times n_2}, \ldots, [a_{ij}^{(t)}]_{m \times n_k} \)

**Step 2.** Obtain \( [b_{ij}]_{m \times n} \) defined by

\[
b_{ij} := \max \left( \sum_{k=1}^{t} a_{ij}^{(k)} - t + 1, 0 \right), \quad i \in I_{m-1}^* \text{ and } j \in I_n
\]

**Step 3.** Apply CCE10 to \( [b_{ij}] \)

The author in [46] has resorted to soft matrices in the house selection problem. We configure the proposed method therein as follows:

**Algorithm 17 (Z14)**

**Step 1.** Construct two \( \text{fpfs-} \) matrices \( [a_{ij}]_{m \times n_1} \) and \( [b_{ij}]_{m \times n_2} \)

**Step 2.** Obtain \( [c_{ij}]_{m \times n} \) defined by \( c_{ij} := \max \{a_{ij}, b_{ij}\} \) such that \( i \in I_{m-1}^* \text{ and } j \in I_n \)

**Step 3.** Apply MRB02 to \( [c_{ij}] \)
In [47], the authors have applied soft matrices to make the right decision in the fields of health sciences, social sciences, and agriculture. We configure the proposed method therein as follows:

**Algorithm 18 (ICJ17)**

**Step 1.** Construct two $f_{ps}$-matrices $[a_{ij}]_{m \times n_1}$ and $[b_{ik}]_{m \times n_2}$

**Step 2.** Find and/or and not/or not-product $f_{ps}$-matrix $[c_{ip}]$ of $[a_{ij}]$ and $[b_{ik}]$

**Step 3.** Obtain the score matrix $[s_{i1}]$ defined by

$$s_{i1} := \min_k \left\{ \max_{p \in I_k} (c_{ip} c_{ip}), \quad I_k \neq \emptyset \right\}$$

such that $i \in I_{m-1}$ and $I_k := \{ p \mid \exists i, c_{ip} c_{ip} \neq 0, (k - 1)n < p \leq kn \}$

**Step 4.** Obtain the decision set $\{ \hat{u}^{(uk)} | u_k \in U \}$ such that $\mu(\hat{u}_k) = \frac{s_{k1}}{\max s_{i1}}$

[48] has modelled the problem of buying a laptop by using fuzzy soft sets. We configure the proposed method therein as follows:

**Algorithm 19 (NKY17)**

**Step 1.** Construct $f_{ps}$-matrices $[a_{ij}^{(1)}]_{m \times n}$, $[a_{ij}^{(2)}]_{m \times n}$, ..., $[a_{ij}^{(t)}]_{m \times n}$

**Step 2.** Obtain $[b_{ij}]_{m \times n}$ defined by

$$b_{ij} := \frac{1}{t} \sum_{k=1}^{t} a_{ij}^{(k)}, \quad i \in I_{m-1}^{*} \text{ and } j \in I_n$$

**Step 3.** Obtain $[c_{ij}]_{m \times n}$ defined by $c_{0j} := b_{0j}$ and $c_{ij} := \lambda_i b_{ij}$ for $i \in I_{m-1}, j \in I_n$, and $\sum \lambda_i = 1$.

**Step 4.** Apply MBR01 to $[c_{ij}]$

4. AN APPLICATION TO PERFORMANCE BASED-VALUE ASSIGNMENT PROBLEM OF THE FILTERS USED IN IMAGE DENOISING

In this section, we apply FJLL10/2, MS10, CEC11, KM11, and M11 to sort five filters used in image denoising by their noise removal performances. Even though it is difficult to sort these filters in the event that the filters perform variably in different noise densities, the SDM methods overcome this difficulty. To illustrate, let us consider mean-SSIM results in Table 1 for 15 traditional images provided in [51].

<table>
<thead>
<tr>
<th>Noise Density</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSMF</td>
<td>0.9028</td>
<td>0.8715</td>
<td>0.8018</td>
<td>0.6988</td>
<td>0.4903</td>
<td>0.1882</td>
<td>0.0633</td>
<td>0.0318</td>
<td>0.0139</td>
</tr>
<tr>
<td>DBA</td>
<td>0.9079</td>
<td>0.8664</td>
<td>0.8097</td>
<td>0.7376</td>
<td>0.6521</td>
<td>0.5552</td>
<td>0.4567</td>
<td>0.3623</td>
<td>0.2937</td>
</tr>
<tr>
<td>MDBUTMF</td>
<td>0.8841</td>
<td>0.7994</td>
<td>0.7443</td>
<td>0.7657</td>
<td>0.7963</td>
<td>0.7880</td>
<td>0.7501</td>
<td>0.6443</td>
<td>0.3052</td>
</tr>
<tr>
<td>NAFSMF</td>
<td>0.9147</td>
<td>0.8916</td>
<td>0.8669</td>
<td>0.8409</td>
<td>0.8124</td>
<td>0.7796</td>
<td>0.7403</td>
<td>0.6872</td>
<td>0.5736</td>
</tr>
<tr>
<td>DAMF</td>
<td>0.9253</td>
<td>0.9113</td>
<td>0.8946</td>
<td>0.8752</td>
<td>0.8523</td>
<td>0.8244</td>
<td>0.7892</td>
<td>0.7398</td>
<td>0.6572</td>
</tr>
</tbody>
</table>

Assume that the success in high noise densities is more important than in the others. In that case, the values given in Table 1 can be represented with an $f_{ps}$-matrix as follows:
If we apply FJLL10/2 to the fpfs-matrix $[a_{ij}]$ such that $\lambda = [0.9 \ 0.8 \ 0.8 \ 0.7 \ 0.7 \ 0.6 \ 0.6 \ 0.6 \ 0.6]$, then the score matrix and the decision set are as follows:

$$[s_{ii}] = [0.6 \ 1 \ 3 \ 3.6 \ 4.5]^T$$

and

$$\{0.133 \text{PSMF}, 0.222 \text{DBA}, 0.666 \text{MDBUTMF}, 0.8 \text{NAFSMF}, 1 \text{DAMF}\}$$

The scores show that DAMF outperforms the others and the ranking order PSMF<DBA<MDBUTMF<NAFSMF<DAMF is valid.

If we apply MS10 to the fpfs-matrix $[a_{ij}]$ such that $K = \{1, 2, 3, 4, 5, 6, 7, 8, 9\}$, then the score matrix and the decision set are as follows:

$$[s_{ii}] = [1.2250 \ 2.3351 \ 2.9640 \ 3.3244 \ 3.5498]^T$$

and

$$\{0.3451 \text{PSMF}, 0.6578 \text{DBA}, 0.8350 \text{MDBUTMF}, 0.9365 \text{NAFSMF}, 1 \text{DAMF}\}$$

The scores show that DAMF outperforms the others and the ranking order PSMF<DBA<MDBUTMF<NAFSMF<DAMF is valid.

If we apply CEC11 to the fpfs-matrix $[a_{ij}]$, then the score matrix and the decision set are as follows:

$$[s_{ii}] = [0.1151 \ 0.1984 \ 0.2471 \ 0.2728 \ 0.2897]^T$$

and

$$\{0.3972 \text{PSMF}, 0.6847 \text{DBA}, 0.8528 \text{MDBUTMF}, 0.9414 \text{NAFSMF}, 1 \text{DAMF}\}$$

The scores show that DAMF outperforms the others and the ranking order PSMF<DBA<MDBUTMF<NAFSMF<DAMF is valid.

If we apply KM11 to the fpfs-matrix $[a_{ij}]$ such that $K = \{1, 2, 3, 4, 5, 6, 7, 8, 9\}$, then the score matrix and the decision set are as follows:

$$[s_{ii}] = [0.0004 \times 10^{-6} \ 2.9994 \times 10^{-6} \ 13.5279 \times 10^{-6} \ 39.8719 \times 10^{-6} \ 64.5911 \times 10^{-6}]^T$$

and

$$\{0.000006 \text{PSMF}, 0.0464 \text{DBA}, 0.2094 \text{MDBUTMF}, 0.6173 \text{NAFSMF}, 1 \text{DAMF}\}$$

The scores show that DAMF outperforms the others and the ranking order PSMF<DBA<MDBUTMF<NAFSMF<DAMF is valid.
If we apply M11 to the fpfs-matrix $[a_{ij}]$, then the score matrix and the decision set are as follows:

$$[s_{ij}] = [-7.2734 \quad -1.7230 \quad 1.4218 \quad 3.2237 \quad 4.3508]^T$$

and

$$\{0_{PSMF}, 0.4775_{DBA}, 0.7480_{MDBUTMF}, 0.9030_{NAFSMF}, 1_{DAMF}\}$$

The scores show that DAMF outperforms the others and the ranking order PSMF≺DBA≺MDBUTMF≺NAFSMF≺DAMF is valid.

The fact that the ranking orders by FJLL10/2, MS10, CEC11, KM11, and M11 in Table 2 are the same as the rankings made by an expert opinion without using any methods means that these methods can be applied successfully to the performance based-value assignment problem of the image denoising filters.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Decision Sets</th>
<th>Ranking Orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>FJLL10/2</td>
<td>${0.1536_{PSMF}, 0.2226_{DBA}, 0.6667_{MDBUTMF}, 0.8_{NAFSMF}, 1_{DAMF}}$</td>
<td>PSMF≺DBA≺MDBUTMF≺NAFSMF≺DAMF</td>
</tr>
<tr>
<td>MS10</td>
<td>${0.3451_{PSMF}, 0.6577_{DBA}, 0.8385_{MDBUTMF}, 0.9360_{NAFSMF}, 1_{DAMF}}$</td>
<td>PSMF≺DBA≺MDBUTMF≺NAFSMF≺DAMF</td>
</tr>
<tr>
<td>CEC11</td>
<td>${0.3397_{PSMF}, 0.6841_{DBA}, 0.8520_{MDBUTMF}, 0.9416_{NAFSMF}, 1_{DAMF}}$</td>
<td>PSMF≺DBA≺MDBUTMF≺NAFSMF≺DAMF</td>
</tr>
<tr>
<td>KM11</td>
<td>${0.00000_{PSMF}, 0.0464_{DBA}, 0.2094_{MDBUTMF}, 0.6737_{NAFSMF}, 1_{DAMF}}$</td>
<td>PSMF≺DBA≺MDBUTMF≺NAFSMF≺DAMF</td>
</tr>
<tr>
<td>M11</td>
<td>${0_{PSMF}, 0.4775_{DBA}, 0.7480_{MDBUTMF}, 0.9030_{NAFSMF}, 1_{DAMF}}$</td>
<td>PSMF≺DBA≺MDBUTMF≺NAFSMF≺DAMF</td>
</tr>
</tbody>
</table>

5. CONCLUSION

There are hundreds of SDM methods in the literature. Although a significant part of these methods has been constructed based on soft/fuzzy soft/fuzzy parameterized soft/fuzzy parameterized fuzzy soft sets, the matrix representations of these sets have enabled the methods to be used in a computer. fpfs-matrices, one of these matrix representations, have become prominent due to their own natural ability to model uncertainties. To this end, we configured 20 of these methods to operate in fpfs-matrices space to be faithful to the original. However, the lack of nomenclature to refer to these methods leads to some difficulties. To cope with this problem, we proposed a notation by using the first letters of the authors’ surnames and the last two digits of the publication years. Furthermore, this study serves as a source to configure and simplify other methods for future studies. The occurrence of all these configurations and simplifications is likely to allow for comparing and applying these methods. For more details, see [52-56].
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