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Abstract

In this study, a Particle Swarm Optimization (PSO) algorithm-based Proportional-Integral-Derivative (PID) controller is proposed for
the Automatic Voltage Regulator (AVR) system terminal tracking problem in the existence of time-delay and varying loads. AVR is a
commonly used electronic device for maintaining generator output terminal voltage at a given reference under time-delays and varying
load thus introduces a challenging electrical system problem. Time-delays exist in many real-world systems due to the lags in
transmission and transport, in general, they have a negative effect on the stability and control design. For analysis, the time delay in is
approximated by Padé approximation leading to the so-called nonminimum phase system. A nonminimum phase system represents the
difficulty of controlling due to its zeroes in the right half side of the s-plane. To this aim, we utilize a PID controller, its design and
application widely studied in real-time systems, thus it is a suitable selection for the AVR system. The optimal controller gains,
namely, proportional Kp, integral Ki, and derivative Kd are found with the proposed PSO algorithm based on a commonly used error
minimization objective function. The PSO-based optimal PID controller’s performance is analyzed with several methods including root
locus, bode analysis, robustness, and disturbance rejection. It is demonstrated that the proposed PID controller improves the reference
terminal voltage tracking performance of the AVR system. According to the obtained results, it has been revealed that the proposed
PSO-based PID controller improves tracking properties under time-delay and load change thus it can be effectively used for synchronous
generator automatic voltage regulator system terminal voltage stability.

Keywords: Automatic voltage regulator, Time-delay systems, Particle swarm optimization, Proportional-integral-derivative
controller, Robustness

PSO Tabanh PID Denetimci kullanarak Zaman Gecikmeli OVR
Sisteminin Analizi

Oz

Bu calismada, zaman gecikmesi ve degisken yiikler karsisinda Otomatik Voltaj Regiilatorii (OVR) sistemi terminal referans voltaj
gerilimi takip problemi igin bir Pargacik Siiriisii Optimizasyonu (PSO) algoritmasi tabanli Oransal-Integral-Tiirev (OIT) kontroldrii
onerilmistir. OVR, jenerator ¢ikig terminal voltajini belirli bir referansta zaman gecikmeleri ve degisken yiik altinda tutmak i¢in yaygin
olarak kullanilan bir sistemdir, bundan dolay1 zor bir elektriksel problemi ortaya ¢ikarir. Zaman gecikmeleri, iletim ve aktarmadaki
gecikmelerden dolay1 gergek diinyadaki birgok sistemde bulunur, genel olarak kararlilik ve kontrol tasarimi iizerinde olumsuz bir etkiye
sahiptirler. Analiz i¢in, zaman gecikmesi, asgari olmayan faz sistemine yol agan Padé yaklasimu ile yaklasik olarak tahmin edilmektedir.
Karmagik faz sistemi, s-diizleminin sag tarafinda bulunan sifirlar1 nedeniyle kontrol giigliigiine neden olur. Bu amagla, OVR igin gergek
zamanl sistemlerde yaygin olarak kullanilan OIT kontrolér tercih edilmistir. Optimal kontroldriin kazanglar1 Kp, Ki ve Kd, yaygin
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olarak kullanilan bir hata minimizasyon objektif fonksiyonuna dayanarak PSO algoritmasi ile optimize edilmistir. PSO tabanli en uygun
katsayili OIT denetleyicisinin performansi; kok yer egrisi, bode analizi, saglamlik ve bozucu karsisindaki dayanimi gibi gesitli
yontemlerle analiz edilmistir. Onerilen OIT denetleyicisinin OVR g¢ikis referans terminal gerilim izleme performansini iyilestirdigi
goriilmiistiir. Elde edilen sonuglara gore, onerilen PSO tabanli OIT kontroldriiniin zaman gecikmesi ve yiik degisimi altinda izleme
ozelliklerini gelistirdigi, boylece senkron jenerator otomatik voltaj regiilatorii sistemi terminal voltaj kararlilig: icin etkili bir sekilde
kullanilabilecegi ortaya ¢ikmustir.

Anahtar Kelimeler: Otomatik voltaj regiilatorii, Zaman gecikmeli sistemler, Pargacik siiriisii optimizasyonu, Oransal-integral-tiirev
denetimcisi, kararlilik

1. Introduction

Synchronous generators are used to generate electrical energy in power plants such as hydroelectric, wind energy, gas turbines,
thermal, and nuclear. One of the most important problems in synchronous generators is keeping the terminal output voltage constant
against load fluctuations. An electronic device called automatic voltage regulator to keep the terminal output voltage constant by
changing the excitation voltage of synchronous generators. In other words, it provides voltage stability.

It requires that the AVR operates with a controller in order to keep the terminal output voltage at a reference value. When the
literature is examined most of the studies utilize a proportional-integral-derivative controller to keep AVR output voltage at the desired
value. These studies are about the optimal calculation of the PID controller’s control variables coefficients. The results of the
performance of different algorithms for optimality have been compared and examined. Some of these can be given as Bhati and
Nitnawwre (2012) genetic particle swarm Sahib (2015), differential evolution, Gozde and Taplamacioglu (2011) artificially bee colony,
Bingul and Karahan (2018) cuckoo search, Ekinci et al. (2018), Whale, Ekinci et al (2019) Harris Hawks, dos Santos et al. (2019)
chaotic optimization, Razmjooy et al. (2016) world cup competitions, and Ekinci and Hekimoglu (2019) kidney-inspired algorithms.

The performance of different control methods as much as PID-based studies for the control of the AVR system are also investigated.
Some of these important techniques applied to the AVR system are as follows. Ribeiro et al. (2015) sliding mode control, Elsisi et al.
(2019) the neural network predictive controller, Abegaz and Kueber (2019) Smart Control, Bhutto et al. (2019) Probabilistic Neural
Network (PNN) based control, Ortiz-Quisbert et al. (2018) fractional-order model reference adaptive control are applied methods on
AVR.

Kennedy and Eberhart developed a PSO algorithm based on the social behavior of bird and fish swarms in 1995. PSO should be
considered as the analysis of a simplified social model based on the optimization of nonlinear functions Kennedy and Eberhart (1995).
The PSO algorithm, based on swarm intelligence, reaches the target according to the purposeful optimization of the behavior of animals
in situations such as food and safety. The PSO algorithm has been successfully applied to many different systems. We can some of these
studies as follows.

Doctor et al. (2004) have demonstrated that PSO provides a good solution for target tracking systems of unmanned vehicles and
mobile robots. Jeong et al. (2010) have been proposed a new Binary PSO approach inspired by quantum computing for the solution of
unit commitment problems in power systems. Zhou et al. (2016) estimated the landslide displacement in the Three Gorges Reservoir,
China by using the PSO algorithm. Godio and Santilano (2018) investigated the applicability of PSO to linear and nonlinear multi-
parameter problems. They applied PSO using the observed geophysical data to produce a consistent Earth model such as electrical
resistivity at depth. That is, they have demonstrated the applicability of PSO to solve the geophysical inverse problem. Madoliat et al.
(2017) are represented gas networks transient simulation simplification with known inlet and outlet pressures. The actual values of
pressures and flow rates calculated in different network nodes obtained using optimum inlet flow rates can be estimated by algorithms.
Malmir et al. (2018) developed an adaptive neuro-fuzzy inference system based PSO algorithm for the asphalt deposition problem in
the oil industries. 75 experimental data in the literature were used to test the training and success of the PSO algorithm. According to
the graphical and statistical reports, their PSO algorithm has shown to have a feasible potential for investigating the effect on asphaltene
inhibitors.

One of the important issues affecting the optimization algorithm is time-delays. Time-delays exist in many forms and systems such
as temperature changes, information, energy, mass change, interconnected subsystems, sensors. Time delay is an important factor to be
considered especially in complex structural systems. Because time lag may arise during the operation of these systems. When the time
lag is not taken into consideration in theoretical and simulation studies of these systems, it is inevitable to encounter problems in practical
application. Some studies that take into account time delay are as follows. Birs et al. (2018) investigated in detail the results of fractional
order PI controller designed for second-degree dead time processes in an experiment. Narang et al. (2010) fractional-order system
models based on a reference model with and without time delays, the adjustment of the PI controllers has introduced a relevant servo
control strategy. In addition, an iterative optimization method by minimizing a quadratic cost function is proposed to find satisfactory
adjustment parameters of the controller.

In this study, PSO optimization algorithm is proposed for the control of a PID based time-delay AVR system The dynamic system
response of the time-delay AVR system is investigated with a PSO-based PID controller first time. The stability of this system, with and
without a controller is studied and analysis is performed in both time and frequency domains. By designing a controller to the system,
we show how the system behavior changes in detail. The obtained results are demonstrated that the proposed PSO tuned PID controller
can be applied to the time-delayed AVR system.
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2. Material and Method
2.1. PID Controller

PID controllers are having a robust structure and its proportional, integral, and derivative gains with a first-order filter is added,
are given in Figure 1.

e(s) K, sK, u(s)
_ H S

+—4
P ¢ 1+Fs

Figure 1.  PID controller structure
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2.2 AVR System Modeling with time delay

AVR maintains of the synchronous generator at the reference voltage. A voltage sensor updates the output and it is compared with the
reference voltage signal. Then the error is produced and transmitted to the amplifier. And, commonly, exciter signal transmission possesses
a time-delay to control the generator field winding. With this in mind, AVR system components transfer functions are: amplifier transfer
function G, (s), exciter transfer function G, (s), generator transfer function G, (s), Sensor transfer function G,(s), and Padé approximated
time-delay transfer function G4(s) are given in the sequel.

According to academic studies in the literature, constants of AVR subsystems are given below. 10 < K, < 40,1.0 < K, < 10, 0.7 <
K, < 1.0, K, =10, 0.02<T, <01, 05<T,<1.0, 1.0 < T, < 2.0, 0.001 < T, < 0.06. The subsystem constants selected are
as follows. K, = 10, K, = 1.0, K; = 1.0, K;=1.0, T, = 0.1, T, = 0.4, T, = 1.0, and T; = 0.01 Elsisi et al. (2019).

The time delay is approximated by Padé approximation, leading to a transfer function presentation so-called a nonminimum phase
system. A nonminimum phase system represents the difficulty of controlling due to its zeroes in the complex right half-side of s-plane.
For control design in this study, delay dynamics is approximated by a first of Padé approximation as follows,

_k 2
ootss = ( 2)S+ 1
ts '
(;) s+1
where, t, is the time delay in the AVR model, chosen as t; = 0.1 secs. Since we address set-point tracking of terminal output voltage

during steady-state, the magnitude and order of the Padé approximation are important. Higher order approximation can be used at the
computational cost as well as making the system harder to analyze.

The amplifier, exciter, generator, sensor, and delay dynamics are shown in equation (3).

K, 10 (3)
G = = )
() =TT T T+ 01s
iy Ke 1
S T ST, T 1+ 04s’
Gy(s) = 2= —

9 T ST, T 1+ 1
ot 1
s ST ST, T 1+ 001s’
ts
(—;)S +1 1-0.05s
Gd(s)= = )
(ﬁ>s+1 1+005$
2

The transfer function of AVR system without a controller is leading to equation (4)
Gaon(s) = Vi(s) Ga(5)Ge(5)Gy(s)Gy(s) —0.0055% — 045 + 10 4)
AVR\S) = Viep(8) 1+ G(5)Ga(5)Go(5)Gy(s)Gy(s) ~ 2e — 0555 + 0.00267 s* + 0.07315s3 + 0.6305s% + 1.06s + 11

The zeros-poles of the AVR system are given in Table 1. The system has a stable pole, a pair of stable conjugate poles and a a pair of
unstable conjugate poles, a zero in the left side of the s-plane and a nonminimum phase zero, i.e., in the right side of the s-plane.
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Table 1. Poles and zeros of the AVR system without a controller

Poles and Zeros Values Stability

Py -100.04 +0i Stable Pole

P, -16.94 + 4.47i Stable Pole

Ps -16.94 - 4.471 Stable Pole

Py 0.21 +4.23i Unstable Pole

Ps 0.21 -4.23i Unstable Pole

Zi -100+0i Zero in the left-side of the s-plane

Z, 20+0i Nonminimum phase zero, i.e., in the right side of the s-plane

I"Q" 0.13:- ] » 0.4s1+ 1 d Jb d .H-LI o~

Reference Amplifier Exciter Delay Generator | 1erminal Voltage

Without Controller

1
0.01s+1

Sensor
Figure 2. Closed loop AVR model structure with time delay

The dynamic behavior of this system can be observed by a unit step response. For this, a Simulink model is constructed and depicted
in Figure 2. We demonstrate a unit step response of the time-delay AVR system without a controller in Figure 3.

15 \

- -ref
—voltage output

Terminal voltage [V]

Time [sec]
Figure 3. The terminal voltage response of the AVR system without a controller under time delay ts=0.1 secs

As observed in Figure 3, the output voltage is not tracking the desired reference because the system is unstable. The stability behavior
of the system can be better seen by examining the zeros-poles of the AVR system. These unstable poles cause the system to go unstable as
seen in Figure 3. It can cause great damage to electricity transmission and distribution systems, protection generators and other generators.
They can cause strain on the lines and increase losses. It can also lead to prolonged power outages. We show the open-loop system poles
and zeros in the root locus diagram in Figure 4. The main goal in the design is not only to drive the system back to stable form but also to
enhance closed-loop system characteristics of the AVR system i.e., maximum overshoot, settling time, rise time and steady-state error with
a PID controller. The open-loop root locus plot is given in Figure 4.
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Figure 4. Poles and zeros in open-loop AVR system

The generator output voltage, transient state behaviors should be improved as well as the steady-state error should be reduced to zero
in the existence of time-delay and varying load. To achieve these, that is, to bring the system to a point that will show optimal behaviors, a
high-performance controller must be added to the system. In this study, a PID controller is chosen for the control of the AVR system. The
closed-loop control structure of the AVR system with the PID controller is given in Figure 5.

roup. 1
PID Controller 9,\ pSignaI 11—
[
Disturbance
Error
THO o W W
] Te-a 41 Tewal u Tt Terminal Voltage

Reference Amplifier Exciter Delay Generator

With Control

Ks
Ts-s+1

Sensor

Figure 5. The closed loop-AVR model structure with PID controller and time-delay and disturbance load
The closed-loop transfer function with its K,, proportional, K; integral, and K, derivative gains to be determined with the following
objective function.

2.3 Objective Function

Numerous cost functions have been described in the related studies to determine the PID controller gains to optimally improve the
dynamic behavior of the AVR system. Objective functions are including M,, f., t; and E control criteria. It is the performance indicator
for the AVR system to have minimum values of these criteria for a unit step response. In this study, we measure the performance using
a time-weighted squared error (ITSE) function of the tracking error for a step reference under time-delay and disturbances, combined
with a measure of the energy of the incremental control in equation (5).

ITSE = [ t|V, — V;|*dt = [, tle|*dt. (%)
2.4 Proposed PSO Algorithm

The swarms such as insects, herds, birds, and fishes show cooperative behaviors to find food. Each member of these constantly
changes the search pattern according to their own and other members' learning experiences. PSO is a meta-heuristic algorithm that
makes very few assumptions and can scan very large candidate solution areas. Like other meta-heuristic algorithms, it can guarantee
that it finds the most suitable solution.

The PSO algorithm has a population called swarm. It works by having a population of candidate solutions called particles. These
particles move in the search area according to a few simple formulas Zhang et al (2015). In PSO, while particles are moving
stochastically towards new positions; its speed, its previous best performance, and its neighbors' best previous performance are taken
into account Kennedy and Eberhart (2001).
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The motions of the particles are guided by their best-known position in the search area as well as the best-known position of the
whole herd. Once improved positions are revealted, they will come to guide the herd's movements. The process is repeated and it is
hoped that this will result in a satisfactory solution.

The PSO algorithm expresses a part in the swarm in two equations based on its speed and position. These equations (6-7) based on
speed and location are given below. PSO evaluates the objective at all particles and records the current position for particle p(i), for
each i. In addition, definitions and initial parameters values for the PSO algorithm are given in Table 2. Miihiircii et al. (2017).

Table 2. Parameters and variables for PSO algorithm

Parameter and

variables Defines

w Intertia coefficient

ci2 Acceleration coefficient

Xi(?) i. particle's position

vi(t) i. particle's velocity

Pi(t)=pbest i. particle's the best position

2(t)=gbest i. particle's g.l(?bal the best

position
Tsampte Sample time
Tsim Simulation time

Iteration Number of iteration for converge

Particals Number of particles
vi(t+1) = w w6 + ¢+ (P(0) = X(B) + ¢+ (9;(0) = X,(), ©
xi(t+1) = x;(0) + v (). (7

The update of PSO algorithm is as follows: update the weighted sum of velocity v;(t) at time t, relative difference between the
best position P;(t) and current position X;(t) the particle has seen at time t, and relative difference between the best position g;(t) and
the current position X;(t) in the global search space at time t are used to update the velocity at t + 1 in equation (6). Finally, we update
the position at £ + 1 in equation (7). The standard flow chart for PSO have been shown in Figure 6.

Random Population Initialization

B |

Find position and velocity of each particle Update position

: t
Fitness value evaluation
* Update velocity

Update gbest and pbest A

No

Terminate

Return ghest

Figure 6. PSO flow cart Wang et al. (2009)
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3. Simulation Study and Discussion

In this section, we demonstrate the workings of the proposed PID controller for the time-delay AVR system. The optimal gains are
computed with PSO optimization using the objective function defined earlier. The proposed PSO-based PID controller with the first-
order filter on its derivative structure is implemented in Simulink software, shown in Figure 7. Several techniques including time-
domain transient response analysis, frequency-domain analysis, and robustness analysis are carried out with the designed PSO-based
PID controller in the sequel.

_I_-i'lD Controller Gmu%éna”
-,_EP—-:_;;} Disturbance
|
Error | N bk o
_J £ a —Jusll bl o e Tl e ] O
|' “") “JL,,KL”’/ {358 _] [ Frel [ e P 1I Terminal Violtage
Reference ; Amplifier Exciter Delay Generator
lJ:. -f:‘l:l -.I
With Control
Kot W o iswamnininis
Optimal - Faan
mp Ka, Ka,..ouiaviiia
Ky, Ki, Ka

Ko Hiaeaocaoeasy

Particle Swarm Optimization Algorithm 1

|

PSO Optimization
Process

Figure 7. The closed loop-AVR model structure with PSO tuned PID controller and time-delay

As stated, we use ITSE objective in optimization by PID parameters that are calculated with PSO algorithm as shown in Figure 7.
Tsampie = 0.001 secs, T, = 10 secs, number of iteration is set to 200 and particle size is set to 50. The optimal parameters after several
run in MATLAB software are calculated as K, = 0.4275, K; = 0.2640 and K; = 0.1194.

3.1 Root Locus

The Root Locus analysis for the AVR system tuned by the PSO algorithm is demonstrated. the time-delay AVR system presents
nonminimum phase behavior, meaning that it has a right half side plane zero that adds negative phase to the system. Thus slow system
response and limited bandwidth are imposed. The gains should be carefully determined by the PSO algorithm such that the system
remains stable against all perturbations and present a good tracking behavior. The closed-loop transfer function with found PID
coefficients is given below:

Vi(s)

Vref(s)
—0.0006013s* — 0.05024 s3> + 1.03s% + 4.175s + 2.64

~ 4e — 08s7 + 2.534e — 055° + 0.002816s° + 0.07441s* + 0.5735s3 + 2.551s2 + 5.148s + 2.64"

Gayr-pip(S) =
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Table 3. Poles and zeros of the AVR system with PID controller

Poles and Values Stability

Zeros

P -500.02+0i Stable Pole

P> -99.36+0i Stable Pole

P -25.03+0i Stable Pole

Py -2.68 +4.08i Stable Pole

Ps -2.68 - 4.08i Stable Pole

Ps -2.98+0i Stable Pole

P -0.75+0i Stable Pole

Zi -100+0i Zero in the left side of the s-plane
Z> 20+0i Nonminimum phase zero, i,e., in the right side of the s-plane
Z3 -2.76+0i Zero in the left-side of the s-plane
Z4 -0.79+0i1 Zero in the left-side of the s-plane

We can observe from Table 3, all closed-loop poles are stable with PSO optimized PID controller gains. We have
successfully stabilized system, on the other hand, nonminimum phase zero, i.e., Z; still possesses some limitation in terms of
achievable time and frequency domain performances.

Root Locus RootLocus
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Figure 8. Closed-loop Root locus of AVR system

From Figure 9, we see that all poles of the PID based AVR system lie in the left half side of the s-plane. Therefore, the time-delay AVR
system is stable.

3.2 Transient Analysis

The transient response to the PID controller optimized by the PSO algorithm for the time-delay AVR system is studied in this section.
Performance indices such as peak overshoot, settling time, rise time, and peak time obtained by the proposed PSO algorithm is depicted in
Figure 8.

Step Response

1.2 T T
| ./ | System:withcontrol I O R AU S
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Figure 9. Transient response of AVR system to a unit step input
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For system stability maximum overshoot and settling time are essential and desired to maintain at low values. It is noted that maximum
overshoot and rise time are conflicted objectives, thus can not be minimized simultaneously. Steady-state behavoir of the system is also a
dynamic response analysis tool, which is closely related to transient response performance indices.

3.3 Bode Analysis

To analyze the frequency domain behavior of the AVR system optimized by the PSO algorithm. magnitude and phase plots are
illustrated in Figure 10. For comparison purposes, bode plots of both open-loop and closed-loop (with PID controller) are drawn. The
time-delay AVR system with the PSO-based PID controller exhibits a minimum peak gain 0.651 dB at 0.523 Hz, providing maximum
phase margin 152. This is realized that the system with time-delay can follow the reference voltage set point with high accuracy.

Bode Diagram Bode Diagram

50 -

Magnitude (dB)
Magnitude (dB)
3

= )

@ [

s z

@ ]

& 1 & 90

& &
ol

10°2 1071 10° 10’ 102 103 1072 107 10° 10’ 102 10° 10°
Frequency (Hz) Frequency (Hz)

a) Bode diagram open-loop system. b) Bode diagram of closed-loop (with PSO-based PID

controller)

Figure 10. Frequency response of AVR system
3.4 Robustness and Disturbance Rejection Analysis

This section is devoted to evaluate the robustness against parametric uncertainties in the system and to represent the disturbance
rejection ability of the PSO-based PID controller. First, we analyze, the uncertainties in time constants (T, T,, Ty, T) are within range
+50% in steps of +£25%. We further analyze the robustness against time delay t, in the AVR system. Here, the applied disturbance
profile, in Figure 11 (a), is also included in the analysis steps. Value of the disturbance signal is +10%, applied at t=4 and 7 secs. In
comparison with nominal values, it is inferred from Figures (b-e), the PID controller optimized with PSO algorithm exhibits satisfactory
robustness in spite of large parametric change in time constants of AVR system thus, indicating the PSO-based PID controlled AVR
system is robust. As this paper mainly concern to time-delay analysis in control design, we also depict controller performance against
uncertainties in time delay. To this end, variation, ranging +50% in steps of +25% is shown in Figure 11 (f). It is concluded in
robustness analysis that the proposed controller tuned by the PSO algorithm derives the system to step reference in presence of parameter
uncertainties and unexpected disturbances.
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Figure 11. Robustness analysis of time-delay AVR system with proposed PSO algorithm.

4. Conclusions and Future Works

In this article, the stabilization and tracking problems of the time-delay AVR system based on a PSO optimized PID controller are
investigated. We study the performance of the design for the AVR system with ITSE objective function. The proposed cost function is
utilized in the PSO algorithm for optimal tuning of the PID controller coefficients. We first analyze the dynamic response quantities
including peak overshoot, rise time, settling time, steady-state error. Then, we analyze the Bode plots of the system for the frequency
behavior of the AVR system based on the PSO algorithm. Furthermore, the PID controller is tested whether the design is robust under
parametric uncertainties and unexpected disturbance loads. The obtained results reveal that the PID controller based on the PSO
algorithm is robust against uncertainties in AVR parameters for synchronous generator AVR systems. Future studies will involve
analyzing the same system structure with a PID controller based on different heuristic algorithms.
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