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**Abstract**

This paper presents a framework for estimating the apparent age of a subject from their face image. To learn the age estimation model, we used a set of visual descriptors and their feature-level fusion to obtain a single feature vector for apparent age. For model learning, we used regression with Extreme Learning Machines (ELM) with Gaussian (RBF) kernels. We tested the proposed system with k-fold cross-validation on the dataset provided by ChaLearn Looking at People 2015 - Apparent Age Estimation challenge. By combining visual descriptors from multiple grids, we obtained a Mean Absolute Error (MAE) of 5.20.
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**1. INTRODUCTION**

Automated age estimation from facial imagery is one of the most difficult challenges in face analysis. It can be very useful in a number of
application areas such as video surveillance, authorization systems, demographic data mining and business intelligence. The difficulty of this task is due to many reasons, which include the limitations in data collection such as the lack of enough samples to model the aging patterns of subjects, as well as uncontrolled data in terms of lighting, pose and other environmental variables. Aging process is also known to be very subject-dependent, i.e. subjects might differ in terms of aging patterns, which results in high variations within the samples from the same age. One of the earliest works regarding automated age estimation from faces is done in early 2000s by Lanitis et al. [16, 17]. After large databases such as MORPH [25], FRGC [23] and FG-NET [1] became available, the interest on this topic has grown significantly, and many different feature extraction and learning schemes have been tried for the task of age estimation from faces. We provide a brief literature review on these works in the following section.

1.1. Related Work

Various feature extraction methods were applied in order to model the aging patterns of subjects from their facial imagery. For example, Active Shape Models (ASM) and Active Appearance Models (AAM) have been used as visual cues for age estimation [3, 9, 16, 19]. Bio-Inspired Features (BIF) [26] is another feature extraction technique for age estimation, which is consistently used in recent years [14]. BIF features summarize images with a multi-layer feed-forward model where the first layer convolves the image with a set of Gabor filters from multiple orientations and scales. Then a pooling step -usually with STD or MAX operators- downsizes the resulting vector. In [13], the authors use a simplified version of this model by setting the number of bands and orientations manually. Histogram-based local appearance features have also been used for age estimation, such as the Local Binary Patterns (LBP) descriptor in combination with PCA projections of both the BIF descriptor and the original image pixels in [28], and Histogram of Oriented Gradients (HOG) descriptor in [7]. Regarding the learning schemes, many algorithms have been employed for the age estimation task. For example, Support Vector Machine Regression (SVR) is
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a commonly used algorithm for this task [3, 13, 14,28]. Support Vector Machines (SVM) are also used with modifications such as a binary tree where each node has an SVM in [14], and alternative ranking formulations of support vectors such as OHRank [3] and Multi-feature ordinal ranking [28].

Other algorithms regarding this task include Random Forests [20], and Neural Network architectures [8, 16], as well as projection based learners such as Partial Least Squares regression and Canonical Correlation Analysis, which are oftenly used in combination with kernel and regularization techniques [10, 11, 12]. This study is conducted on the data set provided by ChaLearn Looking at People 2015 - Apparent Age Estimation challenge. A variety of methods were implemented by different participants, and it’s found that there is still room for improvement for any part of the pipeline, namely the face detection/alignment, feature extraction and model learning. For learning, almost all top ranking participants used external datasets to increase the number of training samples. Convolutional Neural Networks (CNN) are also commonly used by the top ranking participants, including the winner of the challenge.

2. METHODOLOGY

In this section we briefly describe the steps of the proposed system, which are face registration, feature extraction and age estimation.

2.1. Face Registration

Before extracting visual features, we align the faces by detecting the locations of landmark points by using Xiong and De la Torre’s Supervised Descent Method (SDM) [29]. After the landmarks are located, the face is cropped from a bounding box around the outer landmarks, and it’s resized to 64 x 64 pixel images, and the registered faces’ histograms are equalized in order to deal with the variations in skin color and illumination. Due to the high number of rotated images in the data set, we also rotate the original images in order to increase the detection rate. A summary of the face
detection rates is supplied in Table 1.

2.2. Visual Descriptors

We extract visual descriptors such as SIFT, HOG, LBP and Gist from local patches, which are obtained by dividing each image into regular, non-overlapping blocks. We extracted the features from 8, 16 and 32 pixel patches.

1) Local Binary Patterns: After aligning the faces and converting to grayscale, we extracted LBP feature which encodes a 3 x 3 pixel neighborhood with an 8-bit number depending on the binary relations of each pixel with the central pixel’s intensity value. Therefore the LBP descriptor represents a local region with a 256-bin histogram. Using only 58 uniform patterns and 1 additional bin for the non-uniform ones, the histogram becomes 59-dimensional per patch, which represents the frequencies of common patterns [21].

2) Histogram of Oriented Gradients: Aligned faces are also processed with the HOG feature extraction method, which represents each local region by a histogram of edge orientations [4]. We use the HOG variant in [6] which results in a 31-dimensional feature per patch.

3) Scale-invariant Feature Transform: SIFT features summarize an interest point of a grayscale image using the statistics of gradient directions of the intensity levels of an image [18]. Instead of detecting the interest points, we chose to extract SIFT features from regular grid points, which results in a 128-dimensional feature vector per grid point.

Apart from these descriptors, we also tested the performances of various descriptors such as the GIST descriptor, which produces a simplified visual summary of a given image [27]. We also tried the LGBP descriptor, which is LBP extracted from the convolutions of the original image with a set of Gabor filters, as explained in [2], and the LPQ descriptor.
which is known to be blur insensitive and informative in many face-related
tasks [22]. Finally, we employ a set of geometric features that summarize
the distances and angles between sets of stationary landmark points, such as
the nose and eyes. These features are extracted using the landmarks detected
by SDM. The individual performances of classifiers that use these features
are displayed in Table 2.

2.3. Model Learning

In order to learn a regression model, we used kernel Extreme Learning
Machine (ELM) [15] due to its learning speed and accuracy. In the
following paragraphs, we briefly explain the working principle of ELMs.
ELM proposes a simple and robust learning algorithm in single-hidden layer
feedforward networks (SLFNs), which is visualized in Figure 1. The input
layer is initialized with a random bias and set of weights, to obtain the
output of the second (hidden) layer. After the hidden layer’s output is
calculated, the set of weights and the bias term that link the hidden layer to
the output layer (i.e. the label vector) is calculated analytically by a simple
generalized inverse operation of the hidden layer output matrix. This
calculation is explained in more detail in the following paragraph. ELM
aims to map the hidden node output matrix $H \in \mathbb{R}^{N \times h}$ to the label vector
$T \in \mathbb{R}^{N \times 1}$, where $N$ and $h$ denote the number of samples and the hidden
neurons, respectively. The set of output weight $\beta \in \mathbb{R}^{h \times 1}$ is learned by the
least squares solution of the set of linear equations $H\beta = T$, as:

$$\beta = H^\dagger T,$$

where $H^\dagger$ represents the Moore-Penrose generalized inverse [24] that
minimizes the L2 norms of $||H\beta - T||$ and $||\beta||$ simultaneously. To increase
the robustness and the generalization capability of ELM, a regularization
coefficient $C$ is added to the optimization procedure. Therefore, given a
kernel $K$, the set of weights is learned as follows :

$$\beta = \left( \frac{1}{C} + K \right)^{-1} T.$$
In order to calculate kernel $K$ from the original features, we choose to use the Gaussian (RBF) kernel because its performance is found to be superior compared to the alternatives such as linear and polynomial kernels.

2.4. Fusion

To combine high-dimensional feature vectors, we chose to perform Principal Component Analysis (PCA) prior to feature-level fusion. In order to get the most varying features from each patch, we learn the projections that account for the 90% of the variance for each patch independently, then combine the projected vectors to obtain the reduced set of one feature. We apply this method for all features and concatenate the resulting feature vectors. The pipeline that summarizes the proposed age estimation system is given in Figure 2.

Figure 1. Single-hidden layer feedforward neural network architecture of ELM.

3. EXPERIMENTAL SETUP

In this section, we briefly explain the dataset used for training and testing the system, and we display our experimental results.

3.1. Corpus
For testing the performance of our system, we used the dataset provided by ChaLearn Looking at People 2015 Apparent Age Estimation challenge. The challenge corpus contains images of people labeled with the mean and standard deviations of human annotators’ labels for their apparent ages [5]. The dataset is partitioned into training, validation and test sets. The distribution of samples over the partitions is given in Table 1.

Table 1. Number of images per partition. First line: Given data, Second line: Number of aligned faces by our system

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given</td>
<td>2476</td>
<td>1136</td>
<td>1079</td>
</tr>
<tr>
<td>SDM</td>
<td>2311</td>
<td>1050</td>
<td>1010</td>
</tr>
</tbody>
</table>

3.2. Performance Measures

1) Mean Absolute Error (MAE) is a standard way of measuring the performance of a continuous predictor, where the accuracy is measured in terms of the magnitude of the deviation from the true value. MAE scores of each test sample are averaged to obtain the final performance of the predictor. So MAE measure can be summarized as follows:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |x_i - \hat{x}_i|, \tag{3}
\]

where \(x_i\) is the prediction, and \(\hat{x}_i\) is the true label, i.e. the average of annotations for sample \(i\).

2) Challenge Score (CS): Since the data provided by ChaLearn Looking at People 2015 - Apparent Age Estimation Challenge is labeled by multiple human annotators for the subjects’ apparent age, the performance of a predictor is more accurately measured when the standard deviation of the annotations is also taken into account. So the challenge score is calculated as follows:
where $x$ is the estimated age, $\mu$ and $\sigma$ are the mean and standard deviation of the annotations for that sample, respectively. The overall score is the average error terms over all samples in the testing set, which is $\varepsilon \in [0,1]$.

### 3.3. Results

To obtain the optimal settings for the predictor, we optimized the hyperparameters of the model such as the RBF kernel parameter $\gamma$, regularization parameter $C$ for ELM and number of PCA eigenvectors $p$, using 3-fold cross-validation. Using these parameters, we combine the projected features from each visual descriptor, and learn the regression model using this fused training set. Performances of various descriptors with the best grid parameters are given in Table II.

Using the best grid parameters for the 4 visual descriptors (Gist, HOG, LBP and SIFT), we concatenate each feature after reducing with PCA to keep 90% variance, to obtain the final feature vector, the performance of which is given in Table III. Since the test set labels are sequestered, we have MAE evaluations for only the training and validation sets. We also display some examples from the validation set in Figure 3. It can be seen from the bottom row that the failure cases usually correspond to blur and occlusions, which are common problems in many face-related applications.

Table 2. Performance of various descriptors extracted from aligned images

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>MAE</th>
<th>CS</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>5.63</td>
<td>0.49</td>
<td>3712</td>
</tr>
<tr>
<td>HOG</td>
<td>5.64</td>
<td>0.49</td>
<td>4464</td>
</tr>
<tr>
<td>SIFT</td>
<td>5.64</td>
<td>0.49</td>
<td>3200</td>
</tr>
<tr>
<td>GIST</td>
<td>5.42</td>
<td>0.47</td>
<td>2048</td>
</tr>
</tbody>
</table>
Figure 1. Samples from the validation set. Top row are correct predictions, bottom row are the failure cases. Blurring and occlusions often cause errors in prediction.

Table 3. Performance of the proposed fusion on data partitions

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>MAE-Train</th>
<th>MAE-Val</th>
<th>CS-Train</th>
<th>CS-Val</th>
<th>CS-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>13302</td>
<td>5.20</td>
<td>5.44</td>
<td>0.46</td>
<td>0.48</td>
<td>0.52</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

In this study, we tested several appearance descriptors that are extracted from local regions of facial images. We selected the best performing ones and combined them in order to obtain a combined apparent age feature vector. We then used a least-squares based regressor to learn a model that maps this combined feature set to the apparent age of the people, and we saw that this combination yields significantly better results compared to the individual performances of these descriptors.

As future work, we want to analyze age estimation systems with the use of dynamic data, i.e. videos of people, which are not considered in this
study. This way, we will be able to keep the appearance information, and add the information related to the motion of facial muscles that can be informative in determining a person’s age [30]. Moreover, interaction, interpersonal synchrony, and mimicry in two-party communications have a lot of implications. This kind of data, particularly from sessions in psychotherapy or consulting (with either symmetrical or asymmetrical relationships) could be very interesting to analyze.
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