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Abstract

Sign language is the natural medium of communiodito the Deaf community. In
this study, we have developed an interactive coration interface for hospitals,
HospiSign, using computer vision based sign languagognition methods. The
objective of this paper is to review sign languagased Human-Computer
Interaction applications and to introduce HospiSignthis context. HospiSign is
designed to meet deaf people at the informatiok désa hospital and to assist
them in their visit. The interface guides the deégditors to answer certain
questions and express intention of their visisign language, without the need of
a translator. The system consists of a computdnuah display to visualize the
interface, and Microsoft Kinect v2 sensor to captiihe users’ sign responses.
HospiSign recognizes isolated signs in a structueedivity diagram using
Dynamic Time Warping based classifiers. In orderetmluate the developed
interface, we performed usability tests and deduted the system was able to
assist its users in real time with high accuracy.
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1. INTRODUCTION

Many hearing-impaired people cannot express themseatlearly in
public since they are unable to use speech as aimedf communication,
yet a large part of the hearing population canootrmunicate with the deaf
because they do not know sign language. In sonesc#ss challenge may
be solved either with the use of an interpretethoough written material.
However, many hearing-impaired people do not knaw ho read and
write. In case of emergencies where the time iseextly valuable, such as
when a Deaf person visiting a hospital with an atgssue, the inability to
communicate becomes a more pressing problem. $npigper, we present
the HospiSign system, an interactive sign langydgktorm that is designed
to assist hearing-impaired in a hospital environnehich recognizes hand
gestures in real-time to interpret Turkish Sign dguaage (TID) by using
Dynamic Time Warping (DTW) based classifiers.

HospiSign solves the communication problem betwae&reaf patient
and a doctor using an interactive platform. By agkgquestions as sign
videos and suggesting possible answers in a scileersystem helps Deaf
users to explain their problems. With a guidedraxtBon tree scheme, the
system only looks for the possible answers in dacél (step), instead of
trying to recognize from all the signs in the datast the end of the
interaction, the system prints out a summary ofitteraction and the users
are guided to take this print out with their IDtke information desk, where
they can be assisted according to their needs.

The rest of the paper is structured as following:Skection 1l sign
language based Human-Computer Interaction (HClesys are reviewed.
Then the HospiSign system is introduced in SediilorThe results and the
analysis of usability tests and classification ekpents are shared in
Section IV. Finally, the performance of the systarmd future work are
discussed in Section V.
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2.  RELATED WORKS

With the development of machine learning and comput
visionalgorithms and the availability of differesign languagedatabases,
there has been an increasing number of studies igm &anguage
Recognition (SLR). A fundamental problem in sigmdaage research is
that many signs are multi-modal: many signals arm simultaneously to
express something through hand and body movemantstherefore it is
hard to spot and model these modalities in consecframes [1].

Among many methods, Hidden Markov Models (HMMs) &jd
Dynamic Time Warping (DTW) [3] based methods ardl she most
popular machine learning techniques to solve thdeinag problem.

Both of these methods are widely used in applioatianging from
speech recognition to robot tracking. Starner aedtlBnd [4] introduced a
real-time HMM-based system that can recognize AraeriSign Language
phrases in sentence-level without any explicit nharfethe fingers. In a
signer-dependent platform, Grobel and Assan [5]ieaglil a recognition
rate of 94% on an isolated sign database thatded262 signs of the Sign
Language of the Netherlands.Other approaches, ascRarallel Hidden
Markov Models (PaHMMs) [6] and HMM-based threshotddel [7], are
also used in gesture and sign language recogrsiietems. Chai et al. [8]
used DTW based classifiers to develop a translagy@tem similar to the
HospiSign, as it interprets Chinese Sign Languaggpbken language and
vice versa. In more recent studies, Pitsikalis @Bhelodorakis et al. [9], [10]
used DTWto match subunits in Greek Sign Language rézognition
purposes.

Prior to the release of consumer depth camerah, asithe Microsoft
Kinect sensor [11], many computer vision resear¢tassused gloves (such
as DataGlove, CyberGlove), embedded accelerometauitjple sensors,
and web/stereo-cameras to capture a user’s hanth@hdmovements for
sign language recognition [12]. However, the Kingehsor provides color
image, depth map, and real-time human pose infeom#13], by which it
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diminishes the dependency to such variety of sansor

Table 1. A Survey of Sign Language Recognition Aggtions.
ML: Multi-Lingual, CA: Community-Aid, TR: Translatin & Recognition,
E: Education, WS: Wearable Sensors, CC: Color Can@&s: Color

Gloves.
Study Year Language | Goal Sensor(s) Method
TESSA [14], [15] | 2002 BSL CA WS FSN
SignTutor [16] 2009 ASL E CG& CC HMM
CopyCat [17] 2010 ASL E WS HMM
SMARTSign [18] 2011 ASL E N/A N/A
Hruz et al. [19] 2011 ML TR CcC k-NN, HMM
CopyCat [20] 2011 ASL E WS& Kinect HMM
Dicta-Sign [21] 2012 ML TR Kinect N/A
Karpov et al. [22] 2013 ML TR N/A N/A
VisualComm [23] 2013 CSL TR Kinect DTW
Kinect-Sign [8] 2014 LGP E Kinect N/A
LSESpeak [24] 2014 LSE CA Kinect N/A
HospiSign (Ours) 2015 TID CA Kinect v2 DTW

In the rest of this section, we are going to discte methods and
applications in sign language research in threegeaies: educational tools,
translation and recognition systems, and commuadyapplications. A
summary of these sign language recognition applicatcan be seen in
Table 1.

2.1. Educational Tools

Recently there have been studies on teaching siggubge to non-
native signers, including non-hearing-impaired peogran et al. have
developed a sign language tutoring platform, Sidaif[L6], which aims to
teach sign language through practice. Using arrdotwe 3D animated
avatar, the SignTutor enables its users to lean kinguage by watching
new signs and validate their performances throughal feedback. The
system uses a left-to-right continuous HMM classifor verification, and
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gives feedback on user's performance in terms ohuak (handshape,
motion and location, etc.), and non-manual (faelgbressions and body
movements) features for a selected sign. The pedoce of the
SignTutoris evaluated on a dataset of 19 signs frémerican
SignLanguage (ASL) and reports the results foresiglepended and signer-
independent scenarios in a real-life setting.

On a database of 1,204 signed phrase samplestedligzom 11 deaf
children playing the CopyCat, which is a gestursdoheducational game
for deaf children, Zafrulla et al. [17] have perfad real-time ASL phrase
verification using HMMs with a rejection thresholBuring the game, a
child is required to wear two different-colored s with embedded
accelerometers on both hands. The child signstaplar phrase displayed
on the screen to a (hero) avatar selected at emole gnd then the system
determines whether (s)he has signed it corredtlthd child sign phrases
correctly, (s)he gains points and progresses thrahg game. The authors
achieved a phrase verification accuracy of 83%hairtstudy even though
many non-manual features were not included to redhe complexity of
their system.

Zafrulla et al. [20] made further improvements imeit existing
CopyCat system with a new approach to the autonsfo language
recognition and verification tasks by using the iMgoft Kinect sensor. A
total of 1000 ASL phrases were collected from twffecent platforms:
CopyCat Adult and Kinect. For each of the 19 signtheir vocabulary, the
samples in the classes were trained with HMMs. ¢ #meir previous work
[25] as a baseline, the authors compared the peaioce of the Kinect
based system on two phases, recognition and \edrdit The Kinect-based
system eliminates the need for color gloves an@&laoemeters, and gives
comparable results to the CopyCat system. Simjl@lgmeiro et al. [24]
have developed a system that aims to help usdeatn Portuguese Sign
Language (LGP) through a game using the Kinect@ei$e system has
two modes: the school-mode and the competition-miodihe school mode,
users learn new signs in classroom-like environmevitereas in the

79



Muhammed Mirag SUZGUN, Hilal OZDHER, Necati Cihan CAMGOZ,
Ahmet Alp KINDIRGLU, Dogac BASARAN, Cengiz TOGAY,
Lale AKARUN

competition-mode, users experiment their sign lagguknowledge in a
competitive game scenario (such as Quiz and Lingo).

In [18], Weaver and Starner introduced SMARTSigihjoh aims to
help the hearing parents of deaf children withreay and practicing ASL
via a mobile phone application. The authors shée feedback they
received from the parents on the usability and ssibdity of the
SMARTSign system.

Furthermore, they interviewed the parents in orterdetermine
whether the SMARTSIign can alleviate their probleand discuss the ways
they can improve their system.

2.2. Translation and Recognition Systems

Hruz et al. [19] have implemented an automatic di@ion system,
which converts finger spelled phrases to speechvar@versa, in a client-
server architecture. The goal of the study is ndy do help a hearing-
impaired person but also to assist a visually imgghperson to interact with
others. The system supports many spoken and sigudges, including
Czech, English, Turkish and Russian, and the tatiosl between these
spoken languages are handled using the Google [atan&Pl. The
recognition of multilingual finger spelling and swh was done using k-
Nearest Neighbor Algorithm (k-NN) and HMMs, respeely. In the finger
spelling synthesis model, a 3D animated avatarsesduo express both
manual and non manual features of a given sign.

The Dicta-Sign [21] is a multilingual sign languagssearch project
that aims to make Web 2.0 applications accesslbdaf people so that
they can interact with each other. In their Sigrkiirototype, the authors
demonstrate how their system enables sign languaggrs to get
information from the Web. Like Wikipedia, in whiahsers are asked to
enter text as an input from their keyboard, sigrmgleage users can search
and edit any page they want, and interact with digtem via a Kinect
sensor in the Dicta-Sign Wiki. The Dicta-Sign isremtly available in four
languages: British Sign Language (BSL), German Signguage (DGS),
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Greek Sign Language (GSL) and French Sign Lang(lz§€).

In a similar way, Karpov et al. [22] present themiversal multimodal
synthesizer system for Russian (RSL) and Czech YGBE languages and
speech synthesis that uses a 3D animated avatralZomm [23], [8], a
Chinese Sign Language (CSL) recognition and tréinsld@ool, aims to help
the Deaf community to communicate with hearing peopa the Kinect
sensor in real-time. The system can translate Bpaon’s sign phrases to
text or speech and a hearing person’s text or speesign language using a
3D animated avatar. Based on 370 daily phrasesiadG®mm achieves a
recognition rate 0f94.2% and demonstrates that 3@h danguage
recognition can be done in real-time by using teptkd and color images
obtained from the Kinect sensor.

2.3. Community-Aid Applications

Community-aid applications are mainly designed ¢éoused to help
the deaf community in their daily life. One of tearliest tools was the
TESSA (Text and Sign Support Assistant) [14, 19)jch was developed
for the UK Post Office to assist a post office kler communicating with a
Deaf person. The TESSA system translates a poéfiaerss (listener)
speech into British Sign Language (BSL) and thepidis the signs to the
screen with an avatar to a Deaf customer at thegffice. The authors used
the entropic speech recognizer and performed sémadipping on a best
match basis to recognize the most phoneticallyecfggase. Using a subset
of 155 out of the 370 phrases, the system achiavE8l2% error in its best
performance, whereas the language processor adnégverror rate of 2.8%
on its semantic mapping to choose the most likdlyape on a given
utterance.

Lopez-Ludena et al. [26] have also designed annaatic translation
system for bus information that translates speec®panish Sign Language
(LSE) and sign language to speech. The system wiorkgal-time and
achieves a sign error rate of 9.4%.
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3. HOSPISIGN

When classified as one of the previously discusssegories, the
HospiSign platform can be defined as a communitlyagaplication, for the
system aims to assist hearing-impaired people @ir thaily lives. The
HospiSign platform consists of a personal comp(R€), a touch display to
visualize the sign questions and answers to the asd a Microsoft Kinect
v2 sensor. Since it is necessary to track the ubargl motions in order to
recognize the performed signs, Kinect sensor p&ay®ssential role as it
provides accurate real-time human body pose infooma

3.1. Interaction Design

While designing the interface, we focused on twateda:
functionality and usability. The scenarios, therefavereprepared based on
the advice of the family medicine clinicdoctors amad Turkish Sign
Language instructor, who is also anative hearingaimed person. A sign
language database wascollected using Microsoft dfim2 sensor for the
possible hospital scenarios that consists of 38 slgsses with 8 samples
per class. The Turkish Sign Language database wdi®i contains the
database created for the HospiSign platform willpbélicly available on
the BosphorusSign websiteln the future, the number of signers and
repetitions of each sign will be increased to balbstrecognition rate of the
existing system.

On the design of the interface, the question sigeeis placed at the
top-center of the screen to attract the user'siatte. Then, the answer sign-
videos are displayed at the bottom of the scred¢m avsmaller size than the
size of the question sign-video. A sample from tiser interface of the
HospiSign platform is shown in the Figure 1. Sitlcere some questions
which have more thanthree answers, the timing vergito each question

! www.BosphorusSign.com
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accordingly so that users can be able to viewhallanswers.

C

would like some

information

Percactuo
redgence

Figure 1. The HospiSign Interface

The HospiSign system follows three stages to mavehe next
question in the tree scheme: (1) display of thestjoe; (2) display of the
possible answers to that question; and (3) thegration of the answer
(sign). The user first watches the question disggdayn the top-center of the
screen; then performs a sign from the list of g@esanswers displayed at
the bottom of the screen (See Figure 1); and thewem to the next
question. This process is repeated until the sygjatimers all the necessary
information from the user. After the user answdkshe related questions,
the system prints out a summary report to be gteeie information desk
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or the doctor at the hospital. This summary comstaire details of user’s
interaction with the HospiSign.

To make classification task easier, the questioespéaced into an
activity diagram in such a way that each questidhlead to another sub-
question via the answer selected by the user. Wdithgorization of possible
answers to each question, it is intended to hedputiers to easily describe
their illness or intention of their visit. The cagdration of the activity
diagram can be seen in Figure 2.

One of the most important advantages of using suttke scheme is
that it makes the system more user-friendly ang-eaeteract. The guided
tree scheme also boosts the recognition performahtiee system, as the
interface does not have to recognize the sign aysl by the user from all
the signs in the dataset, but rather searches aomdgghe possible signs in
each step. Experiment results show that even mall slataset of 33 signs,
HospiSign with its guided tree scheme shows dra$ticimproved
performance by reducing the number of classes tadiehed.

4. EXPERIMENTATION AND RESULTS

4.1. User Testing

The user testing procedure has been prepared gr éodevaluate
usability and functionality of the interface. Thdssts aimed to answer the
following questions:

- Can users navigate to important information frone tburrent
prototype’s main page?

- Can users be able to understand the flow of thiesyat first sight?
- Will answers provided in the interface suffice e treal life?
- Can users understand all the signs interpretdueimterface?

- Are there confusing steps in the tree scheme?
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- Will users be able to turn back easily if they mak&rong choice?

- Will users easily find the flow menu button at tiop-left corner of
the interface?

How can | help you?

i "I would like toget s L
"Is it a Emergency?" B | am sick A 2 information would
) some information !

you like to get?
"What is your A . ot "What is your
complaint?" fall i e _b complaint?”

“| have back pain”

“I have lum

“I have headache™
have fever”

an urine test”
ave diarrhea”

i

Please take the
printed form and
bring it to the

Information desk
with your 1D,

Figure 2. Activity Diagram of the HopiSign Platform

Tests were administered to five different userseFcenarios were
identified and users were asked to use the systelareach scenario. Table
2 lists these scenarios. All of the users succhgdfoished each scenario.
The average time to finish a scenario was one mirldbwever, most of the
users spend approximately three minutes in the$icethd and made minor
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errors. In Scenario #3, users wereasked to takiead lhest. As it can be
seen in the activitydiagram (See Figure 2) thisomptan only be reached
through giving the answer “I am sick” previouslyométheless, one might
not be sick to take a blood test. This issue wag doted and fixed in the
updated version.

Table 2. Scenarios

# Scenarios

You came to the hospital to visit your sick friend, whose name you have in
written form.

You are having trouble to sleep for the last month. Yesterday you made an
appointment to see the doctor concerning your issue.

You just registered to a gym but they require a blood test before letting you
3 use their swimming pool. Therefore you visit your local hospital to get your
blood tested.

You visit a hospital but before you take any medical care you would like to
get more information about their insurance policies.

5 | You have a fever and need emergency care.

After completing the scenarios on the interface, plarticipants were
given a questionnaire to acquire their feedbacthersystem. Questionnaire
consists of five statements and the user was exghéatgive scores between
1 and 5, 1 being the worst and 5 being the bes$o Ahere was a
recommendation-section in the questionnaire, irctviine users were ableto
express themselves with their own words. Questioanstatements and
scores given by the users can be seen in Table 3.

Table 3. User Questionnaire and Its Scores

Questionnaire Score (/5)
| was able to express my situation using HospiSign 4.85
HospiSign is easy to use. 4.85
Most people could learn to use HospiSign quickly. .005
Options were sufficiently clear. 4.45
HospiSign would help the hearing impaired. 5.00
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4.2. Recognition Tests

A baseline Sign Language Recognition frameworkeigetbped using
Microsoft Kinect v2 sensor. Users’ answers are wagot by the sensor and
the provided human body pose information is usedrégognition. High
level HA/TAB/SIG features are also extracted, whete semantic sign
language indicators are proposed by Kadir et dl. [2

In order to perform the recognition, spatio-temposdignment
distances between training and test samples acellasd using Dynamic
Time Warping algorithm (DTW). These distances drent utilized as a
dissimilarity measure and used in a nearest nerghdshion to obtain a
gesture level classification decision.

The experiments were conducted on a database vdoictains 33
signs from the BosphorusSign database. The gestaressponding to each
sign is recorded 8 times and leave one out croldatian is used to assist
recognition performance. To evaluate the perforraaoicthe guided tree
structure, classification was done on subsets ef dataset and their
performance was compared with doing recognitiothenwhole dataset. As
it can be seen from the experiment results in Tdblesing the guided tree
structure instead of trying to classify signs frime whole dataset increased
the performance drastically.

Table 4. Recognition Performance

Experiment Set # of Signs Accuracy
All Signs 33 83%
Answer Group 1 2 88%
Answer Group 2 2 100%
Answer Group 3 9 98%
Answer Group 4 14 90%
Answer Group 5 4 84%

87



Muhammed Mirag SUZGUN, Hilal OZDHER, Necati Cihan CAMGOZ,
Ahmet Alp KINDIRGLU, Dogac BASARAN, Cengiz TOGAY,
Lale AKARUN

| Answer Group 6 | 2 | 100% |

5. CONCLUSION

In this study, we have presented an interactive nsomcation
interface for the Deaf community named HospiSighjclv is designed to
help the Deaf in their hospital visits. The HospiSiplatform guides its
users through a tree-based activity diagram byngsspecific questions and
requiring the users to answer from the given ogtiolhis approach
alleviates the problem of recognizing the sign ldiged by the user among
all the signs, since the system only looks for pussible answers to
recognize the sign in each step. The preliminagulte show that the
activity diagram does not only increase the redogmiperformance rate of
the classifier, but also makes our system more-fisgrdly and accessible
to everyone. The system consists of a personal stanm touch display to
visualize the questions and answers, and a Midrdsioiect v2 sensor,
which provides body pose information, to captueerdgsponses of the users.
In order to evaluate the performance of our systemn,have collected 8
samples from 33 signs. Based on the feedback we reneived from the
users, we are planning to update our system, Happi®y extending our
dataset and improving the user-independency ofdbegnition framework,
so that it will be suitable to use in hospitals.

After reviewing the currently available sign langeabased Human-
Computer Interaction applications, we have realizbé absence of
community-aid system for the Deaf community in htap. Our current
results show that we can increase the recognitierfopnance of the
HospiSign system by recognizing isolated signs istractured activity
diagram rather than using a generalized model. vAsré work, we are
planning to extend the scope of our existing sysaewhto develop another
system, FinanSign, which will be used to assist Bwaf in a bank
environment.
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