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ABSTRACT: Early Alzheimer's disease detection has become an important research area for many years.

Various studies in the field of Alzheimer's disease detection have focused on applying individual feature

selection methods. In addition to individual feature selection methods, the ensemble feature selection

approach has become a creative field. It advocates the combination of the ranked features from various

feature selection methods to obtain better results than the current approaches. Thus, this study aims to

build a predictive model for early diagnosis of Alzheimer's disease using the ensemble feature selection

approaches. Also, Alzheimer's disease dataset consists of three target classes: Normal (CN), Mild

Cognitive Impairment (MCI) and Alzheimer's disease (AD). In this study, homogeneous and

heterogeneous ensemble approaches have been applied in the feature selection process. Two feature

subsets are created based on these ensemble feature selection approaches. A predictive model for early

diagnosis of Alzheimer's disease has been build applying Random Forest, Artificial Neural Network,

Logistic Regression, Support Vector Machine, and Naïve Bayes data mining algorithms. The predictive

model uses the two feature subsets applying these algorithms separately. Then, the performance results

are compared to determine which ensemble feature selection approach performs better than the other.

This study revealed that better performance result is provided applying Random Forest algorithm with

feature subset obtained using the heterogeneous ensemble feature selection approach (91%).
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Veri Madenciliği Kullanılarak Alzheimer Hastalığının Erken Tespiti: Topluluk Özellik Seçim

Yaklaşımlarının Karşılaştırılması

ÖZ:  Erken Alzheimer hastalığı tespiti uzun yıllardır önemli bir araştırma alanı haline gelmiştir. Alzheimer

hastalığı tespiti alanında yapılan çeşitli çalışmalar, bireysel özellik seçme yöntemlerini uygulamaya

odaklanmıştır. Bireysel özellik seçme yöntemlerine ek olarak, topluluk özellik seçme yaklaşımı yaratıcı

bir alan haline gelmiştir. Bu yaklaşım, mevcut yaklaşımlardan daha iyi sonuçlar elde etmek için çeşitli

özellik seçim yöntemlerinden sıralanan özelliklerin kombinasyonunu savunur. Bu nedenle, bu çalışmanın

amacı, topluluk özellik seçim yaklaşımlarını kullanarak Alzheimer hastalığının erken teşhisi için bir

öngörücü model oluşturmaktır. Ayrıca, Alzheimer hastalığı veri seti üç hedef sınıftan oluşur: Normal

(CN), Hafif Bilişsel Bozukluk (MCI) ve Alzheimer hastalığı (AD). Bu çalışmada, özellik seçim sürecinde

homojen ve heterojen topluluk yaklaşımları uygulanmıştır. Bu topluluk özellik seçim yaklaşımlarına

dayanarak iki özellik alt kümesi oluşturulmuştur. Rastgele Orman, Yapay Sinir Ağı, Lojistik Regresyon,

Destek Vektör Makinesi ve Naïve Bayes veri madenciliği algoritmaları uygulanarak Alzheimer

hastalığının erken teşhisi için bir tahmin modeli oluşturulmuştur. Bu tahmin modeli yukarıda bahsedilen

algoritmaları her iki özellik alt kümesini de ayrı ayrı kullanarak bir tahminde bulunmuştur. Ardından,

hangi topluluk özellik seçim yaklaşımının diğerinden daha iyi performans gösterdiğini belirlemek için

performans sonuçları karşılaştırılmıştır. Bu çalışma, heterojen topluluk özellik seçim yaklaşımı
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kullanılarak elde edilen özellik altkümesi ile Rastgele Orman algoritması uygulanarak daha iyi 

performans sonucunun sağlandığını ortaya koymuştur (% 91). 

Anahtar Kelimeler:  Alzheimer hastalığı tahmini, Heterojen, Rastgele orman, Veri madenciliği, Erken tanı 

1. INTRODUCTION 

Alzheimer's disease (AD) is widespread worldwide and is usually seen in elderly people (Stamps 

et al., 2010). It is possible to reduce the number of AD as a result of early and accurate detection (Lee et al., 

2019).  Chaves et al., (2013) points out that almost half of the early AD diagnoses are incorrect, and also the 

number of AD or a kind of dementia in the world is nearly forty-four million. Recently, researchers have 

investigated a variety of data mining methods to accomplish early and accurate AD detection (Zhang et 

al., 2017; Supekar et al., 2008; Farhan et al., 2014; Dallora et al., 2017). Classification can be defined as a 

function that is used to assign items to target classes. One could say that early detection is a classification 

problem. The overall structures of the prediction systems take the patient data as an input and then the 

systems provide output to determine whether the patient is Normal (CN), Mild Cognitive Impairment 

(MCI) or Alzheimer's disease (AD). If the output for a patient is recognised as MCI, then this means that 

early detection of AD is achieved in this study. However, the prediction systems have produced mostly 

biased classification results which are higher for the majority of the class. (Khan and Usman, 2019). Thus, 

the major objective of this study is to build an early and accurate AD detection model using the dataset of 

Alzheimer's disease. The dataset consists of three target classes: Normal (CN), Mild Cognitive Impairment 

(MCI)  and Alzheimer's disease (AD). 

Numerous studies have attempted to detect AD applying data mining methods (Williams et al., 

2013; Bhagyashree et al., 2018; Shankle et al., 1997; Chen and Herskovits, 2010; Klöppel et al., 2008; Zhang 

and Shen, 2011; Khazaee et al., 2016; Wee et al., 2013). Williams et al., (2013) implemented four models to 

predict clinical diagnosis. These models are SVM, DT, ANN, and NB.  Missing values have been replaced 

with mean values, and, Williams et al., (2013) found that NB shows the most accurate result on the 

prediction of clinical diagnosis. Bhagyashree et al., (2018) has compared the NB, J48, and RF to detect 

dementia. Bhagyashree's et al., (2018) comparative study has revealed that J48 provides the least accuracy 

in detecting. A study carried out by Maroco et al., (2011) examined the performance of different models 

(SVM, RF, RBF neural networks and MLP neural network etc.) in the prediction of AD. The study 

demonstrated that RF performs strong accuracy and sensitivity. DT and NB have been identified as the 

two most effective methods for AD detection by Shankle et al., (1997). Elsewhere, a different research has 

developed a model for predicting AD using 24 various neuropsychology attributes is a comparative study 

(Bhagyashree and Sheshadri, 2014). Four different methods have been compared using these attributes, 

and the research highlighted that NB is better in all. Machine learning methods (SVM, NB, DT, and MLP) 

and statistical methods (logistic regression and discriminant analysis) have been compared in a different 

study on MRI images (Chen and Herskovits, 2010).  Similarly, Klöppel et al., (2008) used MRI images for 

early AD detection with SVM in their study. Different studies also examined the performance of different 

models, and each of them obtained the highest accuracy results on AD detection with SVM (Zhang and 

Shen, 2011; Khazaee et al., 2016; Wee et al., 2013).  

In different studies, Naïve Bayes (Nunes et al., 2013), Logit Boost (Munteanu et al., 2015),  Support 

Vector Machines (Liu et al., 2014; Moradi et al., 2015; Maroco et al., 2011; Zhao and He, 2014; Westman et 

al., 2012), and Deep learning (Moradi et al., 2015; Jo et al., 2019) methods have also been used in early 

detection of AD. However, several important limitations need to be considered and four of them will be 

presented in this study. First of all and the most important limitation lies in the fact that these studies used 

feature selection methods neglecting rich attributes (Wordoffa and Wangoria, 2012; Escudero et al., 2013). 

The second limitation is that datasets consist of missing values (Campos et al., 2015). Thirdly, small sample 

sizes have been a serious limitation for many studies (Supekar et al., 2008; Bookheimer et al., 2000). Finally, 

much of the current literature on AD detection pays particular attention to evaluate the measurement of 

the accuracy of the classifiers while neglecting sensitivity and Area Under the Curve AUC (Zhang et al., 
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2017).  A prediction model is considered efficient if it provides satisfactory sensitivity and AUC rates 

(Huang et al., 2017). 

In addition to data mining methods, feature selection is also an important process in the prediction 

systems and plays a key role in the evaluation measure of the systems, such as accuracy, time and cost etc. 

(Seijo-Pardo et al., 2017). The feature selection methods use variable ranking techniques to select the highly 

ranked features which make an important contribution to the performance of the prediction systems (Sana 

et al., 2019). Feature selection methods can be divided into three main categories: filter, wrapper, and 

embedded methods (Seijo-Pardo et al., 2017). Note that fast evaluation functions are used in filter-based 

methods. Additionally, this approach requires fewer computational resources than wrapper based 

methods (Seijo-Pardo et al., 2017).  On the other hand, the embedded methods can be seen as the 

intermediate of the others. The filter-based methods are chosen for this study because there are important 

advantages, such as the computational cost, fast evaluation functions, and independence of specific 

learners (Trambaiolli et al., 2019). 

It has been specified in the previous paragraphs that the performance of a model is dependent on 

the dataset and features used in the model. Although various feature selection methods are proposed in 

the literature, there appears to be some agreement by researchers that there are no ideal feature selection 

methods in the literature.  The ensemble approaches have been applied to this situation, and therefore this 

(current) study concentrates on the two kinds of ensemble approaches, namely homogeneous and 

heterogeneous (Hand, 2007). The application of these ensemble approaches aims to determine highly 

ranked features to early AD detection and to compare these approaches in terms of performance 

evaluation.  In a homogeneous approach, the same feature selection method is applied for generated 

models, but different training data need to be used for each model. That is, the number of models depends 

on the used different training data. The same feature selection method is executed to obtain highly ranked 

features and then these features are combined through a combination method. In contrast to the 

homogeneous approach, models are formed using more than one (various) feature selection method with 

the same training data in the heterogeneous approach. The process of the combination of the obtained 

features is the same as a homogenous approach. 

To overcome the aforementioned limitations, an early AD detection model using data mining 

based on ensemble approaches has been proposed. The objectives of this study based on the factor are 

listed below. 

a. To determine the significant feature selection methods based on the filter approach.  

b. To create different feature sets applying the determined feature selection methods. 

c. To create models using the feature sets based on the homogeneous and heterogonous 

ensemble. In this sense, two different feature sets are created (one for each approach). 

d. To compare the models' performances in terms of accuracy, sensitivity, AUC. 

Although all the previously mentioned studies achieve to predict AD so far, they do suffer from 

several drawbacks. A serious drawback with some of these studies is that the dataset did not pre-

processed. In this case, models' performances are negatively affected since they take unnecessary data, 

garbage, and noise values into account. On the other hand, if the dataset has been pre-processed, 

complexity would be reduced while the good results would be obtained with higher accuracy. An 

arguable weakness is that to the best of our knowledge, these two homogeneous and heterogonous 

ensemble feature selection approaches have never been compared in terms of evaluation measure in a 

single study for the early AD detection.  Thus, this study aims to build a predictive model for early 

diagnosis of Alzheimer's disease comparing the ensemble feature selection approaches.  These studies 

would have been more useful if researchers had focused on both approaches. The reason for this is that 

different feature sets would be obtained applying both homogeneous and heterogeneous approaches, and 

then different models could be built based on the feature sets. At the end of this argument, model 

performance could be compared to decide which approach is better. This study has proposed a  predictive 

model of AD based on the drawbacks presented in the light of the above. 

The structure of the paper is as follows: the next section introduces material and method which 
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can be listed under two headings: dataset and system framework. Section 3 presents results and discussion 

and the final section provides conclusions and outlines the potential for future work in this area. 

2. MATERIAL AND METHOD 

This section may be divided into six subsections: the dataset, data cleaning and transformation, 

ensemble feature selection, sizes of training and testing sets, model selection and application, and also 

performance evaluation. Figure 1 presents the framework of early Alzheimer's Disease prediction. 

 

 
Figure 1. Framework of AD prediction 

2.1. Dataset 

Dataset was obtained from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database 

(adni.loni.usc.edu). It was established in 2003 and its main goal was to measure the proceeding of early 

Alzheimer's disease (AD) and Mild Cognitive Impairment (MCI) of patients. Table 1 illustrates the details 

of the dataset used in this study. The baseline combined dataset consisted of 819 instances, 229 is CN, 402 

MCI, and 188 AD. The sample size used in this study (819) is adequate to obtain reliable results. The third 

limitation mentioned in Section 1 is overcome using a large sample size. 

 

Table 1. Dataset used in this study 

Data Set 

(Baseline combined data) 

Number of  

Instances 

Number of  

Attributes 

Number of  

Classes 

Raw  

Dataset 

After  

Cleaning 

 Process 
CN MCI AD 

229 402 188 819 113 35 3 

 

The raw dataset consists of 113 attributes which include both 57 attributes are double recorded 

and 21 attributes include more than 50% missing value. The 78 (57+21) attributes have been considered as 

unnecessary data in the current study. On the other hand, the rest of the 35 attributes have been used for 

the objectives of this study. More information about whether the attributes are continuous or discrete is 

presented in Table 3. 

2.2. Data cleaning and normalization 

During the process of data cleaning, 57 unnecessary data, garbage, and noise values has been 
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removed from the dataset as highlighted in Section 3.1. Additionally, 21 attributes including more than 

50% missing value were removed from the dataset. Thus, the second limitation mentioned in Section 1 is 

eliminated without using redundant missing values. The main motivation for removing these attributes 

was to obtain correct classification and unbiased results. After applying this process, the rest of the data 

(35 attributes) consists of enough quality content to meet the demands of this study. In other words, rich 

attributes have been used in this study, and so the first limitation mentioned in Section 1 section is 

eliminated. On the other hand, if the attributes include more than 50% missing value, mean imputation 

method, where the missing observations are replaced by the mean of the available cases, is applied. The 

data were normalized using z-score normalization which means that values of attributes ranged from 0 – 

1 (Little and Rubin, 2019).   

2.3. Ensemble feature selection 

Ensemble feature selection approach advocates the output combination of various feature 

selection methods to obtain the most appropriate feature set; it enables researchers to get better results 

than the output which has been generated from any single model. As explained in the introduction, this 

study uses the homogeneous and heterogeneous approaches applying the filter-based methods. The 

methods order all features using feature selection methods and then rank them based on their importance. 

However, threshold values should be particularly used before the ranked features are combined. Note 

that highly ranked features are used in models enabling significant results. 

Two different models have been created based on the homogeneous and heterogeneous ensemble 

approaches. Most popular feature selection methods were chosen in filter-based methods. In this study, 

the total number of used feature selection methods for both the models are four, namely Gain Ratio, 

ReliefF, Chi-Square, and Fast Correlation Based Filter (FCBC). In Gain Ratio, a feature value is evaluated 

measuring the gain ratio (Kumar and Vanaja, 2014). Also, it is a modified version of the information gain 

which aims to reduce its bias. A feature score is calculated for each feature to rank and select the highest 

features by ReliefF. Additionally, an instance from the dataset is randomly sampled and then its nearest 

neigbour is determined from the same and different class (Tang et al., 2014; Kumar and Vanaja, 2014).  Chi-

square is a key method for categorical features, and also Chi-square is calculated between each feature 

and the target to select the top features (Kumar and Vanaja, 2014). FCBC is used to find a set of principles 

features for the class conception (Aldehim, 2015).  

Moreover, a small case study has been carried out on choosing feature selection methods. The 

detail of this case study is specified below. 

 Model 1 (Homogeneous Ensemble): Training data is divided into four main parts based 

on the homogeneous ensemble approach, each of which has the same size. In a case study, various feature 

selection methods (Gain Ratio, ReliefF, Chi-Square, and FCBC) were applied to the dataset to obtain an 

optimal method. Chi-Square feature selection method was chosen for this model (Model 1) based on the 

case study result. That is, this model provided the best accuracy result using the attributes which are 

ranked from the Chi-Square. Then, from each part, the top 25% of the features were selected and 

combined. Note that different threshold values (10%, 25% and 50%) were applied to obtain the best feature 

set. The best result was achieved from the feature set created with the 25% threshold value.  

 Model 2 (Heterogamous Ensemble): These four feature selection methods are used in this 

model. In the same vein, the reason for choosing the methods is that this model provided the best accuracy 

result using the attributes which are ranked from the Gain Ratio, ReliefF, Chi-Square, and FCBC, 

respectively. As in Model 1, the top 25% of the features were selected providing from each feature selection 

method and then they were combined. Then, Feature Set II was formed which is presented in Table 3. 

To conclude, models 1 and 2 have been built based on homogeneous and heterogeneous 

approaches. The threshold value is set as 25% in these models which means the top 25% of the most 

applicable features are selected. The selected features are shown in Table 3.  
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2.4. Determining the size of training and testing set 

Dataset is divided depending on the holdout method into a training and testing set (Bookheimer 

et al., 2000). In the literature, many researchers agreed that 20% of the dataset (as a testing set) is enough 

to reach reliable results (Huang et al., 2017; Seijo-Pardo et al., 2017). Additionally, a small case study was 

carried out by taking different sizes data set such as 60%/40%, 70%/30%, and 80%/20% applying RF and 

SVM methods. As a result, the size of training and testing set to obtain the best result was to 80%/20%. 

Therefore, the prediction model has been built by taking these sizes. 

2.5. Model selection and performance evaluation 

To date, various data mining methods have been used to measure early AD detection. In this 

study, a comparative analysis has been done with well-known methods using Orange Data Mining 

platform (https://orange.biolab.si/). Naïve Bayes, SVM, Multilayer Perceptron (MLP), Random Forest, and 

Logistic Regression are one of the most widely used methods on early AD detection (Khan and Usman, 

2019; Seijo-Pardo et al., 2017; Bansal et al., 2018; Farid et al., 2020). The rest of this section provides brief 

information on the chosen methods (Vapnik, 1995; Patel et al., 2015; Balakrishnan and Puthusserypady, 

2005; Patil and Shimpi, 2011). 

 Naïve Bayesian classifier: This classifier is used for probabilistic learning in machine 

learning. It provides high accuracy results when features are independent (Patel et al., 2015). 

 Support Vector Machines (SVM): Its main purpose is to simplify the data and provide 

more understandable information to the user. Support Vector Machines are used to separate the data of 

the two classes in the most appropriate way (Patel et al., 2015). 

 Random Forest (RF): The main process with this algorithm is that it creates a great number 

of decision trees based on the random selection of data and variables. Individually created decision trees 

compose decision forest. Results are obtained during the creation of decision forests that are combined for 

the latest estimates (Patel et al., 2015). 

 Logistic Regression: It has been used to classify data based on historical data. This 

regression aims to determine a relationship between historical and output data and finally makes a 

prediction of the probabilities of events (Muralidharan et al., 2018). 

 Multilayer Perceptron: MLP consists of one input layer, one or more hidden layers, and 

one output layer. The information in the input layer is transmitted to the output of the network by 

processing each cell individually (Patel et al., 2015; Muralidharan et al., 2018). 

The results are evaluated with unseen data (20% - testing set). The evaluation metrics in this study 

are Accuracy, Sensitivity, Specificity, and Area under the curve (AUC). Moreover, this study evaluates the 

threshold factor for the prediction of AD on the models. This study also compares the current models and 

the proposed model in terms of Accuracy, Sensitivity, and Specificity. Table 2 provides information on the 

terms used to define sensitivity, specificity, and accuracy. Accuracy, sensitivity, and specificity are 

described in terms of TP, TN, FN, and FP as follows. 

 Accuracy = (TN + TP)/(TN+TP+FN+FP) 

 Sensitivity = TP/(TP + FN) 

 Specificity = TN/(TN + FP) 
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Table 2. Terms used to define sensitivity, specificity, and accuracy 

Outcome of the 

diagnostic test 

Positive Negative Row Total 

Positive TP FP TP+FP 

(Total number of subjects 

with a positive test) 

Negative FN TN FN + TN  

(Total number of subjects 

with negative test) 

Column total TP+FN 

(Total number of 

subjects with the given 

condition) 

FP+TN 

(Total number of 

subjects without 

given condition) 

N = TP+TN+FP+FN (Total 

number of subjects in 

study) 

 

3. RESULTS AND DISCUSSION 

3.1. Obtaining of feature sets 

Table 3 presents the results obtained from the homogeneous and heterogeneous ensemble feature 

selection approaches.  As was mentioned in Section 3.3, Gain Ratio, ReliefF, Chi-Square, and FCBC are 

feature selection methods in the ranking of features with a 25% threshold value. While Chi-Square has 

been used on both homogeneous and heterogeneous approaches, ReliefF, Gain Ratio, and FCBC have been 

used on only a heterogeneous approach. In Table 3, continuous and discrete attributes are represented by 

‘C’ and ‘D’ signs respectively. 

 

Table 3. Feature subsets based on the ensemble approaches 

Ensemble 

Approach 

Ranker Feature 

(Selection Method) 

Threshold  

Value 

Ranking Combination  

(Ranking of Features) 

Homogenous 

 

Chi-Square 25% CDRSB (D), ADAS11 (C), ADAS13 

(C), MMSE (D), RAVLT perc. 

Forgetting (C), FAQ (C), AGE (C), 

SITE (D), PTGENDER (D) 

Heterogeneous 

 

RelifF 

Gain Ratio 

Chi-Square 

FCBF 

25% CDRSB (D), MMSE (D), APOE4 

(D), ADAS13 (C), RAVLT 

forgetting (D), ADAS11 (C), 

RAVLT immediate (C), EXAM 

DATE (C), PTMARRY (D), RAVLT 

perc. Forgetting (C) 
Abbreviations: CDRSB, Clinical Dementia Rating Sum of Boxes; ADAS, Alzheimer’s disease assessment scale; MMSE, Mini-Mental Scale 
Examination; RAVLT, Rey Auditory Verbal Learning Test; FAQ, Functional Assessment Questionnaire; PTGENDER, participant’s gender; 
APOE4, APOE e4 allele; PTMARRY, participant’s marital status. 

 

Before applying these ensemble feature selection approaches to the ADNI dataset (see Table 1 for 

detail), there were 35 features are available after the data cleaning process. Nine and ten features were 

selected after applying homogeneous and heterogeneous approaches respectively.  Also, note that five 

features were mutual for both approaches which are signalled by the words in bold in Table 3.    

3.2. Comparison of classification accuracy 

For this study, the RF, ANN, LR, SVM, and NB algorithms were used to classify ADNI dataset. 
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Table 4 provides information on the measurement of these algorithms. The used feature selection methods 

have been highlighted in the previous section. Firstly, classification accuracy has been measured without 

feature selection. Then, the accuracy has been measured again with feature subsets I and II, respectively. 

In other words, the classification algorithms are compared by non-applied and applied (homogeneous 

and heterogeneous ensemble) feature selection approaches. The classification accuracy was performed 

according to the sizes of training (80%) and testing (20%) set. From Table 4 we can see that the highest 

classification accuracy result is obtained applying the Random Forest algorithm with feature set II 

(heterogeneous ensemble feature selection approach).  In addition to this, Table 5 depicts the evaluation 

measure for this study in terms of Precision, Sensitivity, Specificity, and Area under the curve (AUC). This 

study provides information on AUC values (see Table 5) of algorithms in opposition to current studies 

presented in Section 1. Thus, the fourth limitation mentioned in Section 1 is overcome. 

 

Table 4. Comparison of classification accuracy based on ensemble approaches 

Classification  

Algorithm 

Classification 

Accuracy (%) 

Accuracy after Feature Selection (%) 

Feature Set I 

(Chi-Square)  

Feature Set II 

(RelifF, Gain Ratio, Chi-Square) 

Random Forest 0.83 0.88 0.91 

Multilayer Perceptron 0.71 0.82 0.87 

Logistic Regression 0.61 0.78 0.81 

SVM 0.74 0.85 0.86 

Naïve Bayes 0.70 0.82 0.83 

 

Table 5. Evaluation of applied ensemble approaches for Alzheimer dataset 

Ensemble Approach Classification  

Algorithm 

Precision 

(%) 

Sensitivity  

(%) 

Specificity 

 (%) 

AUC  

(%) 

Homogenous 

(Feature Set I) 

RF 0.88 0.88 0.90 0.91 

MLP 0.83 0.82 0.82 0.83 

LR 0.78 0.79 0.79 0.81 

SVM 0.85 0.85 0.88 0.90 

NB 0.82 0.82 0.86 0.89 

Heterogeneous 

(Feature Set II) 

RF 0.91 0.91 0.92 0.94 

MLP 0.87 0.87 0.90 0.92 

LR 0.81 0.82 0.84 0.88 

SVM 0.87 0.87 0.90 0.92 

NB 0.83 0.84 0.89 0.91 

 

From the data in Table 5, it is apparent that the Radom Forest algorithm (heterogeneous ensemble 

feature selection approach) performs better than the other algorithms on early AD prediction. These 

findings help us to highlight that a heterogeneous ensemble feature selection approach provides 

significantly better results than the homogeneous ensemble feature selection approach. This approach can 

be considered helpful for the people studying Alzheimer's Data in the early AD prediction. 

3.3. Comparison of previous studies and the proposed model 

Table 6 compares the results obtained from the previous studies and the proposed model for early 

detection of Alzheimer's disease, MCI diagnosis, and CN.  The purpose of the studies is the same as our 

study. Zhang and Shen, (2011) applied the Support Vector Regression (SVR) algorithm to early AD 

detection and achieved 85% accuracy. However, they did not provide any information for sensitivity and 

specificity. On the other hand, the study of Khazaee et al. (2016) provided a higher accuracy value (87%), 

but the used data set was small (168 instances). Additionally, the used feature selection methods are 
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presented in Table 6. The study of Wee et al., (2013) presented the best result applying the SVM algorithm 

with Support Vector Machine Recursive Feature Elimination (SVM-RFE) on the classification accuracy 

(92%). 

 

Table 6. Comparisons of the proposed model and previous studies  

REF   

(Authors) 

Target Best  

Classifier 

Data set Sample 

 

ACC  

(%) 

Sen  

(%) 

Spe  

(%) 

FSM 

Zhang and 

Shen, 2011 

CN, MCI, AD SVR 42 CN, 99 MCI, 51 

AD 

85 - - MTFS 

Ahmed et al., 

2015 

CN, MCI, AD SVM 162 CN, 210 MCI, 

137 AD 

84 79 88 - 

Zhang et al., 

2015 

CN, MCI, AD SVM 97 CN, 57 MCI, 24 

AD 

81 - - PCA 

Quintana et al., 

2012 

CN, MCI, AD ANN 346 CN, 79 MCI, 97 

AD 

66 - - - 

Khazaee et al., 

2016 

CN, MCI, AD SVM 45 CN, 89 MCI, 34 

AD 

87 - - SFS 

Suk et al., 2015 CN, MCI, AD SVM 52 CN, 99MCI, 51 

AD 

55 - - LBFS 

Lama et al., 2017 CN, MCI, AD SVM 70 CN, 74 MCI, 70 

AD 

77 62 79 PCA 

Tong et al., 2017 CN, MCI, AD PCA+RELM 35 CN, 37 AD, 75 

MCI 

60 - - - 

Cuingnet et al., 

2011 

CN, MCI, AD SVM 81 CN, 68 AD, 104 

MCI 

87 91 95 V_Std 

& 

V_Com 

Teipel et al., 

2007 

CN, MCI, AD Logistic 

regression 

18 CN, 32 AD, 24 

MCI 

83 88 78 PCA 

Wee et al., 2013 CN, MCI, AD SVM 200 CN, 198 AD, 

200 MCI 

92 90 94 SVM-

RFE 

Proposed Model 

(Heterogeneous  

Feature Set II) 

CN, MCI, AD RF 229 CN, 402 MCI, 

188 AD 

91 91 92 HEFS  

*ACC: Accuracy, Sen: Sensitivity, Spe: Specificity, FSM: Feature Selection Method, MTFS: Multi-Task Feature Selection, PCA: Principal 
Component Analysis, SFS: Sequential Forward Selection, Lasso-Based Feature Selection, V_Std: Voxel-STAND, V_Com: Voxel-COMPARE, SVM-
RFE: Support Vector Machine Recursive Feature Elimination, HEFS: Heterogeneous Ensemble Feature Selection 

As shown in Table 6, the authors obtained the best results in their studies mostly using the SVM 

algorithm. In the current study, the proposed early AD detection model obtained better results applying 

the RF algorithm with a heterogeneous ensemble feature selection approach. We believe that a 

heterogeneous ensemble feature selection approach plays an important role in obtaining the highest 

measurement results. 

4. CONCLUSIONS 

The use of data mining methods has increased to provide prediction models in recent years in 

various areas such as health, education, and real estate, etc. Datasets may consist of many features, but it 

may also contain unnecessary data, garbage, and noise values. Features can be chosen using significant 

feature selection methods to build a well predictive model. The reason for this is that all feature selection 

methods cannot take into account important features to enhance the predicting process. Note that 

significant features are used to build well predictive models that help healthcare professionals to treat 
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patients. 

A reasonable approach to tackle this issue could be to describe different feature selection 

approaches.  In this case, a predictive model has been built based on two different ensemble feature 

selection approaches, namely homogeneous and heterogeneous. Features were ranked using various 

feature ranking methods and then the ranked different features were combined to obtain different feature 

subsets applying a threshold value (25%). In this case, two different feature subsets were obtained based 

on the homogeneous and heterogeneous approaches. Five different data mining methods applied to the 

feature subsets and then their performances were compared to reveal which approach is better on the 

early AD detection. This study revealed that the best classification accuracy is obtained by applying the 

Random Forest algorithm with feature set generating from the heterogeneous approach. Overall, these 

results indicate that ensemble feature selection approaches enable them to obtain significant performance 

comparison. 

Our future research will be about the combination of different data mining methods to improve 

classification accuracy applying the heterogeneous approaches.   
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