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Bilgisayarlarin hayatimiza girmesiyle beraber dijiverilerin boyutlari giderek artmaktadir. Dijitalinyada
uretilen bu verilerin icinde benzerlerinden farkiavrang sergileyen standart qdideserler (aykiri dgerler)
bulunabilmektedir. Bu deerlerin 6zellikle blyuk veri setleri icinde tespiguivenlik, sigortacilik, finans, tip ve
genetik gibi alanlarda buyuk dnengitaaktadir. Blyik veri setlerinde standargi dieserlerin tespitinde veri
madencilgi yontemlerinden kiimeleme teknikleri sikhkla kullamaktadir. Guraltult ve aykiri derlere kagi
hassas olan kimeleme algoritmalarindanguptuk tabanli DBSCAN (Density-based spatial clustgrof
applications with noise) algoritmasi standagt degerlerin tespitinde kullanilan en énemli yéntemlerdie. Bu
calsmada standart gl degerlerin tespiti icin C# programlama dilinde DBSCAdgoritmasi kullanilarak bir
uygulama gefitirilmi stir. Gelistirilen uygulamada; veri sayilari birbirinden far® adet veri seti ele alinghve
analizleri yapilmgtir. Veri setleri analizinin en kisa sireye indikillmesi icin seri ve paralel programlama
teknikleri ayri ayri kullanilmgtir. Blyuk veri setlerinin analiz suresini kisaltkr@maci ile. Net 4.0 ile gelen TPL
(Task Parallel Library) icinde yer alan paralel iifiyelerinden yararlanilgtir. Veri setlerinde yapilan
analizlerde DBSCAN algoritmasinin standari diegerlerin tespiti agisindan secilengeli algoritmalara goére
daha yuksek dguluk oraninda sonug vefgive kullanilabilir oldgu gorilmigtir. Hesaplama performansi
acisindan ele alinginda ise paralel programlamanin veri sayisi adtidlgha verimli olabile@ sonucuna
varilmistir.
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Comparison of Serial and Parallel Programming Perfomance in
Outlier Detection with DBSCAN Algorithm

ABSTRACT

With the introduction of computers into our livadigital data sizes are increasing gradually. Ne@mdéard
values (outliers) which behave differently from tb#ners can be found in these data produced irditjieal
world. Detection of these values, especially in Baa sets; has great importance in fields suckeaasrity,
insurance, finance, medicine and genetics. Clusgariethods of data mining techniques are frequersgd in
outlier detection in big data sets. Density bas&EDAN (Density-based spatial clustering of applara with
noise) algorithm from clustering algorithms whicte sensitive to noisy and outlier values is oné¢hef most
important methods in outlier detection. In thisdstuan application was developed using DBSCAN dilgor in
C# programming language for the detection of orglién the developed application, 2 data sets ditferent
data numbers were examined and analyzed. For thetesh possible data analysis time, serial andllpara
programming techniques were used separately. lardalshorten the analysis time of big data sedsallel
class members in TPL (Task Parallel Library) predavith .Net 4.0 were used. In series of analysiata sets,
it was seen that DBSCAN algorithm produces morau@ate results and is more practicable than otHectszl
algorithms in terms of outlier detection. When ddaeed in terms of computing performance, parallel
programming has become more efficient as the nuwib@ata increases.

Keywords Outlier, Clustering, DBSCAN, Parallel Programming
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I. INTRODUCTION

Every day in the world, 2.5 quintillion bytes ofgdal data are created. 90% of the data in the dvorl
today has been created in the last two years alimese data are mainly; information produced bysenused
to gather climate information, posts on social raesites, digital pictures and videos, purchasessetion
records and cell phone GPS signals [1]. More infdfom is produced in many areas such as thesakdsta
long time to find the outliers in this data becaaéhe size of the data sets. Outliers are abnlovalaes which
do not fit in overall data set and deviate from tverall distribution of the data. Inconsistendieslata sets
may be erroneous or they may reflect the truth. fifls¢ thing to take into account at this pointtés decide
whether the data reflects the reality [2].

Outlier detection has important applications in filedd of data mining, such as fraud detection,
customer behavior analysis, and intrusion detectinrtlier detection is the process of detectingdae objects
which are grossly different from or inconsistentttwihe remaining set of data. Outliers are traddlty
considered as single points; however, there isyackservation that many abnormal events have leotiporal
and spatial locality, which might form small clustehat also need to be deemed as outliers. kr othrds, not
only a single point but also a small cluster casbpbly be an outlier [3].

Computer hardware has difficulty to respond thedseaf software. While the memory or bit depth in
hardware components can be increased, the procesmmd reaches almost physical limits. Hardware
manufacturers increase the number of cores/proessed in computers instead of the processor sphizh
reaches physical limits. Computer software is nexlito be programmed parallelly in order that theyefit
more efficiently from multiprocessor computers [4].

Performance of computer systems is directly praopoal to processor clock frequency and memory
capacity. Performance can be improved by usinggssors that can operate at higher frequencies gingll
increase the number of commands processed at thefurme. However, increasing processor frequesds
limited due to physical reasons. On the other si@eformance can also be increased by extendinghdmaory
capacity using additional memory. However, thigliso not economic after certain values. It is st the
performance of single-processor computer systerfimited due to both physical and economic reaséssa
result, parallelism in various dimensions to enleatie performance is inevitable for economic sohgiinside
or outside the processor [5]. The emergence oficoudt chips makes computer programming model fabinge
pressure due to the shift from traditional serisdgpamming mode to new parallel programming modee T
performance of serial applications can only be mupd with parallelism, and programmers are on thg to
parallel programming [6]. If current technologicivelopments in the world does not accelerate inestadies
at the desired level, it will be waited that thehteology reaches the desired level which may takagtime in
certain cases; there may be problems which reguirincrease at an impossible level or it is necgdsafind
solutions using the existing technology. In ordeatcelerate the solution of a problem with exgstiesources,
to segment the problem and to solve each segmaediffénent computers or processors will be the nogdimal
solution. In other words, the method that shouldpbeferred is definitely parallel programming [Harallel
computation has become increasingly important inemé years, moving from the realm of scientific
supercomputing into corporate database servergémthe cellphones and personal computers of (i8grs

The main purpose of parallel programming of an itlgm is to benefit from the advantages of multi-
core processors in the most effective and corresry. viDne of the most effective methods to shorten th
computing time in the applications that uses vargé data and requires a long computing time, distribute
processes parallelly among multi cores. Thus,ctieulation time is shortened and therefore théop@ance
increase is aimed [9]. Multi-core processors andredh memory multiprocessor systems can speed up
applications when using multiple threads and/ortiplel processes. At this level, parallel prograras de
written using multi-threaded programming using @ipthreading supported by the operating systedj.[1

The current state of the information sector andateesponding rapid increase of needs day by day
brings a lot of problems with it. Information Teahogies sector also occupies the first place byirgethe
maximum share of the cake. Now, in addition to steble and faultless operation of a developed syste
achieve the best result in the shortest time plesghbearly in the list of demands. The subjecspéed has vital
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importance for production industry, engineeringcatdtions, military simulation projects and weatfaecasts.
[11].

Additionally, Multicore development support withithe C# language is extremely powerful and
versatile making it one of the best languages abkil for the rapid development and prototyping afafiel
Symmetric Multiprocessing (SPM) applications. Altlghh C# is primarily designed for the Windows opieiat
system, parallel applications can be deployed onynagher non-Windows systems via the World Wide Veb
using an open source compiler such as Mono. Censglits reasonable execution performance and/¢hg
rapid development time lines afforded by the roiistial Studio IDE and multicore development clas$&# is
preferred for multicore development unless Asymind#ultiprocessing or non-uniform memory accesseaver
key project requirements [12]. TPL (Task Parallddrary) auto scales the concurrency and LINQ qsetgea
multicore level. It handles the partitioning of therk and uses Thread Pool where required. Itsy éause and
reduces the complexity of working with threads die[13].

In this study, subjects of non-standard data argly3BSCAN algorithm and parallel programming
with Microsoft. NET was emphasized. DBSCAN algamithivhich is a clustering method has been studigten
study. Microsoft .Net parallel programming methads used to improve the speed and performanceeof th
developed program. Speed and performance of s@dgparallel programming have been compared.

IIl. OUTLIERANALYSIS

In order to be able to evaluate the data setstiugaily, certain preliminary operations are reg. In
addition to problems such as incomplete or ince@stdata, presence of excessive or extreme vaiubs data
is a problem that must be taken into consideratigpgcially for statistical analysis [14]. Extremadues which
do not fit into the data set when compared to tiherovalues in the data set are called as oufl/@s-standard
data) [15]. Several methods have been developetermine whether the values in the data sets wtliers.
These are classic determinants, robust methodsdatad mining methods. Classic determinants expegienc
difficulties in the presence of a large number ofliers, while they do not have problems in thespree of a
single outlier. Multiple classic determinants aeeded in case of multiple outliers, and these reqomplex
operations [16]. These methods are not preferrezl tducomputational complexity in big data sets. &lor
distance and density-based methods are used ohabagsets.

A. DBSCAN Algorithm

DBSCAN, a density-based clustering algorithm, actedor the densities of objects while generating
clusters. Clusters are defined by high-density dddgects; while clusters with low density objectslicate
outliers or noisy points. DBSCAN algorithm can bewed as a prototypal method in which the extensioa
cluster relies on some conditions that can be wiea® a predicate. DBSCAN is particularly useful fange
databases and data sets containing noisy objetts8[L DBSCAN is an iterative algorithm which iteza over
the objects in the dataset, analyzing their neighbad. If there are more than minPts objects witdiseance
from the considered object is less than eps, thenobject and its neighborhood originate a newtetus
DBSCAN is effective at finding clusters with arlity shape, and it is capable of identifying ouslias a low-
density area in the data space. The effectiverfab® @lgorithm is strongly affected by the settofgparameters
eps and minPts [19]. DBSCAN clustering algorithnea two input parameters to define the notion ofde:
Eps and MinPts. The input parameter Eps is a radalge and it is based on a distance metric such as
Manhattan, Euclidean etc. The second input paranMiePts specifies the minimum number of pointsttha
should occur within Eps radius [20]. The terms ofecpoint, eps, minPts, directly density reachgiment,
density reachable point and density connected omtmain concepts for DBSCAN. The algorithm reegii
two parameters: eps and minPts. It controls akdisjstarting from any object in the databaséhdfdontrolled
object was previously included in a cluster, ittsies to the other object without performing theragion. If
the object was not clustered previously, it fintle heighbors of the object within the eps neighbodhby
making a region query. If the number of neighbsrmbre than minPts, it marks this object and itghi®ors as
a new cluster. Then, it finds new neighbors by mgkiegion query for each neighbor which has notnbee
clustered before. If the number of neighbors ofrégion queried points is more than minPts, iniduded into
the cluster [21]. Objects outside of the cluster marked as outliers.
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In this study, real_2 data set is provided from &@hVebscope library. The values in the data set are
derived from the values obtained from Yahoo seridde data set is named S5 - A Labeled Anomalgdien
Dataset, version 1.0 (16M) and is 1439 lines I1¢28]. The other data set used in the study is plediGerman
Artificial Intelligence and Research Center. Theadat is named dfki-artificial-3000-unsupervisedaad is
3000 lines long [23]. Data sets specifically comtabn-standard values (Fig. 1). The characteristidhe data
sets are shown in Table 1.

timestamp value is_anomaly attribute_1 attribute_2  outlier
1 12183 0 -9,798576621135520 -14,403254553422400 1

2 12715 0 -10,605576721835800 -14,356257577774200 1

3 12736 0 -9,958576690135520 -14,101244555626400 1

4 12716 0 -9,515670555455520 -13,903234555555500 1

5 17739 0 -8,798110623135520 -14,451254553422600 1

: : : -3,791569025149460  4,669451951927900 0
1433 117800 1 5,945872458229040 -7,148171930690370 0
1434 153159 1 5,013359581217500 -7,924428553746300 0
1435 108454 1 3,444621469062470 -7,229945398561400 0

la 1b

Figure 1. Sample dataset partsa: real_2 data setb: dfkiartificial300 data set

Table 1 The characteristics of the data sets

Data Set Lines Length Number of Non-standard Place Provided
values
real_2 1439 16 Yahoo Webscope
dfkiartificial300 3000 37 German Research Center for

Artificial Intelligence

The application is run on MS Windows 10 operatiggtam, Intel (R) Core (TM) i7 - 3630QM CPU
2.40 GHZ processor and 16GB memory hardware. Thal sad parallel codes of the program were wriiten
C# programming language. The application was d@eslaising the Visual Studio 2015 editor. The apyilbn
was developed as a Windows Form Application in &glage and the analysis results are shown visumally
figures. Operation of the application and objectste form display; table selection, number of datanber of
nonstandard values, distances of nonstandard valpesation with serial codes, operation with gdaftalodes,
optimal eps and minPts values, graphic area operatith ZedGraph plugin, size of non-standard valaad
working time.

For measurement of run time (performance); Fre€@&hmentioned that the Stopwatch class is a right
method for performance measurement.

In this study, the execution run times of serial garallel methods were measured using this clads a
shown on the application in millisecond.

B. Finding Optimal Eps and minPts Values for Data Sets

DBSCAN algorithm requires the eps and minPts vatodse entered by the user. The selection of the
eps and minPts values is very important for the DBRN algorithm to give the best result. Elbatta @shour
[25], specified that in order to determine eps anlPts values, it is required to look for the kdarest neighbor
distances of the points and named the distancheopoints as kNN-dist. kNN-dist is calculated &tirpoints
and these k distances are transformed into andsitrg graph. In order to calculate the approprégte and
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minPts values for each data set, the R project dastaistical modeling and development tool waslueeplot
the nearest neighbor k graph.

For the Real_2 data set, the sharp change in thphgis taken as the value of eps since it is
approximately 500, and the value of minPts is takgunal to the value of k (Fig. 2). For the dfkifictal3000
data set, the sharp change in the graph is takéreaslue of eps since it is approximately 0.9 tre value of
minPts is taken equal to the value of k. (Fig.I8)addition, the dashed line in Figures 1 and &sisd to indicate

approximately at which points the sharp changééngraphics.
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15

100000
10

50-NN distance
30-NN distance

50000
L

| —— Ji

T T T T T T T T T T T T T

0 10000 20000 30000 40000 50000 60000 70000 0 20000 40000 60000 80000
Points (sample) sorted by distance Points (sample) sorted by distance
Figure 2k-Dist graph for data sets ghre 3. k-Dist graph for data sets

C. DBSCAN Application in Serial and Parallel Progranmgiand the Results

The implemented application contains 3 methods Qsters, ExpandCluster, GetRegion) (Table 2).
The code map generated by the Visual Studio editthe serial and parallel application is showrg(F and
Fig. 5). Code maps help you see how the codedfisther without reading through files and linesade [26].

Table 2. Methods used in the application and their tasks.

Method Name Task
GetClusters It finds arrays containing clusters.
ExpandCluster It expands clusters
GetRegion Finds core points.

Serial Execution Button
Parallel Execution Button

®» @ button1_Click ® @ button3_Click

- © ParallelGetClusters
@ GetClusters

*3 Parallel

Q

@ ExpandCluster @ ParallelExpandCluster
@ For
. @ GetRegion \
— ; _ @ ParalleiGetRegion
Figure 4Code map of serial execution Figure 5. Code map of parallel execution
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With the Microsoft .Net Framework 4.0 version, apgfions can be run simultaneously and more
efficiently with multiple-channel methods on mulépcores. Instead of using "for" loops used in aeri
applications, we tried to improve performance bingishe "parallel for" loop, which is a parallebsk member
in the task parallel library (TPL) that providedthvi.Net framework 4.0. “Parallel for” loop was usad
“ParallelGetCluster” method. The Parallel for loogncurrently processes the points in the datatset,igh the
automatically generated "threads". The analysigegador the Real_2 and DfkiArificial3000 data sats shown
in Fig. 6 and Fig. 7. In addition, the tasks of tiigects on the application are given in Table 3.

Table 3. Tasks of objects in the application interface

Object Task
Number of Data The number of lines in the seleded set is shown.
Number of Non-Standard Value The number of dataddet! by the application as non-standard dateoisrsh
Non-Standard Values Identified non-standard values
Serial Execute The application is provided to wwith serial codes
Parallel Execute The application is provided tokweith parallel codes.
eps and minPts Optimum eps and minPts values amnsaccording to the selected data set

The analyzed data are shown in the graphics arean® values are shown in blue and non-standard

Graphics Area .
values are shown in red.
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Parallel code analysis images for the same dasaasetshown in Fig. 8 and Fig. 9. Table 4 shows the
results of serial and parallel application. Asahde seen from the figures, as the length of &éte skt increases
the parallel execution time is shortened and coatput performance is improved.
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Figure 8. real_2 Data set analysis
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Figure 9. dfkiartificial300 Data set analysis

Table 4. Running time of serial and parallel executions

Table Name Data Set Length Eps ve minPts Values Rurime Serial(mS) Run Time Parallel (mS)
real_2 1439 Eps: 1000 minPts: 50 54 39
dfkiartificial300 3000 Eps: 0,9 minPts: 30 232 108

D. Non-Standard Value Detection Performance of theelped Application

The non-standard values specified in the datasgetsompared with the non-standard values found by
the developed application. The success rates ofapi@ication in finding non-standard values areegiv
according to the eps and minPts values detectedeirprevious sections. Although there are 16 nanekird
values in the real_2 data set, the applicationatietiel 5 of them. In the dfkiartificial300 data gbg success rate
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was found to be 94% (Table 5), even though the munolb nonstandard values found by the applicatias w
equal to the number of nonstandard values in thee Sk.

The reason is that the application detected theegathat are not non-standard in the data setm@s no
standard values and that could not detect certairstandard values. In the kNN-dist chart obtaiogdising R
Project software, eps and minPts values were addy visually selecting (approximate value) over graph.
When selecting these values, developing a moreraecumethod of calculation with sensitive decimeds
improve the accuracy rate.

Table 5.Non-standard value detection success rates

. Number of
Table Name Eps and minPts Nonstandard Values Number Detected of Success Rate (%)
Values : Nonstandard Values
in Data Set
real_2 Eps:1000 minPts:50 16 15 93,75
dfkiartificial300 Eps:0,9 minPts:30 37 37 94

E. Testing of the Application for Different Configurats and the Results

This study has been tested on two separate systemseasure the computation time of different
performance computers. Tests are performed in fffereint computers with features: Intel(R) Core (TM /
3630QM CPU 2.40GHz (4 cores - 8 threads) 16GB mgrand Intel(R) Core (TM) i5 / 2410M CPU 2.30GHz
(2 cores - 4 threads) 4GB memory. Their executiontrme were measured. The obtained results anershro
Table 6. As a result of the experiment, the pramespeed, the number of cores and the high menioey lsave
shortened the total processing time, thus affedtiegesult positively (Fig. 10).

—#—i7 Serial i7 Parallel i5 Serial i5 Parallel
3500
3000
2500
2000

1500

DATA LENGTH

1000

500

0 50 100 150 200 250 300 350 400
TIME

Figure 10.Data Length - Time (mS) Graph

Table 6. Application run time in different computer configtions

Computer Configuration

Intel Core i7 / 3630QM CPU 2.40GHz Intel Core i5 / 2410M CPU 2.30GHz
Data Set (4 core - 8 thread) / Memory: 16GB (2 core - 4 thread) / Memory: 4GB
Run Time (mS)
Serial Parallel Serial Parallel
real_2 54 39 76 70
dfkiartificial300 232 108 291 191
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Ill. CONCLUSION

Digital data sizes are increasing gradually nowad@&enerating approximately 2.5 quintillion bytds o
digital data per day shortens data processing amputation times, making the need for increasetbpeance
inevitable. Non-standard data detection of theda dets and their quick analysis have vital impur¢a In this
study, DBSCAN algorithm is used as a density-badedtering algorithm which is frequently used intada
mining processes for the detection of non-standatd. The DBSCAN algorithm clusters the pointshia data
sets and marks the points outside the cluster asstamdard data. The application was developediguadVy
Studio environment with C# in the Microsoft .Neatibrm. 2 different data sets were studied in theetbped
application and the data sets were analyzed. Thespio the data sets were shown on the graphsstaomdard
values were visually monitored. Although the DBSCAlgorithm is successful in clustering and deteggction-
standard values, the need for eps and minPts ptaemneas seen as a disadvantage of the algorithsmkNN-
dist graph is plotted with the R Project softwapedetermine the optimum eps and minPts values hed t
appropriate values are determined from the graple. dpplication made suitable for programming thhothge
parallel classes in the TPL provided with. Net Fearark 4.0.

As a result of the application, serial and parafjebgramming performances were compared on
relatively large data sets. As the number of paradperation data increased, it performed bettet tie
application reached the result in a shorter timaralel programming in small data sets did not make
contribution to performance. The application wastdd separately in Intel i7 and i5 processors,operdnce
graphs were shown.

IV. DISCUSSION

This study shows that the DBSCAN algorithm is séesito non-standard values and can be used to
detect these values. The fact that the analysi®npeed by the application detects the non-standaides at
high accuracy rates is important in terms of figdihe anomalies in datasets and is open for impnewé.

In the future, developing an application that awtioally selects the appropriate eps and minPts
parameters for the DBSCAN algorithm will be usefot detecting non-standard data in the data seigbei
analyzed. It will be useful to develop and testliagtions using different clustering algorithms the detection
of nonstandard values. In terms of performancespagd, applications can be developed and testédottier
programming languages besides C# (C, C++, JavapRydtc.). Another approach is to use GPU programgmi
as an alternative.
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