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A new generalization of inverse Lindley distribution, called Kumaraswamy inverse Lindley is
presented in this study. Some mathematical expressions are determined for the proposed
distribution. Significant statistical measures are deduced including quantiles, generating functions,
ordinary and incomplete moments, entropies, mean deviations, and order statistics. Some other
properties like median, mean, variance, coefficient of variation, coefficients of skewness, and
kurtosis are characterized. Moreover, stress-strength reliability is defined. A simulation study of
the Kumaraswamy inverse distribution is introduced using maximum likelihood estimation and
the performances of their estimates are compared through biases and mean square errors. The
applicability and importance of the new distribution are illustrated through two real data sets.
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Bu caligmada, Kumaraswamy ters Lindley adi verilen ters Lindley dagiliminin yeni bir
genellemesi sunulmustur. Onerilen dagilim icin bazi matematiksel ifadeler belirlenmistir.
Nicelikler, iireten fonksiyonlar, siradan ve eksik anlar, entropiler, ortalama sapmalar ve sira
istatistikleri dahil olmak {izere onemli istatistiksel Ol¢iimler ¢ikarilmigtir. Medyan, ortalama,
varyans, varyasyon katsayisi, ¢arpiklik katsayilari ve basiklik gibi diger bazi 6zellikler karakterize
edilmistir. Dahasi, gerilme mukavemeti giivenilirligi tanimlanmistir. Kumaraswamy ters
dagilimmin bir simiilasyon calismasi, maksimum olasilik tahmini kullanilarak tanitilmig ve
tahminlerinin performanslari, 6nyargilar ve ortalama kare hatalan ile kargilastirilmigtir. Yeni
dagitimin uygulanabilirligi ve onemi iki gergek veri seti ile gosterilmektedir.

https://dx.doi.org/10.30855/gmbd.2020.03.09
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1. INTRODUCTION

The inverse Lindley (IL) distribution is an
important  probability distribution in analyzing
lifetime data with some monotone failure rates. It is
used in enormous applications, particularly in survival
analysis, engineering and agriculture. It is a popular
model used in economics. Recently, an extension of
inverse Lindley distribution with two parameters is
introduced by Merovci and Sharma [1]. Three-
parameter inverse Lindley distributions with the
application are proposed by Alkarni [2]. Also,
Sharma et al [3] has determined the properties of
inverse Lindley distribution with stress strength
reliability analysis. Another extension of inverse
Lindley distribution, called extended inverse Lindley
(EIL) is investigated by Sharma and Khandelwal [4].

The inverse Lindley (IL) distribution is proposed
by the following probability density function (PDF)

and cumulative distribution  function (CDF),
respectively
2 4
f(x;@):g—(ltxjef;; x>0, 6>0, 1)
1+0\ x
-0
G(X;H):(l+ ]e* : (2
@+6)x

In our work, we have shown in detail a new
generalization of inverse Lindley distribution using
the Kumaraswamy generator. The Kumaraswamy
(Ku) distribution with two parameters is proposed by
Kumaraswamy [5] with PDF and CDF as follows
g(x;a, B) = afx* 1 (1-x*)"" ;xe(0,1),a, B> 0.

G(x;a, f) =1-(1-x*)",

where a > 0 and B > 0 are shape parameters. For
any baseline cumulative distribution function G(x),
Nadarajah et al. [6] defined Kumaraswamy generating
family of distributions as follows

e =aB900(G0O) (1-(G00) ). @)
Fua (0 =1-(1-(609)") . 4)

Cordeiro et al. [4] studied Kumaraswamy Weibull
distribution, Paranaiba et al. [7] discussed
Kumaraswamy Burr distribution, and Gomes et al. [8]
presented Kumaraswamy generalized Rayleigh
distribution. Recently, Corderio et al. [9, 10]
introduced the Kumaraswamy Exponential-Weibull,
and Al-Babtain et al. [11] determined Kumaraswamy-
transmuted  exponentiated  modified ~ Weibull
distribution, etc.

2. THE PROPOSED MODEL

This section provides the formation of
Kumaraswamy inverse Lindley (KulL) distribution
mathematically. The CDF, reliability, hazard rate,
cumulative hazard rate function are obtained and
studied the behavior and shape of the new model.

By substituting (1) and (2) into (3), the KulL PDF
is given by

" a-1 a _pa A o
fKU,L(x):Ol'Bt9 (1+3Xj 1+ o 1- 1+L ex ex.
1+6 \ x @+0)x @+0)x

®)

The CDF is
& —fa o
FKulL(X)—l—[l—(]A— 4 J ex] . (6)
@+6)x

The reliability Sk, (x) and hazard rate hy (%)
functions of KulL are given as follows

2 —fa d
SKuIL(X):(l_[l—’_ 0 j eXJ )
@1+ 09)x
, 0 a-1 ,HTQ
aﬂe (1+ X)(1+ (1+9)Xj e (7)
(1+9)X3{1—[1+9Jue[:a]
1+6)x

Additionally, the cumulative hazard rate Hg . (X)
function is given by

o oo
HKuIL(X):—IOQS(X):_ﬁ|OQ{1_(l+ (1+06’)x) e X }

hKuIL (X) =

It is noticed that when o=B=1, then the KulL
distribution reduces to IL distribution and when p=1,
then the KulL distribution reduces to two parameter
IL distribution.

The KulL function can exhibit different behavior
depending on the values of the parameters as shown
in Figure 1.

Plots of PDF and hazard rate function of KulL
distribution are shown in Figures 1 and 2 for some
values of parameters. Figure 2a shows that the
Ry () has monotone decreasing and down bathtub
shaped failure rate.
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Figure 1: The PDFs of KulL distribution.
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— 0=01, =01, p=01
— 6-005, a=05, p=0.2
6=0.06, ©.=0.05, =0.05
— 0=001, =07, p=0.1
— 0=007, =06, =03
0=0.02, =02, =0.09

h(x)

h(x)

(b)
Figure 2. a)The hy,,;, (x) of KulL distribution, b) The
Ry () of KulL distribution.

3. USEFUL MATHEMATICAL FORMULAS
Some useful mathematical formulas of KulL are

computed in this section. By applying the binomial
theorem and substituting in the PDF (5)

« -1 ai o

4 (AL 0 -
{1_(1+(1+0)xj ¢ } _,Z:;‘( D [j ][Haw)x] ¢

&, i B-1\aBE (14X g YUV 0w

fKun_(X)*jZO( 1)'(]— ]1+0[ N )[1+ (1+9)Xj € .

Also, using the rule of exponential function as a power
series:

10 ““““_i a(j+)-1) o
A+6)x &k 1+ 6) X+

Therefore, the PDF of KulL can be written in the
following expression:

F)(a(i+D-1) 6% ) 1ex) 2
me(X)—ZZ“/’(‘”J[i j(k j[(lw)“][x“]e '

=0 k=0

© k+3  —ga(j+l) k+2  —ga(j+1)
f — = l X 1 X
ki () = Eixll = e +| = e ,
jk=0 X X

©)
where, = _  po i A1) (ali+D -1\ 6
Ej=ap] [j ][k o
The corresponding CDF will be:
0 P —fam
Fea (X) =1~ Z Em,p[lj e * (9)
m, p=0 X

where, = — i " [ﬁj{imj[(lfpﬁ)p)

Additionally, the reliability function is defined in the
following series expansion:

S (¥) = i Em*p(ijpegfm- (10)

m, p=0

4. SIGNIFICANT STATISTICAL MEASURES

Some significant statistical properties of KulL
distribution, specifically quantile function, moments,
moment generating function, mean residual life,
Rényi and g-entropies and order statistics will be
provided.

4.1. Quantile function and Median

The quantile function of the KulL distribution
q(u) = F*(u)is computed by inverting CDF (6) as
follows

PRINT ISSN:2149-4916 E-ISSN: 2149-9373 © 2017 Gazi Akademik Yayincilik
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0 6 1 1
In|1 ——==In|1-(1-u)s |,
[ +(1+¢9)XJ X, @ ( ( ) j (11)

where, X, =((U), and u has the uniform distribution.
By solving equation (11) numerically for X, , the

quantile function is to be calculated.

Hence, the median x,, of the distribution is derived
by substituting u = 0.5 in (11) as follows
| EE—— —izlln[l—(o.s)%j, (12)
@+0)x, ) xyw «
where x, =q(0.5).

4.2. Moments, Skewness and Kurtosis

Moments play an important role in most statistical
analyses. It is mostly used to study the characteristics
of any probability distribution such as the measures of
central tendency and the measures of dispersion.

The n™" moment for KulL distribution about zero
will be obtained here. The n™ moment of random
variable X can be determined from (8) as follows

E(X") = X" f (90

NS I'(k-n+2) r'(k-n+1) (13)
E(X") = = .
¢ ,-,kz‘o J{(Ga(j +1)7 (0a(] +1))”“}
Specifically, the mean E(X) and variance V(X) of
KulL distribution are computed as follows

)=z [ L&D TR | (14
S (0a(i+)) T (0a(j+D)
N r'(k) (k-1
=X )_j,kz_o“"{(ea(j+1))k <9a(j+1))“}
_ & (k) rk-1)
V0= j,kZ_o“i*{[ea(j O ' [9ali +1)]“}

[1]

_{w { rk+) T ﬂz(m)
i M L0a(j+ D1 [Ga(j + DT

j.k=0

= [ B-1\(a(i+D-1) 6
where, 2, =aBD| -
j k 1+09)

By Using (13), the skewness(Skew) and kurtosis
(Kur) coefficients of KulL distribution can be
calculated using the following relations
— —3ﬂz'#{2+3/22ﬂ{3, Kur = #6460+ Out 4" ~3us"

(1-u7) (14— )
where pq, 1y, 4z and p, are the first four moments
about origin.

1.2

Skewness
1.0

0.8

0=15, a=3, =5
0=16, =2, B=35

=

4.0 45

35

Kurtosis

25
|

2.0

(b)
Figure 3. a) Skewness of KulL distribution, b)
Kurtosis of KulL distribution.

4.3. Moment generating and mean residual life
functions

The moment generating function M, (t) of KulL
distribution can be determined as follows.

By the definition |, (t)=iM and using (13), the
¢ n=0 n!

moment generating function is obtained as
r'(k—n+1)

k-n+1 |

2 Z, 1" Tk-n+2)
M. (t) = I
0= 2 (0a(j+1) ™ +(9a(j+l))

jkneo N

Given that a component survives up to time ¢t >
0, theresidual life is the period beyond t until the time
of failure and defined by the conditional random
variable [(X — t)|X > t]. In reliability, it is well
known that the mean residual life function and ratio of
two consecutive moments of residual life determine
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the distribution uniquely [12]. The mean residual life
of KulL distribution [m(t)] is defined by

m(t) =

- F(t)jxf(x)dx t.

Hence, by using PDF (8) and reliability function
(10) of KulL distribution, the mean residual life time
is derived as follows

© © 1 k+2  —9a(j+1) © 1 k+l  —ga(j+1)
2, J'(f) e * dx+_|'(f) e * dx
j,k=0 T\ X \ X _t

m(t) = - “0am
D E,,tPe
m, p=0
Replacing I'(v,t) = jx” TeVdx, the

incomplete gamma function, we have

Sz [F(k+1,t) (k1) }

5 (0a(j+1))" (0a(j+D)"

[I]

m(t) =

—-fam

i E,te x

m, p=0

4.4. Rényi and d-Entropies
We study Rényi [13] and d entropies in this
section. The Rényi entropy [Ren(<)]of a random

variable X is defined by

Ren(():l_lgLogﬁ fﬁ(x)dx:|,

where, >0and{ =1. Substituting (5) into last
equation and after some mathematical abbreviations,

we get
2 [(w+3¢ —v-1)
——1lo A, ———————— |
KuIL (é,) C: g |:5 (UZV . S,V (06{(5 N é,))wfis vl:|
where,

é’(ﬂ 1) aS+§(a—1) a:ﬂC0w+2g
M e W

s,0,v=0 @

The d-entropy [I(d)] is determined by the following
relation

_ 1 [ \
@)= 1Log{1 !f (%) dx}
The d-entropy of KulLwill be

1 2 T(w+3d-v-1
KuIL(d)_ '—09{1— > Ys,w,v()m:idv)l:|

whered >0and d %1

s,0,v=0 (90!(8 + q)

where,

d(f-D\as+d(a-1) adﬂdgmzu
snv _( 1) J —
@ (1+0)

4.5. Stress-Strength Reliability

The stress-strength reliability is defined as the
probability that the system is strong enough to defeat
the stress applied on it.

Let X and Y be independent stress and strength
random variables, respectively follow KulL
distribution with parameters Y, =
(04, 04,B1) andy, = (0,, a,, B,), respectively. Then,
the stress-strength reliability is defined as

R =P(Y <X) ZI Fran 6 72) P (%57, X,
0

By substituting from (8) and (9), we obtain

1 k+3 -G (j+1) 1 k+2 60y (j+1)
KuIL _j [ ] € X + (J € X -
j.k=0 X
o 1 P —a,m
1- ) Enel=]e * ||dx
m,p=0 ' X
o[ o 1 k3 —Gay (i+1) 1 k+2 —Ga (i+1)
:J' > Ei (j e +(J e X
0 j'kzo X X
ol o o o 1 k+p+3 4ﬂul(l+:)+92azm} 1 k+p+2 ‘(‘%H;(J‘ri)ﬂgzﬂzm}
:J' > > E e 3o 1% e X
0 | ik=om,p=0

The stress-strength  reliability of KulL
distribution finally takes the following formula

Rew = 32,0 I'(k+2) - I(k+1)
T T (0 (j+D)7 (B (j+0)T

T'(k+p+2)

I'(k+p+1)
.komu ZisEnp [6.,(i+D)+6,am]”*

(6.0, (i +1) +6,a,m]"

—_ —
= = —
=Sk =m

where, =, =,

Note that R, does not depend on p.

Additionally, when a; =a,=a, thenR, is
defined by the following equation:
2 | {Ba(j+D) +k+1T(k +1)
SR= D> E. _
j;() J‘{ B.a(j+1)}
i‘ k+p-6a(j+1)-6,a(m+1)CK+p+1)
g [a{6.(j+1) +6,m}]*

4.6. Distribution of Order Statistics

In this subsection, a closed form expression for
the PDF of the p" order statistics of the

PRINT ISSN:2149-4916 E-ISSN: 2149-9373 © 2017 Gazi Akademik Yayincilik
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KulLdistribution will be derived. Let X;,X,, ..., X,,be
a simple random sample fromKulL distribution with
PDF (5), CDF (6) and X1, X2:,..., Xnndenote the order
statistics obtained from this sample. By the definition
of order statistics distribution:

1 p-1 n-p
f pin (X) :m[F(X)] [1— F(X)] f (X)

Using the binomial series expansion of [1 — F (x)]" P
, then, f,,. n(x)can be written as

foa(X)= Z( )* [ pj[ Pt (X)]pﬁi1 fan (X)-
(16)

B(p,n— p+l)

By substituting from (5) into (16), we obtain

n-p)apo(1 o Y7
Fon(0 = B(p,n— p+1)2( )[ ]tﬁe[ ;X][H(M—H)x]

a _ga \' o _gu prect ~0a
[17[“ 9 j eTJ {1{1[“ 0 J eTJ } e x.
(1+6)x (1+6)x
using
PEREA " p+e-1 PEREA
{1[1[“(1+9)x] e” -3 1)[ ][1 [l (1+e)x] exj '
therefore

208 s (n=p\ pre-1)apo® (1+x 0 N
Foal0) = B(p,n— p+l),ozé( ( j(ri j1+9( X3 j[l+(l+9)x]

@ _pe YOI,
112 | ex e,
1+0)x

17)

since

o B(5+1)-1 wr
AR &, [BE+D-1 o Y e
{1_[1+(1+¢9)x] ¢ ] _,,;(_l) [;7 ][l+(l+¢9)x) )
a(n+1)-1
0 R a(n+1)-1
[:H (1+9)xj 7;(1 j

Therefore, the f
following formula

f p:n (X)

on(X) in equation (17) takes the

e &8 1 ~Oa (7 +1
S S il
n,p=0 &=0

(18)

B(pn p+1)s

where,

p+e—

O TrErr= P DM A

Specially, the smallest and the greatest order
statistics can be computed by taking p =1 and p =
n in equation (18), respectively.

1\(BE+D) -1 aln+1) -1) a fo°
| P o7

5. MAXIMUM LIKELIHOOD ESTIMATION

Assume {X;, X,, ..., X, } be set of independent
and identical (iid) random variables of size n from
KulL distribution. Then, the likelihood function based
on observed sample {x,, x5, ..., x, } iS

L(x) = ﬁ fKuIL (Xj) .

The log-likelihood function corresponding to
L(X; e, 8,0) will be

apb? n 1+X
logL(x)=nlIn +>'In !
9L [l+9j JZ:; [ X

z 4
+(B —l);ln [1—[l+ @0

:(1+—9 ] , then
@+6)x;

]+Zln[ ]+(a 1)Ze Cinz (B l)ZIn(l 2)- ""‘%71,'
(19)

2 0
]+(a—l)§ln(l+7(l o J

)

HaZ—

111

Assuming Z,

logL(x)=n In[

The partial derivatives of log L(x) with respect
to the model parameters(a, 8, 6)are

alogL({) n(1+6 2o ) 01"
oga(x) n( <0, +0(B- 1)2[>< [l Ze" ] e’ }rZIn Zx—

E) = E]

—fa
6logL(x) n Zln 1-7, 6"
aﬂ j=1
dlogL(x) n(9+2) o alnZ; N1
L T SRR X e
where, ,» _%i_ 1
700 x,(1+6)

The maximum likelihood estimators of the model
parameters(e, B, 8)are determined by solving the non-
linear equations
dlog L(x) -0, oogL(x) -0, o0og L(x) -0

da op o0

These equations cannot be solved in closed form;
so software package will be used to solve these
equations simultaneously.

To find the interval estimation of the parameters, we
have to get the 3 x 3 observed information matrix
I(y)for (a, B, 6). Under the regularity conditions, the
known asymptotic properties of the maximum
likelihood method ensure that n(y— )

iN3(O,I‘1(\|/)) as n — o, where % means the
convergence in distribution, with mean 0 = (0,0,0)"
and 3 x 3 covariance matrix I~1(y) then, the
100(1 — q)% confidence intervals for «, 8 and 6 are
given, respectively, as follows

a+ Zq/z,/var (@),
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g+ Zq/2 fvar(ﬁ), and
éizq/z /var (6 ),where Zayjis the  standard

normal at q/2, q/2 is significance level and var (.)’s
denote the diagonal elements of I~ (y) corresponding
to the model parameters.

6. SIMULATION

A simulation study for KulL model is conducted.
We have sets of sample of size n = 20, 40, 100 from
KulL distribution are created and the parameters have
been estimated by the maximum likelihood method.
1000 such iterations are made to compute the bias and
mean square error (MSE) of these estimates using the
following formula:

N 1 1000
Bi = — -£),
ias(&) 10002(5 $)
. 1 1000 ,
MSE = — - :
() 1000;(5 ¢)
where, J; is any parameter of a probability
distribution.

From Table 1 shows that:

i) While the sample size n increases, the bias
decreases. That denotes accuracy of the MLE
of the parameters.

ii) While the sample size n increases, the MSE
decreases. That denotes consistency (or
preciseness) of the MLE of the parameters.

7. APPLICATIONS

Kumaraswamy inverse Lindley distribution is
fitted comparing with some of the other distributions.

Two groups of real data are applied in this section.

Data set 1: The first data group represents the survival
times of patients suffering from Head cancer disease
[14]. The patients in this group were treated using
radiotherapy (RT): 6.53, 7, 10.42, 14.28, 16.1, 22.7,
34, 41.55, 42, 45.28, 49.4, 53.62, 63, 64, 83, 84, 91,
108, 112, 129, 133, 139, 140, 140, 146, 149, 154, 157,
173, 176, 218, 225, 241, 248, 273, 277, 297, 405, 417,
420, 440, 523, 583, 594, 1101, 1146, 1417.

The summarized results of estimated values of the
parameters, the Log-likelihood, Akaike information
creteria (AIC) [15] and Kolmogorov-Smirnov test
statistics are in Table 2.

261

The PDF of Inverse Rayleigh Distribution [16] is

f(x;H):%e 97; x>0,6>0.

1

Table 1. Bias and MSE of the MLE of parameters for
KulL distribution

0=0.1 a=01 £=01
n BIAS MSE BIAS MSE BIAS MSE
20 -0.1104 0.0124 -0.0957 0.0092 -0.0517 0.0030
40 -0.1102 0.0121 -0.0955 0.0091 -0.0514 0.0027
100 -0.1101 0.0120 -0.0954 0.0091 -0.0511 0.0027
6=0.1 a=0.1 £=03
n BIAS MSE BIAS MSE BIAS MSE
20 -0.1099 0.0123 -0.0963 0.0093 -0.2506 0.0630
40 -0.1099 0.0121 -0.0962 0.0093 -0.2504 0.0629
100 -0.1097 0.0121 -0.0960 0.0092 -0.2502 0.0628
=01 a=02 £=03
n BIAS MSE BIAS MSE BIAS MSE
20 -0.1099 0.0123 -0.1963 0.0385 -0.2525 0.0638
40 -0.1097 0.0121 -0.1960 0.0384 -0.2510 0.0631
100 -0.1097 0.0121 -0.1960 0.0384 -0.2509 0.0630
=02 &=0.2 p=03
n BIAS MSE BIAS MSE BIAS MSE
20 -0.2099 0.0443 -0.1961 0.0384 -0.2512 0.0632
40 -0.2099 0.0441 -0.1959 0.0384 -0.2509 0.0630
100 -0.2098 0.0440 -0.1959 0.0384 -0.2508 0.0630
6=0.2 a=0.3 p=02
n BIAS MSE BIAS MSE BIAS MSE
20 | 02099 | 0.0443 | 0.2962 | 00877 | -0.1513 | 0.0230
40 | -0.2099 | 00441 | -02960 | 0.0876 | -0.1510 | 0.0229
100 | -0.2098 | 0.0441 | -0.2959 | 0.0876 | -0.1508 | 0.0229
=05 4=01 £=01
n BIAS MSE BIAS MSE BIAS MSE
20 -0.5100 0.2601 -0.0959 0.0092 -0.0517 0.0028
40 -0.5100 0.2601 -0.0958 0.0092 -0.0517 0.0027
100 -0.5100 0.2600 -0.0956 0.0092 -0.0514 0.0027
0=0.1 a=0.5 p=01
n BIAS MSE BIAS MSE BIAS MSE
20 -0.1109 0.0123 -0.4953 0.2453 -0.0508 0.0030
40 -0.1107 0.0123 -0.4952 0.2452 -0.0500 0.0029
100 -0.1107 0.0123 -0.4949 0.2449 -0.0499 0.0027
=01 4=0.1 =05
n BIAS MSE BIAS MSE BIAS MSE
20 -0.1102 0.0122 -0.0962 0.0093 -0.4510 0.2035
40 -0.1100 0.0121 -0.0959 0.0092 -0.4502 0.2031
100 -0.1100 0.0121 -0.0959 0.0092 -0.4498 0.2025
6=05 4=05 p=05
n BIAS MSE BIAS MSE BIAS MSE
20 -0.5099 0.2601 -0.4960 0.2460 -0.4514 0.2038
40 -0.5099 0.2600 -0.4959 0.2459 -0.4513 0.2038
100 -0.5099 0.2600 -0.4952 0.2453 -0.4511 0.2035

Table 2. The results of fitting different distributions to

the 1st data.
Distribution Estimate of the parameter Log- AlIC
likelihood
Ku ILD a=5.66,=0.70,0"=7.97 —319.26 644.52
ILD 0=55.45 —340.75 683.50
IRD 0=27,228 —419.06 840.13
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The histogram shows that the data set is positively
skewed. Kumar et al. [17] fitted this data to the inverse
Lindley distribution. We have fitted this data with the
Kumaraswamy inverse Lindley distribution (KulLD)
compared with the inverse Rayleigh distribution (IRD)
and inverse Lindly distribution (ILD).

The histogram, fitted PDF, and estimated CDF of the
models to this data have been shown in Figure 4a and
4b.
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0.0020
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Figure 4. a) Plots of histogram and fitted PDF with
compared models for 1% data, b) Plots of estimated
CDF with compared models for 1% data.

Data set 2: The second data set shows the survival
times of patients suffering from Neck cancer disease
[14]. The patients in this group were treated using a
combined radiotherapy and chemotherapy (CT+RT):
12.2, 23.56, 23.74, 25.78, 31.98, 37, 41.35, 47.38,
55.46, 58.36, 63.47, 68.46, 78.26, 74.47, 81.43, 84,
92, 94, 110, 112, 119, 127, 130, 133, 140, 146, 155,
159, 173, 179, 194, 195, 209, 249, 281, 319, 339, 432,
469, 519, 633, 725, 817, 1776.

Kumar et al. [17] fitted this data to the inverse
Lindley distribution. We have fitted this data with
KulLD compared with ILD and IRD. The summarized
results of the estimated values of the parameters (Log-

likelihood, AIC and Kolmogorov-Smirnov test
statistics) are in Table 3. The histogram, fitted PDF,
and estimated CDF of the KulL curve to data have
been shown in Figure 5a and 5b.

The selection criterion is that the lowest Log-
likelihood and AIC correspond to the best model
fitted. The MLEs, AIC are shown in Table 3. From the
Table, we observe that the Kumaraswamy inverse
Lindley distribution shows the smaller Log-likelihood
and AIC than other competing distributions. Thus, the
KulL distribution fits well with the second real data
set.

We observe from plots of probability density and
fitted cumulative distributions of KulL are shown in
Figure 4a and 4b for the 1% data and figure 5a and 5b
for the 2" data. Figures also indicate that the KulL
distribution is a well fitted model for the real data sets.

Table 3. The results of fitting different distributions to
the 2" data.

Distribution Parameter estimates Log- AlC
likelihood
Ku ILD a=7.97,=1.17,0=11.54 | -279.32 564.64
ILD 0=77.67 -344.10 690.21
IRD 0%=50.474 -480.35 962.71

8. CONCLUSION

We present a new three-parameter distribution
KulLwhich generalizes IL distribution. Some of their
structural properties are obtained as shapes, quantiles,
moments, incomplete moments, and moment
generating functions. Additionally, mean, median,
stress strength reliability, and order statistics are
deduced. The new distribution is explored with the
estimation of the parameters via the maximum
likelihood method. The KulL model supplies a
consistently better fit than the other models selected
from the literature. Finally, the results provide that the
KulL has many applications in reliability, medicine,
engineering, and survival analysis.
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Figure 5. a) Plots of histogram and fitted PDF with
compared models for 2" data, b) Plots of estimated
CDF with compared models for 2™ data.
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