Global Vision Based Path Planning for AVGs Using A* Algorithm
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ABSTRACT One of the most studied problems in robotics is robot path planning. Many strategies have been invented. Image processing and machine vision technology also have been utilized in this regard. Studies are still underway to improve path planning methods. This paper proposes an implementing visual servoing-based technique using the A* algorithm to achieve efficient searching capabilities of path planning in complicated maps with a combination of LabVIEW and MATLAB software. The proposed algorithm is divided into three parts. Firstly, the environment model or robot motion environment is conducted. In this stage, the visual information extracted from a single ceiling camera. Secondly, the position and orientation of the objects (robot, obstacles etc.) under the visibility of the camera are generated from visual information. Thirdly, the A* algorithm is used as a path planning method. This algorithm is not guaranteed the generated path to be safe and desirable with obstacle-free. To solve this problem, image processing techniques are utilized. This gives an effective improvement and high performance to A* in a complex environment and gives a safe path as a comparison to the traditional version of A*. The experimental results, considering the optimal path lengths and execution time, show that the proposed design is more effective and faster to generate the shortest path.
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1. INTRODUCTION

Path planning is a heavily studied because of its application in the field of industrial and daily manipulator of mobile robot research. The fundamental purpose is to find an optimal, safe, and collision-free path between the starting to the target point [1]. During the last two decades, a great deal of research focuses on the path planning problem [2-8]. To perform a task with the mobile robot finding a feasible solution in critical applications in real-life, one needs to solve path planning and path tracking problems efficiently [9, 10]. The environment type (static or dynamic) and path-planning algorithms are two important factors in solving the path planning problem. The path planning algorithms can be classified into two categories: global (off-line) or local (on-line) algorithms [11-13]. Global path planning methods required the environment model (robot map) to be static and completely known. There are many algorithms designed for global path planning such as A* [14,15] which is an extension of the Dijkstra algorithm[16,17], Genetic algorithm (GA) [18-21], Probabilistic Road Map (PRM) [24], Rapidly Exploring Random Tree (RRT) [25], Bidirectional-RRT (BRRT) [26, 27], Artificial Potential Fields (APF) [28, 29], Fuzzy Type 1 and Fuzzy Type 2 path planning algorithm [30-32]. Traditionally, different sensing techniques enable the robot to detect obstacles such as infrared detectors, laser scanner, ultrasonic sensors [33-35]. These sensors may cause systematic and unsystematic errors when the robot is moving. Systematic errors are often caused by the encoder, sensor, and physical design of the robot.
parts. However, non-systematic errors are often caused by external causes such as slipping, hitting, and falling.

On the other hand, vision sensors provide low-cost motion control and effective in decreasing errors, as mentioned. They are also useful robotic sensors that allow for non-contact measurement of the environment. The information provided by vision sensors in a feedback loop known as visual servoing. It is classified into a position based, image-based, and hybrid based visual servoing (VS) system. The proposed method using VS is designed to extract the position and orientation information of interest objects. The main advantage of the visual servoing [36-38] is that it requires fewer sensor data, suitable to control multiple robots, internal and external sensors on robots generally are not needed, in terms of scalability; it provides more operating area by increasing imagining devices and so on. For these regards, various approaches have been used. These are background subtraction based, feature-based, gradient-based, statistical model-based, template-based, and optical flow object detection methods [39, 40].

The aim of this paper is how to combine visual servoing and A* based on an effective mobile robot path planning. Many experiments have been carried out to test the validity of the proposed technique. The results have shown that the system is effective and fast.

This paper is organized as follows. Problem formulation, image analysis, and environment model are described in section 2. Path planning and shortest path algorithm are discussed in section 3. The experimental results are presented in section 4. Finally, the paper conclusion is given in section 5.

2. MATERIAL AND METHODS
2.1 Environment Model

In the overall design, the proposed method uses only one non-contact sensor (overhead camera). Information to generate the desired robot path is extracted from image frames that acquire from this sensor. The robot poses estimated at each location from image frames using feature extraction and template-matching based methods. The work environment is configured as shown in Figure 1.

![Figure 1. Overall system configuration block diagram](image-url)
The base infrastructure hardware component has consisted of a mobile robot motion environment, a mobile robot, an overhead camera, and a host computer system. The implemented software component includes both LabVIEW and Matlab image processing tools and control modules. First, the classification process of the position and orientation of the robot, target, and obstacles are handled. Secondly, the initial parameters of the path planning algorithms are determined. In this stage, A* path planning algorithms have been considered. Three inputs parameters are required for the A* algorithm. These are the robot map, robot starting, and target point parameters. Several mathematical equations are required to obtain these input parameters.

The robot marks parameters and target parameters such as color and shape are initialized. These marks properties are template images as shown in Figure 2.

![Figure 2. LabVIEW VI implementation of template matching system](image)

Robot localization and position information were obtained using these templates (R, L, and F). Each template is uniquely identified by an onboard geometric pattern. To obtain an accurate representation of the boundaries of the obstacles, the proper selection of a color threshold value is essential for image analysis. The process of obtaining the robot map by determining the robot's initial position information, targets, and obstacles are shown on the image in figure 3. Detailed information about these processes is given in [41].

![Figure 3. Image conversion process](image)
After determining the initial position of the mobile robot and the target point, other calculations are performed. The required parameters are characterized in Figure 4.

The initial position information and target coordinates of the mobile robot are graphically represented in this figure. The equations used to obtain the input parameters are calculated as follows.

\[ e_x = X_t - X_r = DT \cdot \cos(\theta_r) \]
\[ e_y = Y_t - Y_r = DT \cdot \sin(\theta_r) \]  

The positioning error computations are calculated as in (1). Where, DT corresponds to the current distance between the mobile robot and target, which is expressed in Equation (2).

\[ DT = \sqrt{(e_x)^2 + (e_y)^2} \]  

The robot current angle (\(\theta_r\)) according to the target is computed as in Equation (3).

\[ \theta_r = \tan^{-1} \frac{e_y}{e_x} \]  

The error of the angle is given in Equation (4).

\[ \theta_e = \theta_r - \theta \]  

These are the planning algorithm’s initial parameters.

3. A* ALGORITHM

A star algorithm proposed by Haret et al.[17]. The A* algorithm is a practical search algorithm for path-finding and graph traversals in the real-world problem, which is a class of intelligent search algorithms in the Uniform Cost Research (UCS) philosophy developed based on Dijkstra [42] algorithm that it can find the shortest path. The key of the A* algorithm is to establish the evaluation function given in (5).
\[ f(n) = g(n) + h(n) \]  \hspace{1cm} (5)

where \( f(n) \) represents the expected cost from source to goal via node \( n \), \( g(n) \) represents the exact cost of the path from the starting point to any vertex \( n \), and \( h(n) \) represents the heuristic estimated cost from vertex \( n \) to the goal. The specific domain information in the problem is the heuristic function, which is an estimated distance of the node \( n \) to the goal. The Euclidean distance (ED) between the node \( n \) and the goal is usually taken as the value of \( h(n) \) that is an estimated cost of reaching the goal. When the value of \( g(n) \) is constant, the value of \( f(n) \) is mainly affected by the value of \( h(n) \) which is the cost value from the successor node to the destination node corresponds to the Manhattan distance (heuristic). The algorithm is optimal as a graph search using both an open and a closed set of nodes while ensuring acceptability and consistency. When using the A* algorithm, it is necessary to model the problem as a standard graphical search algorithm.

In our experiments, the converted binary images (pixel graph) are used as a searching node. All regions of the acquired image pixels are searched one by one to find the shortest path, and the unobstructed path from the source to the destination is determined. All black pixels are defined as obstacles; all white pixels are defined as a free node. The total cost constitutes the evaluation function’s cost calculated between the free nodes.

The higher resolution of the map, the better results, but undesirable because it increases computational time in real-time applications [43]. Each pixel of the reduced resolution map is taken as a corner, and the connection paths between the pixels are taken as the edge. Robot motion is regarded in three possible matrix connections as shown in figure 5. These are rectilinear, rectilinear, diagonal, and many moves. All possible movements are indicated by 1, and impossible movements by 0. For increasing the rotational flexibility of the robot, the Cardinality of numbers in the matrix can be increased, but the addition of these can result in more calculation costs. In our experiments, the “Rectilinear and Diagonal” matrix was used.

![Figure 5. Connection matrices (a) Rectilinear, b) Rectilinear and Diagonal, c) Many Moves)](image_url)

4. SIMULATION RESULTS

In order to verify the effectiveness of the proposed algorithm, LabVIEW and Matlab software are implemented practically in real-time. We tested the algorithm for the various test cases. In all test cases it is observed that the algorithm is able to generate a soft and suitable solution. It is more convincing to propose the algorithm to be used in real-world mobile robot tracking experiments. In the experiments,
first of all the ceiling camera configuration set up and visual information for a planner are obtained. The main parameters include mobile robot initial position information, target position, and obstacles position. The experimental study was carried out in two stages. In the first stage, the environment map, which is normally applied to image processing and sharp transitions are eliminated. In the second stage, convex hull method was applied to the maps of the environment in order to eliminate situations such as the local minimum and to minimize a collision. Experiments were carried out in structured environments as shown in figure 6.

As a binary image which is a 2D matrix of elements that can only hold two values where the white pixels (values 1) correspond to the free space and the black pixels (values 0) correspond to an obstacle area, it suffices to represent a fill grid with only two color levels, since the robot can only move within the free space. The obstacle-free path and other operations obtained by using this algorithm are shown on eight experimental results (see Figure 6).

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Initial color Image</th>
<th>Expansion and path searching</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="url" alt="Image 1" /></td>
<td><img src="url" alt="Image 2" /></td>
<td><img src="url" alt="Image 3" /></td>
</tr>
<tr>
<td>2A</td>
<td><img src="url" alt="Image 4" /></td>
<td><img src="url" alt="Image 5" /></td>
<td><img src="url" alt="Image 6" /></td>
</tr>
<tr>
<td>2B</td>
<td><img src="url" alt="Image 7" /></td>
<td><img src="url" alt="Image 8" /></td>
<td><img src="url" alt="Image 9" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="url" alt="Image 10" /></td>
<td><img src="url" alt="Image 11" /></td>
<td><img src="url" alt="Image 12" /></td>
</tr>
<tr>
<td>4A</td>
<td><img src="url" alt="Image 13" /></td>
<td><img src="url" alt="Image 14" /></td>
<td><img src="url" alt="Image 15" /></td>
</tr>
</tbody>
</table>
Figure 6. Experimental Sample Results using A* algorithm (A in (2, 4, 5) are the normal environments; B in (2, 4, 5) are convex hull applied maps.

To check the result of the experiments, the system is considered algorithm processing time and path length. The optimum path between the start and goal obtained by using A* path searching algorithm are marked as shown in figure 6. To obtain a feasible path that the robot can follow, it is aimed to reduce the possibility of collision during the movement of the robot by using dilatation and convex hull operation.

For this reason, the obstacle boundaries have been extended to the radius (half dimension) of the actual robot and the robot's safe operation without collision has been realized. In this case, the environment map has been changed so that the free space near the obstacles can be regarded as a disability area at distances below the radius. In the test cases, it is observed that the algorithm was able to find a feasible path solution to use by any robotic controller to move the robot physically. The execution time and path lengths obtained from the experiments are summarized in Table 1.

Table 1. Path Lengths (PL-px) and Execution Time (ET-sc) obtained in different configuration spaces

<table>
<thead>
<tr>
<th>Experiments</th>
<th>1</th>
<th>2A</th>
<th>2B</th>
<th>3</th>
<th>4A</th>
<th>4B</th>
<th>5A</th>
<th>5B</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL-(px)</td>
<td>757.00</td>
<td>800.56</td>
<td>793.29</td>
<td>762.02</td>
<td>756.91</td>
<td>736.88</td>
<td>785.20</td>
<td>770.20</td>
</tr>
<tr>
<td>ET-(sc)</td>
<td>5.00</td>
<td>3.91</td>
<td>4.51</td>
<td>8.05</td>
<td>3.98</td>
<td>3.42</td>
<td>5.19</td>
<td>3.28</td>
</tr>
</tbody>
</table>

As seen from the table, the convex hull method applied maps were completed in a shorter time and resulted in less path cost. All experiments have been successfully completed. Both execution and path length were evaluated together. It should be pointed out that these planning periods are the times taken
for path planning on the acquired image of the real environment. The path cost is more critical parameter. Because of robot to be operated in a real environment will spend time and energy according to the obtained path costs. In this case, it is stated that the path cost parameter is more critical in terms of enabling the robot to operate efficiently.

5. CONCLUSIONS

This paper performs real-time path planning algorithm of an indoor wheeled mobile robot using a single ceiling camera is implemented. The contribution here is the development of the A* algorithm in complex environments for mobile robot path planning. The predictive function of an improved A* algorithm is used as an intuitive function to improve search efficiency and smoothness of the path using image processing operation. To optimize and secure the path created with A*, image processing widening application (dilatation, convex body) implemented. The generated path is located as near as possible to the obstacle(s), by a distance determined by the robot radius. As a result, short travel distances for the robot were made possible in a short time by consuming less power along the way. This project has shown that a robot can be directed to move in an indoor environment without hitting any obstacles, even if it does not have any internal sensors. The system also takes into account the robot’s information, such as the turning radius, depth, and width. The overall system is experimentally verified under the same conditions by using LabVIEW and Matlab software together. The results are convenient and reliable for the mobile robot to follow the path created.
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