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Abstract. Parkinsons disease (PD) is found to be a challenging issue
which can offer a computerized estimate about classification of PD to
patient people and healthy for normal people. Due to the importance of
that problem, several types of biomedical data can be analyzed to accu-
rately detect PD by using different learning methods. This work consid-
ers the diagnosis of PD based on voice data by using non-linear support
vector machine (SVM). However SVM is known as the one of the fast
and accurate learning methods, selection of relevant feature elements of
PD dataset can be effective on improving the classification performance
of SVM. To this end, this paper proposed an SVM in parallel with GA
based feature reduction model for selecting the most relevant features
to get Parkinson’s disease. The GA-SVM resulted in improved accuracy,
sensitivity and area under curve (95%, 98% and 92% respectively) com-
pared to the other learning methods and feature selection algorithms.
The GA-SVM provides a better, more accurate identification for pres-
ence of vocal disorder from speech recordings leading to more timely
diagnosis.

Keywords: Parkinsons disease (PD) - Feature selection - Genetic algo-
rithm (GA)- Classification - Support Vector Machine (SVM).
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1 Introduction

Parkinson’s disease is the second most neuron destructive disease after Alzheimer’s
disease. Although its underlying cause is unknown, the symptoms associated
with PD may be significantly lessened if they are detected in the early stages of
the disease [1,2]. PD is characterized by tremors, rigidity, slow motion, asymme-
try of motor symptoms and impaired posture [3,4]. A person with Parkinson’s
will progressively lose their physical abilities and become worse if there is no
health care or appropriate solution. This disease occurs in all races and spreads
in one to two individuals in a thousand. Its spread increases with age. It has been
estimated that around 40% of people with this disease may not be diagnosed
[5]. In recent years, the efforts to understand and characterize PD have intensi-
fied, a number of data mining and machine learning algorithms are developed to
predict the early stage of Parkinson’s disease from biomedical data using voice,
gait, and wearable sensors [6-8]. Voice signal recording is the earliest, easiest
and non-invasive technique for diagnosis of PD [9]. As most people with PD
suffer from speech disorders [10], it could be considered a very reasonable way
for detecting PD [11,12]. In many cases, data mining and machine learning al-
gorithms are used on a very large scale of Parkinsons disease data [13,14]. This
would create high computational complexity and lower efficiency. In order to
overcome this problem, a range of feature selection algorithms are developed
to identify the most significant features for predicting Parkinson’s disease [15,
16]. The most recent attempts at diagnostic improvement consider the feature
selection of the voice data set as in Kaya et al. (2011) [17] and A. Tsanas et
al. (2012) [18], the classification methods as in Sakar (2013) [19] and M. Can
(2013) [20] or both of them as in (K. Shahsavari et al., 2016; S. Yanget al,
2018) [21,22]. The results show that feature selection process is very important
to improve diagnostic accuracy. Subsequently, this paper presents an attempt
to improve the diagnosis of Parkinsons disease. The main contributions of this
work are proposing a new genetic algorithm based feature selection coupled with
SVM in the Parkinsons diagnosis problem. In addition, we present a comparison
of various types of feature selection algorithms. More generally, feature selection
algorithms are classified into the following types, information gain, T-test, CFS,
RFS (R-value), relief, MRMR, because they are fast and efficient [40]. In addi-
tion, genetic algorithms are inductive. Adaptive random search techniques make
it possible to exploit information accumulated on an unknown search space and
then search for promising new subspaces [23]. Finally, the SVM-based RFE-
CBR is a wrapper feature selection algorithm that uses criteria derived from
the coefficients in original SVM models to assess features. It recursively removes
features that are not informative. Compared to other wrapper techniques, SVM-
based RFECBR does not use the precision of cross-validation on the training set
as a selection criterion. As a result, it is less subject to overfitting and remains
fast even though the original feature set is large [24]. The remainder of the paper
is organized in the following manner. Section 2 contains related work. Section 3
introduces the methodology. Section 4 presents the data and the efficiency of our
method are compared to other methods and finally the conclusion of the work.
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2 Related work

Using the speech samples for the diagnosis of PD has been the subject of sev-
eral investigations. For instance, Shahbaba et al. (2009) [24] used a non-linear
model based on Dirichlet mixtures for the diagnosis of PD. An 87.7% classifica-
tion accuracy was obtained with this method. Little et al. (2009) [25] conducted
a remarkable study about PD identification, they employed a Support Vector
Machine (SVM) classifier with Gaussian radial basis kernel functions to predict
PD, and also performed feature selection to select the optimal subset of features
from the whole feature space, and the best accuracy rate of 91.4% was obtained
by the best model. Das (2010) [26] carried out a comparative study of arti-
ficial neural networks (ANN), DMneural, regression and decision trees for the
diagnosis of the PD using speech samples.

The experimental results showed that the ANN method achieved a 92.9%
general classification performance. Guo et al. (2010) [27] proposed a hybrid
model based on expectation maximization (EM) and GA, the classification ac-
curacy obtained is 93.1% . Ozcift and Gulten (2011) [28] combined the CFS
(correlation based feature selection) algorithm with the rotation forest classi-
fiers (RF) of 30 machine learning algorithms to identify the PD, and the best
classification accuracy 87.13 % was achieved by the proposed CFS-RF system.
Chen et al. (2013) [29] used the feature reduction method to exclude redundant
information from the original PD speech signal, embedded in the fuzzy classifier
for PD diagnosis. They achieved an average classification accuracy of 96.07%. In
another study (2016) [30], the authors have also proposed using Extreme Learn-
ing Machine (ELM) and Extreme Kernel Learning Machine (KELM) for early
diagnosis of PD. Experimental results showed that the proposed KELM method
combined with the feature selection method provides very promising classifica-
tion accuracy with a maximum accuracy of 96.47% and an average accuracy of
95.97% over 10-fold CV.

More recently, Peker et al. (2015) [31] proposed to combine a maximum
redundancy maximum relevance attribute selection algorithm with the complex-
valued artificial neural network to detect PD; the classification accuracy of
98.12% was obtained by the proposed methodology. Lahmiri et al (2019) [32]
focused on evaluating the performance of eight pattern ranking techniques, in-
cluding Battacharyya, GA, ROC, RFECBR, Wilcoxon, Entropy, t-test, and MI
coupled to a nonlinear support vector (SVM) machine to distinguish patients
with Parkinson’s disease from healthy control subjects. The core parameters of
the SVM classifier’s kernel rbf were optimized using the Bayesian optimization
technique. The results obtained show that the classifier obtained the highest
classification accuracy (92.21%) with 14 vocal features identified by the pat-
tern ranking technique based on the Wilcoxon method. The highest specificity
(82.79%) when formed with the first 13 significant voice models identified by the
ROC based attribute selection technique. The highest sensitivity, 99.63%, with
a single voice pattern under the ROC based attribute selection technique.
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3 Proposed framework for feature selection

This study proposed a SVM in parallel with GA based feature reduction model
for selecting the most relevant features to get Parkinson’s disease. The overall
architecture is illustrated in Fig. 1, in which each stage is described down.
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Fig. 1. The overall architecture

3.1 Genetic algorithm based feature selection

GA being a heuristic search algorithm [33], it is commonly used to identify
relevant features for high dimensional datasets. A wrapper-based GA is used in
this paper to select the most relevant features. The essential role of the wrappers
used in the GA is to find the space and evaluate each subset by running a model.
The search used in the GA creates a set of candidate solutions (individual) and
the optimization problem is established for an improved solution. Fig. 2 shows
the working principle of a GA [34]. In genetic algorithms, a potential solution
to problem is encoded as a chromosome. This group of chromosomes, i.e. popu-
lation, is the search space of the algorithm. A fitness function is used to evaluate
performance of each chromosome to measure its closeness to solution. The initial
chromosomes as parents are used to generate new offspring chromosomes with
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the use of genetic operators namely selection, mutation and crossover. At each
turn, the number of chromosomes in the population is retained constant with
eliminating chromosomes having lowest fitness value. This process is repeated
until the solution is found or the maximum number of iterations is reached [35].
We designed a GASVM algorithm for identifying significant features of Parkin-

Roulette selection
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Generate initial Crossover to
population produce children
Calculate fitness of Mutation of
individuals children
Calculate fitness of
Stop children

criterion

!

New generation by
‘Elitism’

End

Fig. 2. The working principle of genetic algorithm [34]

son’s diseases diagnosis and the details of the proposed algorithm is given as
follows.

Encoding In our model, chromosomes (features representing the specification
of a patient) are encoded as bit strings of 1 and 0. In this scheme, 1 represents
the selection of a feature and 0 a nonselection. The number of genes in the
chromosome is 22, which corresponds to the size of the features of PD dataset.

Random Initialization of genetic algorithm In the genetic algorithm, the
population is the number of chromosomes in the search space and we selected
a population size of 40. Since GA starts with no chromosome at first pass, the
initial population is generated from random way.

Fitness evaluation The purpose of the designed algorithm is to select the
most relevant features that produce the highest classification accuracy for the
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diagnosis of PD. In the genetic algorithm, the eligibility of the chromosomes to
be selected depends on their order given by the fitness function. Our algorithm
uses SVM as a formatting function to classify chromosomes (subset of features)
at each turn.

Genetic operators At each generation, the algorithm uses three genetic op-
erators, i.e. selection, mutation and crossover. Selection process depends on the
fitness of the chromosomes. However, the most eligible chromosomes must be re-
tained in the population at each turn. The proposed algorithm provides this with
the use of an elitist roulette wheel selection scheme [42]. Crossover makes use
of a substring exchange between two chromosomes to generate two new chromo-
somes. The simplest form of crossover is known as single point crossover. Other
types are two point crossover, Uniform crossover [43]. In mutation, as a last ge-
netic operator, selected genes are inverted preventing search process not to get
stuck in local maxima. Usually the commonly suggested crossover rate would
tend to be fairly average (around 0.5), while the mutation rate is low (typically
0.01 to 0.15) for efficient research [44]. In the proposed model, we use single
point crossover with probability of 0.5 and the mutation probability is selected
to be 0.04.

Algorithm 1 Genetic algorithm with SVM classifier for feature selection.
1: Data normalization

2: Split data into k=10 folds

3: for k = 1tok=10 do

4:  Specify

5: A = test data (1 fold reserved for SVMclassifier)

6: B = train data (8 folds train for SVMcore)

7:  C = validation data (1 fold validation for SVMcore)

8: repeat

9: for train and validation data

10: Step 1: Encode features as binary chromosomes

11: Step 2: Generate randomly a population of 40 chromosomes
12: Step 3: Evaluate accuracy of SVMcore algorithm for step 2
13: Step 4: Apply binary cross-over with probability of 0.5
14: Step 5: Apply binary mutation with probability of 0.04
15: Step 6: Calculate new SV Mcore accuracy of chromosomes and compare it with

step 3

16: Step 7: Select best chromosomes with highest fitness
17: Step 8: Replace chromosomes with lowest fitness

18:  until (up to 30 generations)

19:  Train SVMclassifier with data (B + C)

20:  Test SVMclassifier with test data (A)

21:  Calculate predictive accuracy for fold k

22: end for

23: Calculate average predictive accuracy for 10 folds
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The proposed algorithm generates new populations by GA operators and
fitness of chromosomes in each population is calculated to rank them. In the
designed algorithm, a termination criterion for this ongoing process is the num-
ber of generations. The algorithm is stopped when the number of generations is
equal to 30. Algorithm 1 shows the operational steps of the proposed method
Furthermore, it must be noted in Algorithm 1 that there are two SVM al-
gorithms; (i) SVMcore as fitness evaluator of GA and (ii) SVMclassifier as the
evaluator of feature model generated by GASVMcore. The designed algorithm
has two main loops attached to each other: (i) with the k-fold cross validation
approach, the data is divided into 10 folds. In the GA-SVM loop, once one fold is
used as a test set, the remaining 8 are held for training and the last for validation.

The GA-SVM combination is run over 30 generations and the most impor-

tant features are obtained in this loop. (ii) In the second loop, the validation set
and 8 train sets with the new optimized features of the loop (i) are combined
as a training set for the SVMcore algorithm. After trained the SVM algorithm
with this combined train set, the algorithm is used to classify the instances of
the reserved test set of the loop (i). This process is repeated 10 times to obtain
average classification accuracy.
As mentioned earlier, different learning methods and eight feature selection tech-
niques along with SVM classifier were used to evaluate the effectiveness of our
proposed algorithm, that are t-test [36], Info-gain, CFS, RFS, Relieff, MRMR,
GA and wrapper algorithms based on SVM-RFE-CBR [25].

3.2 Support Vector Machine

The SVM has been one of the more widely used data learning tools in recent
years. It is usually used to address a binary pattern classification problem. The
binary SVM constructs a set of hyper-plan in an infinite dimensional space,
which can then be divided into two kinds of representations, such as the linear
and nonlinear SVM [37]. In particular, the linear SVM is given by:

fla)=w"z—b 1)

Where x is the data, y is the label of the class, w is the weight vector orthogonal
to the decision hyper-plane, b the offset of the hyper-plan and T is the transpo-
sition operator. The solution to linear SVM is found by maximizing the margin
used to separate classes. This is equivalent to solving the following minimization
problem:

1 -
mm{2w w—l—c;q} (2)
Subject to,
yi(wha; +b) > (1 - &) (3)
Where
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is a slack variable used to indicate the degree of classification error allowed,
C > 0 is a penalty parameter corresponding to the upper limit of the error, and
n is the number of instances. The non-linear SVM classifier uses a K-function of
the kernel to separate data nonlinearly. It expresses as follows:

flay) = sign(é yaK<:c mi> + b) (4)

Where « is the Lagrange multiplier, K is a function of the kernel and b is a
constant coefficient. In our work, we adopt the radial base function (RBF) as a
nonlinear kernel. It is given by:

K(z,2;) = exp<|”_x|> (5)

202

Where o > 0 is a scale parameter [37]. Since the choice of kernel optimised
parameters remains delicate, In our method, the value of the slack variable is
set to 0.001. for each selection along with each run, we optimize the penalty
parameter ¢ and the scale parameter o of the cross-validated SVM classifier
using Bayesian optimization to decide on the hyperparameters to optimize [38].

3.3 Performance measures and cross-validation protocol

Finally, classification precision, sensitivity, accuracy, f-score and area under curve
(Auc) are all employed to assess the effectiveness of each machine learning classi-
fier in distinguishing between healthy normal (HN) and PD patients [21]. They
are expressed as follows:

Precision = FP}—]—% (6)
Sensitivity = TPIZ_;_*PM (7)
Accuracy = 75— 1::11: i gx TTN ®
E = seore = o7 p +2}€1]: +FN ®)
Auc = /+°° T Prate(t)F Prate(t) dt (10)

Where TP, TN, FPandF N designate true positives (i.e., PD patients), true neg-
atives (i.e., a healthy normal), false positives and false negatives, respectively.
Finally,

TPrate =TP/nP
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and
FPrate = FP/nP

, where nP is the number of positive samples (PD patients) and ¢ is a variable
parameter in [0, 1] [32].

For the robustness of the performance evaluation, a k-fold cross validation pro-
tocol is used in this work. In particular, we adopted the ten-fold cross-validation
in which nine subsets are used as a training set, while the remaining one is used
to test the trained model. Then, the cross-validation process is repeated ten
times, with each of the ten subsets being used exactly once for validation. At
each repetition, each classification performance measure is calculated. Then, its
associated mean and standard deviation over ten repetitions are calculated [31].

4 Experiment details

4.1 Dataset

The Parkinson dataset used in this study is composed of a range of biomedi-
cal voice measurements from 31 people, 23 with Parkinson disease (PD), and
it includes a total of 195 voice recordings from individuals. In addition, these
biomedical voice measurements have different feature information given in Ta-
ble 1 The full description of these features can be found in [18].

4.2 Evaluation of the performance

In this paper, the modelling and evaluation operations are implemented in a
Python development environment, where the packages of the Scikit-learn [41],
the Skfeature [40] and the Hyperopt [39] are employed for computational veri-
fication of the baseline learning methods, the feature selection algorithms and
the Bayesian hyper-parameter optimization, respectively. The results of the pro-
posed method are compared on various performance measures indicated previ-
ously. Following the ten-fold cross-validation, the average and standard deviation
of each performance measure were calculated. Table 2 presents the comparison
of the proposed method with the results of the other learning methods such as
Neural Network, SVM and KNN on the average accuracy, precision, recall and
the area under the curve (Auc). According to this table, the proposed method
achieves the highest results for all measurements compared to other learning
methods. The second best classification results relate to SVM. In addition, ANN
outperformed the other methods on both Precision and Auc. The performance
measures of the KNN and DT approaches are close to each other.

Table 4 shows the influence of different feature selection methods on the
classification performance of SVM in which the priority of the proposed GA
with SVM to the other feature selection methods is clear. As shown in Table 3
, the feature space is varied on the basis of different feature selection algorithms
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Table 1. The features of biomedical voice measurements.
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Number|Attributes Explanation

0 |MDVP:Fo (Hz) Average vocal fundamental frequency

1 MDVP:Fhi (Hz) Maximum vocal fundamental frequency

2 |MDVP:Flo (Hz) Minimum vocal fundamental frequency

3 MDVP:Jitter (%)

4 MDVP:Jitter (abs) |Several measures of variation in undamental fre-
quency

5 MDVP:RAP

6 MDVP:PPQ

7 Jitter:DDP

8 MDVP:Shimmer

9 MDVP:Shimmer (dB)

10 |Shimmer:APQ3 Several measures of variation in amplitude

11  |Shimmer:APQ5

12 |MDVP:APQ

13 |Shimmer:DDA

14 |RPDE Two nonlinear dynamical complexity measures

15 |D2

16 |[NHR The measure of ratio of noise to tonal components
in the voice status

17  |HNR

18 |DFA Signal fractal scaling exponent

19 |[spreadl

20 |spread2 Three nonlinear measures of fundamental fre-
quency variation

21 |PPE

Table 2. Comparisons of all methods on different performance measures.

S. no|Classification algorithm|Accuracy |Precision |Recall F-score |Auc

1 SVM 0.8840.07]0.88+0.07|0.97+0.03]0.92+0.04|0.78+0.14
2 ANN 0.8640.08]0.89+0.08|0.93+0.05]0.91+0.05|0.79£0.15
4 Decision trees 0.8140.07]0.88+0.06|0.87+0.07|0.87+0.05|0.75+0.10
3 KNN 0.8240.08]0.87+0.07|0.89+0.06|0.88+0.05|0.74+0.13
5 Proposed method 0.9540.05[0.96£0.05|0.98+0.04|0.96+0.03|0.92+0.09
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Table 3. Comparisons of feature space selection algorithms.

Feature selection algorithms |Selected features

Info Gain 03 (0, 18, 21)

T-test 04 (21, 18, 12, 8)

CFS 12 (13, 19, 0, 1, 2, 4, 15, 16, 17, 18, 20, 21)

RFS (p-value) 12 (3, 7,5, 11, 4, 8, 18, 0, 9, 16, 14, 15)

Relief 06 (0, 18, 17, 21, 19, 16)

MRMR 16 (0, 4, 9, 5, 6, 3, 10, 7, 13, 12, 14, 8, 11, 19, 1, 2)
RFE-CBR 12 (0, 2, 3,4, 5, 7, 8, 11, 14, 15, 16, 18)

Genetic algorithm 10 (0, 7, 11, 12, 13, 14, 15, 16, 18, 21)

Genetic algorithm with SVM|09 (0, 7, 10, 12, 13, 14, 15, 16, 21)

(Table 4 ). Also, Figures .35 present box plots of accuracy, precision, and recall
distributions for all feature selection algorithms under study. According to the
accuracy distributions shown in Fig. 3 , GA-SVM, GA and RFE-CBR selection
techniques are more suitable for SVM than other techniques. In addition, feature
selection techniques based on CFS and Information Gain offer lower accuracy
than other techniques. By inspecting the precision distributions in Fig. 4 , GA-
SVM and RFE-CBR based feature selection techniques work better than other
techniques. The second best precision concerns the selection techniques RFS,
Relieff and GA. In addition, T-test and CFS offer lower precision than other
selection methods. Finally, by examining the recall distributions of Fig. 5 , it
can be seen that the GA-SVM and GA feature selection techniques have high
recall results. In contrast, the MRMR method provides lower recall values.

Table 4. Comparisons of the classification results of svm in the reduced feature space

and full feature set.

Method #Selected | The average and standard deviation of each performance measure.
feature
Accuracy |Precision |Recall F-score Auc

Full feature set|22 0.886+ 0.07(0.88 + 0.07 |0.97+0.03 ]0.924+0.04 [0.78 £0.14
Info Gain 03 0.880 4+ 0.11]0.906 + 0.09|0.945 4 0.11{0.924 + 0.07|0.810 £ 0.19
T-test 04 0.895 + 0.08]0.890 4 0.09]0.946 + 0.07|0.912 £ 0.06{0.770 + 0.18
CFS 12 0.871 +0.07]0.902 £ 0.07|0.938 4 0.05[0.917 + 0.04|0.801 £+ 0.13
Relieff 06 0.895 + 0.08]0.935 £ 0.08/0.937 4+ 0.11]0.928 + 0.06|0.853 4= 0.11
MRMR 16 0.871 £ 0.11{0.912 4+ 0.08]0.924 4+ 0.09|0.915 £ 0.07|0.812 + 0.17
RFE-CBR 12 0.906 + 0.06]0.943 £ 0.07|0.939 & 0.03]0.939 £ 0.04|0.872 + 0.12
GA 10 0.926 + 0.07]0.935 £ 0.06/0.972 4 0.04|0.953 £ 0.05|0.878 +- 0.11
GA-SVM 09 0.953 £ 0.05(0.962 4 0.05]0.980 £ 0.04|0.969 + 0.03|0.927 %+ 0.09
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Fig. 5. boxplot of the SVM recall on reduced feature space of each selection techniques.
The symbol + indicates an outlier.

5 Conclusion

A genetic approach wrapped Support vector machine is proposed in this paper for
improving the performance of GA. GA-SVM based feature selection algorithms
identifies 9 features (MDVP:Fo (Hz), Jitter:DDP, Shimmer:APQ3, MDVP:APQ,
Shimmer:DDA, RPDE, D2, NHR, and PPE) to detect Parkinson’s disease. The
resulting functions are provided to SVM to search for accuracy. This methodol-
ogy outperformed other learning method as a high performance diagnosis results
are showed consist of 0.95, 0.96, 0.98, 0.92 for accuracy, precision, recall and
area under curve. Also the application of feature selection algorithms after SVM
shows the improvement in performance. further our method perform better than
various feature selection methods including Information gain, T-test, CFS, RFS
(R-value), relieff, MRMR, RFE-CBR and GA.
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