
 

*Corresponding author, e-mail: ozge_tzl@hotmail.com 

Research Article    GU J Sci 33(3): 846-882 (2020)                      DOI: 10.35378/gujs.610086 

Gazi University 

Journal of Science 
 

http://dergipark.gov.tr/gujs  

Some Statistics in Polar Coordinate System with Uniform Angles 

 

Orhan KESEMEN1 , Bugra Kaan TIRYAKI1 , Ozge TEZEL1,* , Ayse PAK2  

1Department of Statistics and Computer Sciences, Faculty of Science, Karadeniz Technical University, Trabzon, Turkey 

2Department of Medical Informatics/Bioinformatics, Faculty of Medicine, Karadeniz Technical University, Trabzon, Turkey 

 

Highlights 
• The paper focuses on some statistics in polar coordinate system with uniform angles. 

• The proposed method defines the probability density functions in polar coordinates. 

• The proposed method generates random numbers in polar coordinates. 

• The proposed method performs goodness of fit test in polar coordinates. 

• The validity of the proposed method is shown in the simulation study. 

Article Info 

 

Abstract 

In this study, some bivariate distribution functions are defined in the polar coordinate system and 

random numbers are generated from these distribution functions. In these definitions, the angular 

change of the probability density function is taken as constant, and the distance change is 

performed based on the univariate probability density function. Also, the chi-square goodness-

of-fit test is proposed for random numbers generated in the polar coordinates. Four different 

distribution functions are selected to evaluate the success of the proposed chi-square goodness of 

fit test for polar distribution functions. Lastly, the validity and the success of the proposed method 

is shown in the simulation study and the real-life example.  
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1. INTRODUCTION 

 

Distribution function constitutes the fundamental basis of the statistical theory. About the distribution 

function, the first thing comes to mind is the univariate distribution functions. In the case of two variables, 

the joint distribution function of two variables is used. These joint distribution functions cause problems 

such as the independence condition and the inverse of the functions. Therefore, the marginal and the 

conditional distribution functions are preferred instead of the joint distribution functions. The random 

variable 𝑋, represented by each distribution function, is defined as the continuous random variable or the 

discrete random variable according to the content of the domain. In this study, only continuous distribution 

functions are used. 

 

Bivariate distribution functions are generally defined in the cartesian coordinates. However, in some 

applications, they are also defined in the polar coordinates. In these applications, making the definitions 

with polar variables will provide conveniences both in terms of the representation and the solving of the 

problem. The determination of the position of ships in the marine, the object detection by radar in the 

defense industry, the motion of the robot arm in the robot technology, the target setting of anti-aircraft,  the 

calculation of the statistics of telephone and television transmitters and the investigation of the effect of a 

factory emitting toxic gas into the air can be exemplified as these applications. 

 

Although there are not many statistical studies in polar coordinates, there are different studies in the 

literature using polar probability density function and polar representations. Some of these studies are; 

Alford et. al. performed a modeling by using polar probability density function [1].  Solman and Kingstone 
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introduced a novel head-contingent display system with using polar probability density function [2]. 

Schönefeld converted probability distributions from polar to Cartesian coordinates [3]. Cumming and 

DeAngelis compared two animal species using polar probability density function [4]. Robinson et.al. used 

a polar probability density function inherent in the polar geometry [5]. Schomaker et. al. superposed the 

polar diagrams of the edge-direction distribution [6]. Fazio et. al. used the distribution functions for the 

polar angle 𝜃 [7].  

 

The polar coordinate system is a two-dimensional system. This system is used in many fields such as 

mathematics, biology, physics, engineering, marine, robotics, anti-aircraft, unmanned aerial vehicle (uav), 

telephone transmitters. The polar coordinate system is used when the relationship between two coordinates 

is more easily expressed in terms of the angle and the distance. This relationship is also determined by 

trigonometric formulas. In some real-life problems, it is more advantageous to use polar coordinate system 

instead of cartesian coordinates. Especially, the polar coordinate system is used frequently in the above-

mentioned applications. Contributing to the solutions of real-life problems in polar coordinates and creating 

solutions to such applications provide the motivation of this study. Especially, the motivation of this study 

comes from the fact that contrary to the papers in the literature, the proposed method defines the probability 

density functions in polar coordinates, generates random number from these distributions and performs 

goodness of fit test in polar coordinates. 

 

Some statistics in polar coordinate system with uniform angles is performed in this study. Some polar 

distributions are presented in Section 2. Histogram in the polar coordinates with the equal interval radius 

and with the equal slice areas are given in Section 3. In Section 4, random number generation from polar 

distributions are presented. The chi-square goodness of fit test for polar distributions is proposed in Section 

5. The validity and the success of the proposed method is shown in Section 6. In Section 7, a real-life 

application of this study is given for showing the implementation of the polar distributions. 

 

2. POLAR DISTRIBUTIONS 

 

The usage of the bivariate probability functions in the probability theory increases gradually [8]. Although 

the usage of the bivariate distribution functions in the Cartesian coordinates is much more, the conversion 

of them to the polar coordinate system will facilitate the solution of the problems in many fields. The polar 

coordinates are used in the polar distribution functions. These coordinates are the distance (𝑟) to the starting 

point and the angle (𝜃) with the horizontal axis. Bivariate cumulative distribution function used in Cartesian 

coordinates is defined as, 

 

𝐹𝑋,𝑌(𝑥, 𝑦) = ∫ ∫ 𝑓𝑋,𝑌(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦
𝑥

−∞

𝑦

−∞

     (1) 

 

and the polar cumulative distribution function is given in the following equation [9, 10] 

 

(𝜃, 𝑟) = ∫ ∫ 𝑓Θ,R(𝜙, ρ) ρ 𝑑𝜌 𝑑𝜙
𝑟

0

𝜃

0
. (2) 

 

If the equivalence in the Equation (3) is correct, 

 

𝑓𝑋,𝑌(𝑥, 𝑦) ≡ 𝑓Θ,R(𝜃, 𝑟). (3) 

 

The Equation (4) will be used as the smallest calculation unit [11]. 

 

𝑑𝑥 𝑑𝑦 = 𝑟 𝑑𝑟 𝑑𝜃. (4) 

 

Four different distribution functions are determined in the polar coordinates. These distributions are polar 

uniform distribution, polar exponential distribution, polar normal distribution and polar triangular 

distribution. 
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2.1. Polar Uniform Distribution 

 

When the angular change is taken constant, the probability density function of uniform distribution in polar 

coordinates is calculated as follows [12] 

 

𝑓Θ,R(𝜃, 𝑟; 𝑎, 𝑏) = {

1

𝜋(𝑏2−𝑎2)
, 𝑎 < 𝑟 < 𝑏

          0         , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. (5) 

 

The graph of this probability density function with parameters 𝑎 = 1 and 𝑏 = 2 is given in Figure 1(a). The 

distribution function dependent on the variable 𝑟 is defined in the Equation (6), 

 

𝐹Θ,R(𝜃, 𝑟; 𝑎, 𝑏) = ∫ ∫ 𝑓Θ,R(𝜃, 𝑟; 𝑎, 𝑏) 𝑟 𝑑𝑟 𝑑𝜃
𝑟

𝑎

𝜃

0

, (6) 

 

and if the integral of this function is calculated, the Equation (7) is obtained 

 

𝐹Θ,R(𝜃, 𝑟; 𝑎, 𝑏) = 𝜃 ∫
1

𝜋(𝑏2−𝑎2)
 𝑟 𝑑𝑟

𝑟

𝑎
. (7) 

 

The cumulative distribution function in the Equation (8) is obtained by calculating integral with bounds 

 

𝐹Θ,R(𝜃, 𝑟; 𝑎, 𝑏) =
𝜃

2𝜋
[

𝑟2−𝑎2

𝑏2−𝑎2]. (8) 

 

The representations of the probability density and the cumulative distribution functions of the polar uniform 

distribution with parameters 𝑎 = 1 and 𝑏 = 2 are shown in the Figure 1. 

 

  
(a) (b) 

Figure 1. The polar uniform distribution with parameters 𝑎 = 1 and 𝑏 = 2; (a) the probability density 

function (b) the cumulative distribution function 

 

The marginal probability density function dependent on the 𝑅 of the polar uniform distribution is calculated 

by using the Equation (9) as follows 

 

𝑓𝑅(𝑟; 𝑎, 𝑏) = ∫
1

𝜋(𝑏2−𝑎2)

2𝜋

0
𝑟 𝑑𝜃. (9) 

 

The marginal probability density function dependent on the 𝑅 of the polar uniform distribution is obtained 

by calculating integral with bounds as the following Equation (10) 

 

𝑓𝑅(𝑟; 𝑎, 𝑏) =
2𝑟

(𝑏2−𝑎2)
. 

(10) 
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The graph of the marginal probability density function dependent on the 𝑅 of the polar uniform distribution 

with parameters 𝑎 =  1 and 𝑏 =  2 is given in the Figure 2(a). If the integral of Equation (10) with bounds 

[𝑎, 𝑟] dependent on the 𝑟 is calculated, the Equation (11) is obtained 

 

𝐹R(𝑟; 𝑎, 𝑏) = ∫
2𝜌

(𝑏2−𝑎2)
 𝑑𝜌

𝑟

𝑎
. (11) 

 

Thus, the marginal cumulative distribution function of the polar uniform distribution dependent on 𝑅 is 

found as follows [12] 

 

𝐹𝑅(𝑟; 𝑎, 𝑏) =
𝑟2−𝑎2

𝑏2−𝑎2. (12) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar uniform distribution dependent on 𝑅 with parameters 𝑎 = 1 and 𝑏 = 2 are shown in the Figure 2. 

 

  
(a) (b) 

Figure 2. The polar uniform distribution dependent on R with parameters 𝑎 = 1 and 𝑏 = 2; (a) the 

marginal probability density function (b) the marginal cumulative distribution function 
 

The marginal probability density function dependent on the 𝛩 of the polar uniform distribution is calculated 

by using the Equation (5) as follows [12] 

 

𝑓Θ(𝜃; 𝑎, 𝑏) = ∫
1

𝜋(𝑏2−𝑎2)
 𝑟 𝑑𝑟

𝑏

𝑎
. (13) 

 

The marginal probability density function dependent on the 𝛩 of the polar uniform distribution is obtained 

by calculating integral with bounds as the following Equation (14) 

 

𝑓Θ(𝜃; 𝑎, 𝑏) =
1

2𝜋
. (14) 

 

If the integral of Equation (14) with bounds [0, 𝜃] dependent on the 𝜃 is calculated, the Equation (15) is 

obtained 

 

𝐹Θ(𝜃; 𝑎, 𝑏) = ∫
1

2𝜋
𝑑𝜙

𝜃

0
. (15) 

 

Thus, the marginal cumulative distribution function of the polar uniform distribution dependent on 𝛩 is 

found as follows 

 

𝐹Θ(𝜃; 𝑎, 𝑏) =
𝜃

2𝜋
. (16) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar uniform distribution dependent on 𝛩 are shown in the Figure 3. 
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(a) (b) 

Figure 3. The polar uniform distribution dependent on 𝛩 with parameters 𝑎 = 1 and 𝑏 = 2; (a) the 

marginal probability density function (b) the marginal cumulative distribution function 

 

2.2. Polar Exponential Distribution 
 

When the angular change is taken constant, the probability density function of exponential distribution in 

polar coordinates is calculated as follows [12] 

 

𝑓Θ,R(𝜃, 𝑟; 𝜆) =
𝜆2𝑒−𝜆𝑟

2𝜋
. (17) 

 

The graph of this probability density function with parameter 𝜆 = 2 is given in Figure 4 (a). The distribution 

function dependent on the variable r is defined in the Equation (18), 

 

𝐹Θ,R(𝜃, 𝑟; 𝜎) = ∫ ∫ 𝑓Θ,R(𝜙, 𝜌; 𝜎) 𝑑𝜌 𝑑𝜙
𝑟

0

,
𝜃

0

 (18) 

 

and if the integral of this function is calculated, the Equation (19) is obtained 

 

𝐹Θ,R(𝜃, 𝑟; 𝜆) =
𝜃

2𝜋
∫ 𝜆2𝑒−𝜆𝜌𝜌 𝑑𝜌

𝑟

0
. (19) 

 

The cumulative distribution function in the Equation (20) is obtained by calculating integral with bounds 

 

𝐹Θ,R(𝜃, 𝑟; 𝜆) =
𝜃

2𝜋
[1 − (1 + 𝜆𝑟)𝑒−𝜆𝑟]. (20) 

 

The representations of the probability density and the cumulative distribution functions of the polar 

exponential distribution with parameter 𝜆 = 2 are shown in the Figure 4.  

 

The marginal probability density function dependent on the 𝑅 of the polar exponential distribution is 

calculated by using the Equation (17) as follows [12] 

𝑓𝑅(𝑟; 𝜆) = ∫
𝜆2𝑒−𝜆𝑟

2𝜋

2𝜋

0
𝑟 𝑑𝜙. (21) 



851 Orhan KESEMEN et al. / GU J Sci, 33(3): 846-867 (2020) 

 

  
(a) (b) 

Figure 4. The polar exponential distribution with parameter 𝜆 = 2; (a) the probability density function 

(b) the cumulative distribution function 

 

The probability density function of the polar exponential distribution is obtained by calculating integral 

with bounds as follows 

 

𝑓𝑅(𝑟; 𝜆) = 𝜆2𝑟 𝑒−𝜆𝑟. (22) 

 

The graph of the marginal probability density function dependent on the 𝑅 of the polar exponential 

distribution with parameter 𝜆 =  2 is given in the Figure 5(a). If the integral of Equation (22) with bounds 

[0, 𝑟] dependent on the r is calculated, the Equation (23) is obtained 

 

𝐹R(𝑟; 𝜆) = ∫ 𝜆2𝜌 𝑒−𝜆𝜌 𝑑𝜌
𝑟

0
. (23) 

 

Thus, the marginal cumulative distribution function of the polar exponential distribution dependent on 𝑅 is 

found as follows 

 

𝐹𝑅(𝑟; 𝜆) = 1 − (1 + 𝜆𝑟)𝑒−𝜆𝑟. (24) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar exponential distribution dependent on R with parameter 𝜆 = 2 are shown in the Figure 5. 

 

  
(a) (b) 

Figure 5. The polar exponential distribution dependent on R with parameter 𝜆 = 2; (a) the marginal 

probability density function (b) the marginal cumulative distribution function 

 

The marginal probability density function dependent on the 𝛩 of the polar exponential distribution is 

calculated by using the Equation (17) as follows [12] 

 

𝑓Θ(𝜃; 𝜆) = ∫
𝜆2𝑒−𝜆𝑟

2𝜋
 𝑟 𝑑𝑟

∞

0

. (25) 

 

The marginal probability density function dependent on the 𝛩 of the polar uniform distribution is obtained 

by calculating integral with bounds as the following Equation (26) 

 

𝑓Θ(𝜃; 𝜆) =
1

2𝜋
.      (26) 
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If the integral of Equation (26) with bounds [0, 𝜃] dependent on the 𝜃 is calculated, the Equation (27) is 

obtained 

 

𝐹Θ(𝜃; 𝜆) = ∫
1

2𝜋
𝑑𝜙

𝜃

0
. (27) 

 

Thus, the marginal cumulative distribution function of the polar exponential distribution dependent on 𝛩 is 

found as follows 

 

𝐹Θ(𝜃; 𝜆) =
𝜃

2𝜋
. (28) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar exponential distribution with parameter 𝜆 =  2 dependent on 𝛩 which are the same as that of the 

polar uniform distribution, are shown in the Figure 3. 

 

2.3. Polar Normal Distribution 
 

When the angular change is taken constant, the probability density function of normal distribution in 

polar coordinates is calculated as follows [12] 

 

𝑓Θ,R(𝜃, 𝑟; 𝜎) =
1

2𝜋𝜎2 𝑒
−

𝑟2

2𝜎2. (29) 

 

The graph of this probability density function with parameter 𝜎 = 1 is given in Figure 6(a). The distribution 

function dependent on the variable 𝑟 is defined in the Equation (30), 

 

𝐹Θ,R(𝜃, 𝑟; 𝜎) = ∫ ∫ 𝑓Θ,R(𝜙, 𝜌; 𝜎) 𝑑𝜌 𝑑𝜙
𝑟

0

,
𝜃

0

 (30) 

 

and if the integral of this function is calculated, the Equation (31) is obtained 

 

𝐹Θ,R(𝜃, 𝑟; 𝜎) =
𝜃

2𝜋
∫

𝑒
−

𝜌2

2𝜎2

𝜎2 𝜌 𝑑𝜌
𝑟

0
. 

(31) 

 

The cumulative distribution function in the Equation (32) is obtained by calculating integral with bounds 

 

𝐹Θ,R(𝜃, 𝑟; 𝜎) =
𝜃

2𝜋
[1 − 𝑒

−
𝑟2

2𝜎2]. (32) 

 

The representations of the probability density and the cumulative distribution functions of the polar normal 

distribution with parameter 𝜎 = 1 are shown in the Figure 6. 

 

The marginal probability density function dependent on the 𝑅 of the polar normal distribution is calculated 

by using the Equation (29) as follows [12] 

𝑓𝑅(𝑟; 𝜎) = ∫
1

2𝜋𝜎2 𝑒
−

𝑟2

2𝜎22𝜋

0
𝑟 𝑑𝜙. (33) 
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(a) (b) 

Figure 6. The polar normal distribution with parameter 𝜎 = 1; (a) the probability density function (b) 

the cumulative distribution function 

 

The probability density function of the polar normal distribution is obtained by calculating integral with 

bounds as follows 

 

𝑓𝑅(𝑟; 𝜎) =
𝑟

𝜎2 𝑒
−

𝑟2

2𝜎2. (34) 

 

The graph of the marginal probability density function dependent on the 𝑅 of the polar normal distribution 

with parameter 𝜎 = 1 is given in the Figure 7 (a). If the integral of Equation (34) with bounds [0, 𝑟] 
dependent on the 𝑟 is calculated, the Equation (35) is obtained 

 

𝐹R(𝑟; 𝜎) = ∫
𝜌

𝜎2 𝑒
−

𝜌2

2𝜎2  𝑑𝜌
𝑟

0
. (35) 

 

Thus, the marginal cumulative distribution function of the polar normal distribution dependent on 𝑅 is 

found as follows 

 

𝐹𝑅(𝑟; 𝜎) = 1 − 𝑒
−

𝑟2

2𝜎2. (36) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar normal distribution dependent on R with parameter 𝜎 = 1 are shown in the Figure 7. 

 

  
(a) (b) 

Figure 7. The polar normal distribution dependent on R with parameter 𝜎 = 1; (a) the marginal 

probability density function (b) the marginal cumulative distribution function 

 

The marginal probability density function dependent on the 𝛩 of the polar normal distribution is calculated 

by using the Equation (29) as follows [12] 

 

𝑓Θ(𝜃; 𝜎) = ∫
1

2𝜋𝜎2 𝑒
−

𝑟2

2𝜎2  𝑟 𝑑𝑟
∞

0
. (37) 

 

The probability density function dependent on the 𝛩 of the polar normal distribution is obtained by 

calculating integral with bounds as the following Equation (38) 
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𝑓Θ(𝜃; 𝜎) =
1

2𝜋
. (38) 

 

If the integral of Equation (38) with bounds [0, 𝜃] dependent on the 𝜃 is calculated, the Equation (39) is 

obtained 

 

𝐹Θ(𝜃; 𝜎) = ∫
1

2𝜋
𝑑𝜙

𝜃

0

 (39) 

 

Thus, the marginal cumulative distribution function of the polar normal distribution dependent on 𝛩 is 

found as follows 

 

𝐹Θ(𝜃; 𝜎) =
𝜃

2𝜋
. (40) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar normal distribution with parameter 𝜎 = 1 dependent on 𝛩 which are the same as that of the polar 

uniform distribution, are shown in the Figure 3. 

 

2.4. Polar Triangular Distribution 
 

The peak of the triangular distribution is in an arbitrary position. Since the peak of the distribution is 

selected as a starting point in polar coordinates, the probability density function of a special form of 

triangular distribution is defined as follows [12] 

 

𝑓Θ,R(𝜃, 𝑟; 𝑏) =
3

𝜋𝑏2 (1 −
𝑟

𝑏
). (41) 

 

In this function, parameter 𝑏 gives the position where the distribution endpoint. The graph of this probability 

density function with parameter 𝑏 = 2 is given in Figure 8(a). The distribution function dependent on the 

variable 𝑟 is defined in the Equation (42), 

 

𝐹Θ,R(𝜃, 𝑟; 𝑏) = ∫ ∫ 𝑓Θ,R(𝜙, 𝜌; 𝜎) 𝑑𝜌 𝑑𝜙
𝑟

0

𝜃

0

, (42) 

 

and if the integral of this function is calculated, the Equation (43) is obtained 

 

𝐹Θ,R(𝜃, 𝑟; 𝑏) = 𝜃 ∫
3

𝜋𝑏2
(1 −

𝜌

𝑏
) 𝜌 𝑑𝜌.

𝑟

0

 (43) 

 

The cumulative distribution function in the Equation (44) is obtained by calculating integral with bounds 

 

𝐹Θ,R(𝜃, 𝑟; 𝑏) =
𝜃

2𝜋
[

𝑟2

𝑏3
(3𝑏 − 2𝑟)]. (44) 

 

The representations of the probability density and the cumulative distribution functions of the polar 

triangular distribution with parameter 𝑏 = 2 are shown in the Figure 8. 

 

The marginal probability density function dependent on the 𝑅 of the polar triangular distribution is 

calculated by using the Equation (41) as follows [12] 

 

𝑓𝑅(𝑟; 𝑏) = ∫
3

𝜋𝑏2 (1 −
𝑟

𝑏
)

2𝜋

0
𝑟 𝑑𝜙. (45) 
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(a) (b) 

Figure 8. The polar triangular distribution with parameter 𝑏 = 2; (a) the probability density function (b) 

the cumulative distribution function 

 

The probability density function of the polar triangular distribution is obtained by calculating integral with 

bounds as follows 

 

𝑓𝑅(𝑟; 𝑏) =
6𝑟

𝑏2 (1 −
𝑟

𝑏
). (46) 

 

The graph of the marginal probability density function dependent on the 𝑅 of the polar triangular 

distribution with parameter 𝑏 = 2 is given in the Figure 9(a). If the integral of Equation (46) with bounds 

[0, 𝑟] dependent on the 𝑟 is calculated, the Equation (47) is obtained 

 

𝐹R(𝑟; 𝑏) = ∫
6𝜌

𝑏2 (1 −
𝜌

𝑏
)  𝑑𝜌

𝑟

0
. (47) 

 

Thus, the marginal cumulative distribution function of the polar triangular distribution dependent on R is 

found as follows [12] 

 

𝐹𝑅(𝑟; 𝑏) =
𝑟2

𝑏3
(3𝑏 − 2𝑟). (48) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar triangular distribution dependent on 𝑅 with parameter 𝑏 = 2 are shown in the Figure 9. 

 

  
(a) (b) 

Figure 9. The polar triangular distribution dependent on R with parameter 𝑏 = 2; (a) the marginal 

probability density function (b) the marginal cumulative distribution function 

 

The marginal probability density function dependent on the 𝛩 of the polar triangular distribution is 

calculated by using the Equation (41) as follows [12] 

 

𝑓Θ(𝜃; 𝑏) = ∫
3

𝜋𝑏2 (1 −
𝑟

𝑏
)  𝑟 𝑑𝑟

𝑏

0
. (49) 

 

The probability density function dependent on the 𝛩 of the polar triangular distribution is obtained by 

calculating integral with bounds as the following Equation (50) 

 

𝑓Θ(𝜃; 𝑏) =
1

2𝜋
. (50) 
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If the integral of Equation (41) with bounds [0, 𝜃] dependent on the 𝜃 is calculated, the Equation (51) is 

obtained 

 

𝐹Θ(𝜃; 𝑏) = ∫
1

2𝜋
𝑑𝜙

𝜃

0
. (51) 

 

Thus, the marginal cumulative distribution function of the polar triangular distribution dependent on 𝛩 is 

found as follows 

 

𝐹Θ(𝜃; 𝑏) =
𝜃

2𝜋
. (52) 

 

The graphs of the marginal probability density and the marginal cumulative distribution functions of the 

polar triangular distribution dependent on 𝛩 with parameter 𝑏 = 2 which are the same as that of the polar 

uniform distribution, are shown in the Figure 3. 

 

3. HISTOGRAM IN POLAR COORDINATES 

 

The histogram shows the frequency of the data. The equal interval is used in univariate variables and the 

equal area is used in bivariate variables for fitting it to the probability density function. Therefore, while 

equal areas are used in cartesian coordinates, it is necessary to use equal area slices in polar coordinates for 

the histogram representation of the bivariate data. Therefore, the angular change is taken in equal interval 

when calculating the polar histogram. Accordingly, if the whole circle is taken as 2𝜋 and it is divided into 

𝐶𝜃 slices, the interval of each slice can be found as follows 

 

𝛥𝜓 =
2𝜋

𝐶𝜃
. (53) 

 

The boundaries of all slices according to this interval are calculated as follows 

 

𝜓𝑗 = 𝑗 ⋅ 𝛥𝜓,     𝑗 = 0,1,2, … , 𝐶𝜃. (54) 

 

The graphical representation for 𝛥𝜓 = 𝜋/6 is given in the Figure 10. 

 

  
(a) (b) 

Figure 10. Representation of the polar grids; (a) Grids with the equal interval radius (b) Grids with the 

equal slice area 

 

Since the angles has equal interval in polar coordinates, the radii must be selected as a variable for the equal 

slice areas. In this case, if it is desired to divide the area which is between the inner circle (𝑔0) and the outer 

circle (𝑔𝐶𝑟
) into 𝐶𝑟 circle slice, each round slice area is calculated as follows for each equal circle slices 

 

𝐴𝑘 =
𝐴𝐶𝑟

𝐶𝑟
,   𝑘 = 1,2, … , 𝐶𝑟 . (55) 

 

The following equation can be written from this equation 



857 Orhan KESEMEN et al. / GU J Sci, 33(3): 846-867 (2020) 

 

𝐴𝑘 =
Δ𝜓

2𝜋
𝜋 (

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
 ) . (56) 

 

If the Equation (56) is set for 𝑘 = 1, the following equation is obtained 

 

Δ𝜓

2
(𝑔1

2 − 𝑔0
2 ) =

Δ𝜓

2
(

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
 ) . (57) 

 

If the necessary simplifications are performed, the equality is achieved 

 

𝑔1
2 − 𝑔0

2 =
𝑔𝐶𝑟

2 −𝑔0
2

𝐶𝑟
 . (58) 

 

𝑔1
2 is calculated in given the Equation (59) 

 

𝑔1
2 =

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
+ 𝑔0

2 . (59) 

 

Likewise, if the equal area is used for the radii of the slices in the second circle, the Equation (60) can be 

written 

 

𝑔2
2 − 𝑔1

2 =
𝑔𝐶𝑟

2 − 𝑔0
2

𝐶𝑟
 . (60) 

 

𝑔2
2 is calculated in given the Equation (61) 

 

𝑔2
2 =

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
+ 𝑔1

2 . (61) 

 

The Equation (61) becomes the following equation if the Equation (59) is used instead of 𝑔1
2 in this equation 

 

𝑔2
2 = 2

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
+ 𝑔0

2 . (62) 

 

The radius of the third circle slices is calculated as follows by continuing the process 

 

𝑔3
2 =

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
+ 𝑔2

2 . (63) 

 

The following equation is obtained if the Equation (62) is used instead of 𝑔2
2 

 

𝑔3
2 = 3

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
+ 𝑔0

2 . (64) 

 

If this equality is generalized, the upper radius of 𝑘𝑡ℎ the circle slice is obtained by using the Equation (65) 

 

𝑔𝑘
2 = 𝑘

𝑔𝐶𝑟
2 −𝑔0

2

𝐶𝑟
+ 𝑔0

2,    𝑘 = 0,1,2, … , 𝑐 . (65) 

 

 

 

 

4. RANDOM NUMBER GENERATION FROM POLAR DISTRIBUTIONS 
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Since the marginal distribution functions of the variables (𝛩 and 𝑅) of the polar distribution function 

defined in the previous sections satisfy the condition in Equation (66), these two variables are independent 

of each other 

 

 

The marginal distribution functions of two variables are used in order to generate random numbers from 

the bivariate polar distribution function. In this study, the two most common methods are used to generate 

random numbers from marginal distribution functions. These methods are the rejection and the inversion 

methods. Although the inverse method is the most robust method, the rejection method sometimes is used 

because the inverse of some distributions cannot be calculated [13]. In this study, random numbers are 

generated from the polar uniform distribution, the polar exponential distribution, the polar normal 

distribution and the polar triangular distribution. 

 

4.1. Random Number Generation from Polar Uniform Distribution 
 

If the Equation (12) equals to a random variable generated from the uniform distribution in the range of 

[0,1) such as 𝑈 to generate a random number from the polar uniform distribution, the following equation 

is obtained 

 
𝑅2−𝑎2

𝑏2−𝑎2 = 𝑈 . (67) 

 

Therefore, 𝑅 is calculated in given the Equation (68) 

 

𝑅 = √𝑎2 + 𝑈  (𝑏2 − 𝑎2) . (68) 

 

By means of this equation, the value of the 𝑅 component for the polar uniform distribution is generated 

randomly. If the Equation (16) equals to a random variable generated from the uniform distribution in the 

range of [0,1) such as 𝑈 for the 𝛩 component of the polar uniform distribution, the following equation is 

obtained 

 
Θ

2𝜋
= 𝑈 . (69) 

 

𝛩 is calculated in given the Equation (70) 

 

Θ = 2𝜋𝑈 . (70) 

 

Using this equation, the value of the 𝛩 component can be generated randomly. 

 

As an example, 10.000 random numbers are generated from the polar uniform distribution with the 

parameters 𝑎 = 1 and 𝑏 = 2, and their polar histogram with equal area is shown in Figure 11(a) and the 

polar histogram with equal interval is given in Figure 11(b). 

 

  
(a) (b) 

𝐹Θ,R(𝜃, 𝑟) = 𝐹Θ(𝜃)𝐹𝑅(𝑟) . (66) 
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Figure 11. Representation of the polar histogram for 10.000 random numbers generated from the polar 

uniform distribution with the parameters 𝑎 = 1 and 𝑏 = 2; (a) the equal area (b) the equal interval 

 

 

 

4.2. Random Number Generation from Polar Exponential Distribution 

 

If the Equation (24) equals to a random variable generated from the uniform distribution in the range of 

[0,1) such as 𝑈 to generate a random number from the polar exponential distribution, the following equation 

is obtained 

 

1 − (1 + 𝜆𝑅)𝑒−𝜆𝑅 = 𝑈 . (71) 

 

Since the 𝑅 variable cannot be calculated analytically in this equation, random number generation for the 

𝑅 component from this polar distribution is performed with the help of the rejection method. The auxiliary 

function selected according to the rejection method is given as follows 

 

𝑔(𝑟) = 𝜆𝑒−𝜆𝑟 . (72) 

 

Equation (73) can be used to generate random numbers from this auxiliary function 

 

𝑉 = −
1

𝜆
log (1 − 𝑈) . (73) 

 

It is necessary to find the smallest c value which satisfies the following condition with the help of the 

Equation (72) 

 
𝑓(𝑟)

𝑔(𝑟)
≤ 𝑐 . (74) 

 

Hence, Equation (75) is obtained by using the Equation (22) and the Equation (72) 

 
𝜆2𝑟𝑒−𝜆𝑟

𝜆𝑒−𝜆𝑟 ≤ 𝑐 . (75) 

 

Lastly, the value of c is calculated as follows 

 

𝑐 ≥ 𝜆𝑟 . (76) 

 

Algorithm 1. Random number generation by the rejection method 

Step 1. Generate the 𝑉 random value from the 𝑔(𝑟) distribution function, 

Step 2. Generate random number (𝑈) from uniform distribution with the interval of [0,1), 

Step 3. If 𝑈 ≤
𝑔(𝑉)

𝑐.𝑓(𝑉)
,  𝑅 = 𝑉 ; Else go to Step 1. 

 

By means of the Algorithm 1, the value of the 𝑅 component for the polar exponential distribution is 

generated randomly. If the Equation (28) equals to a random variable generated from the uniform 

distribution in the range of [0,1) such as 𝑈 for the 𝛩 component of the polar exponential distribution, the 

value of the Θ component can be generated randomly as Equation (70). 

 

As an example, 10.000 random numbers are generated from the polar exponential distribution with the 

parameter 𝜆 = 2 and their polar histogram with equal area is shown in Figure 12(a) and the polar histogram 

with equal interval is given in Figure 12(b). 
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(a) (b) 

Figure 12. Representation of the polar histogram for 10.000 random numbers generated from the polar 

exponential distribution with the parameter 𝜆 = 2 ;(a) the equal area (b) the equal interval 

 

4.3. Random Number Generation from Polar Normal Distribution 

 

If the Equation (36) equals to a random variable generated from the uniform distribution in the range of 

[0,1) such as 𝑈 to generate a random number from the polar normal distribution, the following equation is 

obtained 

 

1 − 𝑒
−

𝑅2

2𝜎2 = 𝑈 . (77) 

 

Therefore, 𝑅 is calculated in given the Equation (78) 

 

𝑅 = 𝜎√−2 log(1 − 𝑈) . (78) 

 

By means of this equation, the value of the 𝑅 component for the polar normal distribution is generated 

randomly. If the Equation (40) equals to a random variable generated from the uniform distribution in the 

range of [0,1) such as 𝑈 for the 𝛩 component of the polar normal distribution, the value of the 𝛩 component 

can be generated randomly as Equation (70). 

 

As an example, 10.000 random numbers are generated from the polar normal distribution with the 

parameter 𝜎 = 1 and their polar histogram with equal area is shown in Figure 13(a) and the polar histogram 

with equal interval is given in Figure 13(b). 

 

  
(a) (b) 

Figure 13. Representation of the polar histogram for 10.000 random numbers generated from the polar 

normal distribution with the parameter 𝜎 = 1; (a) the equal area (b) the equal interval 

 

4.4. Random Number Generation from Polar Triangular Distribution 

 

If the Equation (48) equals to a random variable generated from the uniform distribution in the range of 

[0,1) such as 𝑈 to generate a random number from the polar triangular distribution, the following equation 

is obtained 
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𝑅2

𝑏3
(3𝑏 − 2𝑅) = 𝑈 . (79) 

 

Since the 𝑅 variable cannot be calculated easily in this equation, random number generation for the 𝑅 

component from this polar distribution is performed with the help of the rejection method. The auxiliary 

function selected according to the rejection method is given as follows 

 

𝑔(𝑟) =
2

𝑏
(1 −

𝑟

𝑏
) . (80) 

 

Equation (81) can be used to generate random numbers from this auxiliary function 

 

𝑉 = 𝑏 − 𝑏√1 − 𝑈 . (81) 

 

It is necessary to find the smallest c value which satisfies the following condition with the help of the 

Equation (80) 

 
𝑓(𝑟)

𝑔(𝑟)
≤ 𝑐 . (82) 

 

Hence, Equation (83) is obtained by using the Equation (46) and the Equation (80) 

 
6𝑟

𝑏2(1−
𝑟

𝑏
)

2

𝑏
(1−

𝑟

𝑏
)

≤ 𝑐 . (83) 

 

Lastly, the value of c is calculated as follows 

 

𝑐 ≥
3𝑟

𝑏
 .          (84)    

 

By means of the Algorithm 1, the value of the 𝑅 component for the polar triangular distribution is generated 

randomly. If the Equation (52) equals to a random variable generated from the uniform distribution in the 

range of [0,1) such as 𝑈 for the 𝛩 component of the polar triangular distribution, the value of the 𝛩 

component can be generated randomly as Equation (70). 

 

As an example, 10.000 random numbers are generated from the polar triangular distribution with the 

parameter 𝑏 = 2 and their polar histogram with equal area is shown in Figure 14(a) and the polar histogram 

with equal interval is given in Figure 14(b). 

 

  
(a) (b) 

Figure 14. Representation of the polar histogram for 10.000 random numbers generated from the polar 

triangular distribution with the parameter 𝑏 = 2; (a) the equal area (b) the equal interval 

 

5. CHI-SQUARE GOODNESS OF FIT TEST IN POLAR COORDINATES  

 

In this study, chi-square goodness of fit test is used for the defined distributions in polar coordinates. 

Because it is one of the most common methods of goodness of fit tests. In the tests to be performed with 
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the use of marginal distribution functions in the goodness of fit tests, the acceptability of the 𝐻0 hypothesis 

at the same time of the results of two separate tests to be performed according to the spatial and angular 

variables are calculated according to (1 − 𝛼)2 [14]. In this case, since the margin of error  

(�̂� = 1 − (1 − 𝛼)2) increases, undesirable results will be obtained for goodness of fit test. As a temporary 

solution to the problem, the goodness of fit of the spatial variable is tested by assuming that the angular 

variable has uniform distribution. The chi-square goodness of fit test is performed both in a bivariate sliced 

area and using marginal functions. 

 

5.1. Sliced Bivariate Chi-Square Test 

 

Let the sample values (𝜃, 𝑟) = {(𝜃𝑖, 𝑟𝑖),   𝑖 = 1,2, … , 𝑛} are obtained from an independent and continuous 

identical distribution 𝐹(𝜃, 𝑟). In this test, the null hypothesis (𝐻0) and the alternative hypothesis (𝐻1) are 

based on two hypotheses as follows 

 

𝐻0: Observation values 𝐹0(𝜃, 𝑟) have 𝐹0(𝜃, 𝑟) distribution (𝐹(𝜃, 𝑟) = 𝐹0(𝜃, 𝑟)), 
𝐻0: Observation values 𝐹0(𝜃, 𝑟) have not 𝐹0(𝜃, 𝑟) distribution (𝐹(𝜃, 𝑟) ≠ 𝐹0(𝜃, 𝑟)). 

 

Also, 𝐹0(𝜃, 𝑟) is the distribution function that assumes the observation values have. In addition, a 

significance level (𝛼) is determined for the tests. First, the number of classes and the areas of classes must 

be determined in order to perform the chi-square test on continuous functions. Although there are various 

studies in the literature in determining the number of classes (𝐶𝜃, 𝐶𝑟), it is often left to the researcher's 

choice. Angular and spatial class boundaries are given in the Equation (54) and the Equation (65). 

 

According to these equations, the number of observations (observed frequencies) in per class area is 

calculated as follows 

 

𝑂𝑗𝑘 = ∑ {
1, (𝜓𝑗−1 ≤ 𝜃𝑖 < 𝜓𝑗) ∧ (𝑔𝑘−1 ≤ 𝑟𝑖 < 𝑔𝑘),   

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑛

𝑖=1

  

                                                                             (𝑗 = 1,2, … , 𝐶𝜃; 𝑘 = 1,2, … , 𝐶𝑟).         
. 

(85) 

 

Also, the expected frequencies are calculated as given the Equation (86) 

 

𝐸𝑗𝑘 = 𝑛[𝐹0(𝜓𝑗, 𝑔𝑘) − 𝐹0(𝜓𝑗, 𝑔𝑘−1) − 𝐹0(𝜓𝑗−1, 𝑔𝑘) + 𝐹0(𝜓𝑗−1, 𝑔𝑘−1)], 

                                                                                        (𝑗 = 1,2, … , 𝐶𝜃; 𝑘 = 1,2, … , 𝐶𝑟). 
(86) 

 

The chi-square value is calculated in given the Equation (87) with the help of the expected and the observed 

frequencies 

 

𝜒ℎ
2 = ∑ ∑

(𝑂𝑗𝑘−𝐸𝑗𝑘)
2

𝐸𝑗𝑘

𝐶𝑟
𝑘=1

𝐶𝜃
𝑗=1 . (87) 

 

In the next step, 𝜒𝑣,1−𝛼
2  value which gives the confidence level (1 − 𝛼) from the chi-square distribution 

should be found according to the given significance level. It is found by using the chi-square table [15]. 

Consequently, if the following inequality is true, the null hypothesis (𝐻0) is accepted. Otherwise, the null 

hypothesis is rejected 

 

𝜒ℎ
2 < 𝜒𝑣,1−𝛼  .

2  (88) 

 

In there, 𝑣 is the degree of freedom and is found with the equation 𝑣 = 𝐶𝜃𝐶𝑟 − 1. 
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5.2. Marginal Chi-Square Test 

 

When the goodness of fit test is performed according to the marginal distribution functions, the chi-square 

test is performed by assuming that the angular variable has uniform distribution. Let the sample values  

𝑟 = {𝑟𝑖,   𝑖 = 1,2, … , 𝑛} are obtained from an independent and continuous identical distribution 𝐹𝑅(𝑟) for 

the univariate polar chi-square test. 

 

In this test, the null hypothesis (𝐻0) and the alternative hypothesis (𝐻1) are based on two hypotheses as 

follows 

 

𝐻0: 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒𝑠 ℎ𝑎𝑣𝑒 𝑡ℎ𝑒 𝐹0(𝑟)𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 (𝐹𝑅(𝑟) = 𝐹0(𝑟)), 

𝐻0: 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑣𝑎𝑙𝑢𝑒𝑠 ℎ𝑎𝑣𝑒 𝑛𝑜𝑡 𝑡ℎ𝑒 𝐹0(𝑟) 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 (𝐹𝑅(𝑟) ≠ 𝐹0(𝑟)). 
 

Also, 𝐹0(𝑟) is the distribution function that assumes the observation values have. In addition, a significance 

level (𝛼) is determined for the tests. Although there are various studies in the literature in determining the 

number of classes (𝐶𝑟), it is often left to the researcher's choice. Furthermore, the class width is calculated 

with two methods. The first method is to divide the difference between the maximum value and the smallest 

value into equal intervals, and the second method is to divide the arbitrary upper and lower bounds into 

equal intervals. In this study, the class width is calculated as in the Equation (89) 

 

𝛥𝑔 =
𝑟𝑛−𝑟1

𝐶𝑟
. (89) 

 

In there, 𝑟1 represents the smallest value in the data and 𝑟𝑛 represents the largest value in the data. The 𝑗. 

upper bound of the class is calculated as follows 

 

𝑔𝑗 = 𝑟1 + (𝑗 − 1). Δ𝑔,       𝑗 = 1,2, … , 𝐶𝑟 . (90) 

 

The number of observations (observed frequencies) in per class interval is calculated as in Equation (90) 

 

𝑂𝑗 = ∑ {
1, 𝑔𝑗−1 ≤ 𝑟𝑖 < 𝑔𝑗

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑛
𝑖=1 ,       𝑗 = 1,2, … , 𝐶𝑟 . (91) 

 

And, the expected frequencies are calculated as following equation 

 

𝐸𝑗 = 𝑛[𝐹0(𝑔𝑗) − 𝐹0(𝑔𝑗−1)],    𝑗 = 1,2, … , 𝐶𝑟  . (92) 

 

𝐹0 represents the distribution function of the examined probability density function. The chi-square value 

is calculated in given the Equation (93) with the help of the expected and the observed frequencies 

 

𝜒ℎ
2 = ∑

(𝑂𝑗−𝐸𝑗)
2

𝐸𝑗

𝐶𝑟
𝑗=1  . (93) 

 

The comparison of the calculated chi-square statistic 𝜒ℎ
2 with the chi-square table value at the confidence 

level (1 − 𝛼) with the degree of freedom (𝑣 = 𝐶𝑟 − 1) is performed as follows  

 

𝜒ℎ
2 < 𝜒𝑣,1−𝛼

2  . (94) 

 

If the test statistic (𝜒ℎ
2) is less than the table value (𝜒𝑣,1−𝛼

2 ), the null hypothesis (𝐻0) is accepted. Otherwise, 

the null hypothesis is rejected. 
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6. EXPERIMENTAL RESULTS 

 

In this section, four different distribution functions are selected to evaluate the success of the chi-square 

goodness of fit test for polar distribution functions. The success of the chi-square goodness of fit test is 

performed at the n = 10, 30, 50, 100, 200, 300 sample sizes for these distributions. Two-dimensional chi-

square (2𝐷 − 𝜒2) and one-dimensional chi-square (1𝐷 − 𝜒2) tests are used for these samples. For each 

sample size, this process is repeated 10,000. The success rates of the generated random numbers from the 

polar uniform distribution with the parameters 𝑎 = 1 and 𝑏 = 2 are given in Table 1. All values in Table 1 

are around 95%. 

 

Table 1. Simulation results for the marginal cumulative distribution of polar uniform distribution 

𝒏 𝟐𝑫 − 𝝌𝟐 (%) 𝟏𝑫 − 𝝌𝟐 (%) 

50 94.14 94.79 

100 94.43 94.84 

200 95.12 95.20 

300 95.10 95.05 

500 95.13 94.73 

 

The success rates of the generated random numbers from the polar exponential distribution with the 

parameter 𝜆 = 2 are given in Table 2. While the success rates of the one-dimensional chi-square (1𝐷 − 𝜒2) 

test are around at 95%, the success rates of the two-dimensional chi-square (2𝐷 − 𝜒2) test are less than at 

95% in Table 2. However, as the sample size increases, these success rates approach 95%. Because the 

expected frequency value in per class is less than 5. In this case, reclassification can be made by combining 

classes which have the expected frequency less than 5 and neighbor classes. Another approach is to classify 

the expected value of each class to be equal. 

 

Table 2. Simulation results for the marginal cumulative distribution of polar exponential distribution 

𝒏 𝟐𝑫 − 𝝌𝟐 (%) 𝟏𝑫 − 𝝌𝟐 (%) 

50 89.54 94.67 

100 91.42 95.04 

200 92.60 94.97 

300 93.16 95.09 

500 93.85 95.06 

 

The success rates of the generated random numbers from the polar normal distribution with the parameter 

𝜎 = 1 are given in Table 3. The success rates of the one-dimensional chi-square (1𝐷 − 𝜒2) test are around 

at 95%. On the other hand, as the sample size increases, the success rates of the two-dimensional chi-square 

(2𝐷 − 𝜒2) test approach around at 95% as in Table 3. 

 

Table 3. Simulation results for the marginal cumulative distribution of polar normal distribution 

𝒏 𝟐𝑫 − 𝝌𝟐 (%) 𝟏𝑫 − 𝝌𝟐 (%) 

50 91.98 94.95 

100 92.65 95.38 

200 93.44 95.14 

300 93.91 94.95 

500 94.24 95.03 

 

The success rates of the generated random numbers from the polar triangular distribution with the parameter 

𝑏 = 2 are given in Table 4. The results in Table 4 are similar to Table 2 and Table 3. Also, the success rates 

of the one-dimensional chi-square (1𝐷 − 𝜒2) test are around at 95%. On the other hand, as the sample size 

increases, the success rates of the two-dimensional chi-square (2𝐷 − 𝜒2) test approach around at 95%. 
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Table 4. Simulation results for the marginal cumulative distribution of polar triangular distribution 

𝒏 𝟐𝑫 − 𝝌𝟐 (%) 𝟏𝑫 − 𝝌𝟐 (%) 

50 92.90 95.11 

100 94.04 95.04 

200 94.75 95.00 

300 94.71 95.16 

500 94.56 95.26 

 

The marginal goodness of fit tests performs correctly and consistently according to these results for polar 

distributions. As the sample size increases, the performance of the proposed method increases for two-

dimensional chi-square test. 

 

7. REAL-LIFE EXAMPLE 

 

As a real-life application, the chi-square goodness of fit test was performed in polar coordinates using the 

angle values and lengths of the branches of the spruce tree. In this data set, the orientations (𝜃) and lengths 

(𝑟) of the branches of the 16 spruce trees at the Kanuni campus of the Karadeniz Technical University were 

recorded [16]. One of these spruce trees was chosen randomly. The length and angle values of each branch 

of this tree are given in Table 5. 

 

Table 5. The angles and lengths of the branches of the spruce tree 

Branch  

No 
𝑨𝒏𝒈𝒍𝒆 (𝜽) 𝑫𝒊𝒔𝒕𝒂𝒏𝒄𝒆 (𝒓)   

Branch 

 No 
𝑨𝒏𝒈𝒍𝒆 (𝜽) 𝑫𝒊𝒔𝒕𝒂𝒏𝒄𝒆 (𝒓) 

1 99 35   11 325 63 

2 95 46   12 274 141 

3 91 77   13 273 71 

4 85 139   14 269 46 

5 80 109   15 261 38 

6 50 98   16 255 112 

7 40 112   17 205 110 

8 38 64   18 195 42 

9 29 135   19 188 82 

10 334 136   20 175 81 

     21 170 149 

 

Whether the data shows polar uniform or polar normal distribution is investigated with the proposed 

goodness of fit test in polar coordinates. Firstly, the angle values must show a uniform distribution in the 

range of [0,2𝜋] in order to use the proposed goodness of fit test in polar coordinates. Therefore, the 

Kolmogorov-Smirnov goodness of fit test is applied to show that whether the angle values have a uniform 

distribution in the range of [0,2𝜋] or not. Also, the angle values are converted from degrees to radians. The 

null hypothesis (𝐻0) and the alternative hypothesis (𝐻1) are as follows 

 

𝐻0: 𝑇ℎ𝑒 𝑎𝑛𝑔𝑙𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 ℎ𝑎𝑣𝑒 𝑎 𝑢𝑛𝑖𝑓𝑜𝑟𝑚 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑎𝑛𝑔𝑒 𝑜𝑓 [0,2𝜋], 
𝐻1: 𝑇ℎ𝑒 𝑎𝑛𝑔𝑙𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 ℎ𝑎𝑣𝑒 𝑛𝑜𝑡 𝑎 𝑢𝑛𝑖𝑓𝑜𝑟𝑚 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑟𝑎𝑛𝑔𝑒 𝑜𝑓 [0,2𝜋]. 

 

As a result of the Kolmogorov-Smirnov test, since the value of 𝑝 =  0.6498 is greater than 𝛼 =  0.05, the 

𝐻0 hypothesis is not rejected at the 95% confidence level. Thereby, the angle values have a uniform 

distribution in the range of [0,2𝜋]. 
 

Firstly, it is tested that whether the spruce tree data has a polar uniform distribution or not. For this test, 

parameters [𝑎, 𝑏] of the uniform distribution need to be estimated. According to the maximum likelihood 

estimation method, the parameters of the uniform distribution are estimated as �̂� = 35 and �̂� = 149. The 

null hypothesis (𝐻0) and the alternative hypothesis (𝐻1) are as follows 
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𝐻0: 𝑇ℎ𝑒 𝑠𝑝𝑟𝑢𝑐𝑒 𝑡𝑟𝑒𝑒 𝑑𝑎𝑡𝑎 ℎ𝑎𝑠 𝑎 𝑝𝑜𝑙𝑎𝑟 𝑢𝑛𝑖𝑓𝑜𝑟𝑚 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛, 
𝐻1: 𝑇ℎ𝑒 𝑠𝑝𝑟𝑢𝑐𝑒 𝑡𝑟𝑒𝑒 𝑑𝑎𝑡𝑎 ℎ𝑎𝑠 𝑛𝑜𝑡 𝑎 𝑝𝑜𝑙𝑎𝑟 𝑢𝑛𝑖𝑓𝑜𝑟𝑚 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛. 

 

The proposed chi-square goodness of fit test in polar coordinates is carried out according to these values. 

As a result of the sliced bivariate chi-square test and the marginal chi-square test, p values are 0. Since the 

p value is less than α = 0.05, the 𝐻0 hypothesis is rejected at the 95% confidence level. The spruce tree data 

has not a polar uniform distribution at the 95% confidence level. 

Lastly, it is tested that whether the spruce tree data has a polar normal distribution or not. For this test, 

parameter (𝜎) of the normal distribution need to be estimated. The other parameter (𝜇) of the normal 

distribution does not need. Because there is only one tree. Furthermore, it is accepted as the center and the 

value of 𝜇 is taken as 0. According to the maximum likelihood estimation method, the parameter of the 

normal distribution is estimated as �̂� = 36.78. The null hypothesis (𝐻0) and the alternative hypothesis (𝐻1) 

are as follows. 

𝐻0: 𝑇ℎ𝑒 𝑠𝑝𝑟𝑢𝑐𝑒 𝑡𝑟𝑒𝑒 𝑑𝑎𝑡𝑎 ℎ𝑎𝑠 𝑎 𝑝𝑜𝑙𝑎𝑟 𝑛𝑜𝑟𝑚𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛. 
𝐻0: 𝑇ℎ𝑒 𝑠𝑝𝑟𝑢𝑐𝑒 𝑡𝑟𝑒𝑒 𝑑𝑎𝑡𝑎 ℎ𝑎𝑠 𝑛𝑜𝑡 𝑎 𝑝𝑜𝑙𝑎𝑟 𝑛𝑜𝑟𝑚𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛. 

 

The proposed chi-square goodness of fit test in polar coordinates is performed according to this parameter 

(�̂�).  As a result of the sliced bivariate chi-square test and the marginal chi-square test, p values are 1. Since 

the p value is greater than α = 0.05, the 𝐻0 hypothesis is not rejected at the 95% confidence level. The 

spruce tree data has a polar normal distribution at the 95% confidence level. 

 

8. CONCLUSION 

 

In this study, the bivariate distribution function is defined in polar coordinates and some of these statistics 

are emphasized. While defining bivariate polar distribution functions, it is provided that the variables are 

independent of each other. And, goodness of fit test is developed according to this condition. The chi-square 

test can be applied directly to the data obtained from bivariate polar distribution functions. Equivalence of 

the distributions, which are obtained in cartesian coordinate system, in polar coordinate system is defined. 

The marginal distribution functions of polar distributions are defined, and random numbers are generated 

from these distributions in polar coordinates by using the rejection and the inverse methods. In addition, 

goodness of fit test is applied to these generated random numbers and their performance is tested. The chi-

square test is chosen as goodness of fit test in this study. Also, it is used by adapting to polar coordinates. 

And, it is applied according to the marginal distribution of the spatial variable assuming that the angular 

variable has uniform distribution. 

 

On the other hand, the parameter estimation is a very important issue in polar coordinates. Polar 

distributions have two variables such as distance (𝑟) and angle (𝜃). In this study, it is assumed that the angle 

values have a uniform distribution as stated in the title of the study. For this reason, a single variable 

(distance) was used for parameter estimation of polar uniform and polar normal distributions in the Real-

Life Example Section. In other words, the distribution parameters from the ordinary (not polar) distributions 

are estimated by maximum likelihood estimation (mle) method. 

 

Consequently, distribution functions in polar coordinates are defined, random numbers are generated from 

these distributions and polar goodness test of is performed on these generated random numbers. 
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