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#### Abstract

In this work, we define multiplicative integrals for interval-valued functions. We establish some new Hermite-Hadamard type inequalities in the setting of interval-valued multiplicative calculus and give some examples to illustrate our main results. We also discuss special cases of our main results which are the extension of already established results.


## 1. Introduction

The Hermite-Hadamard inequality discovered by C. Hermite and J. Hadamard, (see [14], 32, pp. 137]) is one of the most well established inequalities in the theory of convex functions with a geometrical interpretation and many applications. These inequalities state that, if $F: I \rightarrow \mathbb{R}$ is a convex function on the interval $I$ of real numbers and $a, b \in I$ with $a<b$, then

$$
\begin{equation*}
F\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} F(x) d x \leq \frac{F(a)+F(b)}{2} \tag{1.1}
\end{equation*}
$$

Both inequalities in 1.1 hold in the reversed direction if $F$ is concave. We note that Hermite-Hadamard inequality may be regarded as a refinement of the concept of convexity and it follows easily from Jensen's inequality. Hermite-Hadamard inequality for convex functions has received renewed attention in recent years and a remarkable variety of refinements and generalizations have been studied, see 1 , $2,7,8,11,15,18,26,31,36,40$ and reference therein.

[^0]On the other hand, interval analysis is a particular case of set-valued analysis which is the study of sets in the spirit of mathematical analysis and general topology. It was introduced as an attempt to handle interval uncertainty that appears in many mathematical or computer models of some deterministic real-world phenomena. An old example of interval enclosure is Archimede's method which is related to compute of the circumference of a circle. In 1966, the first book related to interval analysis was given by Moore who is known as the first user of intervals in computational mathematics, see 27. After his book, several scientists started to investigate theory and application of interval arithmetic. Nowadays, because of its applications, interval analysis is a useful tool in various area which are interested intensely in uncertain data. You can see applications in computer graphics, experimental and computational physics, error analysis, robotics and many others. What's more, several important inequalities (Hermite-Hadamard, Ostrowski, etc.) have been studied for the interval-valued functions in recent years. In 9,10 , Chalco-Cano et al. obtained Ostrowski type inequalities for interval-valued functions by using Hukuhara derivative for interval-valued functions. In 33], RománFlores et al. established Minkowski and Beckenbach's inequalities for intervalvalued functions. For the others, please see $12,13,19,33,34$. However, inequalities were studied for more general set-valued maps. For example, in [35], Sadowska gave the Hermite-Hadamard inequality. In 21, 41, authors established HermiteHadamard type inequalities for co-ordinated convex interval-valued functions. For the other studies, you can see $[3,25,29$.

The main purpose of this paper is to define *integral/multiplicative integral for interval-valued functions and to obtain Hermite-Hadamard inequality via these integrals.
The overall structure of the study takes the form of six sections including introduction. The remainder of this work is organized as follows: we first recall the interval calculus by giving the several definitions and properties in Section 2. In section 3, we define multiplicative integral for interval-valued functions and give some basic properties of this newly define integral. In Section 4, we define logarithmically interval-valued $h$-convex functions and discuss special cases and properties of this class of functions. In section 5, we obtain Hermite-Hadamard inequalities and related inequalities for our new class of convex functions by utilizing our newly define integral. At the end, in section 6, we give concluding remarks about our work.

## 2. Interval Calculus

A real valued interval $X$ is bounded, closed subset of $\mathbb{R}$ defined by

$$
X=[\underline{X}, \bar{X}]=\{t \in \mathbb{R}: \underline{X} \leq t \leq \bar{X}\}
$$

where $\underline{X}, \bar{X} \in \mathbb{R}$ and $\underline{X} \leq \bar{X}$. The numbers $\underline{X}$ and $\bar{X}$ are called the left and the right endpoints of interval $X$, respectively. When $\bar{X}=\underline{X}=a$, the interval $X$ is
said to be degenerate and we use the form $X=a=[a, a]$. Also, we call $X$ positive if $\underline{X}>0$ or negative if $\bar{X}<0$. The set of all closed intervals of $\mathbb{R}$, the sets of all closed positive intervals of $\mathbb{R}$ and closed negative intervals of $\mathbb{R}$ is denoted by $\mathbb{R}_{\mathcal{I}}$, $\mathbb{R}_{\mathcal{I}}^{+}$and $\mathbb{R}_{\mathcal{I}}^{-}$respectively. The Hausdorff-Pompeiu distance between the intervals $X$ and $Y$ is defined by

$$
d(X, Y)=d([\underline{X}, \bar{X}],[\underline{Y}, \bar{Y}])=\max \{|\underline{X}-\underline{Y}|,|\bar{X}-\bar{Y}|\}
$$

It is known that $\left(\mathbb{R}_{\mathcal{I}}, d\right)$ is a complete metric space 4 .
Now, we give the definitions of basic interval arithmetic operations for the intervals $X$ and $Y$ as follows:

$$
\begin{aligned}
X+Y & =[\underline{X}+\underline{Y}, \bar{X}+\bar{Y}] \\
X-Y & =[\underline{X}-\bar{Y}, \bar{X}-\underline{Y}] \\
X . Y & =[\min S, \max S] \text { where } S=\{\underline{X} \underline{Y}, \underline{X} \bar{Y}, \bar{X} \underline{Y}, \bar{X} \bar{Y}\} \\
X / Y & =[\min T, \max T] \text { where } T=\{\underline{X} / \underline{Y}, \underline{X} / \bar{Y}, \bar{X} / \underline{Y}, \bar{X} / \bar{Y}\} \text { and } 0 \notin Y .
\end{aligned}
$$

Scalar multiplication of the interval $X$ is defined by

$$
\lambda X=\lambda[\underline{X}, \bar{X}]= \begin{cases}{[\lambda \underline{X}, \lambda \bar{X}],} & \lambda>0 \\ \{0\}, & \lambda=0 \\ {[\lambda \bar{X}, \lambda \underline{X}],} & \lambda<0\end{cases}
$$

where $\lambda \in \mathbb{R}$.
The opposite of the interval $X$ is

$$
-X:=(-1) X=[-\bar{X},-\underline{X}]
$$

for $\lambda=-1$.
The subtraction is given by

$$
X-Y=X+(-Y)=[\underline{X}-\bar{Y}, \bar{X}-\underline{Y}] .
$$

Use of monotonic functions

$$
F(X)=[F(\underline{X}), F(\bar{X})]
$$

For example, $F(x)=e^{x}, x \in \mathbb{R}$ and $F(x)=\ln x, x>0$ then we have

$$
\begin{aligned}
\exp (X) & =[\exp (\underline{X}), \exp (\bar{X})] \\
\ln (X) & =[\ln (\underline{X}), \ln (\bar{X})]
\end{aligned}
$$

In general, $-X$ is not additive inverse for $X$ i.e $X-X \neq 0$.

The definitions of operations lead to a number of algebraic properties which allows $\mathbb{R}_{\mathcal{I}}$ to be quasilinear space (see, 24 ). They can be listed as follows (see, $4,22,24$, 27):
(1) (Associativity of addition) $(X+Y)+Z=X+(Y+Z)$ for all $X, Y, Z \in \mathbb{R}_{\mathcal{I}}$,
(2) (Additive element) $X+0=0+X=X$ for all $X \in \mathbb{R}_{\mathcal{I}}$,
(3) (Commutativity of addition) $X+Y=Y+X$ for all $X, Y \in \mathbb{R}_{\mathcal{I}}$,
(4) (Cancelation law) $X+Z=Y+Z \Longrightarrow X=Y$ for all $X, Y, Z \in \mathbb{R}_{\mathcal{I}}$,
(5) (Associativity of multiplication) $(X . Y) . Z=X .(Y . Z)$ for all $X, Y, Z \in \mathbb{R}_{\mathcal{I}}$,
(6) (Commutativity of multiplication) $X . Y=Y . X$ for all $X, Y \in \mathbb{R}_{\mathcal{I}}$,
(7) (Unit element) $X .1=1 . X$ for all $X \in \mathbb{R}_{\mathcal{I}}$,
(8) (Associate law) $\lambda(\mu X)=(\lambda \mu) X$ for all $X \in \mathbb{R}_{\mathcal{I}}$ and all $\lambda, \mu \in \mathbb{R}$,
(9) (First distributive law) $\lambda(X+Y)=\lambda X+\lambda Y$ for all $X, Y \in \mathbb{R}_{\mathcal{I}}$ and all $\lambda \in \mathbb{R}$,
(10) (Second distributive law) $(\lambda+\mu) X=\lambda X+\mu X$ for all $X \in \mathbb{R}_{\mathcal{I}}$ and all $\lambda, \mu \in \mathbb{R}$. Besides these properties, the distributive law is not always valid for intervals. For example, $X=[1,2], Y=[2,3], Z=[-2,-1]$

$$
X .(Y+Z)=[0,4]
$$

whereas

$$
X . Y+X . Z=[-2,5] .
$$

But, this law hold in certain cases. If $Y Z>0$, then

$$
X .(Y+Z)=X . Y+X . Z .
$$

What's more, one of the set property is the inclusion " $\subseteq$ " that is given by

$$
X \subseteq Y \Longleftrightarrow \underline{Y} \leq \underline{X} \text { and } \bar{X} \leq \bar{Y}
$$

Considering together with arithmetic operations and inclusion, one has the following property which is called inclusion isotony of interval operations:
Let $\odot$ be the addition, multiplication, subtraction or division. If $X, Y, Z$ and $T$ are intervals such that

$$
X \subseteq Y \quad \text { and } Z \subseteq T
$$

then the following relation is valid

$$
X \odot Z \subseteq Y \odot T
$$

## 3. *Integral of Interval-Valued Functions

In this section, we define $*_{\text {integral or multiplicative integral for the interval-valued }}$ functions and give properties of this new integral. Throughout in this section, we shall use $F(t)=[\underline{F}(t), \bar{F}(t)]$ is positive interval-valued function, $I R$ is the notation for the interval-valued integrals and $I^{*}$ means the multiplicative integral.
First, we recall that the concept of *integral is denoted by $\int_{a}^{b}(F(x))^{d x}$ which introduced by Bashirov et al. in [5]. In multiplicative integrals we replace the sum by product and the product by raising to power of a function $F$ on $[a, b]$. We give the following relation between Riemann integral and *integral:

Proposition 1. If a positive function $F$ is Riemann integrable on $[a, b]$, then $F$ is *integrable on $[a, b]$ and

$$
\int_{a}^{b}(F(x))^{d x}=e^{\int_{a}^{b} \ln (F(x)) d x}
$$

For further details of *integral reader can read [5].
Now we recall the concept of Interval-valued integral given by R. E. Moore in 28]. Let $F:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}$ be an interval-valued function such that $F(t)=[\underline{F}(t), \bar{F}(t)]$. The interval-valued Riemann integral of function $F$ is defined by

$$
\int_{a}^{b} F(x) d x=\int_{a}^{b}[\underline{F}(x), \bar{F}(x)] d x
$$

Let's define interval-valued *integral or multiplicative integral $\left(I^{*} R\right)$ :
A function $F$ is said to be an interval-valued function of $t$ on $[a, b]$ if it assigns a nonempty interval to each $t \in[a, b]$

$$
F(t)=[\underline{F}(t), \bar{F}(t)]
$$

A partition of $[a, b]$ is any finite ordered subset $\mathcal{P}$ having the form

$$
\mathcal{P}: a=t_{0}<t_{1}<\ldots<t_{n}=b
$$

The mesh of a partition $\mathcal{P}$ is defined by

$$
\operatorname{mesh}(\mathcal{P})=\max \left\{t_{i}-t_{i-1}: i=1,2, \ldots, n\right\}
$$

We denote by $\mathcal{P}([a, b])$ the set of all partition of $[a, b]$. Let $\mathcal{P}(\delta,[a, b])$ be the set of all $\mathcal{P}_{1} \in \mathcal{P}([a, b])$ such that $\operatorname{mesh}(\mathcal{P})<\delta$. Choose an arbitrary point $\xi_{i}$ in interval $\left[t_{i-1}, t_{i}\right], i=1,2, \ldots, n$ and we define the product

$$
P\left(F, \mathcal{P}_{1}, \delta\right)=\prod_{i=1}^{n} F\left(\xi_{i}\right)^{\left[t_{i}-t_{i-1}\right]}
$$

where $F:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}$ is a positive function. We call $P\left(F, \mathcal{P}_{1}, \delta\right)$ a Riemann product of $F$ corresponding to $\mathcal{P}_{1} \in \mathcal{P}(\delta,[a, b])$.
Definition 1. A positive function $F:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}$ is said to be integrable in multiplicative sense or *integrable ( $I^{*}$ Rintegrable) on $[a, b]$ if there exists $A \in \mathbb{R}_{I}$ such that, for each $\varepsilon>0$, there exists $\delta>0$ such that

$$
d\left(P\left(F, \mathcal{P}_{1}, \delta\right), A\right)<\varepsilon
$$

for every Riemann product $P$ of $F$ corresponding to each $\mathcal{P}_{1} \in \mathcal{P}(\delta,[a, b])$ and independent of choice of $\xi_{i} \in\left[t_{i-1}, t_{i}\right]$ for $1 \leq i \leq n$. In this case, $A$ is called the $I^{*} R$-integral of $F$ on $[a, b]$ and is denoted by

$$
A=\left(I^{*} R\right) \int_{a}^{b}(F(t))^{d t}
$$

The collection of all functions that are $I^{*} R$ integrable on $[a, b]$ will be denote by $\mathcal{I}^{*} \mathcal{R}_{([a, b])}$.

The following theorem gives relation between $I^{*} R$-integral and multiplicative integral ( $I^{*}$-integral):

Theorem 1. Let $F:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}$ be a positive interval-valued function such that $F(t)=[\underline{F}(t), \bar{F}(t)] \in \mathcal{I}^{*} \mathcal{R}_{([a, b])}$ if and only if $\underline{F}(t), \bar{F}(t) \in \mathcal{I}_{([a, b])}^{*}$ and

$$
\left(I^{*} R\right) \int_{a}^{b}(F(t))^{d t}=\left[\left(I^{*}\right) \int_{a}^{b}(\underline{F}(t))^{d t},\left(I^{*}\right) \int_{a}^{b}(\bar{F}(t))^{d t}\right]
$$

where $\mathcal{I}_{([a, b])}^{*}$ denotes the all *integrable functions.
It is seen easily that if $F(t) \subseteq \mathcal{G}(t)$ for all $t \in[a, b]$, then $\left(I^{*} R\right) \int_{a}^{b}(F(t))^{d t} \subseteq$ $\left(I^{*} R\right) \int_{a}^{b}(\mathcal{G}(t))^{d t}$.
It is very easy to notice that if positive function $F$ is interval-valued integrable ( $I R$-integrable), then $F$ is $I^{*} R$ integrable and

$$
\left(I^{*} R\right) \int_{a}^{b}(F(t))^{d t}=e^{\int_{a}^{b}(\ln \circ F)(t) d t} .
$$

As we know that $\ln \circ F$ is $(I R)$ integrable on $[a, b]$ and continuity of the exponential we have

$$
P\left(F, \mathcal{P}_{1}, \delta\right)=e^{\sum_{i=1}^{n}\left(t_{i}-t_{i-1}\right)(\ln \circ F)\left(\xi_{i}\right)}
$$

imply the above statement and conversely, we have

$$
\int_{a}^{b} F(t) d t=\ln \int_{a}^{b}\left(e^{F(t)}\right)^{d t}
$$

Example 1. A positive interval-valued function $F:[1,2] \rightarrow \mathbb{R}_{I}$ be defined by

$$
F(t)=\left[t^{2}, e^{t^{2}}\right]
$$

then $F$ is interval-valued *integrable on $[1,2]$ and $\int_{1}^{2}\left(\left[t^{2}, e^{t^{2}}\right]\right)^{d t}=e^{\int_{1}^{2}\left[2 \ln t, t^{2}\right] d t}=$ [2.1651, 10.3119].

Now we give some properties of *integral for interval valued functions. We consider $F$ and $\mathcal{G}$ are positive interval-valued functions then the following equalities hold:
(1) $\int_{a}^{b}\left(F(t)^{p}\right)^{d t}=\left(\int_{a}^{b}(F(t))^{d t}\right)^{p}$
(2) $\int_{a}^{b}(F(t) \mathcal{G}(t))^{d t}=\int_{a}^{b}(F(t))^{d t} \cdot \int_{a}^{b}(\mathcal{G}(t))^{d t}$
(3) $\int_{a}^{b}\left(\frac{F(t)}{\mathcal{G}(t)}\right)^{d t}=\frac{\int_{a}^{b}(F(t))^{d t}}{\int_{a}^{b}(\mathcal{G}(t))^{d t}}$
(4) $\int_{a}^{b}(F(t))^{d t}=\int_{a}^{c}(F(t))^{d t} \cdot \int_{c}^{b}(F(t))^{d t}$, where $a \leq c \leq b$.

Proof. Now we give the proofs of above properties.
$(1) \Longrightarrow$

$$
\begin{aligned}
\int_{a}^{b}\left(F(t)^{p}\right)^{d t} & =e^{\int_{a}^{b} \ln \left(F(t)^{p}\right) d t} \\
& =\left(e^{\int_{a}^{b} \ln (F(t)) d t}\right)^{p} \\
& =\left(\int_{a}^{b}(F(t))^{d t}\right)^{p}
\end{aligned}
$$

$(2) \Longrightarrow$

$$
\begin{aligned}
\int_{a}^{b}(F(t) \mathcal{G}(t))^{d t} & =e^{\int_{a}^{b} \ln (F(t) \mathcal{G}(t)) d t} \\
& =e^{\int_{a}^{b} \ln (F(t)) d t+\int_{a}^{b} \ln (\mathcal{G}(t)) d t} \\
& =\int_{a}^{b}(F(t))^{d t} \cdot \int_{a}^{b}(\mathcal{G}(t))^{d t}
\end{aligned}
$$

$(3) \Longrightarrow$

$$
\begin{aligned}
\int\left(\frac{F(t)}{\mathcal{G}(t)}\right)^{d t}= & e^{\int_{a}^{b} \ln \left(\frac{F(t)}{\mathcal{G}(t)}\right) d t} \\
= & e^{\int_{a}^{b} \ln (F(t)) d t-\int_{a}^{b} \ln (\mathcal{G}(t)) d t} \\
& \frac{\int_{a}^{b}(F(t))^{d t}}{\int_{a}^{b}(\mathcal{G}(t))^{d t}}
\end{aligned}
$$

$(4) \Longrightarrow$

$$
\begin{aligned}
\int_{a}^{b}(F(t))^{d t} & =e^{\int_{a}^{b} \ln (F(t)) d t} \\
& =e^{\int_{a}^{c} \ln (F(t)) d t+\int_{c}^{d} \ln (F(t)) d t} \\
& =\int_{a}^{c}(F(t))^{d t} \cdot \int_{c}^{b}(F(t))^{d t}
\end{aligned}
$$

## 4. Logarithmically Interval-valued Convex Functions

In (42, Zhao et al. introduced a kind of interval-valued convex function as follows:

Definition 2. Let $h:[c, d] \rightarrow \mathbb{R}$ be a non-negative function, $(0,1) \subseteq[c, d]$ and $h \neq 0$. We say that $F:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}$is an interval-valued $h$-convex function if for all $x, y \in[a, b]$ and $t \in(0,1)$, we have

$$
\begin{equation*}
h(t) F(x)+h(1-t) F(y) \subseteq F(t x+(1-t) y) \tag{4.1}
\end{equation*}
$$

$S X\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$will show the set of all interval-valued $h$-convex functions.
The usual notion of convex interval-valued function corresponds to relation 4.1 with $h(t)=t$ [35]. Also, if $h(t)=t^{s}$ in 4.1], then Definition 2 gives the other interval-valued convex function defined by Breckner 6].
Definition 3. 30 Let $h:[c, d] \rightarrow \mathbb{R}$ be a non-negative function, $(0,1) \subseteq[c, d]$ and $h \neq 0$. A function $F:[a, b] \rightarrow(0, \infty)$ is called $\log$ - $h$-convex function, if

$$
F(t x+(1-t) y) \leq[F(x)]^{h(t)}[F(y)]^{h(1-t)},
$$

for all $x, y \in[a, b]$ and $t \in[0,1]$. For brevity, we can say that $F \in S X L\left[h,[a, b], \mathbb{R}_{I}^{+}\right]$ instead of logarithmically interval-valued- $h$-convex function.

In 20], Guo et al. gave the concept of interval-valued log-h-convex functions as follows:

Definition 4. Let $h:[c, d] \rightarrow \mathbb{R}$ be a non-negative function, $(0,1) \subseteq[c, d]$ and $h \neq 0$. A function $F:[a, b] \rightarrow \mathbb{R}_{I}^{+}$is said to be logarithmically interval-valued- $h$ convex function if for all $x, y \in[a, b]$ and $t \in[0,1]$, we have

$$
[F(x)]^{h(t)}[F(y)]^{h(1-t)} \subseteq F(t x+(1-t) y)
$$

Remark 1. If we set $h(t)=t$ in Definition 4 then we have new definition of intervalvalued convex function which is called log-interval-valued convex function.

Definition 5. A function $F:[a, b] \rightarrow \mathbb{R}_{I}^{+}$is said to be log-interval-valued convex function if for all $x, y \in[a, b]$ and $t \in[0,1]$, we have

$$
[F(x)]^{t}[F(y)]^{1-t} \subseteq F(t x+(1-t) y)
$$

Remark 2. If we use $h(t)=t^{s}$ in Definition 4, then we have a new definition of interval-valued convex function which is called $s$-logarithmically interval-valued convex function.

Definition 6. A function $F:[a, b] \rightarrow \mathbb{R}_{I}^{+}$is said to be s-log-interval-valued convex function if for all $x, y \in[a, b], s \in[0,1]$ and $t \in[0,1]$, we have

$$
[F(x)]^{t^{s}}[F(y)]^{(1-t)^{s}} \subseteq F(t x+(1-t) y)
$$

Remark 3. If we use $h(t)=1$ in Definition 4, then we have a new definition of interval-valued convex function which is called logarithmically interval-valued Pconvex function.

Definition 7. A function $F:[a, b] \rightarrow \mathbb{R}_{I}^{+}$is said to be log-interval-valued P-convex function if for all $x, y \in[a, b]$, and $t \in[0,1]$, we have

$$
[F(x)][F(y)] \subseteq F(t x+(1-t) y)
$$

Remark 4. If we put $h(t)=\frac{1}{t}$ in Definition 4, then we have a new definition of interval-valued convex function which is called logarithmically interval-valued Q-convex function.

Definition 8. A function $F:[a, b] \rightarrow \mathbb{R}_{I}^{+}$is said to be log-interval-valued Q-convex function if for all $x, y \in[a, b]$, and $t \in[0,1]$, we have

$$
[F(x)]^{\frac{1}{t}}[F(y)]^{\frac{1}{1-t}} \subseteq F(t x+(1-t) y)
$$

Remark 5. If we put $h(t)=\frac{1}{t^{s}}$ in Definition 4, then we have a new definition of interval-valued convex function which is called s-logarithmically interval-valued Q-convex function.

Definition 9. A function $F:[a, b] \rightarrow \mathbb{R}_{I}^{+}$is said to be s-log-interval-valued Qconvex function if for all $x, y \in[a, b], s \in[0,1]$ and $t \in[0,1]$, we have

$$
[F(x)]^{\frac{1}{t^{s}}}[F(y)]^{\frac{1}{(1-t)^{s}}} \subseteq F(t x+(1-t) y)
$$

Remark 6. If we put $h(t)=h\left(\frac{1}{2}\right)$ in Definition 4, then we have a new definition of interval-valued convex function which is called logarithmically interval-valued jensen type convex function.

Definition 10. A function $F:[a, b] \rightarrow \mathbb{R}_{I}^{+}$is said to be log-interval-valued jensen type convex function if for all $x, y \in[a, b]$ and $t \in[0,1]$, we have

$$
[F(x)]^{h\left(\frac{1}{2}\right)}[F(y)]^{h\left(\frac{1}{2}\right)} \subseteq F(t x+(1-t) y)
$$

Proposition 2. If $F, \mathcal{G} \in S X L\left[h,[a, b], \mathbb{R}_{I}^{+}\right]$, then $F \mathcal{G} \in S X L\left[h,[a, b], \mathbb{R}_{I}^{+}\right]$.

## 5. Hermite-Hadamard inequalities

Theorem 2. Let $F:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}, h:[0,1] \rightarrow \mathbb{R}^{+}$and $h\left(\frac{1}{2}\right) \neq 0$. If $F \in$ $S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$and $F \in \mathcal{I}^{*} \mathcal{R}_{([a, b])}$, then following double inequality holds:

$$
\begin{equation*}
\left[F\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2 h\left(\frac{1}{2}\right)}} \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} \supseteq[F(a) F(b)]^{\int_{0}^{1} h(t) d t} \tag{5.1}
\end{equation*}
$$

Proof. Since $F \in S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$, then we have

$$
F\left(\frac{x+y}{2}\right) \supseteq[F(x)]^{h\left(\frac{1}{2}\right)}[F(y)]^{h\left(\frac{1}{2}\right)}
$$

By setting $x=t a+(1-t) b$ and $y=t b+(1-t) a$, we get

$$
\begin{equation*}
\ln F\left(\frac{a+b}{2}\right) \supseteq h\left(\frac{1}{2}\right)[\ln F(t a+(1-t) b)+\ln F(t b+(1-t) a)] \tag{5.2}
\end{equation*}
$$

Integrating inequality 5.2 with respect to $t$ over [0, 1], we have

$$
\begin{aligned}
\ln F\left(\frac{a+b}{2}\right) \supseteq & h\left(\frac{1}{2}\right)\left[\int_{0}^{1} \ln F(t a+(1-t) b) d t\right. \\
& \left.+\int_{0}^{1} \ln F(t b+(1-t) a) d t\right]
\end{aligned}
$$

and by changing the variable of integration, we have

$$
\ln F\left(\frac{a+b}{2}\right) \supseteq \frac{2 h\left(\frac{1}{2}\right)}{b-a} \int_{a}^{b} \ln F(x) d x
$$

which implies that

$$
\ln \left[F\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2 h\left(\frac{1}{2}\right)}} \supseteq \frac{1}{b-a} \int_{a}^{b} \ln F(x) d x
$$

Hence

$$
\begin{aligned}
{\left[F\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2 h\left(\frac{1}{2}\right)}} } & \supseteq\left(e^{\int_{a}^{b} \ln F(x) d x}\right)^{\frac{1}{b-a}} \\
& =\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}}
\end{aligned}
$$

which is the first inequality in (5.1).
Now we have to prove second inequality in (5.1), for this first we note that $F \in$ $S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$, so we have

$$
\begin{equation*}
\ln F(t a+(1-t) b) \supseteq h(t) \ln F(a)+h(1-t) \ln F(b) . \tag{5.3}
\end{equation*}
$$

Integrating inequality 5.3 with respect to $t$ over $[0,1]$ and change the variable of integration we have

$$
\begin{aligned}
\frac{1}{b-a} \int_{a}^{b} \ln F(x) d x & \supseteq[\ln F(a)+\ln F(b)] \int_{0}^{1} h(t) d t \\
& =\ln (F(a) F(b))^{\int_{0}^{1} h(t) d t}
\end{aligned}
$$

which implies that

$$
\left(e^{\int_{a}^{b} \ln F(x) d x}\right)^{\frac{1}{b-a}} \supseteq(F(a) F(b))^{\int_{0}^{1} h(t) d t}
$$

Thus

$$
\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}} \supseteq(F(a) F(b))^{\int_{0}^{1} h(t) d t}
$$

which is the second inequality in (5.1).
The proof of the theorem is completed.
Remark 7. If $\underline{F}=\bar{F}$, then our Theorem 2 reduces to 30 . Theorem 3.1].

Corollary 1. Under the assumptions of Theorem 2, if we put $h(t)=t$, then we have following new Hermite-Hadamard inequality for log-interval-valued convex functions

$$
\begin{equation*}
F\left(\frac{a+b}{2}\right) \supseteq\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}} \supseteq G(F(a), F(b)) \tag{5.4}
\end{equation*}
$$

where $G(F(a), F(b))$ referes to the geometric mean of $F(a)$ and $F(b)$.
Example 2. A function $F:[x, y] \rightarrow \mathbb{R}_{I}^{+}$with $0<x<y$ is defined as

$$
F(x)=[\underline{F}(x), \bar{F}(x)]=\left[\frac{1}{x}, e^{x}-1\right],
$$

then $F \in S X L\left([a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$and we have

$$
\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}}=e^{\frac{1}{b-a}\left[\ln \left(\frac{b^{b}}{a^{a}}\right)^{-1}+1, \frac{b^{2}-a^{2}}{2}\right]} .
$$

On the other hand

$$
F\left(\frac{a+b}{2}\right)=\left[\frac{2}{a+b}, e^{\frac{a+b}{2}}-1\right]
$$

and

$$
\begin{aligned}
G(F(a), F(b)) & =\sqrt{F(a) F(b)} \\
& =\left[\sqrt{\frac{1}{a b}}, \sqrt{\left(e^{a}-1\right)\left(e^{b}-1\right)}\right]
\end{aligned}
$$

Thus for all $a, b \in[x, y]$ inequalities (5.4 satisfies and we have

$$
\left[\frac{2}{a+b}, e^{\frac{a+b}{2}}-1\right] \supseteq e^{\frac{1}{b-a}\left[\ln \left(\frac{b^{b}}{a^{a}}\right)^{-1}+1, \frac{b^{2}-a^{2}}{2}\right]} \supseteq\left[\sqrt{\frac{1}{a b}}, \sqrt{\left(e^{a}-1\right)\left(e^{b}-1\right)}\right]
$$

for verification we suppose $a=1$ and $b=2$, then we have

$$
[0.6666,3.4816] \supseteq[0.6796,3.4260] \supseteq[0.7071,3.3131]
$$

Remark 8. If $\underline{F}=\bar{F}$ in Corollary 1 , then we have inequality for log-convex function which can be found in [14, p. 197, (5.3)].

Corollary 2. Under the assumptions of Theorem 2, if we let $h(t)=t^{s}$, then we have a new inequality of s-logarithmically interval-valued convex functions

$$
\left[F\left(\frac{a+b}{2}\right)\right]^{2^{s-1}} \supseteq\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}} \supseteq[F(a) F(b)]^{\frac{1}{s+1}}
$$

Remark 9. If $\underline{F}=\bar{F}$ in Corollary 2 then Corollary 2 reduces to 30, Corollary 3.3].

Corollary 3. Under the conditions of Theorem 2, if we use $h(t)=1$, then we have a new inequality for the logarithmically interval-valued $P$-convex functions

$$
\sqrt{F\left(\frac{a+b}{2}\right)} \supseteq\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}} \supseteq F(a) F(b)
$$

Remark 10. If $\underline{F}=\bar{F}$ in Corollary 3, then Corollary 3 reduces to 30, Corollary 3.4].

Corollary 4. Under the assumptions of Theorem 2, if we set $h(t)=t^{-1}$ in first inequality, then we have following inequality for the logarithmically interval-valued $Q$-convex functions

$$
\left[F\left(\frac{a+b}{2}\right)\right]^{\frac{1}{4}} \supseteq\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}}
$$

Remark 11. If $\underline{F}=\bar{F}$ in Corollary 4 . Then Corollary 4 reduces to 30, Corollary 3.5].

Corollary 5. Under the conditions of Theorem 2, if suppose $h(t)=t^{-s}$ in first inequality, then we have new inequality for s-logarithmically interval-valued $Q$-convex functions

$$
\left[F\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2^{s+1}}} \supseteq\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}}
$$

Remark 12. If $\underline{F}=\bar{F}$ in Corollary 5 , then we have following new inequality for the $s$-logarithmically $Q$-convex functions

$$
\left[F\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2^{s+1}}} \leq\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}}
$$

Theorem 3. Let $F, \mathcal{G}:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}, h:[0,1] \rightarrow \mathbb{R}^{+}$and $h\left(\frac{1}{2}\right) \neq 0$. If $F, \mathcal{G} \in$ $S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$and $F, \mathcal{G} \in \mathcal{I}^{*} \mathcal{R}_{([a, b])}$, then following double inequality holds:

$$
\begin{align*}
{\left[F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2 h\left(\frac{1}{2}\right)}} } & \supseteq\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{1}{b-a}} \\
& \supseteq[F(a) F(b) \mathcal{G}(a) \mathcal{G}(b)]_{0}^{\int_{0}^{1} h(t) d t} \tag{5.5}
\end{align*}
$$

Proof. Since $F, \mathcal{G} \in S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$, so $F$ and $\mathcal{G}$ can be written as

$$
\begin{equation*}
F\left(\frac{x+y}{2}\right) \supseteq[F(x)]^{h\left(\frac{1}{2}\right)}[F(y)]^{h\left(\frac{1}{2}\right)} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}\left(\frac{x+y}{2}\right) \supseteq[\mathcal{G}(x)]^{h\left(\frac{1}{2}\right)}[\mathcal{G}(y)]^{h\left(\frac{1}{2}\right)} . \tag{5.7}
\end{equation*}
$$

By setting $x=t a+(1-t) b$ and $y=t b+(1-t) a$ in 5.6) and 5.7, we have

$$
\begin{equation*}
F\left(\frac{a+b}{2}\right) \supseteq[F(t a+(1-t) b)]^{h\left(\frac{1}{2}\right)}[F(t b+(1-t) a)]^{h\left(\frac{1}{2}\right)} \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}\left(\frac{a+b}{2}\right) \supseteq[\mathcal{G}(t a+(1-t) b)]^{h\left(\frac{1}{2}\right)}[\mathcal{G}(t b+(1-t) a)]^{h\left(\frac{1}{2}\right)} . \tag{5.9}
\end{equation*}
$$

From 5.8 and 5.9$)$, we have

$$
\begin{array}{ll} 
& \ln F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right) \\
\supseteq \quad & h\left(\frac{1}{2}\right)[\ln F(t a+(1-t) b)+\ln F(t b+(1-t) a) \\
& +\ln \mathcal{G}(t a+(1-t) b)+\ln \mathcal{G}(t b+(1-t) a)] \tag{5.10}
\end{array}
$$

and integrating 5.10 with respect to $t$ over $[0,1]$, we have

$$
\begin{align*}
& \ln F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right) \\
\supseteq & h\left(\frac{1}{2}\right)\left[\int_{0}^{1} \ln F(t a+(1-t) b) d t+\int_{0}^{1} \ln F(t b+(1-t) a) d t\right. \\
& \left.+\int_{0}^{1} \ln \mathcal{G}(t a+(1-t) b) d t+\int_{0}^{1} \ln \mathcal{G}(t b+(1-t) a) d t\right] . \tag{5.11}
\end{align*}
$$

By changing the variable in last inequality, we have

$$
\frac{1}{2 h\left(\frac{1}{2}\right)} \ln F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right) \supseteq \frac{1}{b-a}\left[\int_{a}^{b} \ln F(x) d x+\int_{a}^{b} \ln \mathcal{G}(x) d x\right]
$$

which implies that

$$
\left[F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2 h\left(\frac{1}{2}\right)}} \supseteq\left(e^{\int_{a}^{b} \ln F(x) d x+\int_{a}^{b} \ln \mathcal{G}(x) d x}\right)^{\frac{1}{b-a}}
$$

Hence

$$
\left[F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2 h\left(\frac{1}{2}\right)}} \supseteq\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{1}{b-a}}
$$

which is the first inequality in 5.5 ).
To prove the second inequality in 5.5, first we note that $F, \mathcal{G} \in S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$, so we have

$$
\begin{equation*}
F(t a+(1-t) b) \supseteq[F(a)]^{h(t)}[F(b)]^{h(1-t)} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}(t a+(1-t) b) \supseteq[\mathcal{G}(a)]^{h(t)}[\mathcal{G}(b)]^{h(1-t)} \tag{5.13}
\end{equation*}
$$

From 5.12 and 5.13 , we have

$$
\begin{array}{ll} 
& \ln F(t a+(1-t) b) \mathcal{G}(t a+(1-t) b) \\
\supseteq & h(t)[\ln F(a)+\ln \mathcal{G}(a)]+h(1-t)[\ln F(b)+\ln \mathcal{G}(b)] \tag{5.14}
\end{array}
$$

and integrating inequality 5.14 with respect to $t$ over $[0,1]$, we get

$$
\begin{aligned}
& \int_{0}^{1} \ln F(t a+(1-t) b) \mathcal{G}(t a+(1-t) b) \\
\supseteq \quad & {[\ln F(a)+\ln \mathcal{G}(a)] \int_{0}^{1} h(t) d t } \\
& +[\ln F(b)+\ln \mathcal{G}(b)] \int_{0}^{1} h(1-t) d t
\end{aligned}
$$

By changing the variable of integration, we have

$$
\frac{1}{b-a} \int_{0}^{1} \ln F(x) \mathcal{G}(x) d x \supseteq \ln [F(a) F(b) \mathcal{G}(a) \mathcal{G}(b)]^{\int_{0}^{1} h(t) d t}
$$

which implies that

$$
\left(e^{\int_{a}^{b} \ln F(x) d x+\int_{a}^{b} \ln \mathcal{G}(x) d x}\right)^{\frac{1}{b-a}} \supseteq[F(a) F(b) \mathcal{G}(a) \mathcal{G}(b)]_{0}^{\int_{0}^{1} h(t) d t}
$$

Thus

$$
\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{1}{b-a}} \supseteq[F(a) F(b) \mathcal{G}(a) \mathcal{G}(b)]^{\int_{0}^{1} h(t) d t}
$$

which is the second inequality in 5.5 .
The proof of theorem is completed.
Corollary 6. If we use $h(t)=t$ in Theorem 3, then following new inequalities for logarithmically interval-valued convex functions hold:

$$
\begin{aligned}
F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right) & \supseteq\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{1}{b-a}} \\
& \supseteq G(F(a), F(b)) \cdot G(\mathcal{G}(a), \mathcal{G}(b))
\end{aligned}
$$

where $G(.,$.$) referes to the geometric mean.$
Remark 13. If $\underline{F}=\bar{F}$ in Corollary 6, then Corollary 6 reduces to [3, Theorem 7].
Corollary 7. Under the assumptions of Theorem 3, if we let $h(t)=t^{s}$, then following inequalities for the s-logarithmically interval-valued convex functions hold:

$$
\left[F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right)\right]^{2^{s-1}} \supseteq\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{1}{b-a}}
$$

$$
\supseteq \quad[F(a) F(b) \mathcal{G}(a) \mathcal{G}(b)]^{\frac{1}{s+1}}
$$

Corollary 8. Under the conditions of Theorem 3, if we choose $h(t)=1$, then we have following inequalities for the logarithmically $P$-convex functions

$$
\begin{aligned}
F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right) & \supseteq\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{2}{b-a}} \\
& \supseteq[F(a) F(b) \mathcal{G}(a) \mathcal{G}(b)]^{2}
\end{aligned}
$$

Corollary 9. If we put $h(t)=t^{-1}$ in first inequality of Theorem 3, then we have following inequalities for the logarithmically interval-valued $Q$-convex functions

$$
\left[F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right)\right]^{\frac{1}{4}} \supseteq\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{1}{b-a}}
$$

Corollary 10. Under the assumptions of Theorem 3, if we set $h(t)=t^{-s}$ in first inequality, then following inequalities for s-logarithmically interval-valued $Q$-convex functions hold

$$
\left[F\left(\frac{a+b}{2}\right) \mathcal{G}\left(\frac{a+b}{2}\right)\right]^{\frac{1}{2^{s+1}}} \supseteq\left(\int_{a}^{b} F(x)^{d x} \cdot \int_{a}^{b} \mathcal{G}(x)^{d x}\right)^{\frac{1}{b-a}}
$$

Theorem 4. Let $F:[a, b] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}, h:[0,1] \rightarrow \mathbb{R}^{+}$and $h\left(\frac{1}{2}\right) \neq 0$. If $F \in$ $S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$and $F \in \mathcal{I}^{*} \mathcal{R}_{([a, b])}$, then following inequalities hold:

$$
\begin{aligned}
\left(F\left(\frac{a+b}{2}\right)\right)^{\frac{1}{2 h^{2}\left(\frac{1}{2}\right)}} & \supseteq \Delta_{1}^{\frac{1}{4 h\left(\frac{1}{2}\right)}} \\
& \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} \\
& \supseteq \Delta_{2}^{\frac{1}{2} \int_{0}^{1} h(t) d t} \\
& \supseteq(F(a) F(b))^{\left[\frac{1}{2}+h\left(\frac{1}{2}\right)\right] \int_{0}^{1} h(t) d t}
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta_{1} & =F\left(\frac{3 a+b}{4}\right) F\left(\frac{a+3 b}{4}\right) \\
\Delta_{2} & =F(a) F(b) F^{2}\left(\frac{a+b}{2}\right)
\end{aligned}
$$

Proof. Since $F \in S X L\left(h,[a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$then for $t \in\left[a, \frac{a+b}{2}\right]$, we have

$$
\ln F\left(\frac{3 a+b}{4}\right)
$$

$$
\begin{align*}
& =\ln F\left(\frac{t a+(1-t) \frac{a+b}{2}}{2}+\frac{(1-t) a+t \frac{a+b}{2}}{2}\right) \\
& \supseteq \ln F\left(\frac{t a+(1-t) \frac{a+b}{2}}{2}\right)^{h\left(\frac{1}{2}\right)} F\left(\frac{(1-t) a+t \frac{a+b}{2}}{2}\right)^{h\left(\frac{1}{2}\right)} \\
& =h\left(\frac{1}{2}\right)\left[\ln F\left(\frac{t a+(1-t) \frac{a+b}{2}}{2}\right)+\ln F\left(\frac{(1-t) a+t \frac{a+b}{2}}{2}\right)\right] . \tag{5.15}
\end{align*}
$$

Integrating inequality 5.15 with respect to $t$ over $[0,1]$, we have

$$
\begin{aligned}
\ln F\left(\frac{3 a+b}{2}\right) \supseteq & h\left(\frac{1}{2}\right)\left[\int_{0}^{1} \ln F\left(\frac{t a+(1-t) \frac{a+b}{2}}{2}\right) d t\right. \\
& \left.+\int_{0}^{1} \ln F\left(\frac{(1-t) a+t \frac{a+b}{2}}{2}\right) d t\right]
\end{aligned}
$$

and by changing the variable of integration, we have

$$
\ln \left(F\left(\frac{3 a+b}{4}\right)\right)^{\frac{1}{4 h\left(\frac{1}{2}\right)}} \supseteq \frac{1}{b-a} \int_{a}^{\frac{a+b}{2}} \ln F(x) d x
$$

which implies that

$$
\begin{equation*}
\left(F\left(\frac{3 a+b}{4}\right)\right)^{\frac{1}{4 h\left(\frac{1}{2}\right)}} \supseteq\left(\int_{a}^{\frac{a+b}{2}} F(x)^{d x}\right)^{\frac{1}{b-a}} \tag{5.16}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left(F\left(\frac{a+3 b}{4}\right)\right)^{\frac{1}{4 h\left(\frac{1}{2}\right)}} \supseteq\left(\int_{\frac{a+b}{2}}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} \tag{5.17}
\end{equation*}
$$

Multiplying (5.16) and 5.17), we have

$$
\Delta_{1}^{\frac{1}{4 h\left(\frac{1}{2}\right)}}=\left(F\left(\frac{3 a+b}{4}\right) F\left(\frac{a+3 b}{4}\right)\right)^{\frac{1}{4 h\left(\frac{1}{2}\right)}} \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} .
$$

Now from Theorem 2, one has

$$
\begin{aligned}
\left(F\left(\frac{a+b}{2}\right)\right)^{\frac{1}{4 h^{2}\left(\frac{1}{2}\right)}} & =\left[F\left(\frac{1}{2} \frac{3 a+b}{4}+\frac{1}{2} \frac{a+3 b}{4}\right)\right]^{\frac{1}{4 h^{2}\left(\frac{1}{2}\right)}} \\
& \supseteq\left[F\left(\frac{3 a+b}{4}\right)^{h\left(\frac{1}{2}\right)} F\left(\frac{a+3 b}{4}\right)^{h\left(\frac{1}{2}\right)}\right]^{\frac{1}{4 h^{2}\left(\frac{1}{2}\right)}} \\
& \supseteq \Delta_{1}^{\frac{1}{4 h\left(\frac{1}{2}\right)}}
\end{aligned}
$$

$$
\begin{aligned}
& \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} \\
& \supseteq\left(F(a) F(b) F^{2}\left(\frac{a+b}{2}\right)\right)^{\frac{1}{2} \int_{0}^{1} h(t) d t} \\
& =\Delta_{2}^{\frac{1}{2} \int_{0}^{1} h(t) d t} \\
& \supseteq\left([F(a) F(b)]^{\frac{1}{2}}[F(a) F(b)]^{h\left(\frac{1}{2}\right)}\right)^{\int_{0}^{1} h(t) d t} \\
& =(F(a) F(b))^{\left[\frac{1}{2}+h\left(\frac{1}{2}\right)\right] \int_{0}^{1} h(t) d t}
\end{aligned}
$$

which completes the proof.
Corollary 11. Under the assumptions of Theorem (4), if we set $h(t)=t$ in Theorem 4, then following inequalities for the logarithmically interval-valued convex functions hold

$$
\begin{align*}
\left(F\left(\frac{a+b}{2}\right)\right)^{2} & \supseteq \sqrt{\Delta_{1}} \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} \\
& \supseteq \Delta_{2}^{\frac{1}{4}} \supseteq G(F(a), F(b)) \tag{5.18}
\end{align*}
$$

where $G(.,$.$) referes to the geometric mean.$
Example 3. A function $F:[x, y] \rightarrow \mathbb{R}_{I}^{+}$with $0<x<y$ is defined as

$$
F(x)=[\underline{F}(x), \bar{F}(x)]=\left[\frac{1}{x}, e^{x}-1\right]
$$

then $F \in S X L\left([a, b], \mathbb{R}_{\mathcal{I}}^{+}\right)$and we have

$$
\left(\int_{a}^{b}(F(x))^{d x}\right)^{\frac{1}{b-a}}=e^{\frac{1}{b-a}\left[\ln \left(\frac{b^{b}}{a^{a}}\right)^{-1}+1, \frac{b^{2}-a^{2}}{2}\right]} .
$$

On the other hand

$$
\begin{aligned}
F\left(\frac{a+b}{2}\right) & =\left[\frac{2}{a+b}, e^{\frac{a+b}{2}}-1\right] \\
\Delta_{1} & =\left[\frac{16}{(3 a+b)(a+3 b)},\left(e^{\frac{3 a+b}{4}}-1\right)\left(e^{\frac{a+3 b}{4}}-1\right)\right] \\
\Delta_{2} & =\left[\frac{1}{a b},\left(e^{a}-1\right)\left(e^{b}-1\right)\right]\left[\frac{2}{a+b}, e^{\frac{a+b}{2}}-1\right]^{2}
\end{aligned}
$$

and

$$
G(F(a), F(b))=\sqrt{F(a) F(b)}
$$

$$
=\left[\sqrt{\frac{1}{a b}}, \sqrt{\left(e^{a}-1\right)\left(e^{b}-1\right)}\right]
$$

Thus for all $a, b \in[x, y]$ inequalities 5.18 satisfies and we have

$$
\begin{aligned}
{\left[\frac{2}{a+b}, e^{\frac{a+b}{2}}-1\right]^{2} } & \supseteq \sqrt{\left[\frac{16}{(3 a+b)(a+3 b)},\left(e^{\frac{3 a+b}{4}}-1\right)\left(e^{\frac{a+3 b}{4}}-1\right)\right]} \\
& \supseteq e^{\frac{1}{b-a}\left[\ln \left(\frac{b^{b}}{a^{a}}\right)^{-1}+1, \frac{b^{2}-a^{2}}{2}\right]} \\
& \supseteq\left(\left[\frac{1}{a b},\left(e^{a}-1\right)\left(e^{b}-1\right)\right]\left[\frac{2}{a+b}, e^{\frac{a+b}{2}}-1\right]^{2}\right)^{\frac{1}{4}} \\
& \supseteq\left[\sqrt{\frac{1}{a b}}, \sqrt{\left(e^{a}-1\right)\left(e^{b}-1\right)}\right]
\end{aligned}
$$

for verification we suppose $a=1$ and $b=2$, then we have

$$
\begin{aligned}
{[0.4444,12.1215] } & \supseteq[0.6761,3.4409] \\
& \supseteq[0.6796,3.4260] \\
& \supseteq[0.6865,3.3963] \\
& \supseteq[0.7071,3.3131]
\end{aligned}
$$

Corollary 12. Under the assumptions of Theorem 4, if we let $h(t)=t^{s}$, then following inequalities for the s-logarithmically interval-valued convex functions hold:

$$
\begin{aligned}
\left(F\left(\frac{a+b}{2}\right)\right)^{2^{2 s-1}} & \supseteq \Delta_{1}^{2^{s-2}} \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} \\
& \supseteq \Delta_{2}^{\frac{1}{2(s+1)}} \supseteq(F(a) F(b))^{\frac{1}{s+1}\left[\frac{1}{2}+\frac{1}{2^{s}}\right]}
\end{aligned}
$$

Corollary 13. Under the conditions of Theorem 4, if we choose $h(t)=1$, then we have following inequalities for the logarithmically $P$-convex functions

$$
\begin{aligned}
\sqrt{F\left(\frac{a+b}{2}\right)} & \supseteq \Delta_{1}^{\frac{1}{4}} \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}} \\
& \supseteq \sqrt{\Delta_{2}} \supseteq(F(a) F(b))^{\frac{3}{2}}
\end{aligned}
$$

Corollary 14. If we put $h(t)=t^{-1}$ in first two inequalities of Theorem 4, then we have following inequalities for the logarithmically interval-valued $Q$-convex functions

$$
\left(F\left(\frac{a+b}{2}\right)\right)^{\frac{1}{8}} \supseteq \Delta_{1}^{\frac{1}{8}} \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}}
$$

Corollary 15. Under the assumptions of Theorem 4, if we set $h(t)=t^{-s}$ in first inequality, then following inequalities for s-logarithmically interval-valued $Q$-convex functions hold

$$
\left(F\left(\frac{a+b}{2}\right)\right)^{\frac{1}{2^{2 s+1}}} \supseteq \Delta_{1}^{\frac{1}{2 s+1}} \supseteq\left(\int_{a}^{b} F(x)^{d x}\right)^{\frac{1}{b-a}}
$$

## 6. Conclusion

In this paper, authors define multiplicative integral for the interval-valued functions and derived some new Hermite-Hadamard and related inequalities for logarithmically interval-valued $h$-convex functions by utilizing our newly define integral. Authors also gave some more new results in the special cases of our main results. Interested readers can obtain more results by using the notions used in this paper. The results in this paper can be a new contribution in the field of Hermite-Hadamard integral inequalities.
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