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ABSTRACT
This article provides a thorough review of educational data mining (EDM) in the period 2015-2019. Going beyond earlier review works, in this article we examine previous research from a variety of aspects, including the examined data, the algorithms used, the type of conclusions drawn, the educational level/setting of application and the actual exploitation of the results in the educational setting. Our findings indicate that tertiary education dominates the EDM domain, while minimal focus has been given to secondary education and almost none to primary education. Our finding, and suggestion, is that by focusing EDM on earlier education level the field can have a more profound impact on education and on society as a whole.
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INTRODUCTION
The use of data mining techniques in educational data has increased enormously in recent years. This has been pushes in part from the huge increase in the amount of educational data that is now available. The introduction of information systems enables the recording and retention of large volumes of data in educational institutions. The development of modern as well as asynchronous distance learning has also increased the volume and the variety of types of data. Thus, the conditions for the application of data mining techniques in education have been created and educational data mining has evolved into a distinct interdisciplinary discipline. (Romero & Ventura, 2007), (Papamitsiou & Economides, 2014), (Peña-Ayala, 2014), (Thakar et. al., 2015), (Sukhija et. al., 2015), (Del Río & Pineda Insuasti, 2016).

There have been various attempts to categorize the scientific field. According to Agasisti and Bowers (2017) there are three distinct approaches in data mining in the field of education: a) Educational Data Mining (EDM), b) Learning Analytical (LA) and c) Academic Analytical (Ac An). EDM uses data mining techniques to understand patterns and iterations. LA integrates many of the EDM models while focusing on teaching and learning. In this sense, its main aim is to better inform teaching practices. Ac An focuses on the organizational level and the improvements that can be made to the training process and its results.

The three approaches are difficult to distinguish, as tools, research questions, and administrative use of findings tend to overlap, leading many in the literature to refer to all of them cumulatively as EDM. In any case, this classification can be considered “tentative” or “early” as the scientific field is still rapidly evolving (Agasisti & Bowers, 2017). In this work we extensively examine work published in the broader area of data mining in education over the last few years, focusing particularly in works that aim to assess and predict student performance. We identify trends and we discuss what the future may hold for this exciting field and which promising directions remain to be explored.

Methods
In relation to the applied methods, Baker and Yacef (2009), Romero and Ventura (2010), Agasisti & Bowers (2017) suggest the following methods of EDM.

Prediction: Where the goal is to develop a model that predicts the value of a variable from a combination of other independent variables. Classification techniques or different types of regressions can be used.

Distillation of data for human judgment: This method summarizes and presents information using a useful, interactive, and visually appealing modality, in order to understand a large amount of educational
data and to better support decision making. It helps users understand information (teachers, education executives).

**Relationship mining**: The goal is to discover the relationships between variables. This can take the form of trying to find out which forms are interrelated and to what extent. In general, there are four types of relationship mining: association rule mining, correlation mining, sequential pattern mining and causal data mining.

**Discovery with models**: In this method, a model developed through machine learning, is later used as a tool in another analysis. The model created allows further analysis between the model estimates and the value observations of the variables to be studied.

**Outlier Detection**: The process of detection is the identification of data points do not fit with other in a data set. This data may concern students with learning difficulties or teachers with a completely different behavior from the usual etc.

**Social Network Analysis**: which maps the flow of relationships and changes in relationships between the entities involved in knowledge (students, educators).

**Text Mining**: Considering large collections of written resources for generating new information and converting text into structured data for further analysis.

**Prior literature reviews**

There have been several literature reviews on EDM in general, focusing primarily on research objectives, methods, and predicting variables used.

### Table 1. Previous literature reviews

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romero and Ventura</td>
<td>2007</td>
<td>It presents the most relevant work until 2005. It categorizes surveys according to their purpose. Recording an increase in the number of enrollments each year. Possible future trends in the field are outlined. It refers to the need to integrate data mining into the educational environment and its importance for researchers and external users.</td>
</tr>
<tr>
<td>Baker and Yacef</td>
<td>2009</td>
<td>It identifies the increasing rates of growth in the field. It detects the increase in available data. It presents the change in the goals and methods followed. It notes that there is considerable room for growth (EDM) as well as the importance of open educational data.</td>
</tr>
<tr>
<td>Romero and Ventura</td>
<td>2010</td>
<td>It categorizes potential users of the effects. It categorizes tasks based on the techniques applied and their goals. It considers as important issues for the future the ease of use of non-specialist effects in DM, the need for integration in a simple environment and the need for standardization of data and models.</td>
</tr>
<tr>
<td>Papamitsiou and Economides</td>
<td>2014</td>
<td>The papers categorized according to methods, objectives, learning settings. They highlighted the major directions of the field. The added value of EDM/LA discussed. The integration of technologies such as game -based and mobile learning also suggested. A SWOT analysis is conducted.</td>
</tr>
<tr>
<td>Pena-Ayala</td>
<td>2014</td>
<td>A detailed presentation of articles by method, algorithms used and objectives was done. Statistical and clustering methods were also applied and two patterns of EDM approaches have been identified. A SWOT analysis was conducted and the great potential of the widespread use of information systems in education has also been presented.</td>
</tr>
<tr>
<td>Thakar, Mehta and Manisha</td>
<td>2015</td>
<td>Some key areas were identified, such as identifying weak students and predicting student failure, assessing students in specific courses, assessing students’ understanding. The lack and need for a unified approach was highlighted.</td>
</tr>
<tr>
<td>Sukhija et al.</td>
<td>2015</td>
<td>It presents tools, the techniques and outcomes of various studies from 2001 to 2015. Some challenges for EDM have been identified, such as the lack of coherent data sets at the level of the overall education system, the lack of flexibility in data sets and the lack of trust of educational authorities in EDM results. It was also emphasized that most of the researches were limited to small-scale experiments.</td>
</tr>
<tr>
<td>Del Rio &amp; Insuasti</td>
<td>2016</td>
<td>Focused in predicting students’ academic performance in higher education from 2011 to 2016. They presented the main methods, predictors and software used by the authors.</td>
</tr>
</tbody>
</table>
The vast majority of the articles reviewed focused on higher education; primary and secondary education do not seem to have attracted the interest of researchers. In this review, we will attempt to confirm this quantitatively, examining articles that aim to predict the academic performance of students in different education levels.

Most reviews dealt with the technical purposes and recorded in detail the methods, techniques, and objectives of the research. One aspect that has not yet been assessed quantitatively is that of linking research results to educational policy. Such a connection can range from the micro level (class level) to the macro level (educational system level). This review will examine whether the research results have been used using technical data mining to make decisions by the education administration. A detailed model for linking EDM to decision making at various levels of educational policy is presented by Agasisti & Bowers (2017).

Assessing student performance

Student performance assessment is an area of EDM that has gained the attention of several researchers in recent years. A considerable number of researches have been published, mainly on higher education (Bydžovská, 2016). Undoubtedly, the importance of early diagnosis is of great importance since it could potentially be used to develop actions and policies by educational institutions. In attempting to predict academic performance, a significant number of data mining techniques and explanatory features are used, which relate to students’ demographic and academic behavioral characteristics, their online behavior, etc. (Del Río & Pineda Insuasti, 2016). The review of the research of the last five years is the main intention of this article.

Literature review scope and methods

The purpose of this article is twofold: 1) To identify and present research published over the last five years (2015-2019) in relation to assessing students’ academic performance using data mining techniques and 2) to identify cases studies of application of research results to decision-making at the institutional level as well as educational policy in general.

Following the steps of PICO methodology (Pai et al., 2004), borrowed from medical research, the following criteria were used to set up this literature review:

Population: Articles on academic performance using data mining techniques in secondary schools, higher education institutions as well as related online tools.

Intervention: Methods, algorithms, features.

Comparison: Between different evaluation measures.

Outcome: Most commonly used methods, algorithms, features by authors. Applications of findings in the educational field.

The research questions were:

Q1: What are the methods and algorithms used to evaluate academic performance?

Q2: What is the performance per method?

Q3: What are the features used to evaluate academic performance?

Q4: To what extent were the results of the research used for decision making, according to the authors?

Search strategy

The following databases were searched for articles to examine: Springer Link, IEEE Xplore, ERIC, ACM, Science Direct, Journal of Educational Data Mining (JEDM), and also Google Scholar. Articles were originally searched through the Google Scholar search engine, which provides the ability to locate articles in a large number of scientific journals. Additional search has been performed using the corresponding tools from each database. We have checked the keywords in relevant papers and identified the alternative spellings of our search terms.

The search parameters that were used are:

- Search terms: (educational data mining) AND (tertiary education OR secondary education) AND (student performance OR student dropout).

Following the methodology of Kitchenhams (2010), we developed the following and exclusion criteria.

**Inclusion criteria**
- Works aimed at predicting students’ academic performance in secondary, tertiary and related online education.
- Works that do not use data mining techniques for the prediction of students dropout in secondary, tertiary and related online education.
- Papers published in scientific journals or conference proceedings.
- Works that provide detailed information on the methodology used.

**Exclusion criteria**
- Works that do not use data mining techniques for the prediction of students’ academic performance or dropout.
- Works that do not provide detailed information about the type of attributes used.
- Works that do not provide detailed information on the algorithms used.
- Works that do not provide detailed information for evaluating of the algorithms used.

The papers identified in the first phase were 564. Subsequently, the title and abstracts of the articles were filtered by applying inclusion criteria. This process rejected 439 articles and 125 articles remained to further study of the full text. After studying all the texts and fully applying the inclusion and exclusion criteria, finally, 120 articles emerged, based on which the full literature review was developed. Table 2 summarizes the sources of the articles we studied and the number of articles from each source.

**FINDINGS**

**Research domains**

The vast majority of articles were on higher education. This may be due to better access to data through the development of Learning Management Systems (LMS) in higher education institutions, as well as the fact that scientific experimentation can be performed more easily in higher education. As can be seen below, the percentage of research related to universities or colleges reached 78.69%. This was followed by research in secondary education at 14.75%, while less research was on online platforms. It was examined whether the methods, algorithms and attributes differ between the educational levels/settings and no differentiation was found. On the contrary, in relation to the data used, we observe that online platforms surveys were dominated by online data.

<table>
<thead>
<tr>
<th>Source</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>29</td>
</tr>
<tr>
<td>Springer</td>
<td>25</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>9</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>9</td>
</tr>
<tr>
<td>ERIC</td>
<td>5</td>
</tr>
<tr>
<td>Taylor &amp; Francis</td>
<td>3</td>
</tr>
<tr>
<td>JEDM (Journal of EDM)</td>
<td>2</td>
</tr>
<tr>
<td>Others</td>
<td>43</td>
</tr>
</tbody>
</table>

**Table 2. Literature review sources**

<table>
<thead>
<tr>
<th>Educational setting</th>
<th>Count</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tertiary education</td>
<td>96</td>
<td>78.69%</td>
</tr>
<tr>
<td>Secondary education</td>
<td>18</td>
<td>14.75%</td>
</tr>
<tr>
<td>MOOC</td>
<td>8</td>
<td>6.56%</td>
</tr>
<tr>
<td>Total</td>
<td>122</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

**Table 3. Educational settings**
Algorithms

More than one algorithm was used in most articles. For the purposes of our review, the algorithms used by the researchers were categorized in terms of methodology: Association Rules, Other Decision Rules, Bayesian Methods, Decision Trees, Ensemble Methods, Instance Learning, Logistic Regression, Neural Networks, Support Vector Machine and Other Methods. Regression Techniques also used, the measures used and the average value of them were also recorded. Table 4 summarizes the frequencies of the measurement tools used. The accuracy was the most used evaluation tool.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Count</th>
<th>Accuracy</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Rules</td>
<td>23</td>
<td>0.78</td>
<td>Ahadi et al. (2015), Chango et al. (2019), Daud et al. (2017), Livieris et al. (2016), Livieris et al. (2019b), Livieris et al. (2019a), Mhetre and Nagar (2017)</td>
</tr>
</tbody>
</table>
| Instance Based         | 19    | 0.70     | Abdulazeez and Abdulwahab (2019), Al-Shehri et al. (2017), Asif et al. (2017), Bergin et al. (2015), Brinton and Chiang (2015), Bydovska (2016), Castro-Wunsch et al. (2017), Chango et al. (2019), Daud et al. (2017), Govindasamy and
We have found a high frequency of Decision Tree algorithms. To this high-frequency contribute the widespread use of the method in general and the large number of algorithms available in popular tools, such as WEKA. Bayesian algorithms, mainly Naive Bayes, were also widely used. More advanced methods such as Neural Networks, Support Vector Machines and Ensemble Learning Methods have been used to a lesser extent. Logistic regression, although was quite accurate, was applied in few cases, and the same goes to Instance-Based Learning as well. Next, we present in more detail the descriptive statistics of the most frequently applied algorithms. Due to the use of different evaluation tools, the statistics of those who used the accuracy are presented.

More in detail, Bayesian algorithms were used in a large percentage of the researches we studied. Naive Bayes algorithm was used more often (45 times), and in a few cases Bayesian Networks were used. Frequently, the Naive Bayes algorithm has been used as a benchmark to compare accuracy with other, more complex algorithms. The satisfactory accuracy of the algorithm was confirmed, despite the speed of calculation and low consumption of resources. In five cases it was found that Naive Bayes had the highest accuracy (Bergin et al., 2015; Zhou et al. 2015; Kamal and Ahuja 2019; Kumar et al. 2019; Santos and Yulia 2019), while the average accuracy of the algorithm reached 0.7560. It should be noted that the required hypothesis of independence between variables cannot be safely assumed or easily manufactured in educational data.

Decision Tree algorithms made up the majority of the algorithms used with the highest accuracy. Of course, there are many different algorithms in the category, such as: C4.5, ID3, CART, Random Trees, etc., with the result that researchers can choose for many different approaches, in many cases in the same article.
The C4.5 algorithm typically showed the highest accuracy. The ADTree and RepTree algorithms were also highly accurate, although they were not used frequently.

A similar score in accuracy compared to Decision Trees was shown by the logistic regression, which is a powerful algorithm, although it was used in only a small number of articles. Instance based learning algorithms, SVM and other Neural Networks showed lower average accuracy, although the comparison between different methods in different fields is relatively problematic (a case of comparison of apples and oranges). In any case, they were less used by researchers.

<table>
<thead>
<tr>
<th>Table 5. Anova test: Accuracy between Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum of Squares</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Between Group</td>
</tr>
<tr>
<td>Within Group</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Ensemble Methods techniques were used in a fairly large number of articles and the Random Forest algorithm was used with an accuracy of 0.79. Stacking and AdaBoost algorithms presented better accuracy, although they were not used as often. We also noticed the very low frequency of using Unsupervised learning techniques such as K-means that was only used in two cases.

A small number of studies used various types of linear regression. Of the eleven cases examined in this review, three were the Coefficient of Determination (R2) and the F-measure was used to evaluate the fitting in data. The mean squared error (MSE) was used four times.

By maintaining limitations about the ability to compare the accuracy of different algorithms in different domains, we checked if an algorithm had a higher accuracy score. Given the normality of the accuracy score distribution, we used the One Way Anova test. As we can see in Table 5, there is no statistically significant difference between the performances of the different categories of algorithms [F=1.143, p=0.334].

In Table 6, we can see the frequencies of using each evaluation tool. The vast majority of authors preferred accuracy score.

Attributes used

The results of the algorithms were tested with several different measures. Table 6 shows the frequencies of three most used attributes from the articles have used accuracy as an evaluation measure (grades, demographics and academic data besides grades).

The largest percentage of surveys we studied used student grades as explanatory factors (33.94%). This significant proportion of research utilized student grades in previous courses or in the early stages of semesters to assess academic performance.

Student demographics in order to assess students’ final academic performance. Such were usually the gender, the profession of the parents, the age, the area, etc. In combination with the demographic data, socio-economic data were used, which concerned the financial background of the students and the families from which they come (García-Vélez et al., 2016).

Other academic data of students were also used, in addition to grades, in a significant percentage (29.50%). Student activity data dominated in the research on student performance on online learning platforms. The platforms involved MOOCs as EDx and distance learning platforms from universities e.g. Amrieh et al., (2015), Tang et al., (2015, Mahboob et al., (2017), Hassan et al., (2019). In addition, the scores in various tests were used as well as the demographic data of the students.

Finally, other factors that were used to a much lesser extent were behavioral data, internet records (logs), motivational data, while in two surveys the use of document data was used Zhou et al., (2015).
Table 6: Measurement tool

<table>
<thead>
<tr>
<th>Measure</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>79.48%</td>
</tr>
<tr>
<td>F1 measure</td>
<td>12.50%</td>
</tr>
<tr>
<td>Error Rate</td>
<td>1.18%</td>
</tr>
<tr>
<td>AUC</td>
<td>1.18%</td>
</tr>
<tr>
<td>Precision</td>
<td>0.24%</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.71%</td>
</tr>
<tr>
<td>Mean Squared Error (MSE)</td>
<td>2.59%</td>
</tr>
<tr>
<td>Root Mean Square Error (RMSE)</td>
<td>2.12%</td>
</tr>
</tbody>
</table>

We also tested the variance of average accuracy in terms of using demographic socioeconomic, academic data and grades as features. We used these categories of features because they had the highest frequency of use in the articles we reviewed. In Table 7 we observe the high accuracy offered by the use of the score as a predictive factor (from 0.79 to 0.86). In contrast, not using grades, but only demographic and other academic data reduces accuracy (0.77). Using demographic data alone seems to be the most accurate, but it only applies to three cases. Respectively, in five surveys, only academic information was used, with an accuracy of 0.88. Of the studies included in this analysis, which used accuracy as an algorithm evaluation metric, 12 did not use any of the above features. As we can see from the use of the confidence interval, none of the feature combinations show a statistically significant difference in accuracy.

Table 7. Descriptive statistics per attribute

<table>
<thead>
<tr>
<th>Grades</th>
<th>Academics</th>
<th>Demographics</th>
<th>N</th>
<th>Mean</th>
<th>Lower</th>
<th>Upper</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>12</td>
<td>0.82</td>
<td>0.74077</td>
<td>0.89923</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>NO</td>
<td>3</td>
<td>0.94567</td>
<td>0.81648</td>
<td>1.07485</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>YES</td>
<td>5</td>
<td>0.8828</td>
<td>0.7848</td>
<td>0.9808</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td></td>
<td>20</td>
<td>0.76905</td>
<td>0.70851</td>
<td>0.82959</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>NO</td>
<td>25</td>
<td>0.79476</td>
<td>0.74941</td>
<td>0.84011</td>
<td>e</td>
</tr>
<tr>
<td></td>
<td></td>
<td>YES</td>
<td>13</td>
<td>0.86154</td>
<td>0.79279</td>
<td>0.93028</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td>NO</td>
<td>NO</td>
<td>8</td>
<td>0.80963</td>
<td>0.73669</td>
<td>0.88256</td>
<td>g</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td></td>
<td>8</td>
<td>0.80575</td>
<td>0.66823</td>
<td>0.94327</td>
<td>h</td>
</tr>
</tbody>
</table>


Using the findings of data mining

The results of the data mining process may be used for academic/research purposes but may also find direct application in the actual educational practice. Romero and Ventura (2007) reported the following potential uses of EDM research results.
Students often need alternative learning options and learning activities to improve performance. Feedback and suggestions are also provided so that students can adjust their study or choose new courses or lessons.

Teachers and trainers can be helped by EDM to develop differentiated teaching methods through student categorization as well as new teaching methods. It also helps in understanding the cognitive, behavioral and social aspects of learning.

Researchers aim to evaluate methods and algorithms in solving specific educational problems. They also seek to develop new techniques and tools.

Administrators seek to make better use of the institution's resources, evaluate curricula, and implement new forms of teaching. For all of the these objectives, EDM can help by providing evidence to support decisions.

The using of research results for decision making can be very helpful for education authorities. Evidence-Based decision making enables strong decision support at local, regional, national and even supranational level. We studied the cases in which the results of the studies were used in decision making, according to what is mentioned in the article. From the study of the articles we found that for the most part these are case studies in a limited sample. The main interest of the researchers was to evaluate the effectiveness of specific algorithms and techniques and not to use their results to conduct educational policy. However, there have been a few cases in which a tool has been developed for use by schools or universities. We found that in one case the results, the proposed algorithms but also the whole methodology of the article are still in use for decision making. In five articles, supporting tools for educators are developed. We also tried to contact the authors to get more information about the using of their findings. The feedback received is shown below.

The first article we refer to is by Knowles (2015) and it is probably the most comprehensive one. It concerns the state of Wisconsin which has one of the highest graduation rates in the USA, but large disparities among students. The aim was to create an early warning system (DEWS) for the risk of student dropout. The system covers 225,000 students in Wisconsin. It uses many different algorithms examines demographic, socio-economic and academic data. It trains several algorithms and selects the most efficient ones using “caretEnsemble” package. Ensemble Models showed an AUC of 0.86 to 0.91. The article is a presentation of a complete tool in use. The developed tool and methodology is still in use in Wisconsin State.

Also, in two articles the findings were used to reduce the failure rate of students; specific and measurable results were achieved. In Corrigan et al. (2015) the researchers tried to predict students’ performance at the end of the semester. They used data from the Dublin City University Virtual Learning Environment (Moodle). Data such as the number of logs per student, the average residence time, the use on weekends, etc. were used, and a weekly communication and feedback process was established with the students (1,200 students). The SVM algorithm was used. The study’s results were used as feedback of the students to help them increase their efforts led to an overall increase of 2.67% in the final grade.

In Burgos et al. (2018), logistic regression was used in historical student performance data to predict students’ success or failure. The experiment was conducted on data from 100 students of the Madrid Open University. The data were related to scores on various tests on a distance learning platform. The result showed that the logistic regression technique achieves accuracy above 90% after four weeks data. Anova test was also performed on the model accuracy results for previous years, in order to study the possible changes that have occurred due to the different way in which students are accepted. Although this research is a single case study it is an extremely important idea to apply it in different time frames. The use of the results of the research in decision making in the next academic year, contributed to the reduction of the dropout by 14%.

A java tool for using by the school unit or university institute was created based on the findings of the next two articles. In Livieris et al., (2016) presented a decision support tool for predicting student performance in the final exams of the school year. The data refer to performance in the Mathematics in high school students of 14-15 years old and concern 279 students from a private school in Greece. The algorithms used were Naive Bayes, BP, RIPPER, KNN, C4.5, SMO. The accuracy of these algorithms ranged between 51.6% and 70.3%. After using ensemble techniques, the accuracy reached 90.3% (voting). As the authors
state, this is a pilot study using a small sample. But they proposed a Java based tool for prediction of student’s performance.

A similar java tool was developed in Livieris et a (2019). In this interesting research data related to secondary education are used. The researchers were investigated the possibility of identifying students who failed in the courses but also the evaluation of the final grades, in Secondary education. There were grades data for 2260 students in courses of the first 2 years of senior high school. Many algorithms were used, namely MLP, RBF, SMO, NB, C4.5, JRip, KNN (k = 3, 5, 10), PART and Voting. The SMO algorithm was more accurate 91.14%. Finally, final grade forecasting Java based was developed based on the results in order to take appropriate action to improve performance. Unfortunately, we don’t have quantitative data about the results of these studies in improvement of the students' performance

Finally, in Fernandes et al. (2019) students’ academic performance in Brazilian public schools is envisaged. Two sets of data were used, including demographic and academic data. The first contained variables taken before the start of the course and the second contained variables collected two months after the start. The key demographic attributes were collected in total 238,575 records in the year 2015 and 247,297 records in the year 2016. The algorithm used was the Gradient Boosting Machine. The most important attributes were identified and very high accuracy was calculated. The researchers mention that they aim to use their methodology by the regional education authorities, but that is not yet possible, as the first author informed us.

DISCUSSION, LIMITATIONS AND SUGGESTIONS FOR FUTURE DIRECTIONS

The articles we have reviewed are dominated by the focus on higher education. The greater availability of data and the closer relationship researchers have with university institutions (as teaching or research staff) allows more research to be conducted in that setting. On the contrary, Secondary and Primary Education, which are a wider field with a larger population, do not seem to have developed accordingly, as far as the attention they receive from researchers in educational data mining is concerned. Consequently, although there is a large space for research due to older age of students, the variety of subjects, different learning levels of students, etc., the field has not been developed accordingly. Key barriers to further research development are the reduced accessibility of the data, the procedures for approving research by educational authorities, the greater attention paid to students' personal data, and so on.

A wide variety of available algorithms have also been identified that allow for studies to evaluate their findings effectiveness in assessing student performance. Our review has generally shown high levels of accuracy. In only a few cases did we find very low or extremely high levels of accuracy, while no statistically significant differences in accuracy were found between the methods. No improvement was found in using more advanced algorithms either. Decision trees make up the majority of the applied methods with satisfactory levels of accuracy. Naive Bayes, C4.5 and Random Forest algorithms were used more while the KNN algorithm monopolized instance-based methods. K-means was used in only two articles (Clustering). In fewer studies ensemble methods have been applied.

In the literature we studied, student scores were most often used as a predictive variable. Combinations of grades with demographic and academic data were often used. There was no combination that led to greater accuracy, but in each case the average accuracy moved to high levels.

The most common target audience in the articles we studied was the academic community. Most cases were experiments to evaluate the performance of algorithms or suggestions for the use of new algorithms by researchers. Our results showed a satisfactory level of algorithm accuracy. However, the various alternative users of such findings have been almost ignored. In a few cases, a tool was developed or the results of research to improve the education provided by the institutions were applied. The expression of suggestions for the possibility of using the results was more often observed, but without anything specific. So, the goal seems to be biased. However, from a practical point of view, EDM must also provide evidence for the implementation of educational policy or the improvement of the learning process, something that has not been established. In a few cases, the practical application of the research findings has been reported. Such were the use of techniques for early diagnosis of student failure and the improvement of student outcomes through feedback were the only tangible findings.
Overall, this review has identified a rich collection of analysis methods as well as a predominant focus on tertiary education. A limited application of data mining methods has been found to support educational policy-making and institutional decision-making. We believe that the development of research aimed at their own application in the daily teaching process but also in support of decision making at the level of educational policy, should be an alternative. Internal feedback with successful examples of using different algorithms and techniques in the long run, without practical application, can lead to the scientific field withering away. On the contrary, the practical application of the results will expand the scope of research and will be mutually beneficial for the research community and the wider educational community.

This review mainly used descriptive statistics. The diversity of samples reduced the ability of using inductive methods. Extraction of quantitative results from the articles may not be secure as they emanated from different educational environments, different datasets, and different algorithms. We attempted to give the whole picture of a limited range of EDM, which refers to the prediction of academic performance. We used many comprehensive articles after a careful assessment of their content. However, there is plenty of space for scientific research in different areas of EDM, using different types of literature review.

Finally, and most importantly, we believe that broadening of the field beyond higher education, and primarily focusing on the earlier education levels that serve more numerous pupils, in more diverse classes and having a more important impact in their lives and in society as a whole, is the most prominent future direction for this field. It is a direction that can provide new research opportunities, but more importantly a direction that can produce results that affect education and society in a more profound way.
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