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ABSTRACT 

 

Particle swarm optimization (PSO) and genetic algorithm (GA) are the most important optimization techniques among various 

modern heuristic optimization techniques. The study aims to forecast the energy consumption in Turkey until the year 2050 using 

PSO and GA models. The annual data provided by the Ministry of Energy and Natural Resources, International Energy Agency 

(IEA), OECD, Turkish Statistical Institute were used in the study. PSO and GA energy demand forecasting models are developed 

using population, import, export and gross domestic product (GDP). All models are proposed in linear and quadratic forms. 

Turkey's energy consumption is projected according to four different scenarios. According the analysis results, the study found 

for the PSO analysis the R2 values in the linear model was 91.72%, in the quadratic model was 94.06% at the same time for the 

GA analysis R2 values in the linear model was 91.71%, in the quadratic model was 93.97%. Additionally, the mean absolute 

percent error rates were 11.58% for PSO and 11.69% for GA in the quadratic model. According to Lewis, these values showed 

that models could be used for energy consumption estimation purposes. The study determined that the statistical performance 

criteria of PSO models were more successful than the statistical performance criteria of GA models. 
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1. Introduction 

Energy is of great importance in the economic and social development of a country. 
Therefore, determining the energy issues, analysis and development of energy policy 
options are of primary importance. Energy demand forecast is one of the most 
important political tools used by the decision makers of a developing country. Energy 
is quite important for every strategy that will be formed to increase economic growth 
and human quality of life (Toksarı, 2007, pp.3984). The importance of the energy 
sector greatly affects the development, growth and economic situation of every 
country. A very comprehensive type of energy, electric energy plays an important role 
in economic growth and development. Every country may encounter economic crises 
and performance decrease due to the effect of the energy sector (Song et al., 2017; 
Rehman and Deyuan, 2018). To prevent these situations, energy production must 
meet energy consumption. Accurate and reliable electric consumption and production 
forecasts are important in the development and economic growth of the country. 
Turkey has been one of the fastest growing energy markets in the world with young 
and growing population, rapid urbanization and economic growth. Accordingly, the 
energy demand in Turkey is rapidly increasing (Kıran et al., 2012, pp. 93). There is a 
significant correlation between energy consumption and socioeconomic and 
demographic indicators. There are various parameters used to obtain accurate and 
reliable results on the energy consumption forecasts, and this study used gross 
domestic product (GDP), population, import and export parameters to forecast the 
energy consumption in Turkey.   

The study aimed to model the energy consumption in Turkey with the data obtained 
between 1979 and 2017 using the particle swarm optimization (PSO) and genetic 
algorithm (GA) methods, and predicted the energy consumption values in Turkey 
between 2018 and 2020 using the linear and quadratic models formed. Additionally, 
the study determined which optimization method-related model performed better by 
comparing the statistical performance indicators and accuracy criteria of linear and 
quadratic models created with PSO and GA. Accordingly, this study has five sections; 
the first section is introduction, the second section mentions the literature review, 
the third section tries to explain the general lines of PSO and GA under the title of 
methodology, the fourth section mentions the analyses and findings, and the last 
section deals with the conclusion and discussion. 

2. Literature 

Studies on the energy consumption forecast were tried to be summarized below. 

Yuan et al. (2017) reached the conclusion that the future energy consumption in 
China will be equal to 4.97/5.25 billion tons of standard coal in the low/high growth 
scenario using the Bayesian approach to realize China’s energy consumption forecast 
by 2030.  

Barak and Sadegh (2016) used ANFIS and ARIMA models to forecast the energy 
consumption in Iran and found that the analysis result of MASE which was one of the 
statistical performance criteria varied between 0.058% and 0.026%.  
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Xie et al. (2015) used grey forecasting model and Markov model in their study on 
China’s energy consumption forecast by 2020. The study found that crude oil would 
reach 40.6% in 2015 and 35.9% in 2020 according to made forecast results. 

To forecast the energy demand in Turkey, Kiran et al. (2015) compared the artificial 
bee algorithm, particle swarm optimization and ant colony algorithm, and found that 
the artificial bee algorithm was superior than the other methods.  

Cao et al. (2014) hybridized the support vector regression and quantum behavior 
particle swarm optimization to forecast the energy demand in China and found that 
this model was superior than the other models. 

Assareh et al. (2012) used PSO and GA to realize Iran’s energy consumption forecast 
and foresaw the energy consumption forecast by 2030. 

Feng et al. (2012) used grey forecasting model for China’s energy consumption 
forecast and stated that consumption of clean energy resources will increase in the 
future. 

Yu and Zhu (2012) used PSO and GA methods to realize China’s energy consumption 
forecast and revealed that the energy consumption would reach the equivalent of 
4.70 billion tons coal in 2015. 

Kıran et al. (2012) developed a hybrid method by combining the bee colony algorithm 
and PSO for the energy consumption forecast in Turkey and compared these 
optimization methods. 

Kıran et al. (2012) applied the ant colony and PSO methods to realize Turkey’s energy 
consumption forecast, compared the optimization methods and found that the error 
of estimation of the ant colony optimization were low and quadratic model provided 
better results. 

Avami and Boroushaki (2011) applied artificial neural networks method to determine 
Iran’s energy consumption forecast and revealed that the established model was at 
an acceptable level for energy consumption estimation. 

Behrang et al. (2011) used the bee colony algorithm with socio-economic factors to 
determine Iran’s energy consumption forecast and predicted the energy demand in 
Iran by 2030. 

Huang et al. (2011) used LEAP method to estimate the energy demand in Thailand 
and determined that nuclear energy plants had important and positive effects.  

Lee and Tong (2011) used grey analysis method to determine China’s energy 
consumption forecast and found that the error rates were low; thus, the model that 
they determined could be used for estimation purposes. 

Kumar and Jain (2010) used Grey-Markov model, singular spectrum analysis and grey 
model methods to realized India’s energy consumption forecast and stated that the 
MAPE values of the models formed in relation to these methods and these methods 
could be used for energy forecasts.  
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Kanka et al. (2010) used the artificial neural networks model and 1980-2017 data 
about Turkey and estimated that the amount of energy consumption in Turkey in 
2014 would be between 117-175.4 million tons of oil equivalent (MTOE). 

Ekonomou (2010) used and compared the artificial neural networks and linear 
regression methods to forecast the energy consumption in Greece and stated that 
the artificial neural networks method provided better results. 

Mucuk and Uysal (2009) applied Box-Jeckins method to realize Turkey’s energy 
consumption forecast by 2015 and estimated that the energy demand would be 
119.472 tons of oil equivalent (TOE) in 2015. 

Geem and Roper (2009) used the artificial neural networks method to forecast the 
energy demand in South Korea and revealed that this method provided better results 
than the linear regression method. 

Ünler (2008) applied PSO method to forecast the energy consumption in Turkey and 
estimated the amount of energy consumption by 2025. 

Ediger and Akar (2007) forecasted the energy consumption in Turkey by 202 using 
the autoregressive integrated moving average (ARIMA) model and found that the 
total energy demand would decrease due to the deceleration of economic growth. 

Ceylan et al. (2005) developed a model with the GA method to realize Turkey’s energy 
consumption forecast, and applied correlation analysis for the validity of the model in 
2000-2020 period. 

Haldenbilen and Ceylan (2005) revealed that the quadratic model among the models 
developed with the GA method to determine the energy demand in Turkey by 2020 
provided better results than linear model, and that this model could be used for 
energy forecasts due to its high correlation coefficient. 

Ceylan and Öztürk (2004) estimated the energy demand between 2020 and 2025 in 
Turkey with the models they developed using the GA method to realize Turkey’s 
energy consumption forecast. 

3. Methodology  

3.1. Particle Swarm Optimization 

Swarm intelligence is a branch of artificial intelligence that investigates the 
emergence of features of complex, self-organizing and decentralized social systems 
with collective behavior (Parsopoulos and Vrahatis, 2010, pp.16). Swarm intelligence 
deals with collective behaviors resulting from the local interaction of individual 
components with each other and with their environment. The examples are nestling, 
foraging, substance separation in insects, and swarm and learning behaviors in 
vertebrates (Sun et al., 2011, pp.15). 

The PSO is a population based heuristic optimization method that Electrical Engineer 
Dr. Russell C. Eberhart and Social Psychologist Dr. James Kennedy developed in 1995 
inspired by the foraging, sheltering and avoiding danger behaviors of insects, coveys 
and shoals (Özdemir and Öztürk, 2016, pp. 60; Parsopoulos and Vrahatis, 2010, pp.18; 
Omran, 2006, pp. 23; Sun et al., 2011, pp.17; Couceiro and Ghamisi, 2016, pp.1). 
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In PSO, each individual is called a particle and the community of these particles is 
called a swarm. Swarm particles spread randomly into the seek area. The purpose of 
every particle in the swarm is to reach an optimum solution. Every particle in the 
swarm use three elements to decide its next move. These are its current speed, its 
best position so far, and the best position of the informers (Clerc, 2010, pp. 36). The 
speed and position of the particle are updated in every iteration based on personal 
and social experiences. The update continues until the particles in the swarm reach 
their best position and goal (Eberhart et al., 2001, pp. 90; Wang et al., 2007; Özsağlam 
et al., 2008, pp. 300;, pp.1; Özyön et al., 2012, pp. 176). 

The below steps are followed for each particle to reach their best position (Lazinica, 
2009, pp. 366): 

 Step 1: The starting swarm is formed with randomly selected N number of particles. 

 Step 2: The new velocity vector is calculated based on the features of every particle. 

 Step 3: The old and new positions are compared for every particle, and a new position 
is generated. 

 Step 4: If the termination condition is fulfilled, it is stopped, and if it does not meet the 
condition then it is returned to step 2. 

Velocity and position vector equations form the basis of PSO. The movement of the 
particle is based on its velocity at that moment, and the new velocity vector of the n 
particle is calculated according to equation 1. Shi and Eberhart (1998) formed the 
following mathematical equation of PSO using the equilibrium coefficient (w, inertia 
weight) (Shi and Eberhart, 1998, pp.70; Alireza, 2011, pp. 542; Lazinica, 2009, pp. 52; 
Sun et al., 2011, pp. 78). 

                                            Cognitive component                                  Social component  

ℎ𝑛𝑑
𝑡+1 = 𝑤 × ℎ𝑛𝑑 

′ + 𝑐1 × 𝑟1 × (𝑝𝑒𝑛𝑏𝑒𝑠𝑡𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑛𝑑
−𝑡 − 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑛𝑑

𝑡 ) + 𝑐2 × 𝑟2 × (𝑔𝑒𝑛𝑏𝑒𝑠𝑡𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑑
𝑡 − 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑛𝑑

𝑡 ) 

n = 1.2,.....,N                     d = 1.2,..........,D                                                      (1) 

Experiential information in other words the cognitive component enables the 
particles to be in the best position according to their past performances. Social 
component (socially changed information) enables the particle to be in the best 
position in its neighborhood (Olsson, 2010, pp. 34; Kiranyaz et al., 2014, pp. 45). To 
calculate the new position vector the velocity of the particle is added to the old 
position vector as seen in the equation 2. 

𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑛𝑑
𝑡+1 = 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑛𝑑

𝑡 + ℎ𝑛𝑑
𝑡+1 

       n = 1.2,.....,N                     d = 1.2,..........,D                                                       (2) 

The equation of new velocity vector (2) and the equation of new position vector (2) 
may not be in the updated position 𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑛𝑑

𝑡 combinational seek area. Therefore, the 
basic PSO algorithm is less effective than other heuristic combinational optimization 
problems (Olsson, 2010, pp. 121). 

Since every particle has its own specific velocity in PSO, the velocity of this particle 
reaches the optimum with the information obtained from other particles. This 
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velocity is re-calculated in every cycle based on previous best results. The swarm gets 
in a better position in every cycle (Özsağlam, 2009, pp. 14). 

The required procedure for PSO algorithm is as follows (Olsson, 2010, pp. 35): 

BEGIN 
Adjust starting parameters 
For all particles, get initial conditionings 
End 
Do  
For all particles, calculate the conformity value 
If the conformity value is better than the local best value,  
Set the current value as the new local best value 
End 
Set the best of the local best values of all particles as the global best value of all particles 
For all particles, 
(1) calculate the particle velocity according to the equation  
(2) update the particle position according to the equation 
End 
While maximum iteration number or minimum error condition is provided, proceed 
END 
Algorithm 1. PSO Algorithm 

3.2. Genetic Algorithms 

GA is an optimization and a search method associated with the genetic and natural 
selection principles (Baluja, 1994, pp. 4; Değertekin et al., 2006, pp. 3921; Özçakar et 
al., 2012, pp. 128). GA aims to maximize “fitness” of a population consisting of many 
people under the specified selection rules (Çolak, 2010, pp. 426).   

GAs are numerical optimization algorithms inspired by natural selection and genetic 
(Bodenhofer, 2003, pp. 1). Chromosome, gene, population and coding are the 
fundamental terms of GA. Chromosome: Chromosome is the structure that 
determines how to form the organism in a biological organism. One or more 
chromosomes might be needed to form an organism. All chromosomes are called 
genotypes, and the organism formed is called a phenotype (Coley, 1999, pp. 17). 
Gene: Chromosomes consist of separate units named genes. The smallest structures 
that transfer information are called genes (Emel et al., 2002, pp. 26). Population: It is 
the total of chromosomes. Population is normally started randomly. The possible 
solutions include the whole range. Coding: It is the match mechanism between 
solution domain and chromosome. 

Simple GA includes three types of operators: selection, crossing and mutation. 
(Goldberg, 1989, pp. 10; Mitchell, 1998, pp. 8). The operation steps of the simple GA 
are as follows (Mitchell, 1998, pp. 8; Emel et al., 2002, pp. 132; Gerşil and 
Palamutçuoğlu, 2013, pp. 246):  

1. Step: A population of randomly selected N number of chromosomes is formed 
(proposed solutions of the problem). 

2. Step: The conformity value is calculated for every chromosome in the 
population. 

3. Step: Chromosomes are randomly selected according to the determined 
probability values. 

4. Step: New individuals are formed with crossing and mutation. 
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5. Step: The current population is replaced with the new population. 

6. Step: Return to step 2. 

7. Step: It ends when the iteration ending criteria are met. The best solution is 
selected according to the objective function. 

The general structure of the GAs are as follows (Gen and Cheng, 2000, pp. 2): 

begin 
   t = 0; 
   Form the P ( t ) starting population; 
   Calculate the conformity values of P ( t ) chromosomes; 
while (if the ending criteria are not met) do 
begin 
  Replace P ( t ) = C ( t ) with the operators. 
  Calculate the conformity values of C ( t ) chromosomes; 
   P ( t+1) (new population) = C ( t ) and P ( t ) choose the suitable ones  
   t = t + 1; 
end 
end 
Algorithm 2. Genetic Algorithm 

P (t) = t. refers to the t generation population. 

C (t) = t. refers to the chromosomes in the t generation. 

Each GA component has parameters. These parameters are as follows (Deb, 1999, 
pp. 206):  

 Population size 

 Crossing possibility 

 Mutation possibility 

 Selection strategy 

 Band gap 

 Function scaling 

3.2. Statistical Performance Criteria 

Four separate statistical performance criteria were used and compared to associate 
Turkey’s electricity energy consumption values estimated with PSO and GA methods 
with the actual consumption values. The designated performance criteria are as 
follows: specificity coefficient (R2), mean square error (MSE), mean absolute percent 
error (MAPE), relative root mean square error (RRMSE) (Kişi, 2014; Kaytez et al., 2015; 
Shamshirband et al., 2015; Yakut and Süzülmüş, 2020). 

𝑅2 =

(

 
∑ (𝐸𝐶𝑖 − 𝐸𝐶̅̅̅̅ 𝑖)(𝐸�̂�𝑖 −
𝑛
𝑖=1 𝐸�̂�𝑖

̅̅ ̅̅̅)

√∑ (𝐸𝑇𝑖 − 𝐸𝑇̅̅̅̅ 𝑖)
2∑ (𝐸�̂�𝑖 − 𝐸𝑇̅̅̅̅ )

2𝑛
𝑖=1

𝑛
𝑖=1 )

 

2

                                                                    (3) 

𝑀𝑆𝐸 =
1

𝑛
∑(

𝑛

𝑖=1

𝐸𝐶𝑖 − 𝐸�̂�𝑖)
2                                                                                                          (4) 
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𝑀𝐴𝑃𝐸
= 100

×
1

𝑛
∑|

(𝐸𝐶𝑖 − 𝐸�̂�𝑖)

𝐸𝑇𝑖
|

𝑛

𝑖=1

                                                                                                                           (5) 

𝑅𝑅𝑀𝑆𝐸
= 100

×
√1
𝑛
∑ (𝑛
𝑖=1 𝐸𝐶𝑖 − 𝐸�̂�𝑖)

2

1
𝑛
∑ 𝐸𝐶𝑖
𝑛
𝑖=1

                                                                                                                    (6) 

While defining different MAPE and RRMSE ranges for measuring the sensitivity of the 
models, Lewis (1982) explained that the MAPE and RRMSE values calculated for the 
sensitivity of the models are excellent when below 10% < 𝑀𝐴𝑃𝐸, 𝑅𝑅𝑀𝑆𝐸, good 
between 10% ≤ 𝑀𝐴𝑃𝐸, 𝑅𝑅𝑀𝑆𝐸 ≤ 20%, reasonable between 20% ≤ 𝑀𝐴𝑃𝐸, 𝑅𝑅𝑀𝑆𝐸 ≤

50% and weak estimate when above 50% > 𝑀𝐴𝑃𝐸, 𝑅𝑅𝑀𝑆𝐸.  Similarly, low MSE, MABE 
and RRMSE values of the models show more sensitivity (Kaytez et al., 2015; 
Shamshirband et al., 2015).     

4. Analyses and Findings 

This study used two methods to determine the energy demand forecast. These 
methods were the PSO and GA. The study aimed to determine which method gives 
the best results by comparing these two methods. The study used the following 
variables in the analysis: GDP, import, export and population variables (Ceylan and 
Öztürk, 2004; Ceylan et al., 2005; Toksarı, 2007; Ünler, 2008; Toksarı, 2009). Table 1 
shows the energy consumption amounts in Turkey between 1979 and 2017 and other 
economic indicator values. 

Years Energy 
Consumption 
Amount (MTOE) 

GDP 
($ 𝟏𝟎𝟗) 

Population 
( 𝟏𝟎𝟔) 

Import 
($ 𝟏𝟎𝟗) 

Export  
($ 𝟏𝟎𝟗) 

1979 30.25 81 43,530 5.07 2.26 
1980 31.45 68 44,438 7.91 2.91 
1981 31.71 71 45.540 8.93 4.7 
1982 33.70 64 46,688 8.84 5.75 
1983 35.68 60 47,864 9.24 5.73 
1984 37.11 59 49,070 10.76 7.13 
1985 39.32 67 50,306 11.34 7.95 
1986 42.36 75 51,433 11.10 7.46 
1987 46.97 86 52,561 14.16 10.19 
1988 47.29 90 53,715 14.34 11.66 
1989 49.10 107 54,893 15.79 11.62 
1990 52.70 150 56,203 22.30 12.96 
1991 51.98 149 57,305 21.05 13.59 
1992 53.63 157 58,401 22.87 14.72 
1993 56.89 178 59,491 29.43 15.35 
1994 56.21 132 60,576 23.27 18.11 
1995 61.57 168 61,644 35.71 21.64 
1996 66.92 181 62,697 43.63 23.22 
1997 70.41 189 62,480 48.56 26.26 
1998 71.74 207 63,459 45.92 26.97 
1999 70.43 187 64,345 40.67 26.59 
2000 75.92 200 67,461 54.50 27.78 
2001 70.20 146 68,618 41.40 31.33 
2002 74.21 181 69,626 51.55 36.06 
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Years Energy 
Consumption 
Amount (MTOE) 

GDP 
($ 𝟏𝟎𝟗) 

Population 
( 𝟏𝟎𝟔) 

Import 
($ 𝟏𝟎𝟗) 

Export  
($ 𝟏𝟎𝟗) 

2003 77.87 239 70,712 69.34 47.25 
2004 80.72 299 71,789 97.54 63.17 
2005 84.21 361 72,065 116.77 73.48 
2006 93.15 400 72,974 139.58 85.53 
2007 100.00 648 70,586 169.99 107.15 
2008 98.70 742 71,517 201.96 132.02 
2009 97.79 616 72,561 140.78 102.17 
2010 106.65 731 73,723 185.49 113.93 
2011 113.46 772 74,724 240.84 134.91 
2012 118.14 786 75,627 236.55 152.46 
2013 116.85 820 76,667 251.65 151.87 
2014 121.50 780 77,695 242.18 157.61 
2015 128.81 720 78,741 207.20 143.94 
2016 136.72 862 79.51 198.60 142.60 
2017 147.74 851 80.51 234.16 157.94 

Reference: IEA, OECD, TSI.  
Table 1. Energy Consumption Amount in Turkey between 1979 and 2017 and Other Economic Indicator Values (MTOE)   

The study used linear and quadratic equations to forecast the energy consumption 
amount in Turkey and formed energy consumption models. 

Linear model:  

𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟 = 𝑤1. 𝑋1 + 𝑤2. 𝑋2 +𝑤3. 𝑋3 + 𝑤4. 𝑋4 + 𝑤5                                        (7) 

Quadratic model: 

  𝐸𝐶𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 = 𝑤1. 𝑋1  +  𝑤2. 𝑋2  +  𝑤3. 𝑋3  +  𝑤4. 𝑋4  +  𝑤5. 𝑋1. 𝑋2  +  𝑤6. 𝑋1. 𝑋3 
+ 𝑤7. 𝑋1. 𝑋4 + 𝑤8. 𝑋2. 𝑋3  +  𝑤9. 𝑋2. 𝑋4  + 𝑤10. 𝑋3. 𝑋4  +  𝑤11. 𝑋1

2

+ 𝑤12. 𝑋2
2 + 𝑤13. 𝑋3 

2 + 𝑤14. 𝑋4
2  +  𝑤15 

                                                                                                                                   (8) 

The objective function for the energy consumption model is given below.  

𝑚𝑖𝑛 𝑓(𝑣)  = ∑  [𝐸𝐶𝑟
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝐸𝐶𝑟

𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 ]2𝑛
𝑟=1                                           (9)  

n: number of observations 

𝐸𝐶𝑟
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 = actual energy consumption amount between 1979 and 2017 

𝐸𝐶𝑟
𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 = estimated energy consumption amount between 1979 and 2017 

Matlab 2017 software was used for PSO and GA methods. Four different scenarios 
were tried to estimate Turkey’s energy demand between 2018 and 2050. The first 
three scenarios which were used in the studies by Ünler (2008) and Kıran et al. (2012) 
were analyzed. The scenarios used are as follows: 

 Scenario 1: Gross domestic average growth rate is assumed to be 3.5%, population 
growth rate is estimated to be 0.1%, import growth rate is estimated to be 7% and 
export growth rate is estimated to be 5%. 

 Scenario 2: Gross domestic average growth rate is assumed to be 7%, population 
growth rate is estimated to be 0.12%, import growth rate is estimated to be 3.5% and 
export growth rate is estimated to be 2.5%. 
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 Scenario 3: Gross domestic average growth rate is assumed to be 5%, population 
growth rate is estimated to be 0.8%, import growth rate is estimated to be 3.5% and 
export growth rate is estimated to be 4%. 

 Scenario 4: Time-series analysis was applied to data between 1979 and 2017. Figure 
1 shows the conceptual structure of the study. 

 
Figure 1. Conceptual structure of the models used for PSO and GA methods 

Figure 1 showed the conceptual structure of the models used for PSO and GA 
methods. The linear and quadratic models were formed using the energy 
consumption, population, import, export and GDP data between 1979 and 2017, then 
the forecast of Turkey’s energy consumption by 2050 was realized with the help of 
these models.  Additionally, the results of linear and quadratic models of PSO and GA 
were compared based on the statistical performance criteria. 

4.1. Analysis of Energy Consumption Forecast with Particle Swarm 
Optimization 

The parameters for PSO application to form the energy consumption model in linear 
and quadratic forms are as follows: 

 Particle number: 200 

 Number of cycles: 10.000-12.000  

 Social learning coefficient: 0.6 

 Cognitive learning coefficient: 2.5 

The abovementioned PSO parameters were activated for linear and quadratic energy 
consumption models, and the coefficient values of the energy consumption models 
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were obtained. Accordingly, R2 values of the energy consumption models formed 
using PSO method were 91.72% for linear model and 94.06% for quadratic model. 

𝐸𝐶𝑙𝑖𝑛𝑒𝑎𝑟 = 0.0323. 𝑋1 + 1.6297. 𝑋2 − 0.1793. 𝑋3 + 0.4071. 𝑋4 − 47.46 

𝑅𝑙𝑖𝑛𝑒𝑎𝑟
2 = % 91,72 

𝐸𝐶𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 = −0.7926. 𝑋1 − 17.816. 𝑋2 − 3.0509. 𝑋3 − 0.1911. 𝑋4 − 0.4725. 𝑋1. 𝑋2  

+  0.0421. 𝑋1. 𝑋3 − 0.0089. 𝑋1. 𝑋4 +  1.3238. 𝑋2. 𝑋3 + 0.3791. 𝑋2. 𝑋4
− 1.1923. 𝑋3. 𝑋4  +  0.0468. 𝑋1

2 + 0.2077. 𝑋2
2 +  0.0428. 𝑋3 

2 + 0.2962. 𝑋4
2

− 13.129 

𝑅𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐
2 = % 94,06 

 
Figure 2. Turkey’s energy consumption forecast with PSO 

The actual energy consumption values were compared to the estimated energy 
consumption amounts related to linear and quadratic models that were formed using 
PSO model in Figure 2. The study found that the quadratic model formed with PSO 
provided more successful results than the linear model and that the quadratic model 
provides estimation values closer to the actual energy consumption values. The 
forecast results of the scenarios according to PSO linear model were compared in 
Figure 3. 
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Figure 3. Comparison of scenarios according to PSO linear model 

Turkey’s energy consumption forecast values by 2050 were compared according to 
abovementioned four scenarios using the PSO linear model. The energy consumption 
forecasts by 2050 increased continuously in terms of four different scenarios, and the 
energy consumption amount of Turkey by 2050 is estimated to be 132.87 MTOE in 
the scenario 1, to be 134.04 MTOE in the scenario 2, to be 170.34 MTOE in the 
scenario 3 and to be 186.14 MTOE in the scenario 4. The study revealed that the 
highest energy consumption forecast will be realized in the scenario 4. The forecast 
results of the scenarios in the PSO quadratic model were compared in Figure 4. 

 
Figure 4. Comparison of scenarios according to PSO quadratic model 

Turkey’s energy consumption forecast values were calculated according to four 
different scenarios using the PSO quadratic model. While the scenario 2 of the PSO 
quadratic model foresaw lower energy consumption amounts than the other 
scenarios, this situation is thought to be explained by the fact that the import growth 
rate stated in the scenario 2 is higher than the export growth rate, and that the 
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acceleration in the increase in energy demand is low. Accordingly, Turkey’s energy 
consumption amount by 2050 using the PSO quadratic model is expected to be 
151.09 MTOE in the scenario 1, to be 146.90 MTOE in the scenario 2, to be 239.13 
MTOE in the scenario 3 and to be 289.01 MTOE in the scenario 4. 

4.2. Analysis of Energy Consumption Forecast with Genetic Algorithm 

The parameters related to the application of GA to form the GA and energy 
consumption model in linear and quadratic forms are as follows: 

 Initial Population Size: 200 

 Crossing Processing Possibility: 0.8 

 Crossing Function: Two point 

 Mutation Function: Constraint Dependent 

 Selection Function: Tournament 

 Termination Criteria: Generations for linear model: 200*5, and 200*15 for quadratic 
model 

 Generation number: 10.000 

The abovementioned GA parameters were activated for linear and quadratic energy 
consumption models, and the following coefficient values of the energy consumption 
models were obtained. Accordingly, R2 values of the energy consumption models 
formed using GA were 91.71% for linear model and 93.97% for quadratic model. 

𝐸𝐶𝑙𝑖𝑛𝑒𝑒𝑟 = 0.12128. 𝑋1 + 1.6446. 𝑋2 − 2.1644. 𝑋3 + 3.0624. 𝑋4 − 51.02 

𝑅𝑙𝑖𝑛𝑒𝑒𝑟
2 = % 91,71 

𝐸𝐶𝑘𝑎𝑟𝑒𝑠𝑒𝑙 = 4.7569. 𝑋1 − 64.6523. 𝑋2 − 329.434. 𝑋3 + 278.7034. 𝑋4 − 0.85063. 𝑋1. 𝑋2  

+  1.5877. 𝑋1. 𝑋3 − 2.8625. 𝑋1. 𝑋4 +  6.0128. 𝑋2. 𝑋3 − 3.4518. 𝑋2. 𝑋4
− 7.2502. 𝑋3. 𝑋4 −  0.4171. 𝑋1

2 + 2.0752𝑋2
2 − 1.0286. 𝑋3 

2 − 2.38074. 𝑋4
2

+ 860.3159 

𝑅𝑘𝑎𝑟𝑒𝑠𝑒𝑙
2 = % 93,97 
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Figure 5. Turkey’s energy consumption forecast with GA 

Figure 5 shows the comparative graphic of the estimated energy consumption values 
of the linear and quadratic models formed with GA and the actual energy 
consumption values. The study found that the energy consumption values estimated 
with GA followed the actual consumption values and that the quadratic model 
provided more successful energy consumption forecasts than the linear model. The 
forecast results of the scenarios according to GA linear model were compared in 
Figure 6. 

 
Figure 6. Comparison of scenarios according to GA linear model 
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While the energy consumption forecasts of four scenarios using GA showed an 
increase, the energy consumption values are expected to be higher based on the 
increasing trend of scenario 4 and scenario 3. Accordingly, Turkey’s energy 
consumption value by 2050 is estimated to be 138.96 MTOE in the scenario 1, to be 
140.06 MTOE in the scenario 2, to be 177.89 in the scenario 3 and to be 194.46 MTOE 
in the scenario 4. Figure 7 shows the forecast values of the scenarios according to GA 
quadratic model. 

 
Figure 7. Comparison of scenarios according to GA quadratic model 

Figure 7 shows the graphic of Turkey’s energy consumption forecast values in four 
different scenarios using GA quadratic model. Similar to PSO, the scenario 2 in the GA 
quadratic model estimated lower energy consumption values than the other 
scenarios. Accordingly, Turkey’s energy consumption amount by 2050 using the GA 
quadratic model is expected to be 139.76 MTOE in the scenario 1, to be 132.61 MTOE 
in the scenario 2, to be 221.16 MTOE in the scenario 3 and to be 268.12 MTOE in the 
scenario 4. 

4.3. Comparison of Statistical Performance Criteria of PSO and GA 
Models 

The study used R2, MSE, MAPE and RRMSE statistical performance criteria to measure 
the performances of PSO and GA linear and quadratic models. Table 2 shows the 
standards for the statistical performance results obtained from PSO and GA linear 
and quadratic models. 

 
 R2 MSE MAPE RRMSE 
PSO linear model 0.9172 601.47 31.25 34.96 
PSO quadratic model 0.9406 112.30 11.58 15.11 
GA linear model 0.9171 630.56 31.99 35.80 
GA quadratic model 0.9397 113.77 11.69 15.20 

Table 2. Statistical Performance results of PSO and GA Models 

100

120

140

160

180

200

220

240

260

280

300

2
0

1
8

2
0

1
9

2
0

2
0

2
0

2
1

2
0

2
2

2
0

2
3

2
0

2
4

2
0

2
5

2
0

2
6

2
0

2
7

2
0

2
8

2
0

2
9

2
0

3
0

2
0

3
1

2
0

3
2

2
0

3
3

2
0

3
4

2
0

3
5

2
0

3
6

2
0

3
7

2
0

3
8

2
0

3
9

2
0

4
0

2
0

4
1

2
0

4
2

2
0

4
3

2
0

4
4

2
0

4
5

2
0

4
6

2
0

4
7

2
0

4
8

2
0

4
9

2
0

5
0

T U R K E Y ' S  E N E R G Y  C O N S U M P T İ O N  F O R E C A S T  ( M T O E )  R E L A T E D  
T O  G A  Q U A D R A T İ C  M O D E L  A N D  S C E N A R İ O S

Scenario 1 Scenario 2 Scenario 3 Scenario 4



Yakut, Özkan Modeling of Energy Consumption Forecast with Economic Indicators Using Particle Swarm Optimization and 
Genetic Algorithm: An Application in Turkey between 1979 and 2050 

74 

 

 
 

Alphanumeric Journal 
Volume 8, Issue 1, 2020 

 

Table 2 shows the results of statistical performance criteria of PSO and GA linear and 
quadratic models. MAPE values of PSO method were 31.25% in the linear model and 
11.58% in the quadratic model while the RRMSE values were 34.96% in the linear 
model and 15.11% in the quadratic model. MAPE values of GA method were 31.99% 
in the linear model and 11.69% in the quadratic model while the RRMSE values were 
35.80% in the linear model and 15.20% in the quadratic model. R2 values of PSO 
method were 91.72% in the linear model and 94.06% in the quadratic model while 
the R2 values of GA method were 91.71% in the linear model and 93.97% in the 
quadratic model. Accordingly, the study revealed that PSO and GA quadratic models 
are good models because their MAPE and RRMSE values were below 20%, and that 
the linear models are reasonable models because they were realized below 50% 
(Lewis, 1982; Kaytez et al., 2015; Shamshirband et al., 2015). Additionally, the study 
found that the statistical performance indicator values of PSO linear and quadratic 
models provided better performance than values of GA linear and quadratic models. 
The statistical performance indicator values of PSO quadratic model used for Turkey’s 
energy consumption forecast were more successful than other three models. 

5. Conclusion and Discussion 

Energy consumption forecast is very important for the development of accurate 
forecasting models due to the fact that it is affected from rapid economic 
development, government decisions, technology and other factors. Reliable and 
realistic energy demand forecasts help to finance and develop the necessary 
measures for sustainable economic growth in Turkey (Kıran et al., 2012, pp. 102). 

This study aimed to forecast the energy consumption in Turkey by forming PSO and 
GA linear and quadratic models using socio-economic factors such as GDP, 
population, import and export. The study used the data between 1979 and 2017 to 
form the linear and quadratic equations, calculated the forecast values between 2018 
and 2050 by determining four different scenarios to estimate the energy 
consumption in Turkey, and found that the scenario 4 provided higher energy 
consumption forecasts than other three scenarios. 

The findings of the study showed that the 𝑅2 values of PSO and GA linear and 
quadratic models were between 0.9171 and 0.9406, that the 𝑅2 value of the PSO 
quadratic model was more successful on the energy consumption forecast with 
94.06% explanatory power compared to other models. Similarly, the study showed 
that PSO and GA quadratic models can be included in the category of good models for 
the purpose of estimation due to the fact that MAPE values were below 20% with 
PSO’s MAPE value as 11.58% and GA’s MAPE value as 11.69% in regard to quadratic 
models. According to the results of MSE, MAPE and RRMSE which were among the 
statistical performance criteria, PSO had lower values than GA, and that PSO provided 
better forecasts than GA according to these criteria. Table 3 shows the relevant 
studies on energy consumption predictions.  
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Author/Year Method Period 
Statistical 
Performance 
Criteria 

Method Comparison 

Boğar and Boğar (2017) PSO TR:1970-2015 MSE, R2 - 
Kaynar et al. (2017) SVR, cPSO TR:1975-2014 MAPE SVR 
Kaynar et al. (2016) GA, SVR TR:1975-2014 MAPE GA>SVR 
Kıran et al., (2012) ACO, PSO TR:1979-2006 RE (%), R2 PSO>ACO 
Kıran et al., (2012) HAPE, ACO, PSO TR:1979-2006 RE (%), R2 HAPE>PSO>ACO 
Yiğit (2011) GA TR:1979-2009 - GA 
Assareh et al., (2012) PSO, GA Iran: 1981-2005 RE (%), PSO>GA 

Yu and Zhu (2012) 
Hybrid method for 
PSO-GA 

China: 1990-2007 MAPE - 

Ünler (2008) PSO TR:1979-2005 RE (%), - 
Ceylan et al., (2005) GA TR:1970-2001 RE (%), - 
Haldenbilen and Ceylan 
(2005) 

GA TR:1980-2000 RE (%), - 

Ceylan and Öztürk (2004) GA TR:1979-2001 RE (%), - 

Proposed model PSO, GA TR:1979-2017 R2, MSE, MAPE, 
RRMSE 

PSO>GA 

Table 3. Comparison with Similar Studies on Energy Consumption Prediction 

Although there are studies on the energy consumption forecast using different 
optimization methods as seen in Table 3, the number of studies that compare the 
PSO and GA methods are limited. Assareh et al. (2012) conducted a study on realizing 
the energy consumption demand in Iran and found that PSO method provided better 
performance than GA method; thus, supporting to the findings of the present study. 

This study showed that models that were developed for PSO and GA can be used for 
the energy consumption forecast. Additionally, this study is expected to contribute to 
the relevant literature in terms of comparing the energy consumption forecasting of 
PSO and GA. The application of energy planning studies and determination of energy 
strategies as potential tools may be beneficial for scientists and humankind. 

References 

Alireza, A. L. F. I. (2011). PSO with adaptive mutation and inertia weight and its application in 
parameter estimation of dynamic systems. Acta Automatica Sinica, 37(5), 541-549. 

Assareh, E., Behrang, M. A., & Ghanbarzdeh, A. (2012). Forecasting energy demand in Iran using 
genetic algorithm (GA) and particle swarm optimization (PSO) methods. Energy Sources, Part 
B: Economics, Planning, and Policy, 7(4), 411-422. 

Avami, A., & Boroushaki, M. (2011). Energy consumption forecasting of Iran using recurrent neural 
networks. Energy Sources, Part B: Economics, Planning, and Policy, 6(4), 339-347. 

Baluja, S. (1994),  Population-based incremental learning: A method for integrating genetic search 
based function optimization and competitive learning, Tech. Rep. No. CMU-CS-94-163, 
Carnegie Mellon University, Pittsburgh, PA. 

Barak, S., & Sadegh, S. S. (2016). Forecasting energy consumption using ensemble ARIMA–ANFIS 
hybrid algorithm. International Journal of Electrical Power & Energy Systems, 82, 92-104. 

Behrang, M. A., Assareh, E., Assari, M. R., & Ghanbarzadeh, A. (2011). Total energy demand 
estimation in Iran using bees algorithm. Energy Sources, Part B: Economics, Planning, and 
Policy, 6(3), 294-303. 

Bodenhofer, U. (2003). Genetic algorithms: theory and applications.In: Lecture notes, Fuzzy Logic 
Laboratorium Linz-Hagenberg, Winter. 

Boğar, E.  &  Boğar, Z. Ö. (2017). Türkiye Net Elektrik Enerjisi Tüketiminin Parçacık Sürü 
Optimizasyonu Tabanlı Modellenmesi. Akademia Mühendislik ve Fen Bilimleri Dergisi, 1(3), 
40-47. 



Yakut, Özkan Modeling of Energy Consumption Forecast with Economic Indicators Using Particle Swarm Optimization and 
Genetic Algorithm: An Application in Turkey between 1979 and 2050 

76 

 

 
 

Alphanumeric Journal 
Volume 8, Issue 1, 2020 

 

Cao, Z., Yuan, P., & Ma, Y. B. (2014). Energy Demand Forecasting Based on Economy-related Factors 
in China. Energy Sources, Part B: Economics, Planning, and Policy, 9(2), 214-219. 

Ceylan, H., & Ozturk, H. K. (2004). Estimating energy demand of Turkey based on economic 
indicators using genetic algorithm approach. Energy Conversion and Management, 45(15), 
2525-2537. 

Ceylan, H., Ozturk, H. K., Hepbasli, A., & Utlu, Z. (2005). Estimating energy and exergy production and 
consumption values using three different genetic algorithm approaches. Energy Sources, 
Part 2: Application and scenarios.  27(7), 629-639. 

Clerc, M. (2010). Particle swarm optimization (Vol. 93). New Jersey: John Wiley & Sons. 

Çolak, S. (2010). Genetik algoritmalar yardımı ile gezgin satıcı probleminin çözümü üzerine bir 
uygulama. Çukurova Üniversitesi Sosyal Bilimler Enstitüsü Dergisi, 19(3), 423-438. 

Coley, D. A. (1999). An introduction to genetic algorithms for scientists and engineers. Singapore: 
World Scientific Publishing Company. 

Couceiro, M., & Ghamisi, P. (2016). Particle swarm optimization. In Fractional order darwinian 
particle swarm optimization (pp.11-20). Springer International Publishing. 

Deb, K. (1999). Multi-objective genetic algorithms: Problem difficulties and construction of test 
problems. Evolutionary computation, 7(3), 205-230. 

Değertekin, S. Ö., Ülker, M., & Hayalioğlu, M. S. (2006). Uzay çelik çerçevelerin tabu arama ve genetik 
algoritma yöntemleriyle optimum tasarımı. İMO Teknik Dergi, 259, 3917-3934. 

Eberhart, R. C., Shi, Y., & Kennedy, J. (2001). Swarm intelligence. USA: Morgan Kaufmann Publishers. 

Ediger, V. Ş., & Akar, S. (2007). ARIMA forecasting of primary energy demand by fuel in Turkey. 
Energy Policy, 35(3), 1701-1708. 

Ekonomou, L. (2010). Greek long-term energy consumption prediction using artificial neural 
networks. Energy, 35(2):512-517. 

Emel, G. G., & Taşkın, Ç. (2002). Genetik Algoritmalar ve Uygulama Alanlari. Uludağ Üniversitesi 
İktisadi ve İdari Bilimler Fakültesi Dergisi, 21(1), 129-152. 

Feng, S. J., Ma, Y. D., Song, Z. L., & Ying, J. (2012). Forecasting the energy consumption of China by 
the grey prediction model. Energy Sources, Part B: Economics, Planning, and Policy, 7(4), 376-
389. 

Geem, Z. W., & Roper, W. E. (2009). Energy demand estimation of South Korea using artificial neural 
network. Energy Policy, 37(10), 4049-4054. 

Gen, M., ve Cheng, R. ( 2000). Genetic algorithm and engineering optimization. New York: John Wily 
and Sons. 

Gerşil, M., & Palamutçuoğlu, T. (2013). Ders çizelgeleme probleminin melez genetik algoritmalar ile 
performans analizi. Ömer Halisdemir Üniversitesi İktisadi ve İdari Bilimler Fakültesi Dergisi, 
6(1), 242-262. 

Goldberg, D. E. (1989). Genetic algorithms in search, optimisation and machine learning, New York: 
Addison, Wesley. 

Haldenbilen, S., & Ceylan, H. (2005). Genetic algorithm approach to estimate transport energy 
demand in Turkey. Energy Policy, 33(1), 89-98. 

Huang, Y., Bor, Y. J., & Peng, C. Y. (2011). The long-term forecast of Taiwan’s energy supply and 
demand: LEAP model application. Energy policy, 39(11), 6790-6803. 

Kankal, M., Akpınar, A., Kömürcü, M. İ., & Özşahin, T. Ş. (2011). Modeling and forecasting of Turkey’s 
energy consumption using socio-economic and demographic variables. Applied Energy, 
88(5), 1927-1939. 

Kaynar, O., Özekicioğlu, H., & Demirkoparan, F. (2017). Forecasting of Turkey's Electricity 
Consumption with Support Vector Regression and Chaotic Particle Swarm Algorithm. Journal 
of Administrative Sciences/Yonetim Bilimleri Dergisi, 15(29).211-224. 

Kaynar, O., Yüksek, A. G., & Demirkoparan, F. (2016). Genetık Algorıtma Ile Egıtılmıs Destek Vektör 
Regresyon Kullanılarak Türkıye'nın Elektrık Tüketım Tahmını/Forecastıng Of Turkey's 
Electrıcıty Consumptıon Usıng Support Vector Regressıon Traıned Wıth Genetıc Algorıthm. 
Istanbul Üniversitesi Iktisat Fakültesi Mecmuasi, 66(2), 45-60. 

Kaytez, F., Taplamacioglu, M. C., Cam, E., & Hardalac, F. (2015). Forecasting electricity consumption: 
A comparison of regression analysis, neural networks and least squares support vector 
machines. International Journal of Electrical Power & Energy Systems, 67, 431-438. 



Yakut, Özkan Modeling of Energy Consumption Forecast with Economic Indicators Using Particle Swarm Optimization and 
Genetic Algorithm: An Application in Turkey between 1979 and 2050 

77 

 

 
 

Alphanumeric Journal 
Volume 8, Issue 1, 2020 

 

Kıran, M. S., & Gündüz, M. (2012). A novel artificial bee colony-based algorithm for solving the 
numerical optimization problems. International Journal of Innovative Computing, 
Information and Control, 8(9), 6107-6121. 

Kiran, M. S., Hakli, H., Gunduz, M., & Uguz, H. (2015). Artificial bee colony algorithm with variable 
search strategy for continuous optimization. Information Sciences, 300, 140-157. 

Kıran, M. S., Özceylan, E., Gündüz, M., & Paksoy, T. (2012). A novel hybrid approach based on particle 
swarm optimization and ant colony algorithm to forecast energy demand of Turkey. Energy 
conversion and management, 53(1), 75-83. 

Kıran, M. S., Özceylan, E., Gündüz, M., & Paksoy, T. (2012). Swarm intelligence approaches to 
estimate electricity energy demand in Turkey. Knowledge-Based Systems, 36, 93-103. 

Kiranyaz, S., Ince, T., & Gabbouj, M. (2014). Multidimensional particle swarm optimization for 
machine learning and pattern recognition. NewYork: Springer. 

Kisi O. 2014. Modeling solar radiation of Mediterranean region in Turkey by using fuzzy genetic 
approach. Energy. 64, 429–436. 

Kumar, U., & Jain, V. K. (2010). Time series models (Grey-Markov, Grey Model with rolling mechanism 
and singular spectrum analysis) to forecast energy consumption in India. Energy, 35(4), 
1709-1716. 

Lazinica, A. (2009). Particle Swarm Optimization. Rijeka, Croatia: InTech. 

Lee, Y. S., & Tong, L. I. (2011). Forecasting energy consumption using a grey model improved by 
incorporating genetic programming. Energy Conversion and Management, 52(1), 147-152. 

Lewis, C. D. (1982). Industrial and business forecasting methods: A practical guide to exponential 
smoothing and curve fitting. Butterworth-Heinemann. 

Mitchell, M. (1998). An introduction to genetic algorithms. Cambridge: MIT press. 

Mucuk, M., & Uysal, D. (2009). Turkey’s energy demand. Current Research Journal of Social Sciences, 
1(3), 123-128. 

Olsson, A. E. (2010). Particle swarm optimization: theory, techniques and applications. New York: 
Nova Science Publishers, Inc.. 

Omran, M. G. H. (2004). Particle swarm optimization methods for patternrecognition and image 
processing. PhD Thesis, University of Pretoria, Pretoria. 

Özçakar, N., Görener, A., & Arikan, V. (2012). Depolama sistemlerinde siparis toplama islemlerinin 
genetik algoritmalarla optimizasyonu. Isletme Iktisadi Enstitüsü Yönetim Dergisi, (71), 118-
144. 

Özdemir, M. T., & Öztürk, D. (2016). İki Bölgeli Güç Sistemininin Optikten Esinlenen Optimizasyon 
Algoritması ile Optimal Yük Frekans Kontrolü. Fırat Üniversitesi Mühendislik Bilimleri Dergisi, 
28(2), 57-66. 

Özsağlam, M. Y., & Çunkaş, M. (2008). Optimizasyon problemlerinin çözümü için parçaçık sürü 
optimizasyonu algoritması. Politeknik Dergisi, 11(4), 299-305. 

Özyön, S., Yaşar, C., Temurtaş, H., & Aydın, D. (2012). Yasak İşletim Bölgeli Ekonomik Güç Dağıtım 
Problemlerine Geliştirilmiş Parçacık Sürü Optimizasyonu Yaklaşımı. Çankaya Üniversitesi 
Bilim ve Mühendislik Dergisi, 9(2). 89-106. 

Parsopoulos K. E. & Vrahatis, M. N. (2010).  Particle Swarm Optimization and Intelligence: Advances 
and Applications. Hershey, PA, USA: Information Science Reference. 

Rehman, A., & Deyuan, Z. (2018). Pakistan’s energy scenario: a forecast of commercial energy 
consumption and supply from different sources through 2030. Energy, sustainability and 
society, 8(1), 26. 

Shamshirband, S., Mohammadi, K., Yee, L., Petković, D., & Mostafaeipour, A. (2015). A comparative 
evaluation for identifying the suitability of extreme learning machine to predict horizontal 
global solar radiation. Renewable and sustainable energy reviews, 52, 1031-1042. 

Shi, Y., & Eberhart, R. C. (1998). Parameter selection in particle swarm optimization. In International 
conference on evolutionary programming (pp. 591-600). Springer, Berlin, Heidelberg. 

Şişman, B., Arıol, H., & Eleren, A. (2011). Tedarik Zinciri Ağı Tasarımında Parçacık Sürüsü 
Optimizasyon Yöntemi İle Çapraz Yükleme Yerlerinin Belirlenmesi. 

Song, Q., Li, J., Duan, H., Yu, D., & Wang, Z. (2017). Towards to sustainable energy-efficient city: a 
case study of Macau. Renewable and Sustainable Energy Reviews, 75, 504-514. 



Yakut, Özkan Modeling of Energy Consumption Forecast with Economic Indicators Using Particle Swarm Optimization and 
Genetic Algorithm: An Application in Turkey between 1979 and 2050 

78 

 

 
 

Alphanumeric Journal 
Volume 8, Issue 1, 2020 

 

Sun, J., Lai, C. H., & Wu, X. J. (2011). Particle swarm optimisation: classical and quantum 
perspectives. Florida: Crc Press. 

Toksarı, M. D. (2007). Ant colony optimization approach to estimate energy demand of Turkey. 
Energy Policy, 35(8), 3984-3990. 

Toksarı, M. D. (2009). Estimating the net electricity energy generation and demand using the ant 
colony optimization approach: case of Turkey. Energy Policy, 37(3), 1181-1187. 

Ünler, A. (2008). Improvement of energy demand forecasts using swarm intelligence: The case of 
Turkey with projections to 2025. Energy Policy, 36(6), 1937-1944. 

Wang, L., & Singh, C. (2007). Environmental/economic power dispatch using a fuzzified multi-
objective particle swarm optimization algorithm. Electric Power Systems Research, 77(12), 
1654-1664. 

Xie, N. M., Yuan, C. Q., & Yang, Y. J. (2015). Forecasting China’s energy demand and self-sufficiency 
rate by grey forecasting model and Markov model. International Journal of Electrical Power 
& Energy Systems, 66, 1-8. 

Yakut, E., & Süzülmüş, S. (2020). Modelling monthly mean air temperature using artificial neural 
network, adaptive neuro-fuzzy inference system and support vector regression methods: A 
case of study for Turkey. Network: Computation in Neural Systems, 1-36. 

Yiğit, V. (2011). Genetik algoritma ile Türkiye net elektrik enerjisi tüketiminin 2020 yılınakadar 
tahmini. International Journal of Engineering Research and Development, 3(2), 37-41. 

Yu, S. W., & Zhu, K. J. (2012). A hybrid procedure for energy demand forecasting in China. Energy, 
37(1), 396-404. 

Yuan, X. C., Wei, Y. M., Mi, Z., Sun, X., Zhao, W., & Wang, B. (2017). Forecasting China’s regional 
energy demand by 2030: A Bayesian approach. Resources, Conservation and Recycling, 127, 
85-95. 


