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COMPRESSIVE SPLIT-STEP FOURIER METHOD

C. BAYINDIR1 §

Abstract. In this paper an approach for decreasing the computational effort required
for the split-step Fourier method (SSFM) is introduced. It is shown that using the spar-
sity property of the simulated signals, the compressive sampling algorithm can be used
as a very efficient tool for the split-step spectral simulations of various phenomena which
can be modeled by using differential equations. The proposed method depends on the
idea of using a smaller number of spectral components compared to the classical split-step
Fourier method with a high number of components. After performing the time integra-
tion with a smaller number of spectral components and using the compressive sampling
technique with l1 minimization, it is shown that the sparse signal can be reconstructed
with a significantly better efficiency compared to the classical split-step Fourier method.
Proposed method can be named as compressive split-step Fourier method (CSSFM). For
testing of the proposed method the Nonlinear Schrödinger Equation and its one-soliton
and two-soliton solutions are considered.
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1. Introduction

Spectral methods is one of the very widely used class of numerical solutions in com-
putational mathematics. Some examples can be seen in [1, 7, 11, 12, 14]. While spatial
derivatives are calculated using spectral techniques, time integration is performed using
schemes such as Adams-Bashforth and Runge-Kutta etc. One of the very efficient methods
is the split-step Fourier method (SSFM) which was originally proposed in [9]. In SSFM the
time integration is performed by time stepping of the exponential function for an equation
which includes a first order time derivative. SSFM is widely used in many branches of
applied sciences including but not limited to optics, acoustics, oceanography.

It is known that majority of the signals in nature and engineering devices are sparse.
Therefore the compressive sampling technique can be thought as a very efficient tool for
measuring or simulating the such signals. In this paper it is shown that the efficiency of
the compressive sampling technique can also be used for the improvement of the SSFM.
For this purpose Nonlinear Schrödinger equation and its one- and two-soliton solutions
are considered.

The method proposed in this paper depends on the idea of using a smaller number
of spectral components in SSFM. Using a smaller number of spectral components and
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using the compressive sampling technique, it shown that the numerical integration can
be performed with a significantly better efficiency compared to the classical SSFM. The
proposed method is named as the compressive split-step Fourier method (CSSFM). The
sparsity property of the solitons in the time domain is used and l1 minimization technique
of the compressive sampling algorithm is utilized.

Starting from the initial conditions time integration is performed with SSFM and
CSSFM. It is shown by using the CSSFM, time integration can be performed with a
significantly better efficiency compared to the SSFM with a high number of spectral com-
ponents. Also it is shown that the accuracy difference between two models is of negligible
importance. Therefore it is shown that the proposed CSSFM can be a very efficient tool
in computational mathematics.

2. Methodology

2.1. Review of the Nonlinear Schrödinger Equation. Nonlinear Schrödinger equa-
tion (NSE) can be written as

iηt = ηxx + 2 |η|2 η (1)

where x, t is the spatial and temporal variables, i denotes the imaginary number and η is
complex amplitude. NSE is widely used in applied sciences and engineering to describe
various phenomena including but not limited to weakly nonlinear ocean waves [15], pulse
propagation in optical fibers and quantum state of a physical system. Integrability of the
NSE is studied extensively within last forty years and some exact solutions of the NSE
is derived. In this paper one-soliton and two-soliton solutions of the NSE are considered.
One-soliton solution of the NSE can be written as [5, 13]

η(x, t) = 2A exp {−i[2x− 4
(
1−A2

)
t+ π/2]}sech(2Ax− 8At) (2)

where A is a constant which denotes the amplitude of the NSE and selected as 0.5 for this
study following [13].
Two soliton-solution can be written as [5, 10, 13]

η(x, t) = G(x, t)/F (x, t) (3)

where

F (x, t) = 1 + a(1, 1∗) exp(ζ1 + ζ∗1 ) + a(1, 2∗) exp(ζ1 + ζ∗2 ) + a(2, 1∗) exp(ζ2 + ζ∗1 )

+ a(2, 2∗) exp(ζ2 + ζ∗2 ) + a(1, 2, 1∗, 2∗) exp(ζ1 + ζ2 + ζ∗1 + ζ∗2 )
(4)

and

G(x, t) = exp(ζ1) + exp(ζ2) +a(1, 2, 1∗) exp(ζ1 + ζ2 + ζ∗1 ) +a(1, 2, 2∗) exp(ζ1 + ζ2 + ζ∗2 ) (5)

where ∗ denotes the complex conjugate. The parameters in these equations are defined as
[5, 13]

a(i, j∗) = (Pi + P ∗j )−2, a(i, j) = (Pi − Pj)2, a(i∗, j∗) = (P ∗i − P ∗j )2,

a(i, j, k∗) = a(i, j)a(i, k∗)a(j, k∗),

a(i, j, k∗, l∗) = a(i, j)a(i, k∗)a(i, l∗)a(j, k∗)a(j, l∗)a(k∗, l∗).

(6)

and

ζj = Pjx− Ωjt− ζ(0)
j , Ωj = iP 2

j . (7)

where i in the last expression is the imaginary number. The constant parameters in these
expressions are taken as

P1 = 4− 2i, P2 = 3 + i, ζ
(0)
1 = −9.04, ζ

(0)
2 = 2.1. (8)
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as in [5, 13]. Also the x interval is chosen as [-20,20] for simulations following [13].

2.2. Review of the Split-Step Fourier Method. SSFM is based on the idea of splitting
the equation into two parts, the nonlinear and the linear part [2]. The original form of
SSFM can be seen in [9]. Since then, researchers have proposed many different versions of
the SSFM. A literature view for the proposed modifications to SSFM can be seen in [5].
For the NSE, the advance in time due to nonlinear part can be written as

iηt = 2 |η|2 η (9)

which can be exactly solved as

η̃(x, t0 + ∆t) = e−2i|η(x,t0)|2∆t η(x, t0) (10)

where ∆t is the time step. The linear part of the NSE can be written as

iηt = ηxx (11)

Using the Fourier series it is possible to write that [5, 7, 8]

η(x, t0 + ∆t) = F−1
[
eik

2∆tF [η̃(x, t0 + ∆t)]
]

(12)

Therefore combining (10) and (13), the complete form of the SSFM can be written as

η(x, t0 + ∆t) = F−1
[
eik

2∆tF [e−2i|η(x,t0)|2∆t η(x, t0)]
]

(13)

Starting from the initial conditions this expression can be solved explicitly. This operation
requires two FFTs per time step.

2.3. Review of the Compressive Sampling. Since its first appearance in literature,
compressive sampling (CS) has drawn the attention of many researchers. Today it is widely
used in various branches of engineering, applied physics mathematics. Some studies in
digital systems such as the development of a single pixel video camera systems or analog-
to-digital converter efficiently use the CS algorithm. In this section a brief summary of
the CS is sketched.

Let η be a K-sparse signal with N elements, that is only K out of N elements of the
signal are nonzero. Using orthonormal basis functions with transformation matrix Ψ, η
can be represented in terms of basis functions. Typical orthogonal transformation used
in the literature are the Fourier, wavelet or discrete cosine transforms just to mention
few. Therefore it is possible to write η = Ψη̂ where η̂ is the coefficient vector. Discarding
the zero coefficients of η, one can obtain ηs = Ψη̂s where ηs is the signal with non-zero
components only.

CS algorithm states that a K-sparse signal η of length N can exactly be reconstructed
from M ≥ Cµ2(Φ,Ψ)K log (N) measurements with a very high probability, where C is a
positive constant and µ2(Φ,Ψ) is the mutual coherence between the sensing basis Φ and
transform basis Ψ [6].

Taking M random projections and using the sensing matrix Φ one can obtain g = Φη.
Therefore the problem can be re-formulated as

min ‖η̂‖l1 under constraint g = ΦΨη̂ (14)

where ‖η̂‖l1 =
∑

i |η̂i|. So that among all signal which satisfies the given constraints, the
l1 solution of the CS problem is given as ηCS = Ψη̂.
l1 minimization is only one of the alternatives which can be used for this optimization

problem. The sparse solutions can also be recovered with the help of other optimization
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techniques such as re-weighted l1 minimization or greedy pursuit algorithms [6]. Details
of the CS can be seen in [6].

2.4. Proposed Method. In a classical SSFM let N be the number of the spectral compo-
nents used for representation of a signal. By using M spectral components with M << N
and using the CS technique to construct the N -component signal from M components,
it is possible to obtain a very efficient computational method especially for very long
time evolutions. This method can be named as compressive split-step Fourier (CSSFM)
method and recently introduced in [3, 4]. The selection of the number M has to be done
carefully depending on width of the K-sparse wave profile since M need to satisfy the
M = O(K log(N/K)) condition of the CS algorithm. Starting from the initial conditions
only M spectral components are time stepped. After the time stepping, the N point signal
is reconstructed from M components by using the l1 minimization technique of the CS
theory. It is shown that the method offered in here can reduce the computational effort
significantly compared to the SSFM with N components while the accuracy difference in
the results is of negligible importance.

3. Results and Discussion

3.1. Evolution of One-Soliton. In the Figure 1 below, the N = 1024 component SSFM
and the M = 128 component CSSFM are compared for one-soliton solution. The initial
condition for this simulation is defined by (2). The two methods are in excellent agreement
as it can be seen in the figure. The normalized root-mean-square difference between two
profiles is 0.0025 for this simulation.
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Figure 1. Comparison of SSFM with N = 1024 and CSSFM with M = 128
components for one-soliton evolution.

In the Figure 2 below, the N = 1024 component SSFM and the M = 256 component
CSSFM are compared for one-soliton solution. The two methods are in excellent agreement
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as it can be seen in the figure. The normalized root-mean-square difference between two
profiles is 0.0012 for this simulation.
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Figure 2. Comparison of SSFM with N = 1024 and CSSFM with M = 256
components for one-soliton evolution.

All of the results presented in the figures above for one-soliton solution show promising
evidence for the accuracy of the proposed method. Additionally the computational effort
required to run the various cases are summarized in the Table 1 below. The computation
times given in the table are in the units of seconds. The times are measured on a Dell
Vostro 1700 laptop with dual cores of 1.8 GHz and 1GB RAM, which is used to run the
MATLAB code of 50 realizations. As it can be seen on the table, for smaller number of
time steps the CSSFM provides a small improvement in the computational effort. This
is due to the computational effort required by the l1 minimization. However for the
bigger number of time steps, the computational effort is significantly reduced while the
differences in the waveform are of negligible importance. Therefore the CSSFM provides a
great computational efficiency compared to the classical SSFM and can be used as a tool
in applied mathematics and physics.

Table 1. Comparison of Temporal Cost of the Classical SSFM vs Pro-
posed CSSFM: One-Soliton Solution.

N M # of Time Steps SSFM-Time (sec) CSSFM-Time (sec) Rms Diff.
1024 64 105 308.75 73.04 0.0209
1024 128 105 256.40 96.73 0.0025
1024 128 106 2735.00 527.44 0.0025
1024 256 105 302.81 182.43 0.0012
2048 256 105 613.63 541.15 0.0023
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3.2. Evolution of Two-Solitons. In the Figure 3 below, the N = 2048 component
SSFM and the M = 256 component CSSFM are compared for two-soliton solution. The
normalized root-mean-square difference between two profiles is 0.0032 for this simulation.
In the Figure 4 below, the N = 1024 component SSFM and the M = 256 component
CSSFM are compared for two-soliton solution. The normalized root-mean-square differ-
ence between two profiles is 0.0068 for this simulation. The two methods are in excellent
agreement as it can be seen in the figures. The initial condition for these simulation is
defined by (3)-(8).
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Figure 3. Comparison of SSFM with N = 2048 and CSSFM with M = 256
components for two-soliton evolution.

All of the results presented in the figures above for two-soliton solution again show
promising evidence for the accuracy of the proposed CSSFM. Additionally the computa-
tional effort required to run the various cases are summarized in the Table 2 below. The
computation times given in the table are in the units of seconds. The times are measured
on a Dell Vostro 1700 laptop with dual cores of 1.8 GHz and 1GB RAM which is used
to run the MATLAB code of 50 realizations. Decreasing M , the spectral components of
CSSFM, improves the efficiency however decreases the accuracy in an insignificant level.
This is due to the reduced sampling points which affects the recovery of the sparse signal.
For smaller number of time steps the CSSFM provides only a small improvement in the
computational effort. This is due to the computational effort required by the l1 minimiza-
tion. However for the bigger number of time steps such as 106, the computational effort
is significantly improved while the accuracy differences in the profiles are of negligible
importance. Therefore the CSSFM provides a great computational efficiency compared to
the classical SSFM and can be used as a tool in applied mathematics and physics.
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Figure 4. Comparison of SSFM with N = 2048 and CSSFM with M = 128
components for two-soliton evolution.

Table 2. Comparison of Temporal Cost of the Classical SSFM vs Pro-
posed CSSFM: Two Soliton-Solution.

N M # of Time Steps SSFM-Time (sec) CSSFM-Time (sec) Rms Diff.
1024 64 105 328.01 59.54 0.0160
1024 128 105 257.04 107.00 0.0052
1024 128 106 2607.40 501.90 0.0052
1024 256 105 297.00 242.70 0.0034
2048 256 105 614.39 532.88 0.0031

4. Conclusion and Future Work

In this study compressive split-step Fourier method (CSSFM) for the numerical simula-
tion of the sparse signals is introduced . The sparsity property of the one- and two-soliton
solutions of the nonlinear Schrödinger equation is used for this purpose.

It is shown that by using a smaller number of spectral components and the compressive
sampling technique, it is possible to reconstruct time evolved signal with negligible differ-
ence compared to the classical split-step Fourier (SSFM) which uses a higher number of
spectral components. It is shown that the proposed CSSFM improves the computational
effort significantly. This improvement becomes more significant especially for large time
evolutions. Therefore CSSFM can be used as an efficient tool in computational mathe-
matics.

There are some sparse FFT algorithms developed in the literature. As a future work it
is possible to implement these sparse fast transforms for computational modeling of the
sparse signals and provide a comparison with the SSFM. It is also possible to perform an
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intercomparison of these models with the CSSFM proposed in this paper. The sequential,
parallel or distributed algorithms can be used for this purpose.

The CSSFM can also be incorporated for other type of spectral methods such as those
where the Legendre, Chebyshev and other forms of basis functions are used for computa-
tional simulations.
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