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ABSTRACT
The purpose of this research is a comprehensive review of studies towards educational data mining (EDM) 
in Turkey. For the purpose of this study, graduate theses and articles conducted in Turkey were examined in 
detail. As a result of the literature review, 48 studies were analyzed in the context of the data mining purpose, 
the technique used in the study, the purpose of the study, the sample, the data sources and the analysis tool 
used in the study. In addition, the input variables used in the studies for estimating student achievement 
in EDM were examined. As a result of the research, it was found that EDM studies were mostly aimed at 
prediction from data mining tasks. One of the results of this study is that artificial neural networks are the 
most commonly used technique in EDM studies. When the distributions of EDM studies according to their 
objectives are examined, it is seen that studies are predominantly aimed at predicting student achievement. 
It is seen that university students are preferred as the sample in EDM studies, achievement scores are 
used as data source and SPSS application is used more as an analysis tool. In the last part of the research, 
recommendations were made based on the results to the researchers.
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INTRODUCTION
Learning management systems and massive open online courses are now being used by various institutions 
to meet student needs (You, 2016). Educational data mining (EDM) is an interdisciplinary field in which 
data mining methods are applied to discover data in these systems and make future predictions (Romero & 
Ventura, 2013). EDM is a new and growing field of research in which meaningful information is extracted 
by applying data mining techniques on raw data in education systems (Bousbia & Belamri, 2014). EDM is 
used to provide information to managers and trainings on student interactions in a learning environment, 
to provide information on how to develop course content in the environment, to advise students on 
appropriate content, to predict students’ achievements, and to be used for student modeling (Romero, 
Ventura, Pechenizkiy, & Baker, 2010). In order to achieve these objectives, data mining and machine 
learning methods are used in an integrated way (Baker, 2010; Romero & Ventura, 2010).
EDM can be used for (Berry & Linoff, 2004) classification (Baradwaj & Pal, 2012; Kaur, Singh, & Josan, 
2015; Kamisli Ozturk, Erzurum Cicek & Ergul, 2017), prediction (Bucos & Dragulescu, 2018; Francis & 
Babu, 2019), clustering (Abu Tair & El-Halees, 2012; Dutt, Aghabozrgi, Ismail, & Mahroeian, 2015) and 
creating association rules (Avlijas, Heleta, & Avlijas, 2016; Man, Abu Bakar, & Sabri, 2018). EDM studies 
may address one or more of these objectives (Pena-Ayala, 2014).

a. Classification: In the classification, the data is grouped according to the determined features. For 
example some tasks are examined within the scope of classification such as which content is displayed 
according to learning styles and which characteristics of students are successful in the course. 

b. Prediction: In the prediction, the data is separated into training and test data. Then, a model is 
formed by using training data and the accuracy rate of the model is examined with the test data. In 
the prediction, we can use categorical or continuos variables.  For example, in an online learning 
environment, estimating final scores based on students’ browsing behavior is a prediction process.
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c. Clustering: Clustering is the process of dividing the data in the data set into homogeneous groups as 
in the classification. There are no predefined groups in the clustering process as in the classification 
process. For example, student profile creation based on student navigation in the e-learning 
environment is within the clustering process. 

d. Association rules: Association rules, as the name suggests, is the process of generating rules from data. 
These rules take into account the frequency of coexistence of variables. 

In the EDM studies, data mining techniques are applied for the specified purpose. In the literature, according 
to the purpose of the EDM; decision trees (Lin, Yeh, Hung, & Chang, 2013), bayes classifiers (Bhardwaj 
& Pal, 2012), regression (Bahadir, 2016), artificial neural networks (Yang & Li, 2018) and support vector 
machines (Al-Shehri et al., 2017) techniques are widely used.
There are different national and international screening studies related to educational data mining. In the 
research conducted by Romero and Ventura (2007)  which reviewed studies between 1995 and 2005, it 
was emphasized that educational data mining is a new and developing research area. Three years later, the 
study by Romero and Ventura (2010) again showed an increase in studies on educational data mining. 
It is seen that traditional learning environments, e-learning environments, learning management systems, 
intelligent tutoring systems, adaptive educational systems, tests, questionnaires, texts and contents are 
used as data sources. In the classification made according to the purpose of educational data mining the 
studies were grouped as “analysis and visualization of data”, “providing feedback for supporting instructors”, 
“recommendations for students”, “predicting student’s performance”, “student modeling”, “detecting 
undesirable student behaviors”, “grouping students”, “social network analysis”, “developing concept maps”, 
“constructing courseware” and “planning and scheduling”. In the study, the development of easy-to-use 
educational data mining environments for non-expert users, the development of data mining tools that work 
in integration with e-learning environments, storing and publishing models and data in a reusable manner 
to certain standards and the regulation of traditional data mining algorithms in the educational context were 
mentioned as future works.
Mohamad and Tasir (2013) examined 9 researches on data mining between 2004-2012. As a result of 
the study, it is understood that in addition to the use of available learning management systems (Moodle, 
Blackboard, etc.) in the researches, there are also systems developed within the scope of the research. In the 
study, it is suggested that social environments such as blog and facebook should be used for collaborative 
learning and the navigation data should be analyzed by integrating tools such as Google Analytics. Pena-
Ayala (2014) reviewed 240 studies towards EDM between 2010-2013 1Q. In this research EDM works are 
grouped as EDM approaches and EDM tools. EDM approaches consists of “student modeling”, “student 
behavior modeling”, “student performance modeling”, “assessment”, “student support and feedback” and 
“curriculum, domain knowledge, sequencing and teachers support”. EDM tools consist of “extraction, 
learning support and feature engineering, “visualization” and “analysis support”.  As a result of the study, 
it is emphasized that EDM is well-grounded and a new research area, which requires an interdisciplinary 
perspective.
Manjarres, Sandoval, and Suarez (2018) examined the researches between 2003 and 2015 according to 
the algorithms used in the EDM and the objectives of the EDM. As a result of the review, decision trees, 
classification, clustering, bayesian networks, artificial neural networks and association rules techniques are 
widely used in EDM. Tekin and Oztekin (2018) examined the studies on educational data mining between 
2006-2016. In the study, Google Scholar, ERIC (Education Resources Information Center), Elsevier, 
Proquest, Ulakbim, Ebscohost and Springer databases were searched. Descriptive analysis of 140 articles 
examined in terms of different variables are presented. When the results of the research are examined, it 
is seen that the most researched topic is student performance, the participants are generally chosen from 
university students and web environments are preferred as data collection tools. Aldowah, Al-Samarraie, and 
Fauzy (2019) examined 402 EDM studies in higher education between 2000 and 2017. In the study, it was 
stated that student centered strategies could be developed with EDM.
Although there has been some review studies about EDM, it is seen that the limited number of studies 
conducted on this area in Turkey. In this study, we tried to determine the current situtation of educational 
data mining in Turkey through examine master theses, doctoral dissertations and papers in depth. The 
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purpose of this research is a comprehensive review of studies towards educational data mining in Turkey. 
For this purpose, Turkey addressed graduate theses and articles have been examined. For the purpose of the 
study, the following research questions were answered:

a. How are EDM studies distributed by years?
b. How are EDM studies distributed according to data mining tasks?
c. Which techniques are used in EDM studies?
d. What are the topics in EDM studies?
e. Which sample characteristics chosen in EDM studies?
f. What are the data sources in EDM studies?
g. Which analysis tools are used in EDM studies?
h. Which variables are used as input variables in the researches that predict success in EDM?

This study focuses on studies related to educational data mining in Turkey.  The structure of this paper is 
organized as follows: in the following section the methodology of the study is described. In third section, 
results of review are presented. Finally, the results were discussed within the framework of the relevant 
literature and suggestions were made.

METHOD
Search Strategy
Council of Higher Education (CoHE) Thesis Center, Web of Science database and TR Index search tool 
were used in the review of the studies (Table 1). No date range is specified during the searching process. The 
review process was terminated in July 2019.

Table 1. Databases used in review process

Database name Address
CoHE Thesis Center https://tez.yok.gov.tr/UlusalTezMerkezi/
Web of Science http://webofknowledge.com
TR Index Search Tool https://trdizin.gov.tr/

In literature search process “data mining”, “machine learning”, “neural networks”, “decision trees”, “bayes” 
and “support vector machine” keywords were used. The searching using the CoHE Thesis Center was limited 
to the subject area of Education and Training. The initial search returned 67 studies. In Web of Science 
tool, “OR” boolean operator was used between keywords and Turkey addressed educational researches was 
searched. 62 articles were initially accessed in Web of Science.  Using the TR Index Search tool, the keywords 
were searched respectively and the results were filtered by education subject area. Then, 25 studies were 
reached by eliminating repetitive studies.

Inclusion/Exclusion Criteria
In this study, the “Publication Classification Form” which was developed by the researcher was used to record 
the searched publications. The studies that were searched were determined in accordance with the inclusion/
exclusion criteria and these studies were examined in detail. Studies which do not include any of the data 
mining tasks (classification, estimation, association rules, clustering), which are literature surveys, which 
are not educational research and which are not available in CoHE Thesis Center were excluded from the 
research. In addition, test equating, imputation of missing data, and comparison of two different methods in 
data mining were not included in this study because they were considered a different subject area.
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Data Analysis
After examining the studies, the number of studies that meet the criteria are presented in Table 2.

Table 2. Distribution of accessed studies according to sources

Source Number of Studies Appropriate number of studies

CoHE Thesis Center 67 23
Master thesis 38 16
Doctoral dissertation 29 7

Web of Science 62 22
TR Index Search Tool 25 7*
Total 154 52**

Note. * In addition to these studies, three studies were found in the Web of Science search results.,
** Four of these studies were not included in the results because they were produced from the thesis work of the 
authors.

As a result, 23 thesis studies, 16 of which were master’s and 7 of which were doctoral theses, were included 
in the analysis. (Table 2). After eliminating the repeated studies from Web of Science and TR Index Search 
Tool, 29 articles were found to meet inclusion criterias. The list of works that meet the criteria is presented 
in Table 3.

Table 3. EDM studies included in the research

No Reference Tool Type/Journal Name
1 Aydin (2007) CoHE Thesis Center Doctoral dissertation
2 Somyurek (2008) CoHE Thesis Center Doctoral dissertation
3 Ucgun (2009) CoHE Thesis Center Master thesis
4 Y. Aydogdu (2011) CoHE Thesis Center Master thesis
5 Birtil (2011) CoHE Thesis Center Master thesis
6 Yelegin (2012) CoHE Thesis Center Master thesis
7 Yucel (2012) CoHE Thesis Center Master thesis
8 Bahadir (2013) CoHE Thesis Center Doctoral dissertation
9 Coskun (2013) CoHE Thesis Center Master thesis

10 Hark (2013) CoHE Thesis Center Master thesis
11 Saygili (2013) CoHE Thesis Center Master thesis
12 Sengur (2013) CoHE Thesis Center Master thesis
13 Akcapinar (2014) CoHE Thesis Center Doctoral dissertation
14 Aksoy (2014) CoHE Thesis Center Master thesis
15 Yildiz (2014) CoHE Thesis Center Doctoral dissertation
16 Ozbay (2015) CoHE Thesis Center Master thesis
17 Uysal (2015) CoHE Thesis Center Master thesis
18 Cebi (2016) CoHE Thesis Center Doctoral dissertation
19 Yildiz Aybek (2016) CoHE Thesis Center Master thesis
20 Barngrover (2017) CoHE Thesis Center Master thesis
21 Sahin (2018) CoHE Thesis Center Doctoral dissertation
22 Yagci (2018) CoHE Thesis Center Master thesis
23 Yorganci (2018) CoHE Thesis Center Master thesis
24 Dogan and Camurcu (2010) Web of Science Computer Applications in Engineering Education

25 Guruler, Istanbullu, and 
Karahasan (2010) Web of Science Computers & Education

26 Kentli and Sahin (2011) Web of Science Energy Education Science and Technology Part B-Social 
and Educational Studies

27 Aydogdu and Tanrikulu 
(2013)* Web of Science Education and Science
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28 Turhan, Kurt, and Engin (2013) Web of Science Education and Science
29 Akcapinar (2015) Web of Science Computers & Education
30 Avsar and Yalcin (2015) Web of Science Education and Science
31 Baran and Kilic (2015) Web of Science Educational Technology & Society
32 Demir (2015) Web of Science Educational Sciences-Theory & Practice
33 Kayri (2015) Web of Science Educational Sciences-Theory & Practice

34 Sohsah, Unal, and Guzey 
(2015) Web of Science British Journal of Educational Technology

35 Bahadir (2016) Web of Science Educational Sciences-Theory & Practice

36 Idil, Narli, and Aksoy (2016) Web of Science International Journal of Education in Mathematics 
Science and Technology

37 Kose and Arslan (2016) Web of Science International Journal of Engineering Education
38 Onan, Bal, and Bayam (2016) Web of Science Croatian Journal of Education

39 Ayvaz, Guruler, and Devrim 
(2017) Web of Science Information Technologies and Learning Tools

40 Kose and Arslan (2017) Web of Science Computer Applications in Engineering Education
41 Akcapinar and Bayazit (2018) Web of Science Turkish Online Journal of Distance Education
42 Akgun and Demir (2018) Web of Science International Journal of Assessment Tools in Education
43 Aybek and Okur (2018) Web of Science International Journal of Assessment Tools in Education
44 Afacan Adanir (2019) Web of Science Turkish Online Journal of Distance Education

45 Hussain et al. (2019) Web of Science International Journal of Emerging Technologies in 
Learning

46 Guneri and Apaydin (2004) TR Index Search Tool Ticaret ve Turizm Egitim Fakultesi Dergisi
47 Tekin (2014) TR Index Search Tool Eurasian Journal of Educational Research

48 Akcapinar, Altun, and Askar 
(2015)* TR Index Search Tool Ilkogretim Online

49 Aksoy and Narli (2015)* TR Index Search Tool Turkish Journal of Giftedness & Education
50 Dalkilic and Aydin (2017) TR Index Search Tool Yuksekogretim ve Bilim Dergisi
51 Ozbay and Ersoy (2017)* TR Index Search Tool Gazi Universitesi Gazi Egitim Fakultesi Dergisi
52 Cifci, Kaleli, and Gunal (2018) TR Index Search Tool Anadolu Universitesi Egitim Bilimleri Enstitusu Dergisi

Note. * Produced from the author’s thesis.

Articles indicated by asterisk (*) in Table 3 were not included in the results because they were produced from 
the thesis work of the authors. As a result, analyzes were conducted over 48 studies.

RESULTS
In this section, results related research questions are presented. Figure 1 shows the distribution of EDM 
studies by years. When Figure 1 is examined, it is seen that the number of studies increases and decreases 
according to years. Since the literature review was terminated in July 2019, only 2 studies published in 2019 
were included in the analysis. When the distribution of the studies is examined, it is seen that there is a 
difference in the number of studies after 2010.

Figure 1. Distribution of EDM studies per year of publication

The classification results of the EDM studies according to the data mining tasks are given in Table 4. When 
Table 4 is analyzed, it is observed that 46.77% of the studies are for prediction task, followed by the tasks of 
classification, clustering and association rules respectively.
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Table 4. Distribution of studies according to data mining tasks

Data mining task References %

Classification
Somyurek (2008), Yelegin (2012), Saygili (2013), Sengur (2013), Akcapinar (2014), Aksoy 
(2014), Ozbay (2015), Uysal (2015), Cebi (2016), Sahin (2018), Guruler et al. (2010), Sohsah 
et al. (2015), Idil et al. (2016), Ayvaz et al. (2017), Afacan Adanir (2019)

24.19

Prediction

Aydin (2007), Y. Aydogdu (2011), Sengur (2013), Bahadir (2013), Yildiz (2014), Akcapinar 
(2014), Coskun (2013), Uysal (2015), Yildiz Aybek (2016), Cebi (2016), Barngrover (2017), 
Yagci (2018), Yorganci (2018), Kentli and Sahin (2011), Turhan et al. (2013), Akcapinar 
(2015), Demir (2015), Kayri (2015), Sohsah et al. (2015), Bahadir (2016), Kose and Arslan 
(2016), Ayvaz et al. (2017), Kose and Arslan (2017), Akgun and Demir (2018), Aybek and 
Okur (2018), Hussain et al. (2019), Guneri and Apaydin (2004), Tekin (2014), Cifci et al. 
(2018)

46.77

Clustering
Aydin (2007), Ucgun (2009), Birtil (2011), Saygili (2013), Akcapinar (2014), Ozbay (2015), 
Dogan and Camurcu (2010), Avsar and Yalcin (2015), Baran and Kilic (2015), Onan et al. 
(2016), Akcapinar and Bayazit (2018), Dalkilic and Aydin (2017)

19.35

Association rules Ucgun (2009), Y. Aydogdu (2011), Yucel (2012), Hark (2013), Onan et al. (2016), Dalkilic 
and Aydin (2017) 9.68

Note. * Some publications are repeated in the table since they involve more than one task.

The bar graph of the techniques used in EDM studies and the number of studies using these techniques is given 
in Figure 2. As shown in Figure 2, artificial neural networks is the most commonly used technique in EDM 
studies (n = 21). It is seen that artificial neural network techniques are used in the researches in predicting 
student achievement (Akcapinar, 2014; Kose & Arslan, 2016) and classification of words according to usage 
level (Sohsah et al., 2015). Another technique commonly used in EDM studies is the decision trees. It is seen 
that decision trees are used in the studies for estimating student achievement (Aydin, 2007), identifying the 
variables affecting the attitude towards a specific purpose (Idil et al., 2016) and classifying students according 
to certain characteristics (Guruler et al., 2010; Yelegin, 2012). Other techniques commonly used in EDM 
research include clustering techniques (Avsar & Yalcin, 2015; Baran & Kilic, 2015; Dogan & Camurcu, 
2010), regression (Bahadir, 2016; Coskun, 2013; Turhan et al., 2013), association rules techniques (Hark, 
2013; Onan et al., 2016; Yucel, 2012), bayes classifiers (Cebi, 2016; Cifci et al., 2018; Sahin, 2018; Uysal, 
2015), and support vector machines (Kentli & Sahin, 2011; Sohsah et al., 2015; Tekin, 2014). In addition 
to these studies, fuzzy logic (Uysal, 2015), path analysis (Cebi, 2016) and genetic algorithm (Yildiz, 2014) 
techniques were used.

Figure 2. Distribution of the number of studies according to the techniques used in EDM

Classification results according to the topics of the studies related to EDM are given in Table 5. According 
to the results, publications were mostly aimed to predict student achievement in EDM studies (n = 20). 
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Achievement prediction studies have tried to predict future success by using the data of the students 
during the semester, other course achievements or demographic characteristics (Akcapinar, 2014; Akgun 
& Demir, 2018; Bahadir, 2013; Kayri, 2015; Sengur, 2013; Turhan et al., 2013; Uysal, 2015; Yildiz, 
2014). Investigation of e-learning environments was the second most studied topic in EDM studies (n = 
7). This topic consist of these studies: determination of the factors determining the efficiency of e-learning 
environment (Y. Aydogdu, 2011), development of early detection and intervention engine (Sahin, 2018), 
estimation of students’ disorientation levels (Cebi, 2016), estimation of course content for students (Kose & 
Arslan, 2016, 2017) and the classification of students according to student navigation data (Ozbay, 2015).
Clustering or classification of students according to their success was the most studied another topic (n = 
6). This topic includes these research aims: determining successful student characteristics with clustering or 
classification (Saygili, 2013), clustering by students’ achievement (Dogan & Camurcu, 2010; Guruler et 
al., 2010; Ozbay, 2015) or survey/scale results (Yelegin, 2012) and creating association rules according to 
successful student characteristics (Onan et al., 2016).

Table 5. Distribution of studies according to topics

Topic of study Number of studies %

Achievement/performance prediction 20 39.22

Investigation of e-learning environments 7 13.73

Classification/clustering by success 6 11.76

Classification / clustering according to student characteristics 4 7.84

Investigation of causes of failure 3 5.88

Text mining 3 5.88

Determination of variables that affect attitude 2 3.92

Determination of reasons for absenteeism 1 1.96

Estimation of instructor performance 1 1.96

Determination of effective familial variables on reading skills 1 1.96

Predicting the department that students will prefer 1 1.96

Modeling video navigation 1 1.96

Predicting emotional states with facial recognition 1 1.96

Total 51* 100

Note. * Since some studies are aimed at more than one purpose, the total value is calculated as 51.

Classification or clustering according to student characteristics is another topic studied in EDM. This 
topic includes: clustering according to student profile (Aydin, 2007), student modeling (Somyurek, 2008), 
determination of the variables that are effective in student modeling (Cebi, 2016) and classification of 
students according to learning styles (Aksoy, 2014). 
According to the results in Table 5, the topics studied in EDM are investigation the causes of students’ 
failures (Baran & Kilic, 2015; Birtil, 2011; Ucgun, 2009), text mining (Afacan Adanir, 2019; Akcapinar, 
2015; Sohsah et al., 2015), determination of variables that affect attitude (Hark, 2013; Idil et al., 2016), 
determination of reasons for absenteeism (Dalkilic & Aydin, 2017), estimation of instructor performance 
(Cifci et al., 2018), determination of familial variables affecting reading skill (Avsar & Yalcin, 2015), prediction 
of the department that students will prefer (Coskun, 2013), modeling of video navigations (Akcapinar & 
Bayazit, 2018) and prediction emotional states with facial recognition and (Ayvaz et al., 2017).
The distribution of the number of studies according to the characteristics of the sample group in EDM is 
given in Table 6. As seen in Table 6, the sample group in the studies was mostly selected from university 
students (n = 37). It is thought that researchers prefer to work with university students because the majority 
of the studies are aimed at prediction of achievement and databases records are used as data source in these 
studies. The sample group was followed by high school students (n = 5), secondary school students (n = 3) 
and postgraduate students (n = 1).
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Table 6. Distribution of studies according to sample group characteristics

Sample group* Number of studies %

University students 37 80.43

High school students 5 10.87

Secondary students 3 6.52

Postgraduate students 1 2.17

Note. * In some studies were not included in the analysis because they were only data sets (words and face recognition 
data).

The distribution of the number of studies according to the data sources used in the EDM is presented in 
Table 7. When Table 7 is examined, it is seen that the achievement scores are mostly used in the researches 
as the data source (n = 20). Surveys (n=12), database records (n=10), demographic characteristics (n=7), 
navigation data (n=5), scales (n = 4) and web-based learning environment (n = 3) are other data sources used.

Table 7. Distribution of studies according to data sources

Data source Number of studies %

Achievement scores 20 26.32

Surveys 12 15.79

Database records (Assessment Selection and Placement Center (OSYM) data etc.) 10 13.16

Demographic Characteristics 7 9.21

Navigation data 5 6.58

Scales 4 5.26

Web-based learning environment 3 3.95

Opinion forms 2 2.63

Multiple intelligence scale 2 2.63

Student posts (message-chat tool) 2 2.63

Video interaction data 1 1.32

Disorientation scale 1 1.32

Satisfaction survey 1 1.32

Concealed shapes group test 1 1.32

Process-letter sequence test 1 1.32

Word data set 1 1.32

Prior knowledge level 1 1.32

Learning style inventory 1 1.32

Face recognition data 1 1.32

Total 79* 100

Note. * Since there may be more than one data source in one study, the total number of studies was calculated as 79.

The distribution of the number of studies according to the analysis tool used in EDM research is given in 
Table 8. According to the results, SPSS (n = 8), MATLAB (n = 5), SPSS Clementine (n = 5), WEKA (n = 
4) and RapidMiner (n = 3) tools were used in the studies. In addition, data mining tool has been developed 
in 4 studies. Keras, Neural Connection, R Programlama, SAS Enterprise Manager, SPSS Amos, Tableau, 
Tensorflow tools were used in only 1 study.
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Table 8. Distribution of studies according to the analysis tool used

Analysis tool Number of studies %

SPSS 8 22.22

MATLAB 5 13.89

SPSS Clementine 5 13.89

Developed in the study process 4 11.11

WEKA 4 11.11

RapidMiner 3 8.33

Keras 1 2.78

Neural Connection 1 2.78

R Programming 1 2.78

SAS Enterprise Manager 1 2.78

SPSS Amos 1 2.78

Tableau 1 2.78

Tensorflow 1 2.78

Total 36* 100

Note. * Because in some studies the tool used is not specified or more than one tool is used in a study total value 
was calculated as 36.

In the 20 studies (Table 5) for prediction the achievement of students, the results of the analysis on which 
data are used as input variables for predicting the achievement are presented in Table 9. As the input variable 
used in the prediction of achievement, it is seen that the midterm exam scores or the previous exam scores 
of the other courses are the most preferred (n = 13). Demographic characteristics such as gender, age, 
nationality and region of residence were used in 7 studies. OSYM placement data of university students were 
used as input variable in 5 researches. The data collected by applying the scale or survey to the students and 
the system interaction data of the students were used as input variables in 4 studies.

Table 9. Input variables used in predicting achievement

Input variable Number of studies %

Midterm or previous exam scores 13 39.39

Demographic characteristics (gender, age, nationality etc.) 7 21.21

OSYM data (high school type, teaching type, high school code, 
placement score etc.) 5 15.15

Scale or survey data 4 12.12

System interaction values (Duration of use, number of messages, 
navigation data etc.) 4 12.12

Total 33* 100

Note. * In some studies, since the input variables were included in more than one class, the total value was 
calculated as 33.
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DISCUSSION, CONCLUSION AND RECOMMENDATIONS
In this section, the results of the research were discussed in the context of the related literature and suggestions 
were made for the studies to be carried out regarding EDM. In addition, this section covers the issues that 
are not included in the results but which have attracted the attention of the researcher.
When the distribution of EDM related studies by years is examined, it is observed that there is limited study 
for this field. Pena-Ayala (2014) states in his study “EDM is living its spring time and preparing for a hot 
summer season.” However, considering the number of studies conducted for EDM in Turkey, it can be said 
that this field is a new field of study.
It is seen that the studies carried out in EDM are generally conducted for prediction. In addition, there 
are studies in which classification, clustering and association rules are performed. Prediction, classification 
and clustering studies generally focus on model building on a data set and testing the accuracy of the 
generated model. On the other hand, there was no study in which the model was created dynamically and 
automatically updated. In the association rules studies, rules were established according to the frequency of 
coexistence of the data in the data sets. When examining the distribution of analysis tools used in EDM 
studies, it is observed that Keras (Chollet, 2018), R Programming and Tensorflow (Abadi et al., 2016) tools, 
which are widely used in Statistics, data mining and machine learning, are used limited research in Turkey 
and instead these programs ready package programs are preferred. Therefore, it is thought that it would be 
useful in terms of learning that integration of learning management systems with applications which open 
source applications developed as an alternative to ready-made package programs used in data mining or 
machine learning.
In most studies, one or more of the data mining techniques have been used, but the details of the parameters 
used in these techniques have not been specified. One of the factors determining the performance of a 
technique is which parameters this technique is used with. Therefore, it is considered that there is a need for 
studies about parameter optimization in data mining techniques used in EDM studies.
There should be a logical fiction between input and output variables determined for modeling or validation 
in data mining. For example, Sahin (2018) stated in a study which variables were used in the modeling and 
why. In some of the studies, it is seen that there is no logical validity to establish the relationship between 
the content of the questionnaire and student achievement. In particular, it is a big problem that how some 
input variables used in thesis studies (eg GSM No, TC Identity Number) will contribute to the classification 
or estimation of student achievement or profile, and how to explain this situation, even if the level of 
contribution it makes.
When the studies are examined, it is seen that quantitative data (frequency, response to questionnaire, etc.) 
are used as input variable in clustering, classification and prediction. It is thought that analyzing the content 
of the shares as well as the sharing frequency of students in educational settings will bring more in-depth 
results. Therefore, it is recommended that qualitative data should be used in data mining studies and that 
text mining methods should be employed in the process of preprocessing data. For example, the web-based 
application developed by Aydogdu and Guyer (2018) for the automatic generation of concept maps can be 
used as a tool in the preprocessing of textual data since it performs sorting according to the weight value of 
terms in a document set. 
When the techniques used in EDM are examined in Turkey, it is observed that artificial neural networks 
are used more than other techniques. Similar results are noted in the study by Manjarres et al. (2018) In 
the literature, artificial neural networks are called “black box” (Benitez, Castro, & Requena, 1997; Olden 
& Jackson, 2002) and there are different methods for interpreting these networks (de Ona & Garrido, 
2014; Olden, Joy, & Death, 2004). When studies on predicting student achievement with artificial neural 
networks are examined, it is stated in some studies how input variables contribute to student achievement. 
On the other hand, it is seen that the contribution level of input variables is not explained in the studies or 
the correlation coefficient between input variable and output variable is interpreted as contribution level. In 
this case, it is considered that the weight coefficient values in hidden layers in artificial neural networks are 
not taken into consideration. Finally, in some studies conducted with artificial neural networks, it is seen 
that midterm exam scores are used as input variables in predicting success. When the results of these studies 
are examined, it is stated that midterm scores are of great importance as an indicator of the success of the 
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students. In the case of artificial neural networks, it is normal for the variable to have a significant role if 
the variable that directly calculates a certain percentage of the output variable is used as the input variable. 
Therefore it is considered that the use of latent variables or variables that do not have a direct percentage 
effect on the output variable in these networks is more suitable for the purpose of use of these networks.
In EDM studies, predicting student achievement has been the most studied subject and university students 
the most selected sample. These results support the results of the review study conducted by Tekin and 
Oztekin (2018). It is thought that student achievement level and university students are preferred more 
in the studies because of their ease of access. In addition to these studies, it is recommended to conduct 
studies at different sample levels and to investigate different variables related to student achievement as well 
as learning.

LIMITATIONS
In this study, CoHE Thesis Center, Web of Science database and TR Index Search Tool were used according 
to certain keywords. The studies that exist in the literature but which are not listed in the search results of 
incomplete or incorrect identification of users, authors or systems in databases are not included in this study.
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