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Real Time Application for Automatic Object and 3D Position Detection and 
Sorting with Robotic Manipulator 

Tichaona Jonathan MAKOMO*1, Kenan ERİN2, Barış BORU3  

Abstract 

This work deals with the likelihood of merging a 3D sensor into a robotic manipulator, with an 
objective to automatically detect, track and grasp an object, placing it in another location. To 
enhance the flexibility and easy functionality of the robot, MATLAB, a versatile and powerful 
programming language is used to control the robot. For this work, a common industrial task in 
many factories of pick and place is implemented. A robotic system consisting of an ABB IRB120 
robot equipped with a gripper and a 3D Kinect for Windows camera sensor is used. The three-
dimensional data acquisition, image processing and some different parameters of the camera are 
investigated. The information in the image acquired from the camera is used to determine the 
robot’s working space and to recognize workpieces. This information is then used to calculate the 
position of the objects. Using this information, an automatic path to grasp an object was designed 
and developed to compute the possible trajectory to an object in real time. To be able to detect the 
workpieces, object recognition techniques are applied using available algorithms in MATLAB’s 
Computer Vision Toolbox and Image Acquisition Toolbox. These give information about the 
position of the object of interest and its orientation. The information is therefore sent to the robot 
to create a path through a server-to-client connection over a computer network in real time. 

Keywords: Kinect, object recognition, 3D vision system, MATLAB, RobotStudio 

 

1 INTRODUCTION 
 
This work demonstrates a simple and 
common industrial task of manipulating  
       

objects by implementing a pick and place  
method using information from a vision  
system that is integrated with a high precision 
robotic manipulator. The main thrust of this 
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work is to create a successful high precision grasp 
planning methodology using the image information 
from one Kinect for Windows sensor. Due to the 
increase in the advanced control applications, 
powerful hardware platforms and enhanced sensing 
capabilities, robotic systems have started to find 
place into different functionalities like mapping, 
exploration, entertainment industry, and wellbeing 
of people among others. Not a long time ago, 
robotic systems have been finding much use in 
many processing and manufacturing industries. 
They have been used semi-automatic, that is 
working side by side with humans whereas in some 
cases they are fully automatic, that is robots 
working with each other to complete a task. The 
objects being worked on would come with 
invariable physical attributes like color, size and 
shape. A real-time sensing system is therefore 
needed to be able to facilitate real time information 
about every object in the robot’s control system. 
[1]. A number of technological advancements have 
been made in the development of flexible 
manufacturing systems (FMS). An FMS is 
described as a system consisting of one or more 
handling devices like robotic manipulators along 
with the robot controllers and machine tools, 
arranged so that it can handle different family of 
parts for which it has been designed and developed. 
[2]. With the lack of effective sensing abilities, 
many manufacturing units and assembly points 
cannot act intelligently in recognizing the 
workpieces and seeing workspace. Many of these 
systems have to work with predefined positions and 
orientations that are sent to the robot for 
manipulation. They however do not give room for 
change in those positions and orientation with 
which it becomes difficult for the robot to navigate 
to the new position. To cater for this anomaly, the 
robot system has to be equipped with an intelligent 
and flexible vision system that is able to 
communicate in real time with the robot to deal 

with imprecisely positioned objects and handle 
uncertainties and variations in the work 
environment. 

This work’s center of interest is to come up with a 
real-time sensor-based control system to 
applications where vital changes to varying objects 
is a necessity. [1] and [3], say that visual data 
received from the camera sensor is used for closed-
loop robot control, normally known as visual 
servoing system. A review of the operation, 
characteristics and difficulties of visual servoing 
systems are found in [4] and [5]. In this work, object 
information is extracted from the acquired frame in 
a 2D format and then transformed to 3D pose with 
position of the object and its orientation for control 
of the robot. The control task is performed in 3D 
cartesian space thus the model of the camera 
required is that for mapping the data from 2D to 3D 
space. For one to be able to set up a visual servoing 
system, understanding of various aspects like robot 
modelling (dynamics and kinematics), control 
theory, computer vision functions including camera 
calibration, image processing, sensor system 
integration and so on is required. [6], [7], [8].  

The other important capability of the vision 
information is enhancing the robot’s ability to 
continuously update its field of view. This 
configuration is normally called eye-to-hand or 
eye-in-hand configuration. The architecture of the 
whole system is shown in figure 1 below: 
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Figure 1 System of Robotic vision-based control 

The diagram can be explained as follows 
 
Workspace: includes fixtures, workpieces and 
tools. 

Sensory system: is the vision or eyes of the robot to 
allow it to perceive its environment and to 
recognize the objects. 

Control system: houses the system computer 
software and robot controller to organize tasks and 
the robot respectively. 

Robot manipulator: does the action under the 
control of the robot controller. 
 
With the automotive industry being traditionally the 
driving force and the largest consumer of automatic 
robot manipulators, it can be projected that as the 
robots are useful in the automotive industry, so 
shall they be for businesses with lower production 
capacity [9]. However, for these companies, it 
would cost them a lot of money in trying to 
automate their systems and having skilled labor for 
programming. Increase in production patterns will 
result in having cost of programming being higher 
than that of investment [10]. 

The pick and place operation in this study 
demonstrates how a robot is able to track, detect. 
and grasp an object in its field of view. The task 
here is to grasp a colored object placed on a table 

and for the task to be completed, a vision system 
detects the colored object by using color 
segmentation algorithms in real time. The object is 
then moved to a designated place by the robot 
manipulator. All this is done using communication 
protocols provided by TCP/IP. The image 
processing algorithm, the coordinate 
transformations, navigation algorithms and robot 
arm control are discussed. The validation of the 
system is discussed and results presented. 

2. METHODOLOGY 

2.1 Camera Calibration 

The Kinect sensor used in this project was 
calibrated to bring about accuracy and effectiveness 
of it in the purpose for which it is being used. As is 
clearly highlighted in the introduction, many 
methods can be used to calculate the calibration 
parameters of the Kinect. The manufacturer’s 
distortion parameters are not accurate so the sensor 
must be calibrated to correct that distortion. J.R 
Terven’s method is used in this project to calibrate 
the Kinect camera. Kinect camera has an RGB 
camera and a depth camera which are both 
simultaneously calibrated using Terven’s method. 
Terven designed a toolbox for Kinect V2 
calibration in MATLAB called Kin2 Toolbox for 
MATLAB. The toolbox comprises of classes and 
functions that embeds the Microsoft Kinect 2 SDK. 
MATLAB is a high performance, versatile and 
powerful programming language developed by 
Mathworks which amalgamates computation and 
visualization to solve problems in a mathematical 
manner [11]. Largely based on C++ through 
MATLAB executable files, the version used for this 
project contains two classes and 30 functions put in 
different features such as coordinate mapping, 
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skeleton tracking, 3D reconstruction and face 
gestures recognition. [11]. 

2.2 Experimental setup 

Figure 2 below shows the experimental setup that 
was used in the project. 

 

Figure 2 Schematic arrangement of work cell 

The above figure is hereby explained. The Kinect 
camera sensor is placed above the workspace of the 
robot or the work cell. From there it is able to take 
images of objects which are placed on the work 
table or a conveyer. After an image is taken, object 
detection algorithm starts by taking a snapshot and 
analyzing it using MATLAB’s toolboxes for 
computer vision and image processing. For every 
frame, color segmentation and region properties 
techniques are employed. This results in giving the 
coordinates of the centroid of the detected object (x, 
y).  However, Z axis is considered to be known 
from the camera frame since the camera is fixed on 
one place vertically. That distance is measured and 
remains the same throughout the course of the 
experiment.  

It should be known that in this project, the 
transformation matrix was not used to transform 
camera frame coordinates to robot frame 
coordinates. However, in light of this, the 
coordinates that we find from the camera frame are 
referenced to work object that is created in the robot 
workspace. Work object reference point is therefore 
used to map the found coordinates so that it makes 
the robot’s base settle on the work object reference 
point. The coordinates detected in the workspace of 
the robot will not be referenced from the base of the 
robot but from the work object reference coordinate 
system that has been created. 

The coordinates of the colored object detected are 
then sent to the real robot from MATLAB via 
TCP/IP communication. Once the robot receives 
the coordinates in its sockets, the robot moves to the 
detected object, pick it up and place it to another 
place in real time. A while loop was created both in 
the rapid program of the robot so that the robot 
continually listens if there is any input in its sockets. 
The socket continually listens and at the same time 
coordinates are being sent from MATLAB. The 
cycle continues like that as the camera keeps on 
taking images of the workspace and processing 
them to get coordinates, sends them to the robot via 
TCP/IP in real time and the robot continually keeps 
looking to receive coordinates of where it must go.  

2.3 Object Detection 

After the Kinect camera is calibrated and distortion 
corrected, it means that the camera can now acquire 
accurate images which can properly be processed in 
MATLAB without distortion. Object detection 
follows calibration of the camera sensor. MATLAB 
has toolboxes that are used in computer vision. 
Most popular toolboxes used in this work are Image 
processing toolbox and Image acquisition toolbox.  
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Object detection starts with image acquisition and 
processing before we can conclude about position 
and orientation of the object. Image acquisition 
toolbox has functions that allow cameras of 
different types and properties to be used in 
MATLAB for acquiring images. Kinect that is used 
in this work is compatible to be used in MATLAB 
using ‘videoinput’ function. After an image is taken 
and a snapshot is taken then image processing 
starts. 

2.4 Image Processing 

Image processing toolbox brings in quite a number 
of algorithms which can be used to find properties 
of the detected object. When a snapshot of the 
object is taken, that image undergoes a series of 
algorithms as shown in Figure 3, to process it so 
that we can get what we want. Properties like area, 
centroid, minor axis, major axis, bounding box and 
so forth can be determined using ‘regionprops’ 
property in MATLAB. In this study, however, color 
segmentation was used to detect objects.  

 

Figure 3 Flow chart involved in feature extraction 

2.4.1 RegionProps and Centroid of the Object 

Regionprops is a function that is very useful in 
image processing. It gives quite a number of 
properties depending on what you want to achieve. 
It is able to calculate 22 different properties but for 
this project it only focuses on three, including 
centroid. Centroid (x, y) is horizontal coordinate of 
the center of mass of the object and is represented 
by x-coordinate. The vertical component of the 
center of mass is the y-coordinate [12]. For this 
study, the centroid is a very important property 
since it is key in determining the exact location of 
the object. The centroid is calculated by the 
following equation; 

𝑥̅ =  
ଵ

௡
∑ 𝑥௜,

௡
௜ିଵ   𝑦ത =  

ଵ

௡
∑ 𝑦௜

௡
௜ିଵ                             (1) 
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where 𝑥̅, 𝑦ത denote location of the centroid of the 
target. (xi, yi), i= (1,2…n) denote boundary points 
of the object in the x and y directions.  

2.5 Getting Depth from Centroid 

The Kinect toolbox of J. R. Terven was used for 
calibration of the Kinect camera. External and 
internal calibration parameters for depth and color 
camera were found. Compared to the 
manufacturers' calibration parameters, this method 
yielded almost the same results as the 
manufacturers. Calibration parameters play a major 
role in determining the conversion to practical 
distance. After capturing the depth, the object must 
have a distance in millimeters from the sensor. This 
distance is found in the OpenNI, depth (Xd, Yd) 
function format. In the Kin2 toolbox for Kinect, JR 
Terven contains this OpenNI function, which 
contains the depth coordinates corresponding to the 
centroid of the object in the RGB frame. The 
coordinates used at the depth of function depth (Xd, 
Yd) to find the depth or distance of this object in the 
sensor in millimeters. This is the Z coordinate from 
the camera. 

2.6 TCP/IP Communication 

Connection is established between a computer and 
robot. The robot is controlled by a programming 
language called RAPID in a graphical user interface 
called RobotStudio for ABB robots. The 
connection is between a computer in which 
MATLAB is running and the robot controller which 
drives the robot as shown in Figure 4 below. 
TCP/IP is the best choice used for this project 
because the robotic program RAPID used for ABB 
robots facilitates better support for socket 
communication than for any other communication 
protocol. The other advantage that it brings is that 
the controller of the ABB robot has an option for 
Local Area Network (LAN). 

 

Figure 4 Relationship between client and server [13] 

 

3. RESULTS 

3.1 Experimental Setup 

As shown in Figure 5 below, a cylindrical object of 
diameter 50mm and height of 45mm was used. It 
was placed on a plane surface perpendicular to the 
camera with zero elevation. Depth readings were 
taken at different distances from the camera. Depth 
measurement is the main parameter that we need to 
make sure that the robot moves to the correct height 
of a detected object. The actual distances were 
measured using a measuring tape. 

The Kinect depth distance measured in this project 
was compared against the manufacturer’s 
Microsoft Kinect for Windows SDK which is 
believed to give accurate measurements of depth 
and every other parameter. The SDK measurement 
was compared with two other measurements, the 
actual distance and the MATLAB program 
designed for the project, which in this case shall be 
called Kinect (project). 
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Figure 5 Experimental setup 

3.2 Results analysis 

Measurements were made with the Kinect sensor 
and compared with the SDK which is known to give 
accurate measurements. Of all the measurements 
taken, measurements from the Kinect were close to 
the measurement of the SDK. The graph of the 
recorded measurement was compared in Figure 6 
below: 
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Figure 6  SDK and Kinect (Project) depth 
measurements 

There was an average of 1.3mm of all the 16 
measurements between the Kinect and the SDK. 
Figure 7 below shows the average differences 
between the Kinect (Project) and SDK.  
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Figure 7 Average difference between Kinect and SDK 

Absolute mean percentage error (AMPE), was 
calculated using the following formula; 

 

𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒(𝑚𝑚) =  ൬
ௌ஽௄

 ஽௘௣௧௛
ெ௘௔௦௨௥௘௠௘௡௧

൰ − ൬
௄௜௡௘௖௧ 
஽௘௣௧

ெ௘௔௦௨௥௘௠௘௡௧
൰ (2) 

 

𝐴𝑀𝑃𝐸(%) =  ൬
|೏೔೑೑೐ೝ೐೙೎೐|

ೄವ಼
௠௘௔௦௨௥௘௠௘௡௧

൰ x100%              (3) 

 

The graph of the distance measured by Kinect 
against AMPE is shown in Figure 8 below: 
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Figure 8 Distance measured by Kinect Vs AMPE 

 

The absolute mean percentage error of the 
measurements between the SDK and the Kinect 
measured depth in our project was 0.15%. This is 
almost a very insignificant error signifying that the 
code developed for this project was very accurate to 
SDK standard. 

The difference between the SDK, Kinect (Project) 
and the actual distance was also analyzed. The 
graph in Figure 9 shows the measurement taken 
between the three. It can be seen from the graph that 
the measurement of these three gives almost the 
same measurement. We can therefore conclude that 
the actual measurement can also be used as equal to 
depth measurement because they are almost the 
same.  

The average difference between the SDK and the 
actual measurement is just 2.8 mm. This turns the 
AMPE for the actual measurement with SDK to be 
0.3%. 
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Figure 9 Comparison between SDK, Kinect and actual 
measured distance 

3.3 Conclusion 

The algorithm for finding 3D object position 
according to color segmentation in real time was 
developed. The main focus was on how to find the 
depth of an object from the Kinect sensor. The 
height of the object was found by subtracting the 
distance from the depth of the plane where the 
objects were located to the sensor. This height was 
given to the robot and the robot was successfully 
moved to the location of the object, picked up and 
then placed in a specified location in real time. The 
average time taken to detect, select, and place an 
object was 8 seconds. Kinect was able to correctly 
distinguish color, and the robot could accurately 
navigate to the detected object. The algorithm 
developed was successful. 
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