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Abstract: Machine learning methods are widely used for data analysis in 
health research. The aim of this study is to classify the factors that affect renal 
failure by using various machine learning methods such as Artificial Neural 
Networks (Multilayer Perceptron), Support Vector Machines, Naive Bayes, 
Decision Trees, Random Forests, K-Nearest Neighborhood algorithms. In this 
study, 237 patients who have been in emergency unit in Hospital of Numune 
in Ankara and were older than 18 years and have upper gastrointestinal 
bleeding symptoms have been selected. Here, 34 variables such as age, 
gender, blood values, other diseases etc. which affect renal failure have been 
used to make classification with machine learning methods. When machine 
learning methods are compared according to the accuracy rates, F-measure, 
sensivity, specifity and Kappa values, it has been found that decision trees 
algorithm performs well. 

 
Makine Öğrenmesi Yöntemleri ile Böbrek Yetmezliği Hastalığını Etkileyen 

Faktörlerin Sınıflandırılması 
 

  
Anahtar Kelimeler 
Makine Öğrenmesi, 
Sınıflandırma, 
Karar Ağaçları,  
Böbrek Yetmezliği 

Öz: Makine öğrenmesi yöntemleri, sağlık araştırmalarında veri analizi için 
yaygın olarak kullanılmaktadır. Bu çalışmanın amacı, Yapay Sinir Ağları (Çok 
Katmanlı Algılayıcı), Destek Vektör Makineleri, Naive Bayes, Karar Ağaçları, 
Rastgele Orman Algoritması, K-En Yakın Komşu Algoritması gibi çeşitli 
makine öğrenmesi yöntemlerini kullanarak böbrek yetmezliğini etkileyen 
faktörleri sınıflandırmaktır. Bu çalışmada, Ankara Numune Hastanesi’nde acil 
servise gelen, 18 yaşından büyük ve üst gastrointestinal kanama belirtileri 
bulunan 237 hasta seçilmiştir. Burada makine öğrenmesi yöntemleri ile 
sınıflandırma yapmak için böbrek yetmezliğini etkileyen yaş, cinsiyet, kan 
değerleri, diğer hastalıklar vb. gibi 34 değişken kullanılmıştır. Makine 
öğrenmesi yöntemleri doğruluk oranları, F-ölçütü, duyarlılık, özgüllük ve 
Kappa değerlerine göre karşılaştırıldığında, karar ağaçları algoritmasının iyi 
performans gösterdiği bulunmuştur. 

  
 
1. Introduction 
 
Machine learning methods are widely used in many other fields such as health, industry, agriculture, 
aviation, quality control, insurance etc [1;2;3;4;5;6].  
 
In addition, these methods have attracted great interest in different branches of health such as psychiatry, 
gastroentrology, diabetes, renal diseases, cancer prediction etc [7;8; 9;10;11;12;13].  
 
There are many machine learning methods widely used in the literature. Some of these methods are 
Multilayer Perceptron-Artificial Neural Networks (MLP-ANNs), Support Vector Machines (SVM), Naive 
Bayes, Decision Trees, Random Forests (RF), K-Nearest Neighborhood (K-NN) algorithms. There are many 
studies in the field of health using these methods.  
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Greco et al [10] have applied to a transplant population classification trees to build predictive models of 
graft failure, evaluating the interactions between body mass index and other risk factors.  
 
Lofaro et al [9] have shown two classification trees to predict chronic allograft nephropathy, through an 
evaluation of routine blood and urine tests. 
 
Tangri et al [14] purpose to compare the factors that predict peritoneal dialysis technique survival using 
ANNs and logistic and Cox regression methods. 
 
Kumari and Godara [15] study data mining classification methods such as RIPPER classifier, Decision Tree, 
ANNs and SVM. They compare the performance of these methods on cardiovascular disease dataset.  
 
Gupta et al [16] present an overview of the current research being carried out using the data mining 
methods to enhance the breast cancer diagnosis and prognosis. They aim to summarize various review 
and technical articles on diagnosis and prognosis of breast cancer. 
 
Krishnaiah et al [17] examine the use of classification based data mining methods such as Rule based, 
Decision tree, Naïve Bayes and ANNs on lung cancer data. They aim to propose a model for early detection 
and correct diagnosis of the disease. 
 
Martínez-Martínez et al [11] aim to predict the hemoglobin value using a database of European 
hemodialysis patients provided by Fresenius Medical Care for improving the treatment of this kind of 
patients. They use classification methods such as Linear Models, ANNs, SVM and Regression Trees. 
 
Kunwar et al [18] aim to predict chronic kidney disease using classification methods such as Naive Bayes 
and ANNs. 
 
Aziz and Rehman [19] introduce the application of decision tree classification method for the detection of 
heart disease. 
 
Davazdahemami and Delen [20] investigate using data mining approach the general confounding role of 
the common diabetes medications in developing acute renal failure in a large group of patients with 
diabetes mellitus. 
 
Mezzatesta et al [12] aim at predicting death and cardiovascular diseases in dialysis patients using 
machine learning methods. 
 
Renal failure is disease condition in which kidney fails to function properly resulting in elevation of serum 
Creatinine because of decrease in glomerular filtration rate [21]. Patients with acute renal failure are often 
more prone to as gastrointestinal complications such as bleeding. Increased bleeding sensitivity in 
patients may be due to different reasons such as other critical diseases, inflammation, hemodialysis use, 
etc [22; 23]. A review about renal diseases is given Table 1. 
 
In this study, 237 patients older than 18 years with symptoms of upper gastrointestinal bleeding who 
were admitted to the emergency department of Ankara Numune Hospital were selected. Here, 34 different 
variables such as age, gender, blood values, other diseases, etc, that affect renal failure, are investigated in 
order to classify with machine learning methods. The aim of this study is to compare the six machine 
learning methods such as Support Vector Machines, Naive Bayes, Decision Trees, Random Forests, K-
Nearest Neighborhood algorithms used for classification on renal failure data set. Thus, as a result of the 
comparison of the methods, the factors that affect renal failure are classified using the method that best 
meets the criteria such as accuracy rate, F-measure, sensivity, specifity, Kappa value. 
 
The organization of the paper is as follows: In Section 2, we briefly introduce machine learning methods 
such as SVM, Naive Bayes, Decision Trees, RF, K-NN algorithms. In Section 3, we give attributes of renal 
failure data set and results of classification methods. Finally, we interpret the obtained results in Section 4. 
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Table 1. A Review about renal diseases 

Authors Publication 

year 

Topic Algorithms 

Vijayarani et al 

[24] 

2015 Kidney disease SVM, ANNs 

Vijayarani and 

Dhayanand [25] 

2015 Kidney disease SVM, Naive Bayes 

Subasi et al [26] 2017 Chronic Kidney Disease RF, ANNs, SVM, K-NN, C4.5 Decision Tree. 

Kunwar et al [18] 2016 Chronic Kidney Disease Naive Bayes, ANNs 

Ani et al [27] 2016 Chronic renal failure Back propagation ANNs, Naive Bayes, LDA classifier, 

K-NN, Random subspace classification. 

Sinha and Sinha 

[28] 

2015 Chronic Kidney Disease K-NN, SVM 

Al-Hyari et al [29] 2014 Chronic renal failure ANNs, Decision tree, Naive Bayes, SVM, Logistic 

regression. 

Polat et al [30] 2017 Chronic Kidney Disease SVM 

Khitan et al [31] 2017 Chronic Kidney Disease SVM 

Generalized linear model, Decision tree, ANNs, RF. 

 

Barbieri et al [32] 2015 Renal disease ANNs 

Dimitrov et al [33] 2003 Renal disease Decision tree models, Bayesian approach. 

 
2.  Material and Method 
 
There are various machine learning methods used in the field of health. Each of these methods has 
advantages and disadvantages. Classification is one of the most important tasks in machine learning. 
There are different machine learning methods used for classification. In this section, these methods are 
briefly introduced. 
 
2.1. Decision Trees 
 
Decision trees are one of the most widely used data mining classification methods. Decision trees are a 
tree structure consisting of roots, branches and leaves [16]. Each node in a decision tree represents the 
property of the sample to be classified and each branch represents the value in the node. The decision 
trees start with the root and move through the branches to the leaves at the bottom by sorting their 
attribute values [34]. 
 
Many algorithms such as ID3, C4.5, C5, Sliq, Sprint, Classification and Regression Tree (CART), Chi-squared 
Automatic Interaction Detection (CHAID), Logistic Model Tree can be used in decision trees. The most 
commonly used mathematical algorithms for splitting in decision tree are Entropy, Chi-squared test and 
Gini index. In ID3, C4.5 and C5 algorithms are used Entropy based information gain; in CART algorithm is 
used Gini index and in CHAID algorithm is used Chi-squared test [15]. Entropy formula to be used to 
calculate information gain is given in Equation (1), when data set consists of several classes such as 
𝐶1, 𝐶2, … , 𝐶𝑛 and T represents class values, the probability of a class is 𝑝𝑖 = 𝐶𝑖/|𝑇|  and Entropy formula 
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𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑇) = −∑ (𝑝𝑖 ∗ 𝑙𝑜𝑔2(𝑝𝑖))
𝑛
𝑖=1 .           (1) 

 

Gini index formula is given in Equation (2), when 𝑝𝑖  is the probability of an object being classified to a 

particular class [35] 
. 

𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑝𝑖
2)𝑛

𝑖=1 .             (2) 

 

After the data is referred to one of these decision trees algorithms, the data is processed in the algorithm 
and the decision tree is created. This created decision tree class is applied on unknown data to determine 
the classes of this data is provided [36]. 
 
For the basic algorithm in decision trees, firstly a learning set is created. The attribute that best 
distinguishes the samples in this learning set is determined. With the selected attribute, the node of the 
tree is created and subnodes and leaves are created. The instances in the data set on these child nodes are 
identified. For each subset of data that is created, the process is terminated if all instances belong to the 
same class or there are no attributes left to divide the instances, or there are no instances containing the 
value of the remaining attributes. Otherwise, the best distinguishing attribute is determined and 
operations are continued [37]. One of important issue in decision trees formation is the pruning of the 
formed trees structure. Decision trees algorithm divides training data into subsets containing only one 
class, so a complex tree structure emerges. Therefore, it may be possible to place a leaf in the decision tree 
instead of discarding a subtree. Pruning removes portions of the decision tree that do not affect or 
contribute to the classification accuracy [35;42;43]. 
 
2.2. Random Forest 
 
Random forest (RF) algorithm, which can be defined as tree type classifiers, is one of the ensemble 
classification methods.  RF separates each node into branches using the best of the randomly selected 
variables in each node           [44]. After each data set is generated interchangeably from the original data 
set, trees are developed using random selection and has no pruning. This is the reason why random forest 
algorithm is faster and more accurate than other algorithms. RF is also resistant to excessive compliance 
and can be used with more trees [45]. 
 
RF uses the CART algorithm to produce trees and at each node, the branches are formed according to the 
criteria of the CART algorithm [46]. In order to create the tree structure in the algorithm, the samples to 
beused in each node and the number of trees to be created must be determined. The number of trees in 
the decision forest is determined by users. When a new object is to be classified, it is processed by the 
determined decision trees and the determination of the class is made by selecting the highest rate 
obtained from each tree [47]. 
 
“Gini index” is the test criterion of the selected variable for branching. If the training and test data are not 
predetermined, 2/3 and 1/3 of the entire data set are taken into training data and test data, respectively.  
For decision trees that will form the decision forest, the samples are created using the number of trees 
bootstrap technique and the test and training data are separated for each sample. All trees are calculated 
error rate with the test data and then the test error of the decision forest is calculated by averaging these 
error rates. A weight is given to all trees according to the test error rate and weight and test error rate are 
inversely proportional. That means Decision tree with the highest error rate has lowest weight, the lowest 
error rate has the highest weight. All trees are subjected to a voting process for the classification process 
according to the determined weights. The tree with the highest rating is determined as the class 
estimation [48;49]. 
 
2.3. Naive Bayes 
 
The Naive Bayes Classifier, which is a simplified version of Bayes' theorem by the independence theorem, 
also known as the simple Bayes classification algorithm [50]. The Naive Bayes Classifier, one of the 
Machine Learning algorithms, represents a supervised learning algorithm as well as a statistical method 
for classification. Test data is classified according to these predefined classes. For each test data, the 
probability of entering the predefined sample classes is calculated and classified according to the highest 
probability value [51]. 
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The most important difference between the Naive Bayes classifier and the Bayes Theorem is that the 
classifier focuses on finding the target class rather than the probability value. The value in the 
denominator in the Bayes Theorem is neglected in the Naive Bayes Classifier since it is common in the 
probability calculations of all target states [52]. When 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} be a set of n attributes, 𝑋 is 
considered as evidence and 𝐻 be some hypothesis means, the data of 𝑋 belongs to specific class 𝐶, 
according to the Bayes theorem probability that the hypothesis 𝐻 holds given evidence i.e. data sample 
𝑋, 𝑃(𝐻|𝑋), is given as follows: 
𝑃(𝐻|𝑋) = 𝑃(𝑋|𝐻) ∗ 𝑃(𝐻)/𝑃(𝑋)            (3) 

 
2.4. Artificial Neural Networks 
 
Artificial neural networks (ANNs), inspired by the work of the human brain, are one of the research field 
of artificial intelligence brain [53]. Artificial neural network (ANN) has many superior features compared 
to other systems. They are capable of modelling not only linear, but also complex nonlinear functions. 
Also, they have ability to learn from examples, self-organization, ability to quickly calculate, ability to find 
complex relationships between input variables, no need for assumptions, and generalization [15;54].One 
of most widely used ANN is called multi-layer perceptron ANN (MLP-ANN) is given in Figure 1. 
 
The MLP-ANN model consists of an input, one or more hidden layers and an output layer, and such 
networks are referred to as feed-forward neural network models since the information flow is 
continuously forward and there is no feedback. 
 

 
Figure 1. The structure of MLP-ANN 

 
Back propagation algorithm is mostly used as learning algorithm in MLP-ANN. The training of the network 
is staged as the progression of information from the input layer to the output layer, the calculation of the 
error in the output units, and the backward propagation, changing the weights relative to the backward 
propagating error. This algorithm allows to find the weights to produce the most suitable solution for the 
given training set. Network training is provided by minimization of the error function in Equation (4). 
 

𝐸 =
1

2
∑ (𝑡𝑠 − 𝑜𝑠)

2𝑆
𝑠=1                (4) 

 
Here 𝑡𝑠, 𝑜𝑠 are given output and output values computed by the net, respectively, S is the number of 
experimental data points utilized for the training and the coefficient 1/2 is to facilitate the derivation of 
the function. The amount of change in weights is obtained by taking the derivative of this function [54;55]. 
 
2.5 Support Vector Machine 
 
Support Vector Machines (SVM) was proposed by Vapnik[56] for solving of classification and regression 
type problem [56]. Support vector machines, one of the machine learning algorithms, are algorithms 
based on statistical learning theory. The aim of the support vector machines, which has a supervised 
learning algorithm, is to obtain the optimal separation to classify [56;57]. In other words, it is to maximize 
the distance between the support vectors of different classes [16]. 
 
The type of SVM used in classification applications is known as Support Vector Classification, and the type 
used in regression applications is known as Support Vector Regression [58]. SVM was initially used to 
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solve linear binary classification problems and then developed to solve non-linear or multi-class 
classification problems, so it is used in the solution of both linear and nonlinear problems. 
 
SVM transforms to a linear high dimensional attribute space using kernel function to solve a nonlinear and 
multi-dimensional problem [59]. The data in the nonlinear input space is converted to linear high 
dimensional attribute space with this kernel function. It is known that the main task of the SVM approach 
based on the selection of these kernel functions. It can be produced different SVMs as selecting different 
kernel functions such as polynomial, linear, two layer neural networks etc [60]. 
 
2.6 K-Nearest Neighborhood (K-NN) algorithms 
 
The closest neighbor algorithm proposed by Cover and Hart [61] is one of the best known, old, simple 
classification methods and is mostly used among machine learning algorithms [38]. 

Among the supervised learning methods, the K-NN algorithm uses the sample data shown 
earlier to determine the class of new data. Distances are calculated by processing the new data 
and sample data one by one [39]. These distances between the data can be calculated using 
various distance functions such as Manhattan Distance Function, Minkowski Distance Function, 
Euclidean Distance Function. k samples at the nearest distance to the new data are selected. In 
the set of selected samples, the new data belongs to that class if there are the most samples 
belonging to that class [34]. 
The use of different types of distances can affect the performance of the algorithm. In the literature, 
Euclidean distance, the most commonly used to calculate distances between samples, is given for n-
dimensional distance between 2 points in Equation (5). 

 

𝑑(𝑥, 𝑦) = √∑ (𝑋𝑖 − 𝑌𝑖)
2𝑛

𝑖=1             (5) 

 
Other parameters that are effective and important in the performance of the K-NN algorithm are neighbor 
number (k) and weighting method. Again, the performance of the algorithm can be compared by changing 
the number of k and weighting methods [40]. 
 
3. Results 

 
The data set consists of 237 records belongs to patients who have been in emergency unit in Hospital of 
Numune in Ankara and are larger than 18 years and have upper gastrointestinal bleeding symptoms. The 
dataset has 34 variables which are 6 continuous and 28 categorical in Table 2 [62]. 
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Table 2. Attributes of renal failure data set 

Number Name Description and values 
1 Age Age in years 
2 Sex 0=male, 1=female 
3 Steroid Whether the patient uses steroid or not (0= not use, 1=use) 
4 Diuretic Whether the patient uses diuretic or not (0= not use, 1=use) 
5 DM Diabetes Mellitus (0= has not DM, 1= has DM) 
6 HT Hypertension (0= has not HT, 1= has HT) 
7 CORD Chronic obstructive respiratory disease (0= has not CORD, 1= has CORD) 
8 HF Heart failure disease (0= has not CORD, 1= has CORD) 

9 CIRR CIRRHOSIS (0= has not CIRR, 1= has CIRR) 

10 MLN Malignancy (0= has not MLN, 1= has MLN) 

11 CAD Coronary Artery Disease (0= has not CAS, 1= has CAD) 

12 CVD Cerebrovascular diseases (0= has not CVD, 1= has CVD) 

13 CKD Chronic Kidney Disease (0= has not CKD, 1= has CKD) 

14 HMT Hematemesis (0= has not HMT, 1= has HMT) 
15 MEL MELENA (0= has not MEL, 1= has MEL) 
16 HMZ Hematochezia (0= has not HMZ, 1= has HMZ) 
17 GI Gastrointestinal bloods (0= has not GI, 1= has GI) 
18 Gastritis (0= has not Gastritis, 1= has Gastritis) 
19 Duodenit (0= has not Duodenit, 1= has Duodenit) 
20 VISSVESSEL Visible Vessel (0= has not VISSVESSEL, 1= has VISSVESSEL) 
21 HC The hematin clot (0= has not HC, 1= has HC) 
22 Gulcer Gastric ulcer (0= has not Gulcer, 1= has Gulcer) 
23 Dulcer Duodenitis ulcer (0= has not Dulcer, 1= has Dulcer) 
24 Pulcer Peptic ulcer (0= has not Pulcer, 1= has Pulcer) 
25 ESOP Esophagitis (0= has not ESOP, 1= has ESOP) 
26 EVAR Esophageal varicose (0= has not EVAR, 1= has EVAR) 
27 EGAST Erosive gastritis (0= has not EGAST, 1= has EGAST) 
28 MAL-A Malignancy-A (0= has not MAL-A, 1= has MAL-A) 
29 NA Sodium (gr/dl) 
30 ALB Albumin (gr/dl) 
31 HB Hemoglobin (gr/dl) 
32 WBC White Blood Cells (k/ul) 
33 CR Creatine (mg/dl) 
34 RF Renal Failure (0= has not RF, 1= has RF) 

 
The total records are divided into two datasets, one is used for training (60%, 70%, 75%, 80% of total 
records), another is used for testing (40%, 30%, 25%, 20% of total records). The 34th variable RF in Table 
1 is predictable attribute and other 33 variables are input variables.  Before classifying, 1th variable (age) 
and between numbers of 29-33 numerical variables have been standardized as [0,1], because the type of 
variables is an integer. Machine learning methods such as MLP-ANNs, Support Vector Machines (SVM), 
Naive Bayes, Decision Trees, Random Forests (RF), K-Nearest Neighborhood (K-NN) algorithms have been 
applied for classifying RF depending on input variables by using programs of Rapidminer Studio and 
Matlab 2015b. 
 
A confusion matrix has been obtained to calculate accuracy rate, precision, F-measure, sensivity, specifity 
and Kappa values. This matrix that a matrix representation of the classification results, is given Table 3. 
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Table 3. Confusion matrix 
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 Positive (1= has RF) Negative (0=has not RF) 
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F)

 

TP FP 
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(0
=h
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R
F)

 

FN TN 

 
TP (True Positive): Observation is actually positive, and is predicted to be positive. 
FN (False Negative): Observation is actually positive, but is predicted negative. 
FP (False Positive): Observation is actually negative, but is predicted positive. 
TN (True Negative): Observation is actually negative, and is predicted to be negative. 
 
The calculation formulas of the criteria used to measure the performance of the classification methods are 
given in Equation (6)-(10): 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑟𝑎𝑡𝑒 = (𝑇𝑃 + 𝑇𝑁)/𝑇𝑜𝑡𝑎𝑙         (6) 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)         (7) 
 
𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)        (8) 
 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦 = 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃)          (9) 
 
𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = (2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)     (10) 
 
Kappa score is also used as performance criteria. It is a measure of how well the classification method 
actually performs. In other words, if it has a high Kappa score, it can be said that there is a big difference 
between the accuracy rate and the null error rate [41]. 
 
The application details of different classification methods such as RF, MLP-ANN, SVM, K-NN, Naïve Bayes 
and Decision Trees used in the analysis are summarized as below: 
 
Random Forest: In RF algorithm, Gini index has been used as criterion. Optimal values of number of trees 
and optimal values of maximal depth have been obtained  99, 83, 34, 35 and 4, 3, 6, 3 for training set 60%, 
70%, 75%, 80%, respectively.   
 
MLP-ANN: When number of iteration is 100 and activation function is sigmoid, optimal values of learning 
rate and momentum coefficient have been obtained 0.02, 0.04, 0.04, 0.01 and 0.6, 0.6, 0.5, 0.5 for training 
set 60%, 70%, 75%, 80%, respectively. The structure of MLP-ANN has been obtained (33-19-2) as 
numbers of input-hidden-output layers. 
 
SVM: Kernel types linear polynomial and radial are applied all of cases, optimal kernel type is obtained as 
linear. Maximum iteration number and kernel cache are selected 100000 and 200, respectively. 
 
K-NN: When measure type is selected mixed measure and distance measure is selected Euclidean, the 
optimal values of k values are obtained as 9, 9, 4, 15 for training set 60%, 70%, 75%, 80%, respectively. 
 
Naïve Bayes: Laplace correction is used for all cases. The ratio of renal failure has not 0,595 and the ratio 
of renal failure has 0,405 with 33 variables. 
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Decision Trees: CART and C4.5 algorithm have been applied. For CART algorithm, criteria, maximal depth, 
minimal leaf size, minimal gain, minimal size for split are selected Gini index, 10, 2, 0.01, 4, respectively. 
For C4.5 algorithm, when criteria is selected information gain, maximal dept (3, 6, 4, 3), significance level 
(0.1, 0.5, 0.5, 0.4),  minimal gain (0.1, 0.1, 0.01, 0.05), minimal leaf size (1, 1, 1, 2) are obtained  for training 
set 60%, 70%, 75%, 80%, respectively. 
 
In order to evaluate the test set’s performance of these different classification methods, the values of 
performance criteria, are shown in Table 4. According to Table 4, the results show that Decision Trees 
algorithm mostly outperforms than all other methods in all performance criteria such as sensitivity, 
specificity, F-measure, accuracy rate and Kappa. Additionally, RF method gives the same result as the 
decision trees method in terms of 80% training. Therefore, it can be said that Decision tree and Random 
Forest methods are effective in the classification of renal failure data. However, since Decision Trees 
algorithm gives better results than the RF algorithm in all training percentages, the renal failure data has 
been classified using the Decision trees algorithm. Therefore, final comments have been made using 
Decision Trees algorithm. 
 

Table 4. The test set’s performance of classification methods 
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  Accuracy Rate (%) 95,74 85,11 75,53 63,83 92,55 96,81 

 F-measure (%) 96,43 87,93 81,89 75,36 93,69 97,30 

 60% Sensivity (%) 96,43 91,07 92,86 92,86 92,86 96,43 

  Specifity (%) 94,74 76,32 50,00 21,05 92,11 97,37 

  Kappa 0,912 0,685 0,458 0,156 0,846 0,934 

  Accuracy Rate (%) 94,37 88,73 80,28 64,79 90,14 97,18 

 F-measure (%) 95,35 90,70 85,71 75,73 91,95 97,62 

70%  Sensivity (%) 97,62 92,86 100,00 92,86 95,24 97,62 

  Specifity (%) 89,66 82,76 51,72 24,14 82,76 96,55 

  Kappa 0,882 0,764 0,559 0,189 0,793 0,942 

  Accuracy Rate (%) 94,92 89,83 81,36 59,32 89,83 96,61 

  F-measure (%) 95,77 91,89 86,42 70,73 91,43 97,14 

75% Sensivity (%) 97,14 97,14 100,00 82,86 91,43 97,14 

  Specifity (%) 91,67 79,17 54,17 25,00 87,50 95,83 

  Kappa 0,894 0,784 0,584 0,085 0,789 0,930 

  

 80% 

  

  

Accuracy Rate (%) 95,74 91,49 78,72 72,34 93,62 95,74 

F-measure (%) 96,43 93,33 84,85 81,16 94,74 96,43 

Sensivity (%) 96,43 100,00 100,00 100,00 96,43 96,43 

Specifity (%) 94,74 78,95 47,37 31,58 89,47 94,74 

Kappa 0,912 0,817 0,517 0,355 0,866 0,912 

 
Firstly, the standardized values are converted to the original values for the evaluation of model. The 
structure of decision tree is given in Figure 2 and the cases showing the results of the classification are 
explained according to Figure 2.  
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Figure 2. The structure of decision trees 

 

Case 1: Patients with creatinine level greater than 1.21 mg/dl and having duodenitis are included in the 
class of patients with renal failure. 
 
Case 2: Patients with creatinine level greater than 1.21 mg/dl and having not duodenitis, but having 
Chronic Kidney disease, they are included in the class of patients with renal failure. 
 
Case 3:  Patients with creatinine level greater than 1.21 mg/dl, having not duodenitis and having not 
Chronic Kidney disease, they are included in the class of patients having not renal failure with more than 
ratio of 50%. 
 
Case 4: Patients with creatinine level equal and less than 1.21, having Hb values greater than 4 gr/dl, they 
are included in the class of patients having not renal failure, else they have renal failure with almost %50 
ratio. 
 
Since the best classification results is Decision Trees algoritm with 70% training set, Roc Curve for this 
case is shown in Figure 3. It can be seen that the correct positive ratio is high and the area under the curve 
is high (AUC=0,993). Therefore, it can be seen whether the positives have successfully separated from the 
negatives. 
 

 
Figure 3. Roc curve for decision trees algoritm with %70 training 
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4. Discussion and Conclusion 
 
In this study, the data set consists of 237 records of patients older than 18 years who have been in 
emergency department in Hospital of Numune in Ankara and have upper gastrointestinal bleeding 
symptoms. The data set has 34 variables which are 6 continuous and 28 categorical. By using these real 
dataset, it is aimed to compare six machine learning methods commonly used in the literature such as 
MLP-ANNs, SVM, Naive Bayes, Decision Trees, Random Forests, K-NN algorithms. Firstly, the best 
performing method is determined in terms of accuracy rate, F-measure, sensivity, specifity and Kappa 
criteria for renal failure dataset. For this data set, the best method according to these criteria is found to 
be the decision trees method. Then, renal failure data is classified using decision trees method. Therefore, 
it can be said that patients with creatinine level above 1.21 mg/dl and with duodenitis are included in the 
class of patients with renal failure. Patients with creatinine level above 1.21 mg/dl and with non-
duodenitis and having chronic renal failure disease are included in the class of patients with renal failure. 
Also, patients with creatinine level greater than 1.21 mg/dl, with non-duodenitis and having not Chronic 
Kidney disease, they are included in the class of patients having not renal failure with more than ratio of 
50%. Patients with creatinine level equal and less than 1.21, having Hb values greater than 4 gr/dl, they 
are included in the class of patients having not renal failure, else they have renal failure with almost %50 
ratio. 
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