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ANALIZI MODEL UYUMU UZERINDEKI ETKISI
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OZ: Bugiine kadar kayip verilerin istatistiksel analizler
tizerindeki etkilerini incelemek ig¢in bircok arastirma
gerceklestirilmistir ve bu durumla basa ¢ikabilmek i¢in farkli
yontemler gelistirilmistir. Kayip verinin silinmesini igeren
yontemler Orneklem  biiyiikliginiin  6nemli  miktarda
azalmasina sebep olmakta ve analizlerin istatistiksel giiciinii
diigiirmektedir. Bu duruma bir alternatif olarak onerilen kayip
veri kestirimine dayali yontemler arastirmacilarin  yogun
ilgisini ¢cekmektedir. Bu yontemler igerisinde ¢oklu veri atama
teknikleri goreceli olarak daha yakin bir ge¢cmise sahiptir ve
daha iyi Kestirimler saglamaktadir. Coklu veri atama
tekniklerinin Ustiinliigli diistiniildiigiinde, gergeklestirilen bu
¢alismanin amaci farkli ¢oklu veri atama tekniklerinin
dogrulayic1 faktor analizi model uyumu iizerideki etkisinin
degerlendirilmesidir. Bu ama¢ dogrultusunda orneklem
biyiikliigl, kayip veri mekanizmasi, kayip veri ylizdesi, madde
sayisi ve kayip veri atama teknigini kontrol edilerek tek boyutlu
yapiya sahip veri setleri iiretilmistir. Kayip veri tekniklerinin
etkileri tam veri setleri ve veri atamasi gergeklestirilmis veri
setleri i¢in elde edilmis y? model uyum istatistikleri arasindaki
fark ile degerlendirilmistir. Elde edilen sonuglar ¢oklu veri
atama tekniklerinin geleneksel regresyon temelli veri atama
teknigine kiyasla daha iyi sonuglar sagladigini gostermistir. Bu
bulgular daha sonrasinda tartigilarak daha iyi test uygulmalar
i¢in bir takim Onerilerde bulunulmustur.

Anahtar sozciikler: Kayip veri, ¢oklu veri atama, benzetim.

Bu makaleye atif vermek icin:

ABSTRACT: So far, many types of research have been
conducted to investigate the impact of missing data on
statistical analysis and various methods have been developed
to deal with the problem. The methods based on removing
observations with missing values from the dataset cause the
sample size to drop dramatically and the statistical power of
the analyzes to be decreased. Therefore, as an alternative
solution, the estimation of missing values seized intensive
attention from researchers. Among these methods, multiple
imputation techniques are relatively more recent and provide
better estimations. Considering the superiority of multiple
imputation techniques, the aim of the current study is to
investigate the effects of different multiple imputation
techniques on the model fit of confirmatory factor analysis.
For this aim, datasets with the unidimensional structure were
simulated to manipulate sample size, missing data
mechanism, percentage of missing data, number of items, and
missing data imputation technique. The effect of multiple
imputation techniques was evaluated based on the difference
of x? model fit statistics for complete datasets and imputed
datasets. The results showed that multiple imputation
techniques provided better results than conventional
regression-based imputation. Those finding were discussed
later and some recommendations were given for better testing
applications.
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UZUN OZET

Giris

Egitim veya psikoloji alaninda kullanilan dl¢iim araglarinin nihai amaci, bir kisinin bir ya da daha
fazla gizli degisken iizerindeki puanini tahmin etmektir. Ancak, bazi katilimcilarin en az bir maddeye
cevap vermemesi oldukca yaygindir. Yanit veri matrisinin bu bos kisimlar1 kayip olarak adlandirilir.
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Kayip veriler ile basa ¢ikmada geleneksel olarak veri silme ya da regresyon temelli veri atama
yontemleri tercih edilmektedir.

Kay1p verilerin ii¢ farkli mekanizmaya sahip olabilecegini belirtilmistir: tamamen rastgele (TR),
rastgele eksik (R) ve rastgele olmayan (RO). Bir degiskendeki kayip verilerin olasiligi, degiskenin
kendisi veya veri setindeki diger degiskenlerle ilgili degilse, kayip veriler TR olarak kabul edilir. Diger
taraftan, bir degiskendeki kayip veri olasiligi degiskenin kendisine degil de veri kiimesindeki diger
degiskenlere bagliysa, bu R mekanizmasidir (Allison, 2002). Son olarak, bir degiskendeki kayip veri
olasilig1 degiskenin kendisine bagliysa, bu kayip veri mekanizma RO olarak adlandirilir. TR test
edilebilir tek kayip veri mekanizmasidir ve kayip verilerle basa ¢ikmak i¢in kullanilan tekniklerin cogu,
TR mekanizmasi i¢in uygundur (Schafer and Graham, 2002).

Geleneksel olarak kullanilan veri silme yontemlerine alternatif yaklasim olan ¢oklu veri atama
(MI) kayip verilerin atanmasina yonelik gliniimiizde en gelismis ¢oziim olarak kabul edilir. Bu
yaklasimda tek bir veri atama yontemi ile belirlenen degeri kullanmak yerine, iki veya daha fazla
yontemden elde edilen degerler dikkate alinarak atama gergeklestirilir ve daha giivenilir sonuglar verir
(Doove, Van Buuren & Dusseldorp, 2014).

Kayip veri sorunu yapisal esitlik modelleme tekniklerini kullanan aragtirmacilar i¢in de gegerli
bir sorundur (Jéreskog, 1977). Bu modeller test edildiginde kayip verilerin neden oldugu en ciddi sorun,
parametre tahminlerine yanlilik karismasi ve model uyumunun bozulmasidir. Buradan hareketle farkli
coklu veri atama teknikleri olan Yordayici ortalama eslestirme (PMM: predictive mean matching),
Agirlikli yordayict ortalama eslestirme WPMM: Weighted predictive mean matching), Siniflandirma
ve regresyon agaglari (CART: Classsification and regression trees), Bayesian dogrusal regresyon (BLR:
Bayesian linear regression) ve Bootstrap kullanarak dogrusal regresyon (LRUB: Linear regression
using bootstrap) ve geleneksel dogrusal regresyon tahmini degerleri (PVLR: predictive value for linear
regression) kullanilarak veri atamasi gerceklestirildiginde bunun dogrulayici faktdr analizi model
uyumu tizerindeki etkileri agisindan incelenmesi bu arastirmanin amacini olusturmaktadir.

Yontem
Verilerin Tiiretilmesi

Verilerin tiiretilmesi siirecinde R istatistik ortaminda kullanilan “mirt” programi kullanilmistir.
Veriler tiiretilirken kayip veri mekanizmasi ( TR, R ve RO), kayip veri yiizdesi (%5 ve %10), drneklem
bliyiikliigi (100, 250, 500 ve 1000) ve madde sayist (5 ve 10) kosullar1 dikkate alinarak farkl
ozelliklere ait veri setleri elde edilmistir. Verilerin tamami tek boyutlu ve 1-5 araliginda puanlanan
maddeler iceren test Ozellikleri dikkate alinarak tiiretilmistir. Sonrasinda ise R istatistik ortaminda
“mice” paketi (van Buuren & Groothuis-Oudshoorn, 2011) kullanilarak veriler belirli mekanizmalara
gore silinmis ve kayip veriye sahip veri setleri elde edilmistir. Daha sonra, ayni paket kullalarak farkli
teknikler ile veri atamasi gergeklestirilmis ve tam veri setleri elde edilmistir. Ilk tiiretilen veri setleri
“gercek” olarak kabul edilmis ve veri atamasi ile tamamlanan veri setleri ile karsilastirilmigtir.
Karsilastirma islemi i¢in her iki veri seti ile gerceklestirilen dogrulayici faktor analizinden elde edilen
x? istatistiklerinin (Ay? olarak ifade edilen) farkina bakilmigtir.

Verilerin Analizi

Dogrulayic1 faktor analizi R istatistik ortaminda bulunan “lavaan” paketi kullanilarak
gerceklestirilmigtir. Sonucglarin genellenebilirligini artirmak ic¢in analizler 50 kez tekrarlanmigtir.
Bulgular kisminda Tablo 1’de yer alan degerler bu 50 iterasyonun aritmetik ortalamasina karsilik
gelmektedir.

Daha sonra, kontrol edilen kosullarin, 50 iterasyondan sonra elde edilen Ay? ortalama degerler
tizerindeki tekil etkileri ve etkilesimleri incelenmistir. Bu analiz faktoryel ANOVA ile yapilmustir.
Faktoriyel ANOVA 2 (eksik veri yiizdesi) X 4 (6rneklem biiyiikliigii) X 2 (madde sayis1) X 6 (veri
atama teknikleri) olarak tasarlanmigtir. Faktoriyel ANOVA'da eksik veri mekanizmasi bir kosul olarak
almmamis ve analizler her bir mekanizma i¢in ayr1 ayr gerceklestirilmistir. Bu analizler SPSS for
Windows 21.0 ile gergeklestirilmistir.

Degerlendirme Olgiitii

Bilindigi lizere daha kiigiik y?, daha iyi model uyumu anlamina gelir. Dogrulayici faktor analiz,
tam veri seti ve veri atamasi ile elde edilen veri seti igin gerceklestirildikten sonra ki kare degerleri
arasindaki fark olan Ay? degeri hesaplanmistir. Bu deger teorik olarak + sonsuz araligi arasinda olabilir.
Pozitif degerler, atama teknikleri ile elde edilen veri setiyle gergeklestirilen analiz i¢in elde edilen model
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uyumunun, tam veri setiyle elde edilenden daha kotii oldugunu gosterir. Bu nedenle sifira yakin
degerler, kullanilan veri atama tekniginin model uyumunu etkilemedigini gosterirken, degerlerin
artmasi, atanan verilerle gerceklestirilen analizin olduk¢a daha kotii uyum degerleri sagladigini gosterir.

Bulgular

Eksik veri yiizdesi n = 100 veri setleri i¢in % 5'ten % 10'a ¢iktiginda Ay? degerlerinin istisnasiz
olarak arttig1 goriilmiistiir. Bu bulguya gore, eksik veri ylizdesi arttikga model uyumunun kétiilestigi
sonucuna varilabilir. Ayn1 zamanda baska bir bulguya goére en yiiksek Ay? degerlerinin geleneksel
regresyon tabanli veri atama teknigi olan PVLR teknigi i¢in elde edildigi goriilmiistiir. Benzer bulgular
n = 250 veri setleri i¢in de gecerlidir. Bu iki veri biiyiikliigii i¢in en ideal sonuglar CART yontemi igin
elde edilmistir. Orneklem biiyiikliigii N = 500 kosulu i¢in BLR ve LRUB tekniklerinin CART ile
karsilastirilabilir sonuglar verdigi goriilmiistiir. Son olarak, 6rneklem biiyiikliigii n = 1000 oldugu veri
setleri i¢in en ideal sonuglart BLR ve LRUB teknikleri vermistir. Her kosul altinda model uyumunu en
fazla olumsuz etkileyen teknik ise geleneksel PVLR olarak belirlenmistir.

Daha sonrasinda gerceklestirilen faktériyel ANOVA madde sayisi, 6rneklem biiyiikliigi, kayip
veri yiizdesi ve kullanilan veri atama tekniginin p <0.01 diizeyinde anlaml1 tekil etkilere sahip oldugunu
gostermistir. Ayrica, bu kosullar i¢in test edilen ikili etkilesimlerin anlamli oldugu bulunmustur.

Sonug¢ ve Tartisma

Bulgular, 6rneklem biiyiikliigiiniin 100 ve 250 oldugu veri kiimeleri i¢in, CART tekniginin en
diisitk Ay? degerlerini sagladigin1 ortaya koymaktadir. Yani, CART teknigi uygulandiginda model
uyumu daha az etkilenmektedir. Hali hazirdaki alan yazin da bu bulguyu desteklemektedir. Elde edilen
bir diger bulguya gore ise eksik verilerin yilizdesi arttik¢a, genellikle tiim yontemler i¢in daha yiiksek
Ay? degerleri elde edilmektedir. Benzer sekilde, 6rneklem biiytikliigiiniin de y? degerleri {izerinde etkili
oldugu bulunmustur. Buna gore 6rneklem biiytikliigii arttikca teknikler kayip veri atamalarinda modelle
daha wuyumlu degerler atamaktadirlar. Son olarak, eksik veri mekanizmasi agisindan
degerlendirildiginde ise TR mekanizmasina sahip kayip verilerle gerceklestirilen atamalarin model
uyumu agisindan daha avantajli oldugu belirlenmistir. Ek olarak, manipiile edilen kosullarin iki yonlii
ve li¢ yonlii etkilesimleri faktdriyel ANOVA ile incelenmistir ve anlamli tekil ve etkilesim etkilerinin
oldugu belirlenmistir. Bulgular, kullanilan teknigin madde numarasi, drneklem biiyiikliigii ve eksik veri
ylizdesi ile ikili etkilesimlere sahip oldugunu desteklemistir. Bundan sonra gergeklestirilecek olan
calismalarda ise beklenti maksimizasyon yontemi ile ¢oklu veri atama tekniklerinin karsilastirilmasi
Onerilmigtir.

INTRODUCTION

The eventual aim of the educational or psychological tests is to estimate a person's score on one
or more latent variables. The estimation is made based on a person's responses to a bunch of items.
However, it is common to witness some participants do not respond to at least one item. These
unavailable parts of the response the data matrix are called missing. In essence, missing data is a
phenomenon that occurs as a result of complex interactions between the person's characteristics and the
properties of the item (Rubin, 1976). Data loss may be due to many identified or unspecified reasons.
For example, the test takers may leave one or more items unanswered by mistake, they do not know the
answer or are afraid to guess. In the process of measurement and evaluation, the problem of missing
item responses is a common problem. The best possible approach to deal with missing data is to plan
the research well and to collect the data carefully (Wisniewski, Leon, Otto & Trivedi, 2006) but even
the best testing conditions are satisfied, there is no guarantee for obtaining a full dataset with no missing
part.

Even if the problem of nonresponse is as old as the history of measurement and researchers have
made efforts to prevent it, missing data is still a problem in current studies and makes it difficult to
make inferences about the latent trait intended to be measured (Hohensinn & Kubinger, 2011). An
increasing number of researches have been conducted on the impact of missing data on statistical
analysis and various methods have been developed to deal with the problem. The interested reader is
encouraged to see Schafer and Graham (2002) for a comprehensive review of ways to deal with missing
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data. Even so, researchers still don’t pay enough attention to missing data problems (Ozberk, Kabasakal
& Oztiirk, 2017). In the following part, some basic concepts were provided to the readers about the
phenomenon of the missing data imputation process.

Missing Data Mechanisms

Studies on missing data began to increase after Rubin's (1976) classification for missing data
mechanisms. Accordingly, missing data are stated to occurs through three different mechanisms:
missing completely at random (MCAR), missing at random (MAR), and missing not at random
(MNAR). These mechanisms define the relationship between the probability of missing data and the
variables being measured.

If the probability of missing data in a variable is not related to the variable itself or to other
variables in the data set, the missing data are accepted as having the MCAR mechanism. To put it in
more concrete terms, in the MCAR mechanism, missing values in an X variable are independent of the
other variables and the values of X itself. If the missing values follow an MCAR pattern, unavailable
observations from the list could give a random sample of the complete data set. MCAR put more
limitation on the nature of missingness than other mechanisms and is a strict assumption that is not easy
to meet in practice (Muthén, Kaplan & Hollis, 1987) because it is based on the assumption that
missingness is not related to data itself (Allison, 2002). On the other hand, if the probability of missing
data in a variable does not depend on the variable itself but depends on other variables in the data set,
the missingness in such data is called MAR. In other words, the probability of missingness in variable
X is not related to the value of X after other variables are statistically controlled. This assumption is
weaker compared to MCAR (Allison, 2002) and is less restrictive as the observed values need not be a
simple random sample of the complete data set. Although the MAR mechanism is called random, there
is a systematic mechanism in the missingness pattern (Baraldi and Enders, 2010). Finally, if the
probability of missing data in a variable depends on the variable itself, this missingness mechanism is
called MNAR. MNAR mechanism implies that the probability of missing data in the X variable is
related to itself even after other variables in the data set are statistically controlled. If the missing data
has MNAR mechanism, it will have no random pattern. Among the other ones, MCAR s the only
testable missing data mechanism (Peugh & Enders, 2004) and most of the techniques to deal with
missing data assume the MCAR mechanism. On the other hand, if the missing data has a MAR or
MNAR mechanism, it is not possible to prove this statistically.

Strategies to Deal With Missing Data

For many years, researchers have used different methods (such as deletion, ignoring, or replacing
the missing value with an appropriate one) to overcome the missingness problem. However, although
ignoring missing data is cited as an alternative, it is not preferred as it causes a significant loss of
information (Guan & Yusoff, 2011). For this reason, it is possible to gather methods of dealing with
missing data under two main broad subcategories. These are namely deletion and imputation of missing
data. The deletion of missing data could be conducted as pairwise and listwise deletion (Marshwise
1998; Roth, 1994). In both cases, analyzes are only performed with the remaining complete dataset.

In listwise deletion, the researcher only uses cases to respond to all variables; observations with
missing values are removed. In other words, cases with at least one missing value are deleted from the
dataset, and analyzes are performed only with individuals whose data is complete. Although the method
has desirable properties such as ease of implementation and comparability of univariate statistics, it can
result in inefficient parameter estimates by possible deletion of large amounts of data. Listwise deletion
is the most common method for handling missing data, but its implementation depends on the
assumption of the MCAR. When the MCAR assumption doesn’t hold, listwise deletion can cause bias
in parameter estimates (Rahman & Davis, 2013).

The method of pairwise deletion uses all possible data at hand. In this method, analysis is made
with the available part of the data, disregarding the missing part. Cases in the data set are not deleted
but missing data are not taken into account (Durant, 2005). The difference of this method from listwise
deletion is that the unit that contains missing data on some variable is not eliminated from the dataset
when it has full data for variables in concern while this unit is excluded when variables are used for
analysis where this unit has missing data for this specific variable(s) (Howell, 2007).

Researches have shown that listwise deletion could give unbiased parameter estimates under
MCAR (Wothke, 2000) and biased estimates under MAR (Muthén et al., 1987). In addition, it has been
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reported that listwise deletion provides less efficient parameter estimates than other methods (Arbuckle,
1996). Like listwise deletion, pairwise deletion also requires the assumption of MCAR and yields biased
parameter estimates under MAR (Wothke, 2000).

Deletion methods can be preferable when the data contains small amounts of missing data.
However, since it causes data loss, it can lead to serious errors and is therefore not usually a very
efficient method (Nie et al., 1975). In fact, if the amount of missing data is too large, the problem of
singularity can be encountered after removing missing subjects. It means that the number of items
becomes higher than the number of observations, and the estimated variance-covariance matrices may
be non-positive-definite (Nassiri et al, 2018).

Removing observations with missing values from the dataset causes the sample size to drop
dramatically and the statistical power of the analyzes to be decreased. Therefore, as an alternative
solution to these methods, estimation of missing values was proposed. These methods are based on
estimating missing data with some data imputation methods and analyzing the completed dataset. These
methods are based on assigning a value to the cell where the data is missing. These methods are
preferred because they do not affect the sample size and prevent parameter estimates from being biased
(Kim & Curry, 1977).

Among these methods, the most commonly preferred ones are mean imputation, regression
imputation, expectation-maximization (EM) algorithm, and multiple imputation. The mean imputation
approach is based on the assignment of the average value of a variable to missing values for this
variable. Although mean imputation is widely used due to its easiness, assigning the average value to
all of the missing data will decrease the variance and will cause the covariance values to decrease for
multivariate analysis.

The regression method is based on the estimation or prediction of variables containing missing
data using information from variables that do not contain. The superiority of the approach on mean
imputation is that it preserves sample variation and covariation between variables. However, it was
reported that mean imputation and regression imputation may disrupt the marginal and joint
distributions of variables (Little and Rubin, 2002). One further disadvantage of the regression method
is that the existing relationship in the dataset may become stronger and the variability decreases (Kros
& Brown, 2003).

Another widely preferred alternative method to overcome these limitations is the EM method
which was proposed by Dempster, Laird and Rubin (1977). The EM method is an iterative and two-
step method, where the E step corresponds to the best possible estimates for missing data, while the M
corresponds to the estimates of the mean, standard deviation, or correlation when missing data is
imputed. This process continues until the change in the estimated values decreases considerably (Alpar,
2003).

The most important advantage of the EM approach over the regression method is that it uses
more information in estimating missing data (Oguzlar, 2001). On the other hand, the EM algorithm can
be a very time-consuming process when datasets containing too much missing data (Bennett, 2001). In
addition, the biggest disadvantage of EM is that it does not calculate values such as standard error and
confidence interval during parameter estimation (Xu, Baines, & Wang, 2014). Therefore, even if the
parameter estimates are very strong, it is not possible to perform hypothesis testing with the estimates
obtained with EM.

A more recent alternative approach to the traditionally used Regression analysis and EM
approach is multiple imputation (MI) and is considered the state-of-the-art solution to the imputation of
missing data (Doove, Van Buuren & Dusseldorp, 2014). This method was firstly proposed by Rubin in
1987. Instead of using the value determined by a single imputation method, it is based on the use of the
imputed value obtained from two or more methods. Therefore, the method of multiple imputation aims
to obtain a combined estimated value. This combined estimation value is usually the average of the
estimated values obtained by two or more methods. Multiple estimation method yields more reliable
results than the values obtained by a single method. In addition, it gives robust results when the variables
in the analysis violate the normality (Alpar, 2003).

Contrary to what its name implies, the MI is composed of a set of different techniques. For
detailed theoretical explanation and formulations of these different techniques readers are encouraged
to look at Doove, van Buuren, Dusseldorp, 2014), Van Buuren (2007), Breiman et al. (1984), Rubin
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(1986), and Little (1988). In a recent paper, twenty-four different multiple imputation techniques were
reported (van Buuren & Groothuis-Oudshoorn, 2011).

Missing Data in the Context of Confirmatory Factor Analysis

Missing data problems are also a concern for researchers who use structural equation modeling
(SEM) techniques where it is also highly probable to face missing data for one or more variables. Even
missing data problem is the case, confirmatory factor analysis, and structural equation modeling (see,
for example, Joreskog, 1977) still need to be applied. In a study by Fabrigar, Wegener, MacCallum, and
Strahan (1999), it was found that approximately 50% of factor analysis studies had sample sizes below
200. In these studies, deleting the data will cause significant data loss, and analysis will lose
generalizability power, biased factor loading may be estimated, some problems may occur related to
model convergence and even extra factors could be extracted. Deleting cases with missing data is a
greater concern with smaller examples (van Praag, Dijkstra & Van Velzen, 1985). For this reason, it is
more convenient to maintain the sample size by using appropriate data imputation techniques instead
of deleting data in factor analysis studies.

According to Peng, Harwell, Liou, Ehman (2006) when a statistical model is applied, the most
serious problem caused by the missing data is the problem of bias to the parameter estimations. The
effect of imputation techniques on Item Response Theory-based model estimations was already proved
(Kalkan, Kara & Kelecioglu, 2018). Statistical analysis results in biased parameter estimates, reduced
accuracy, and deterioration of model fit when missing data is not handled properly. As a result, it can
cause the drawing of erroneous conclusions.

Aim of the Study

Based on the fact that multiple imputation methods give better results compared to traditional
methods, multiple imputation methods should be preferred when imputing data (Allison, 2003; Misztal,
2012). The effectiveness of multiple imputation techniques overestimation of reliability of scores was
already proved (Akin Arikan & Soysal, 2018) while few findings are available on its effect on validity
(eg. Cliim & Gelbal, 2015). In line with this fact, the aim of this study was to compare different multiple
imputation methods in terms of their effectiveness of model fit of confirmatory factor analysis. For this
aim, five different multiple imputation techniques (Predictive Mean Matching; PMM, Weighted
Predictive Mean Matching; WPMM, Classification and Regression Trees; CART, Bayesian Linear
Regression; BLR and Linear Regression using Bootstrap; LRUB) and classical Linear Regression
predicted values (PVLR) were compared in terms of their effect on model fit when confirmatory factor
analysis was applied.

METHOD

Data Simulation

A comprehensive data simulation process and CFA analyses were carried out for the purpose of
the study. The simulation process consists of three main steps: (1) creation of data sets, (2) creation of
datasets with missing values, and (3) imputation of missing values. Accordingly, datasets having
unidimensional structure are simulated in the first step. Later, by using one of the two missing data
mechanisms (MAR or MCAR) some cases were deleted from the dataset. Later, datasets were imputed
with multiple imputation techniques and conventional regression-based imputation.

Taking into account the study (Henson and Roberts, 2006) that states that most studies have fewer
than 200 observations, the sample size conditions of the current study were manipulated to be in a wider
range. Further, as Schafer (1999) stated, missing data percentage of %5 is desirable while %10
represents the rate where biased estimates are possibly observed (Bennett, 2001). In addition, the item
number of 5 and 10 represent typical numbers of items for scales with unidimensional structure.
Accordingly, simulated item numbers were selected based on this reality. All data sets were simulated
as having a unidimensional structure.

In general, five different variables were manipulated in this study: sample size (100, 250, 500,
and 1000), missing data mechanism (MAR and MCAR), percentage of missing data (5% and 10%), and
the number of items (5 and 10) and missing data imputation technique (PMM, WPMM, CART, BLR,
LRUB, and PVLR). Considering these conditions, complete datasets are simulated using the “simdata”
function in “mirt” (Chalmers, 2012) package available R statistical environment (R Core Team, 2020).
The data simulation process was repeated 50 times to increase the generalizability of the results.
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Analysis

The data deletion process was performed to obtain datasets with missing values by using the
“mice” (van Buuren & Groothuis-Oudshoorn, 2011) package in the R statistical environment. Later, the
same package was used for the data imputation process. Investigation of the effect of data the imputation
techniques on CFA results was achieved by comparing the model fit results obtained from both the
complete dataset before creating missing datasets and imputed datasets. More clearly, unidimensional
CFA was performed for both the complete data set and the imputed data set. The comparison was made
based on the difference of y? statistics of these analyzes (as denoted Ay?). CFA was carried out using
the “lavaan” (Rosseel, 2012) package in the R statistical environment,

Later, the unique and interaction effects of conditions being manipulated on Ay? values of 50
iterations were examined. These analyses were performed with factorial analysis of variance (ANOVA).
The design of factorial ANOVA was 2 (missing percentage) X 4 (sample size) X 2 (number of items)
X 6 (imputation techniques). Missing data mechanism was not taken as a condition in factorial ANOVA
and analyses were repeated for both MAR and MCAR conditions. These analyses were performed in
SPSS for Windows 21.0.

Evaluation Criteria

For the current study, x> model fit statistics were used to compare the imputation techniques. As
known, smaller 2 implies a better model fit. CFA was performed with the complete dataset and imputed
dataset. The chi-square value of CFA with the complete dataset was regarded as expected value or
“true” value. Later, the same CFA procedure was conducted with the imputed dataset and the y? value
obtained from this analysis was regarded as an observed value. Later, the difference of y? value was
calculated by simply subtracting the expected chi-square value from the observed value, and A y? values
were obtained for each iteration. This value can theoretically be between the range of + infinity. Positive
values indicate that the model fit of the CFA performed with the imputed dataset is worse than the one
obtained with the complete dataset while negative values indicate that the model fit is better for the
imputed dataset. The value of zero indicates that the model fit of CFA for both datasets is exactly the
same. For this reason, values close to zero imply that the data imputation technique used does not affect
the model fit and this is the desired result while the deviation of the positive values from zero indicates
that the CFA performed with imputed data provide a quite worse model fit values which are not
desirable.

FINDINGS

The aim of this study is to examine the effectiveness of different data imputation technigques on
CFA goodness of fit results across different conditions (sample size, the number of items, the percentage
of missing data, and missing data mechanism). Table 1 shows that the values of Ay? increase without
exception when the missing data percentage increases from 5% to 10% for n=100 data sets. Based on
this finding, it could be inferred that the model fit worsened as the missing data percentage increases.
At the same time, according to another finding, it was observed that the highest Ay? values were
obtained for the PVLR technique which represents traditional regression-based data imputation. This
result implies that when data imputation was carried out with the PVLR technique, imputation yields a
dataset incompatible with the underlying model and worsens the model fit. On the other hand, the lowest
values of Ay? were obtained for the CART technique.

As the sample size in datasets was set at n = 250, the analysis revealed that Ay? values obtained
for data sets with the missing percentage of 5% were similarly lower than those obtained for data sets
with a 10% missing percentage. This result implies that as the percentage of imputed data increases, the
predicted model fit deteriorates more. In addition, in line with the previous findings, the highest A y?
values were obtained for the PVLR method while the lowest values were obtained for the CART
technique. According to this finding, the model fit worsens relatively less when using the CART
technique. In addition, when the number of items was set to 5, the lowest Ay? values were observed for
the MAR mechanism and the missing percentage is 5%, while the highest values are obtained for the
data sets with the MAR missing mechanism and the missing percentage is 10%. On the other hand,
when there are 10 items in the dataset and the missing values were 10%, higher Ay? values were
observed whereas the lowest values were found for data sets with the MCAR missing data mechanism
and the missing percentage is 5%.
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For the datasets with a sample size of 500, the CART technique was still the best-performing one
while BLR and LRUB techniques were able to give more comparable results compared to n = 100 and
n = 250 conditions. On the other hand, the PVLR is still the worst-performing technique because it gave
the highest Ay? values. That is to say, when the sample size was increased to 500, the model fit of CFA
after implementing CART, BLR, and LRUB techniques was relatively less affected, while the PVLR
technique deteriorated the model fit results. Compared across the conditions, the lowest A y? values were
obtained for data sets with the MAR missing data mechanism, where the missing data percentage was
5% and the highest Ay? values were obtained for the data sets with the MAR missing data mechanism
where the missing data percentage was 10%. For data sets with 10 items, it was observed that Ay? values
did not change much according to the missing data mechanism, but differences were observed based on
the missing data percentage.

Finally, as the sample size rose to 1000, it was observed that the lowest A ¥ values were obtained
for LRUB and BLR techniques, respectively. The PVLR, on the other hand, yields the highest Ay?
values. When evaluated in terms of tested conditions, for data sets where the number of items is 5, the
lowest Ay? values were observed for the MAR missing data mechanism and for 5% missing data
percentage, while the highest values are observed for the data sets with the MAR mechanism for 10%
missing data percentage. On the other hand, in data sets where the number of items is 10, changes due
to missing data mechanisms were smaller, while Ay? changes due to missing data percentage were
notable and the lowest values were observed for data sets where the missing data percentage is 5%.
Finally, when evaluated across different sample size conditions, it was found that Ay? values did not
show significant changes in terms of different sample conditions.

Table 1.
4 p? values for different imputation techniques accross different conditions
n Item # Type % of missing PMM WPMM CART BLR LRUB PVLR
100 5 items MAR 5% 3.85 3.65 3.09 2.60 3.30 3.99
10% 6.97 6.31 6.83 6.58 7.69 12.03
MCAR 5% 1.50 0.97 1.43 1.10 1.81 2.44
10% 6.00 6.06 6.50 6.81 6.75 10.63
10 items MAR 5% 14.39 9.41 8.66 11.83 10.71 16.48
10% 25.76 19.11 17.68 27.02 25.43 44.29
MCAR 5% 13.10 9.41 8.65 11.96 11.07 16.14
10% 24.70 18.44 15.79 22.14 24.64 50.89
250 5 items MAR 5% 1.64 1.52 2.40 1.17 141 2.02
10% 7.50 4.76 5.72 6.38 6.34 10.13
MCAR 5% 2.84 2.37 2.83 2.21 2.24 3.32
10% 3.72 3.45 3.17 2.04 3.66 6.22
10 items MAR 5% 16.71 12.77 11.04 13.37 13.20  17.97
10% 23.48 22.67 20.01 21.99 25.13 39.48
MCAR 5% 10.23 7.47 6.65 7.56 8.21 12.91
10% 27.06 23.19 19.02 22.38 23.41 39.80
500 5 items MAR 5% 2.57 2.04 2.52 241 2.67 3.23
10% 6.54 6.03 5.33 4.54 6.09 7.79
MCAR 5% 2.99 3.34 2.88 2.70 2.97 3.46
10% 4.21 341 5.03 341 351 6.99
10 items  MAR 5% 12.84 11.99 12.37 11.47 1156  16.15
10% 24.53 24.19 19.09 23.76 20.89 26.78
MCAR 5% 13.47 10.14 11.97 10.64 10.04  14.77
10% 22.30 23.61 18.79 19.56 22.23 36.37
1000 5 items MAR 5% 0.98 1.36 1.25 1.31 1.21 1.84
10% 6.79 5.73 6.07 4.94 4.18 8.26
MCAR 5% 2.14 2.19 2.40 1.89 191 2.63
10% 6.26 4.32 5.13 3.93 4.20 6.61
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10items MAR 5% 11.44 12.24 11.40 10.26 9.51 13.46

10% 27.32 23.36 21.56 20.68 21.20 37.38
MCAR 5% 12.03 12.21 10.10 10.47 10.47 13.73
10% 29.08 26.18 22.66 23.32 21.94 38.05

The findings of factorial ANOVA were given in Table 2. The findings in the table were
interpreted only in terms of missing imputation techniques because the focus of this study is to
compare the effectiveness of imputation techniques and specific results for other variables are
beyond the scope of this research. The analyses were conducted separately for datasets where MAR
and MCAR missing data mechanisms exist. In addition, when necessary, multiple comparisons
were performed with Tukey post hoc analysis.

The results revealed that there were significant unique effects for each item number (IN),
sample size (SS), missing percentage (MP), and imputation technique (T) conditions at p<0.01
significance level. When this finding is evaluated together with the findings in Table 1, it can be
inferred that decreasing the missing percentage in the data set also caused a significant decrease in
Ay? values and provided model fit results closer to values obtained from the complete dataset.
When evaluated in terms of the effects of the techniques, the HSD test shows that PMM and PVLR
give relatively higher Ay? values (p<0.01) while CART provides significantly the lowest Ay?
values than PMM, PVLR, and LRUB techniques. These observed unique effects are valid for both
MAR and MCAR mechanisms. These findings support that the preferred missing data imputation
technique changes the model fit of further CFA considerably.

When two-way interactions are examined, the results showed that there are significant two-
way interactions between T condition and IN, SS, and MP conditions for both missing data
mechanisms (p <0.01). Similarly, when evaluated in terms of three-way interactions, it was
determined that the T condition was found to be in interaction with IN - SS (p <0.05), IN - MP (p
<0.01), and SS - MP (p <0.01) conditions. These findings showed that these observed variations
across techniques can further differ as a result of their interaction with sample size, percentage of
missing data, and sample size conditions. Finally, results suggested that no four-way interaction
was observed (p>0.05).

Table 2.
Unique and interaction effects of conditions being manipulated and imputation techniques.
MAR MCAR

Conditions and Interactions F p F p
Item Number (IN) 3026.71 001** 3101.38 0.001**
Sample Size (SS) 5.27 001** 5.56 0.001**
Missing Percentage (MP) 1081.11 001** 1098.95 0.001**
Techique (T) 68.84 001** 77.74 0.001**
IN * SS 222 084 1.67 0.171
IN * MP 260.12 .001** 520.41 0.001**
IN*T 30.89 .001** 42.34 0.001**
SS*MP 2.18 .089 7.24 0.001**
SS*T 2.08 .009** 3.57 0.001**
MP*T 25.49 001** 30.29 0.001**
IN *SS * MP 273 .042* 8.24 0.001**
IN*SS*T 1.41 132 2.02 0.011*
IN*MP*T 9.55 .001** 16.67 0.001**
SS*MP*T 1.16 204 1.80 0.029*
IN*SS*MP*T 0.68 807 1.41 0.133

Note: **p<0.01; *p<0.05
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DISCUSSION AND CONCLUSION

The aim of this study is to investigate the effects of PMM, WPMM, CART, BLR, LRUB, and
PVLR multiple imputation techniques on CFA model fit. The findings revealed that for datasets where
the sample size is 100 and 250, the CART technique provides the lowest Ay? values which imply that
when the imputation was conducted with this technique model fit of the data was less negatively
affected. On the other hand, as the sample size was increased to 500, BLR and LRUB techniques yielded
comparable y? values to the CART technique, and for data sets with a sample size of 1000, BLR and
LRUB techniques provided even better results. A recent study carried out by Chhabra Vashisht &
Ranjan, 2017) also reported that CART, LRUB, and BLR performed better performances compared to
other imputation techniques in terms of the standard errors they yield for imputing missing values.
Similarly, the superiority of the CART was also reported in one another study (Hayes, Usami, Jacobucci
& McArdle, 2015). On the other hand, the PVLR technique has been was found to be the worst-
performing technique for all conditions without an exception. Since this method is based on traditional
linear regression, the superiority of multiple imputations over the traditional method was supported
once again in this study context (i.e. Allison, 2003).

According to another finding, as the percentage of missing data increases, it was generally found
that all methods yield more x? values. This result implies that, the reproducibility of model fit results
after imputation is highly related to the missing data percentage. Similarly, the sample size was also
found to be effective on y? values. Accordingly, as the sample size increases, the techniques impute
missing values more compatible with the model. Finally, if we evaluate in terms of missing data
mechanism, results revealed that when the dataset has missing values with MCAR mechanism, further
model fit results were found to be less affected after imputation. Similarly, in the study conducted by
Yuan and Bentler (2000), it was stated that the analyzes performed in datasets with MCAR structure
were less biased. Those findings could be interpreted as indirectly supporting the findings obtained in
the current study.

In addition, two-way and three-way interactions of manipulated conditions were examined by
factorial ANOVA. The findings suggested that the technique used has binary interactions with item
number, sample size, and percent of missing data. For example, depending on the number of items, the
CART method yields more similar Ay? values, while the values obtained for the PVLR showed more
variability. Similar findings were observed for the percentage of missing data. When the three
interactions were examined, it was determined that the technique variable has significant interactions
with item number & sample size, item number & missing percentage, and sample size & missing
percentage pairs. These findings showed that the effectiveness of multiple imputation techniques may
change according to different conditions, and it is very important for researchers to choose the right
techniques considering these complex interactions.

This study provided valuable information for researchers. On the other hand, as in every study,
it is not free of some limitations. For example, only the regression method was preferred when
comparing multiple imputation methods with conventional techniques while the EM method was not
included. Even the multiple imputation methods were already been reported as superior (Misztal, 2012),
the comparison of multiple imputation with EM could provide further insights into the literature.
Similarly, only five multiple imputation was given a place in this study. Further research is strongly
recommended which includes more multiple imputation techniques to compare. In addition, model-
based item response theory techniques should also be utilized when imputing missing data. Future
research is clearly needed to compare the item response theory-based method with multiple imputation
techniques on item response theory-based calibration results. Finally, this study was conducted with
simulated unidimensional datasets. A future study should be conducted when real datasets are used
and/or when datasets have a multidimensional structure.
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