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Highlights 
• This paper focuses on a generalization of Păltănea operators. 

• Approximation properties of the operators are established with the help of Korovkin's theorem. 

• The convergence of the operators are examined in the weighted space of functions. 

• Weighted modulus of continuity is used for the rate of convergence of the operators.  

Article Info 

 

Abstract 

In the present paper, our purpose is to generalize the Jakimovski-Leviatan-Păltănea operators in 

the sense of Chlodowsky. After introducing the new operators we first obtain the moments of 

these operators in order to establish the convergency properties with the help of Korovkin's 

theorem. After that, we give the local approximation result and the Voronovskaya type theorem. 

We also examine the convergence properties of the operators in the weighted space of functions. 

Lastly we determine the rate of convergence of the operators with the aid of the weighted modulus 

of continuity. 
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1. INTRODUCTION 

 

In 1969, Jakimovski and Leviatan [1] introduced a sequence of linear positive operators in terms of the 

Appell polynomials, which, indeed, is a generalization of the Szász [2] operators. The generalized operators 

are known as the Jakimovski-Leviatan operators in the literature and are of the form 

 

(𝐿𝑛𝑓)(𝑥) =
𝑒−𝑛𝑥

𝑔(1)
∑ 𝑝𝑘(𝑛𝑥)𝑓 (

𝑘

𝑛
)

∞

𝑘=0

 
 

    (1) 

 

provided that 𝑝𝑘(𝑛𝑥) ≥ 0 for 𝑥 ∈ [0, ∞) and 𝑔(1) ≠ 0. Here {𝑝𝑘(𝑛𝑥)} are the Appell polynomials 

generated by 

 

𝑔(𝑡)𝑒𝑥𝑡 = ∑ 𝑝𝑘(𝑥)𝑡𝑘

∞

𝑘=0

  

 

where 𝑔(𝑡) = ∑ 𝑎𝑟
∞
𝑟=0 𝑡𝑟, 𝑎0 ≠ 0 is a function analytic in the disc |𝑡| < 𝑅(R > 1).  For the special case 

𝑔(𝑡) = 1 the operators given in Equation (1) reduces to the Szász operators defined by 
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(𝑆𝑛𝑓)(𝑥) = 𝑒−𝑛𝑥 ∑
(𝑛𝑥)𝑘

𝑘!
𝑓 (

𝑘

𝑛
) .

∞

𝑘=0

 
 

 (2) 

 

One can find several studies on Jakimovski-Leviatan operators as searching the literature about the 

Korovkin's theory. We refer the readers to, for example [3-7]. 

Another generalization of the Szász operators was given by Phillips [8] almost 70 years ago. Phillips 

operators have the form 

 

(𝑃𝑛𝑓)(𝑥) = 𝑒−𝑛𝑥𝑓(0) + 𝑛 ∑ 𝜇𝑛,𝑘(𝑥)

∞

𝑘=1

∫ 𝜇𝑛,𝑘−1(𝑡)𝑓(𝑡)𝑑𝑡
∞

0

 

 

  

 (3) 

where 𝜇𝑛,𝑘(𝑥) = 𝑒−𝑛𝑥 (𝑛𝑥)𝑘

𝑘!
. These operators have also been handled by many authors since they are 

defined.  

In order to generalize the Phillips operators, Păltănea [9] constructed the following operators,  

 

𝐿𝛼,𝜌(𝑓; 𝑥) = ∑ 𝜇𝛼,𝑘(𝑥)

∞

𝑘=1

∫ 𝛩𝛼,𝑘
𝜌

∞

0

(𝑥)𝑓(𝑡)𝑑𝑡 + 𝑓(0)𝑒−𝛼𝑥 
 

 (4) 

 

based on the parameters 𝜌 > 0, 𝛼 > 0 where 

 

𝜇𝑛,𝑘(𝑥) = 𝑒−𝛼𝑥
(𝛼𝑥)𝑘

𝑘!
  and  𝛩𝛼,𝑘

𝜌 (𝑥) =
𝛼𝜌(𝛼𝜌𝑡)𝑘𝜌−1

𝛤(𝑘𝜌)
𝑒−𝛼𝜌𝑡. 

 (5) 

 

These operators give a connection with the Szász operators in the limiting case. i.e., lim
ρ→∞

𝐿α,ρ(𝑓; 𝑥) =

𝑆𝛼 (𝑓; 𝑥), uniformly for all 𝑥 ∈ [0, ∞). Here 𝑆𝛼(𝑓, 𝑥) is the Szász operators constructed by replacing 𝑛 ∈
ℕ by a continuous parameter 𝛼 > 0. Note that for 𝜌 = 1 the Phillips operators (𝑃𝑛𝑓)(𝑥) are obtained. 

Verma and Gupta [10] proposed the Jakimovski-Leviatan-Păltănea operators for 𝑓 ∈ 𝐶[0, ∞). These 

operators are the generalization of the operators given in Equation (4) and defined as  

 

𝑀𝑛,𝜌(𝑓, 𝑥) = ∑ 𝑙𝑛,𝑘(𝑥)

∞

𝑘=1

∫ 𝛩𝑛,𝑘
𝜌

∞

0

(𝑥)𝑓(𝑡)𝑑𝑡 + 𝑙𝑛,0(𝑥)𝑓(0) 
 

 (6) 

 

where 

 

𝑙𝑛,𝑘 =
𝑒−𝑛𝑥

𝑔(1)
𝑝𝑘(𝑛𝑥). 

 (7) 

 

In this case, for 𝑔(𝑧) = 1 and  𝜌 = 1 the operators in Equation (6) reduce to Phillips operators. Very 

recently, inspired by the study of Verma and Gupta, Mursaleen et. al [11] gave a generalized form of the 

Jakimovski-Leviatan-Păltănea operators by using Sheffer polynomials. They constructed the operators as 

 

𝑇𝑛,𝜌
∗ (𝑓; 𝑥) = ∑ 𝐿𝑛,𝑘

∗ (𝑥)

∞

𝑘=1

∫ 𝛩𝑛,𝑘
𝜌

∞

0

(𝑥)𝑓(𝑡)𝑑𝑡 + 𝐿𝑛,𝑘
∗ (0)𝑓(0) 

 

 (8) 

 

where 𝐿𝑛,𝑘
∗ (𝑥) =

𝑒−𝑛𝑥𝐻(1)

𝐴(1)
𝑝̃𝑘(𝑛𝑥). Here 𝑝̃𝑘  are the Sheffer polynomials defined by 𝐴(𝑢)𝑒𝑥𝐻(𝑢) =

∑ 𝑝̃𝑘(𝑥)𝑢𝑘∞
𝑘=0  and 𝐴(𝑧) = ∑ 𝑎𝑛𝑧𝑛 and ∞

𝑛=1  𝐻(𝑧) = ∑ ℎ𝑛𝑧𝑛∞
𝑧=1   are analytic functions in the disc |𝑧| <

𝑅, (𝑅 > 1). For 𝐻(𝑡) = 𝑡, the operators  𝑇𝑛,𝜌
∗ (𝑓; 𝑥) turns into 𝑀𝑛,𝜌(𝑓, 𝑥) given by Equation (6).  
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In  the present work, we construct the Chlodowsky-type generalization of the Jakimovski-Leviatan-Păltănea 

operators given by Equation (6). The Chlodowsky generalization of the linear positive operators has been 

studied by several authors for the last two decades. For some examples related to this subject, one can take 

a look at the papers [12-15].  

The rest of the paper have been systemized in the following way: We constructed the operators, derived the 

moments and established the Korovkin type theorem in Section 2. Some direct results related to the 

operators including local approximation and Voronovskaya type theorem were given in Section 3. We also 

gave weighted approximation results in this section. By the help of the weighted modulus of continuity we 

estimated the rate of convergence of our new operators. 

Before passing on our main results, we here give some auxiliary lemmas, theorems and definitions we used 

in our study.    

 

Lemma 1 [4] For all 𝑥 ∈  [0; 1) the following equalities hold. 

∑ 𝑝𝑘 (
𝑛

𝑏𝑛
𝑥)∞

𝑘=0 = 𝑔(1)𝑒
𝑛

𝑏𝑛
𝑥

,  

∑ 𝑘 𝑝𝑘 (
𝑛

𝑏𝑛
𝑥)∞

𝑘=0 = {
𝑛

𝑏𝑛
𝑔(1)𝑥 + 𝑔′(1)} 𝑒

𝑛

𝑏𝑛
𝑥

,  

∑ 𝑘2 𝑝𝑘 (
𝑛

𝑏𝑛
𝑥)∞

𝑘=0 = {(
𝑛

𝑏𝑛
)

2
𝑔(1)𝑥2 + (𝑔(1) + 2𝑔′(1)) (

𝑛

𝑏𝑛
) 𝑥 + 𝑔′(1) + 𝑔′′(1)} 𝑒

𝑛

𝑏𝑛
𝑥

,  

∑ 𝑘3 𝑝𝑘 (
𝑛

𝑏𝑛
𝑥) =∞

𝑘=0 {(
𝑛

𝑏𝑛
)

3
𝑔(1)𝑥3 + (4𝑔(1) + 3𝑔′(1)) (

𝑛

𝑏𝑛
)

2
𝑥2 + (𝑔(1) + 8𝑔′(1) +

 3𝑔′′(1)) (
𝑛

𝑏𝑛
) 𝑥 + 𝑔′(1) + 4𝑔′′(1) + 𝑔′′′(1)}𝑒

𝑛

𝑏𝑛
𝑥

,  

∑ 𝑘4 𝑝𝑘 (
𝑛

𝑏𝑛
𝑥) = {(

𝑛

𝑏𝑛
)

4
𝑔(1)𝑥4 + (10𝑔(1) + 4𝑔′(1)) (

𝑛

𝑏𝑛
)

3
𝑥3  + (14𝑔(1) + 30𝑔′(1) +∞

𝑘=0

 6𝑔′′(1)) (
𝑛

𝑏𝑛
)

2
𝑥2 + (𝑔(1) + 28𝑔′(1) +  30𝑔′′(1) + 4g′′′(1)) (

𝑛

𝑏𝑛
) 𝑥 + g′(1) + 14g′′(1) +

10g′′′(1) + g(4)(1)} 𝑒
𝑛

𝑏𝑛
𝑥

.  

In order to examine the local approximation properties of the operators, we need the following 

definitions: 

Let 𝑓 ∈ 𝐶𝐵[0, ∞) where 𝐶𝐵[0, ∞) is the set containing all continuous and bounded functions on [0, ∞).  
For 𝛿 > 0, the modulus of continuity of 𝑓 is defined by  

𝜔(𝑓; 𝛿) = sup 
|𝑡−𝑥|≤𝛿

|𝑓(𝑡) − 𝑓(𝑥)|,  𝑡 ∈ [0, ∞). 

 

Recall that the second modulus of function 𝑓 ∈ 𝐶𝐵[0, ∞) is defined by  

 

𝜔2(𝑓; 𝛿) = sup 
0≤ℎ≤𝛿

sup 
𝑥∈[0,∞)

|𝑓(𝑥 + 2ℎ) − 2𝑓(𝑥 + ℎ) + 𝑓(𝑥)|.         

 

The Peetre's 𝐾 −functional of the function 𝑓 ∈ 𝐶𝐵[0, ∞) is defined by 

 

𝐾2(𝑓; 𝛿) = inf 
𝑔∈𝐶𝐵

2[0,∞)
{‖𝑓 − 𝑔‖ + 𝛿‖𝑔′′‖}.  

 

Here 𝐶𝐵
2[0, ∞) is the space of functions 𝑓, 𝑓′, 𝑓′′ ∈ 𝐶𝐵[0, ∞). The norm on 𝐶𝐵

2 is defined as  

 
‖𝑔‖𝐶𝐵

2 = ‖𝑔‖𝐶𝐵
+ ‖𝑔′‖𝐶𝐵

+ ‖𝑔′′‖𝐶𝐵
. 

 

Note that, Theorem 2.4 in [16] implies that there exists a positive constant 𝐶 > 0 such that 
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𝐾2(𝑓; 𝛿) ≤ 𝐶𝜔2(𝑓; 𝛿).                                                                                                                               (9) 

 

Lastly, for further discussions, we also recall the weight function and the weighted spaces of functions 

on [0, ∞). Gadjiev [17] proved an analogues Korovkin's Theorem for such kind of functions. 

 

Let 𝜂(𝑥) = 1 + 𝜑2(𝑥) be the weight function defined on [0, ∞) such that 𝜑(𝑥) is both increasing and 

continuous on the real axis. Let us consider the following spaces related to the function 𝜂(𝑥). 

 

𝐵𝜂[0, ∞) = {𝑓: [0, ∞) → ℝ: |𝑓(𝑥)| ≤ 𝑀𝑓𝜂(𝑥),  𝑀𝑓 is constant depending on 𝑓}  

 

‖𝑓‖𝜂 = sup
𝑥≥0

|𝑓(𝑥)|

𝜂(𝑥)
, 𝑓 ∈ 𝐵𝜂[0, ∞), 

 

𝐶𝜂[0, ∞) = {𝑓: [0, ∞) → ℝ: 𝑓 ∈ 𝐵𝜂[0, ∞) and 𝑓 ∈ 𝐶[0, ∞)},  

 

𝐶𝜂
∗[0, ∞) = {𝑓: [0, ∞) → ℝ: 𝑓 ∈ 𝐶𝜂[0, ∞) and lim

𝑥→∞

|𝑓(𝑥)|

𝜂(𝑥)
 exists finitely}.  

 

Theorem 2 [17]  

 

The sequence of positive linear operators (𝐿𝑛)𝑛≥1 act from 𝐶𝜂[0, ∞) to 𝐵𝜂[0, ∞) if and only if there 

exists a positive constant 𝑘 such that ‖𝐿𝑛(𝜂)‖𝜂 ≤ 𝑘. 

 

Theorem 3 [17] 

 

 i) There exists a sequence of linear positive operators 𝐿𝑛 acting from 𝐶𝜂[0, ∞) to 𝐵𝜂[0, ∞) such that 

 

lim
𝑛→∞

‖𝐿𝑛(𝜑𝑘; . ) − 𝜑𝑘‖
𝜂

= 0   (𝑘 = 0,1,2)             (10) 

 

and a function 𝑓∗ ∈ 𝐶𝜂\𝐶𝜂
∗ with lim

𝑛→∞
‖𝐿𝑛(𝑓∗; . ) − 𝑓∗‖𝜂 ≥ 1. 

 

ii) If a sequence of linear positive operators 𝐿𝑛 acting from 𝐶𝜂[0, ∞) to 𝐵𝜂[0, ∞) satisfies the 

conditions in Equation (10), then   

 

lim
𝑛→∞

‖𝐿𝑛(𝑓; . ) − 𝑓‖𝜂 = 0 

 

for every 𝑓 ∈ 𝐶𝜂
∗[0, ∞). 

 

 

 

 

2. MAIN RESULTS 

 

2.1. Korovkin Type Approximation: 

 

In this section we consider the Chlodowsky variant of the operators given by Equation (6). With the help 

of the Korovkin's theorem which is one of the most influential theorem in approximation theory, we will 

examine the approximation process of the constructed operators. 

 

For 𝑓 ∈ 𝐶[0, ∞), we define the Chlodowsky type Jakimovski-Leviatan-Păltănea operators as follows: 

 



825  Ozge DALMANOGLU, Mediha ORKCU/ GU J Sci, 34(3): 821-833(2021) 

 

𝑀𝑛,𝜌
∗ (𝑓, 𝑥) = ∑ ℓ𝑛,𝑘(𝑥)

∞

𝑘=1

∫ 𝛩𝛼,𝑘
𝜌

∞

0

(𝑥)𝑓(𝑡)𝑑𝑡 + ℓ𝑛,0(𝑥)𝑓(0) 
 

 (11) 

 

where 

 

ℓ𝑛,𝑘 =
𝑒

−
𝑛

𝑏𝑛
𝑥

𝑔(1)
𝑝𝑘 (

𝑛

𝑏𝑛
𝑥)   and   𝛩𝑛,𝑘

𝜌 (𝑥) =

𝑛

𝑏𝑛
𝜌(

𝑛

𝑏𝑛
𝜌𝑡)

𝑘𝜌−1

𝛤(𝑘𝜌)
𝑒

−
𝑛

𝑏𝑛
𝜌𝑡

.     

 

 

 (12) 

Here (𝑏𝑛) is a positive increasing sequence such that 

 

lim
𝑛→∞

𝑏𝑛 = ∞  and    lim
𝑛→∞

𝑏𝑛

𝑛
= 0.  (13) 

 

For our main theorem we need the Lemma given below. 

Lemma 4 The operators defined in Equation (11) satisfy next equalities. 

 

𝑀𝑛,𝜌
∗ (1; 𝑥) =  1, 

𝑀𝑛,𝜌
∗ (𝑡; 𝑥) = 𝑥 +

𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
, 

𝑀𝑛,𝜌
∗ (𝑡2; 𝑥) =  𝑥2 +

𝑏𝑛

𝑛
(

(1+
1

𝜌
)𝑔(1)+2𝑔′(1)

𝑔(1)
) 𝑥 + (

𝑏𝑛

𝑛
)

2
(

(1+
1

𝜌
)𝑔′(1)+𝑔′′(1)

𝑔(1)
),  

𝑀𝑛,𝜌
∗ (𝑡3; 𝑥) =  𝑥3 +

𝑏𝑛

𝑛
(

(4+
3

𝜌
)𝑔(1)+3𝑔′(1)

𝑔(1)
) 𝑥2 + (

𝑏𝑛

𝑛
)

2
(

(1+
3

𝜌
+

2

𝜌2)𝑔(1)+(8+
6

𝜌
)𝑔′(1)+3𝑔′′(1)

𝑔(1)
) 𝑥 +

(
𝑏𝑛

𝑛
)

3
(

(1+
3

𝜌
+

2

𝜌2)𝑔′(1)+(4+
3

𝜌
)𝑔′′(1)+𝑔′′′(1)

𝑔(1)
),  

𝑀𝑛,𝜌
∗ (𝑡4; 𝑥)  =  𝑥4 +

𝑏𝑛

𝑛
𝑥3 (

10𝑔(1)+4𝑔′(1)

𝑔(1)
+

6

𝜌
) + (

𝑏𝑛

𝑛
)

2
(

14𝑔(1)+30𝑔′(1)+6𝑔′′(1)

𝑔(1)
+

6

𝜌

4𝑔(1)+3𝑔′(1)

𝑔(1)
+

11

𝜌2) 𝑥2 + (
𝑏𝑛

𝑛
)

3
{

𝑔(1)+28𝑔′(1)+30𝑔′′(1)+4𝑔′′′(1)

𝑔(1)
+

6

𝜌

𝑔(1)+8𝑔′(1)+3𝑔′′(1)

𝑔(1)
+

11

𝜌2 (
𝑔(1)+4𝑔′(1)

𝑔(1)
) +

6

𝜌3} 𝑥 +

(
𝑏𝑛

𝑛
)

4
{

𝑔′(1)+14𝑔′′(1)+10𝑔′′′(1)+𝑔⁽⁴⁾(1)

𝑔(1)
+

6

𝜌

𝑔′(1)+4𝑔′′(1)+𝑔′′′(1)

𝑔(1)
+

11

𝜌2 (
𝑔′(1)+4𝑔′′(1)+𝑔′′′(1)

𝑔(1)
) +

6

𝜌3

𝑔′(1)

𝑔(1)
}.  

 

Proof In the view of the equalities given in Lemma 1, 

𝑀𝑛,𝜌
∗ (1; 𝑥) = ∑ ℓ𝑛,𝑘(𝑥)

𝑛
𝑏𝑛

𝜌

Γ(𝑘𝜌)

∞

𝑘=1

∫ (
𝑛

𝑏𝑛
𝜌𝑡)

𝑘𝜌−1

𝑒
−

𝑛
𝑏𝑛

𝜌𝑡
𝑑𝑡

∞

0

+ ℓ𝑛,0(𝑥)  

                     =
𝑒

−
𝑛

𝑏𝑛
𝑥

𝑔(1)
∑ 𝑝𝑘 (

𝑛

𝑏𝑛
𝑥) = 1

∞

k=0

. 

 

𝑀𝑛,𝜌
∗ (𝑡; 𝑥) = ∑ ℓ𝑛,𝑘(𝑥)

𝑛
𝑏𝑛

𝜌

Γ(𝑘𝜌)

∞

𝑘=1

∫ (
𝑛

𝑏𝑛
𝜌𝑡)

𝑘𝜌−1

𝑒
−

𝑛
𝑏𝑛

𝜌𝑡
𝑡𝑑𝑡

∞

0

 

                     =
𝑏𝑛

𝑛

𝑒
−

𝑛
𝑏𝑛

𝑥

𝑔(1)
∑ 𝑘𝑝𝑘 (

𝑛

𝑏𝑛
𝑥)∞

k=0 = 𝑥 +
𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
.                                                   
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𝑀𝑛,𝜌
∗ (𝑡2; 𝑥) = ∑ ℓ𝑛,𝑘(𝑥)

𝑛
𝑏𝑛

𝜌

Γ(𝑘𝜌)

∞

𝑘=1

∫ (
𝑛

𝑏𝑛
𝜌𝑡)

𝑘𝜌−1

𝑒
−

𝑛
𝑏𝑛

𝜌𝑡
𝑡2𝑑𝑡

∞

0

 

                    = (
𝑏𝑛

𝑛
)

2 1

𝜌2

𝑒
−

𝑛
𝑏𝑛

𝑥

𝑔(1)
∑ (𝑘2𝜌2 + 𝑘𝜌)𝑝𝑘 (

𝑛

𝑏𝑛
𝑥)∞

k=0  

                       = 𝑥2 +
𝑏𝑛

𝑛
(

(1+
1

𝜌
)𝑔(1)+2𝑔′(1)

𝑔(1)
) 𝑥 + (

𝑏𝑛

𝑛
)

2
(

(1+
1

𝜌
)𝑔′(1)+𝑔′′(1)

𝑔(1)
).  

 

Similarly writing 𝑀𝑛,𝜌
∗ (𝑡3; 𝑥) and 𝑀𝑛,𝜌

∗ (𝑡4; 𝑥) in the forms 

𝑀𝑛,𝜌
∗ (𝑡3; 𝑥) = ∑ ℓ𝑛,𝑘(𝑥)

𝑛
𝑏𝑛

𝜌

Γ(𝑘𝜌)

∞

𝑘=1

∫ (
𝑛

𝑏𝑛
𝜌𝑡)

𝑘𝜌−1

𝑒
−

𝑛
𝑏𝑛

𝜌𝑡
𝑡3𝑑𝑡

∞

0

 

                     = (
𝑏𝑛

𝑛
)

3 1

𝜌3

𝑒
−

𝑛
𝑏𝑛

𝑥

𝑔(1)
∑ (𝑘3𝜌3 + 3𝑘2𝜌2 + 2𝑘𝜌)𝑝𝑘 (

𝑛

𝑏𝑛
𝑥)∞

k=0   

and  

𝑀𝑛,𝜌
∗ (𝑡4; 𝑥) = ∑ ℓ𝑛,𝑘(𝑥)

𝑛
𝑏𝑛

𝜌

Γ(𝑘𝜌)

∞

𝑘=1

∫ (
𝑛

𝑏𝑛
𝜌𝑡)

𝑘𝜌−1

𝑒
−

𝑛
𝑏𝑛

𝜌𝑡
𝑡4𝑑𝑡

∞

0

 

                     = (
𝑏𝑛

𝑛
)

4 1

𝜌4

𝑒
−

𝑛
𝑏𝑛

𝑥

𝑔(1)
∑ (𝑘4𝜌4 + 6𝑘3𝜌3 + 11𝑘2𝜌2 + 6𝑘𝜌)𝑝𝑘 (

𝑛

𝑏𝑛
𝑥)∞

k=0   

 

then using the equalities in Lemma 1, we get the desired results. 

 

Remark 5 One can obtain from Lemma 4 that the operators in Equation (11) satisfy 

𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥); 𝑥) =

𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
,  (14) 

𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥)2; 𝑥) =

𝑏𝑛

𝑛
𝑥 (1 +

1

𝜌
) + (

𝑏𝑛

𝑛
)

2
((1 +

1

𝜌
)

𝑔′(1)

𝑔(1)
+

𝑔′′(1)

𝑔(1)
), 

 (15) 

𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥)4; 𝑥) = (

𝑏𝑛

𝑛
)

2
𝑥2 {(10 +

12

𝜌
+

3

𝜌2) + 4
𝑔′(1)

𝑔(1)
} + (

𝑏𝑛

𝑛
)

3
𝑥 {(1 +

6

𝜌
+

11

𝜌2 +
6

𝜌3) − (24 +
36

𝜌
+

14

𝜌2)
𝑔′(1)

𝑔(1)
+ (14 +

6

𝜌
)

𝑔′′(1)

𝑔(1)
} + (

𝑏𝑛

𝑛
)

4
{(1 +

6

𝜌
+

11

𝜌2 +

6

𝜌3)
𝑔′(1)

𝑔(1)
+ (14 +

24

𝜌
+

44

𝜌2)
𝑔′′(1)

𝑔(1)
+ (10 +

6

𝜌
+

11

𝜌2)
𝑔′′′(1)

𝑔(1)
+

𝑔(4)(1)

𝑔(1)
} .  

 

 

 (16) 

Consider the space 

𝐶1+𝑥𝜁[0, ∞): = {𝑓 ∈ 𝐶[0, ∞): |𝑓(𝑥)| ≤ 𝑀𝑓(1 + 𝑥𝜁), for some 𝑀𝑓 > 0, 𝜁 ≥ 2}  

endowed with the norm 

‖𝑓‖1+𝑥𝜁 = sup
𝑥≥0

|𝑓(𝑥)|

1 + 𝑥𝜁
 

Now we will prove the Korovkin type theorem in the space 
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𝐸𝜁 ≔ {𝑓 ∈ 𝐶1+𝑥𝜁[0, ∞) ∶  lim
𝑥→∞

|𝑓(𝑥)|

1 + 𝑥𝜁
 < ∞}. 

 

Theorem 6 Let 𝑛 ∈ ℕ, 𝑀𝑛,𝜌
∗ (𝑓; . ) is given by Equation (11). For any 𝑓 ∈ 𝐸𝜁 the uniform convergence is 

satisfied on any compact subset 𝐾 ⊂ [0, ∞).   

Proof  From Lemma 4 and Equation (13)  one can verify that 

lim
𝑛→∞

𝑀𝑛,𝜌
∗ (1; 𝑥) = 1, 

lim
𝑛→∞

𝑀𝑛,𝜌
∗ (𝑡; 𝑥) = 𝑥, 

lim
𝑛→∞

𝑀𝑛,𝜌
∗ (𝑡2; 𝑥) = 𝑥2. 

Hence, the desired result follows from the Korovkin type theorem in the book of Altomare and Campiti, 

1994 [18]. 

The Lemma given below is needed for the proof of the Voronovskaya theorem:  

Lemma 7 For the operators 𝑀𝑛,𝜌
∗ (𝑓; . ), 𝑛 ∈ ℕ given by Equation (11) one can obtain the following 

identities.  

 

lim
𝑛→∞

𝑛

𝑏𝑛
𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥); 𝑥) =
𝑔′(1)

𝑔(1)
, 

 (17) 

lim
𝑛→∞

𝑛

𝑏𝑛
𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2; 𝑥) = (1 +
1

𝜌
) 𝑥, 

 (18) 

lim
𝑛→∞

𝑛2

𝑏𝑛
2 𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)4; 𝑥) = [(1 +
12

𝜌
+

3

𝜌2
) + 4

𝑔′(1)

𝑔(1)
] 𝑥2. 

                                                        (19) 

 

2.2. Voronovskaya Theorem 

Theorem 8 (Voronovskaya Type Theorem) Let 𝑀𝑛,𝜌
∗ (𝑓; . ), 𝑛𝜖ℕ is given by Equation (11) with the 

conditions in Equation (13) and let 𝑓 ∈ 𝐶1+𝑥𝜁[0, ∞) such that 𝑓′ and 𝑓′′ ∈ 𝐶1+𝑥𝜁[0, ∞). Then we get 

lim
𝑛→∞

𝑛

𝑏𝑛
[𝑀𝑛,𝜌

∗ (𝑓; 𝑥) − 𝑓(𝑥)] =
𝑔′(1)

𝑔(1)
𝑓′(𝑥) +

1

2
𝑥 (1 +

1

𝜌
) 𝑓′′(𝑥). 

 

Proof  By using the Taylor’s formula we can write 

𝑓(𝑡) = 𝑓(𝑥) + (𝑡 − 𝑥)𝑓′(𝑥) +
1

2
𝑓′′(𝑥)(𝑡 − 𝑥)2 + 𝜆(𝑡, 𝑥)(𝑡 − 𝑥)2    

 (20) 

where 𝜆(𝑡, 𝑥) belongs to 𝐶1+𝑥𝜁[0, ∞) and lim
𝑡→𝑥

𝜆(𝑡, 𝑥) = 0.  Applying 𝑀𝑛,𝜌
∗  to the both side of the Equation 

(20) and then multiplying by 
𝑛

𝑏𝑛
 , we have 

 

𝑛

𝑏𝑛
[𝑀𝑛,𝜌

∗ (𝑓; 𝑥) − 𝑓(𝑥)] =
𝑛

𝑏𝑛
𝑓′(𝑥)𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥); 𝑥) +
1

2

𝑛

𝑏𝑛
𝑓′′(𝑥)𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2; 𝑥) 

+
𝑛

𝑏𝑛
𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2𝜆(𝑡, 𝑥); 𝑥).                   

 

 (21) 
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For the third term on the right hand side of the above equality, we can write 

𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥)2𝜆(𝑡, 𝑥); 𝑥) ≤ √𝑀𝑛,𝜌

∗ (𝜆2(𝑡, 𝑥); 𝑥)√𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥)4; 𝑥) 

 (22) 

by applying the Cauchy-Schwarz inequality. Since 𝜆2(𝑥, 𝑥) = 0; Theorem 6 implies that 

lim
𝑛→∞

𝑀𝑛,𝜌
∗ (𝜆2(𝑡, 𝑥); 𝑥) =  𝜆2(𝑥, 𝑥) = 0. (23) 

Combining the Equation (19) with the Equation (23) and using them in the Equation (22) one can observe 

that 

lim
𝑛→∞

𝑛

𝑏𝑛
𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2𝜆(𝑡, 𝑥); 𝑥) = 0. 

If we take the limit of both sides of the Equation (21) as 𝑛 → ∞, and taking Equation (17) and Equation 

(18) into account, one can easily obtain 

lim
𝑛→∞

𝑛

𝑏𝑛
[𝑀𝑛,𝜌

∗ (𝑓; 𝑥) − 𝑓(𝑥)] =
𝑔′(1)

𝑔(1)
𝑓′(𝑥) +

1

2
𝑥 (1 +

1

𝜌
) 𝑓′′(𝑥) 

from which the proof is completed. 

 

2.3. Local Approximation 

 

Theorem 9 Let 𝑓 ∈ 𝐶𝐵[0, ∞). For every 𝑥 ∈ [0, ∞) 

 

|𝑀𝑛,𝜌
∗ (𝑓; 𝑥) − 𝑓(𝑥)| ≤ 𝐶𝜔2 (𝑓; √𝛿𝑛(𝑥)) +  𝜔(𝑓; 𝛽𝑛) 

 

where 

 

𝛿𝑛(𝑥) =
𝑏𝑛

𝑛
 𝑥 (1 +

1

𝜌
) + (

𝑏𝑛

𝑛
)

2

((1 +
1

𝜌
)

𝑔′(1)

𝑔(1)
+ (

𝑔′(1)

𝑔(1)
)

2

+
𝑔′′(1)

𝑔(1)
) 

 

and  

 

𝛽𝑛(𝑥) =
𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
. 

 

Proof  For 𝑥 ∈ [0, ∞) let us take the following 𝑀̃𝑛,𝜌
∗ : 𝐶𝐵[0, ∞) → 𝐶𝐵[0, ∞) auxiliary operators into account: 

𝑀̃𝑛,𝜌
∗ (𝑓; 𝑥) = 𝑀𝑛,𝜌

∗ (𝑓; 𝑥) + 𝑓(𝑥) − 𝑓 (𝑥 +
𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
).                                                                             (24) 

          

 𝑀̃𝑛,𝜌
∗  reproduce linear functions, i.e. 

 

𝑀̃𝑛,𝜌
∗ (𝑡 − 𝑥; 𝑥) = 0. 

 

Let 𝑥 ∈ [0, ∞) and ℎ ∈ 𝐶𝐵
2[0, ∞). By the Taylor's Theorem we can write 

 

ℎ(𝑡) = ℎ(𝑥) + ℎ′(𝑥)(𝑡 − 𝑥) + ∫ (𝑡 − 𝑢)ℎ′′(𝑢)𝑑𝑢
𝑡

𝑥
.  

 

Applying 𝑀̃𝑛,𝜌
∗  to the both side of the above equality, we get 



829  Ozge DALMANOGLU, Mediha ORKCU/ GU J Sci, 34(3): 821-833(2021) 

 

 

𝑀̃𝑛,𝜌
∗ (ℎ(𝑡); 𝑥) − ℎ(𝑥) = 𝑀̃𝑛,𝜌

∗ (∫ (𝑡 − 𝑢)ℎ′′(𝑢)𝑑𝑢
𝑡

𝑥
; 𝑥)  

                                        = 𝑀𝑛,𝜌
∗ (∫ (𝑡 − 𝑢)ℎ′′(𝑢)𝑑𝑢

𝑡

𝑥
; 𝑥) − ∫ (𝑥 +

𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
− 𝑢) ℎ′′(𝑢)

𝑥+
𝑏𝑛
𝑛

𝑔′(1)

𝑔(1)
𝑥

𝑑𝑢. 

So,  

 

|𝑀̃𝑛,𝜌
∗ (ℎ(𝑡); 𝑥) − ℎ(𝑥)| = ‖ℎ′′‖ {𝑀𝑛,𝜌

∗ (∫ (𝑡 − 𝑢)𝑑𝑢
𝑡

𝑥
; 𝑥) + ∫ |𝑥 +

𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
− 𝑢| 𝑑𝑢

𝑥+
𝑏𝑛
𝑛

𝑔′(1)

𝑔(1)
𝑥

} 

                                           ≤
‖ℎ′′‖

2
{𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2; 𝑥) + (
𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
)

2

}  

                                           =
‖ℎ′′‖

2
{

𝑏𝑛

𝑛
𝑥 (1 +

1

𝜌
) + (

𝑏𝑛

𝑛
)

2
((1 +

1

𝜌
)

𝑔′(1)

𝑔(1)
+ (

𝑔′(1)

𝑔(1)
)

2

+
𝑔′′(1)

𝑔(1)
)} . 

 

On the other hand from Equation (24) we have 

 

|𝑀̃𝑛,𝜌
∗ (𝑓; 𝑥)| ≤ |𝑀𝑛,𝜌

∗ (𝑓; 𝑥)| + |𝑓(𝑥)| + |𝑓 (𝑥 +
𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
)| ≤ 3‖𝑓‖. 

 

Thus, we can write 

 

|𝑀𝑛,𝜌
∗ (𝑓; 𝑥) − 𝑓(𝑥)| ≤ |𝑀̃𝑛,𝜌

∗ (𝑓; 𝑥) − 𝑓(𝑥)| + |𝑓(𝑥) − 𝑓 (𝑥 +
𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
)|  

≤ |𝑀̃𝑛,𝜌
∗ (𝑓 − ℎ; 𝑥)| + |(𝑓 − ℎ)(𝑥)| + |𝑀̃𝑛,𝜌

∗ (ℎ; 𝑥) − ℎ(𝑥)| + |𝑓(𝑥) − 𝑓 (𝑥 +
𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
)| 

                     

≤ 4‖𝑓 − ℎ‖ + 𝛿𝑛(𝑥)
‖ℎ′′‖

2
+ 𝜔 (𝑓;

𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
). 

 

Taking infimum of both side of the above inequality over all ℎ ∈ 𝐶𝐵
2[0, ∞), we get  

 

|𝑀𝑛,𝜌
∗ (𝑓; 𝑥) − 𝑓(𝑥)| ≤ 4𝐾2(𝑓, 𝛿𝑛) + 𝜔 (𝑓;

𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
)  

 

from which we have the desired result by the inequality in Equation (9). 

 

 

2.4. Weighted Approximation 

 

Lemma 10 Let 𝜂(𝑥) = 1 + 𝑥2 be a weight function. If 𝑓 ∈ 𝐶𝜂[0, ∞), then 

 

‖𝑀𝑛,𝜌
∗ (𝜂)‖

𝜂
≤ 𝑘 

 

where 𝑘 is a positive constant. 

 

Proof From Lemma 4 

 

𝑀𝑛,𝜌
∗ (𝜂) = 1 + 𝑥2 +

𝑏𝑛

𝑛
(

(1+
1

𝜌
)𝑔(1)+2𝑔′(1)

𝑔(1)
) 𝑥 + (

𝑏𝑛

𝑛
)

2
(

(1+
1

𝜌
)𝑔′(1)+𝑔′′(1)

𝑔(1)
).  

Then we get 

 

‖𝑀𝑛,𝜌
∗ (𝜂)‖

𝜂
= sup

𝑥≥0

1

1+𝑥2 {(1 + 𝑥2 +
𝑏𝑛

𝑛
(

(1+
1

𝜌
)𝑔(1)+2𝑔′(1)

𝑔(1)
) 𝑥) + (

𝑏𝑛

𝑛
)

2
(

(1+
1

𝜌
)𝑔′(1)+𝑔′′(1)

𝑔(1)
)}  
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                       ≤ 1 +
𝑏𝑛

2𝑛
(

(1+
1

𝜌
)𝑔(1)+2𝑔′(1)

𝑔(1)
) + (

𝑏𝑛

𝑛
)

2
(

(1+
1

𝜌
)𝑔′(1)+𝑔′′(1)

𝑔(1)
).  

 

Since lim
𝑛→∞

𝑏𝑛

𝑛
= 0, we can write 

 

‖𝑀𝑛,𝜌
∗ (𝜂)‖

𝜂
≤ 𝑘. 

 

Lemma 10 implies that the operators 𝑀𝑛,𝜌
∗  maps 𝐶𝜂[0, ∞) into 𝐵𝜂[0, ∞). 

 

Theorem 11 Let the sequence of operators 𝑀𝑛,𝜌
∗ (𝑓; . ) defined by Equation (11). For any 𝑓 ∈ 𝐶𝜂

∗[0, ∞), 

one gets 

 

lim
𝑛→∞

‖𝑀𝑛,𝜌
∗ (𝑓; . ) − 𝑓‖

𝜂
= 0. 

 

Proof It is sufficient to show that the sequence of operators 𝑀𝑛,𝜌
∗ (𝑓; . ) satisfy three criterions of the 

weighted Korovkin Theorem. From Lemma 4, 

 

lim
𝑛→∞

‖𝑀𝑛,𝜌
∗ (1; . ) − 1‖

𝜂
= lim

𝑛→∞
sup

𝑥∈[0,∞)

|𝑀𝑛,𝜌
∗ (1;𝑥)−1|

1+𝑥2 = 0.  

 

lim
𝑛→∞

‖𝑀𝑛,𝜌
∗ (𝑡; . ) − 𝑥‖

𝜂
= lim

𝑛→∞
sup

𝑥∈[0,∞)

|𝑀𝑛,𝜌
∗ (𝑡;𝑥)−𝑥|

1+𝑥2   

                                                                

                                     = lim
𝑛→∞

sup
𝑥∈[0,∞)

1

1+𝑥2

𝑏𝑛

𝑛

𝑔′(1)

𝑔(1)
 

 

From Equation (13), we get  

 

lim
𝑛→∞

‖𝑀𝑛,𝜌
∗ (𝑡; . ) − 𝑥‖

𝜂
= 0.  

 

Lastly, we have, 

 

 

sup
𝑥∈[0,∞)

|𝑀𝑛,𝜌
∗ (𝑡2; 𝑥) − 𝑥2|

1 + 𝑥2
 

 

≤
𝑏𝑛

𝑛
(

(1+
1

𝜌
)𝑔(1)+2𝑔′(1)

𝑔(1)
) sup

𝑥∈[0,∞)

𝑥

1+𝑥2 + (
𝑏𝑛

𝑛
)

2
(

(1+
1

𝜌
)𝑔′(1)+𝑔′′(1)

𝑔(1)
) sup

𝑥∈[0,∞)

1

1+𝑥2                                     

                                             

≤
𝑏𝑛

𝑛
(

(1+
1

𝜌
)𝑔(1)+2𝑔′(1)

𝑔(1)
) + (

𝑏𝑛

𝑛
)

2
(

(1+
1

𝜌
)𝑔′(1)+𝑔′′(1)

𝑔(1)
).  

 

So, we have lim
𝑛→∞

‖𝑀𝑛,𝜌
∗ (𝑡2; . ) − 𝑥2‖

𝜂
= 0 and hence the proof is completed 
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2.5. Rate of Convergence 

 

Here, we will verify the rate of weighted convergence of the sequence 𝑀𝑛,𝜌
∗ (𝑓; . ). It is known that, on an 

infinite interval the limit of classical modulus of continuity as 𝛿 → 0 is not zero. Yüksel and İspir [19] 

defined the following weighted modulus of continuity 𝛺(𝑓, 𝛿), tending to zero as 𝛿 → 0 on infinite interval. 

 

Ω(𝑓; 𝛿) = sup
𝑥≥0

0<ℎ≤𝛿

|𝑓(𝑥 + ℎ) − 𝑓(𝑥)|

(1 + 𝑥2)(1 + ℎ2)
 

 (25) 

 

where 𝑓 ∈ 𝐶𝜂
∗[0, ∞). 

 

Theorem 12 Let the operators 𝑀𝑛,𝜌
∗ (𝑓; . ), 𝑛 ∈ ℕ is given by Equation (11). If 𝑓 ∈ 𝐶𝜂

∗[0, ∞) then we have  

 

‖𝑀𝑛,𝜌
∗ (𝑓; . ) − 𝑓‖

𝜂̅
≤ 𝐾Ω (𝑓; √

𝑏𝑛

𝑛
) 

 

where 𝜂̅ = (1 + 𝑥2)2, 𝑛 is sufficiently large and 𝐾 is a constant which does not depend on 𝑛. 

 

Proof We will use the following property of the weighted modulus of continuity 𝛺(𝑓, 𝛿) given by Equation 

(25). 

 

|𝑓(𝑡) − 𝑓(𝑥)| ≤ 2(1 + 𝑥2)(1 + 𝛿2) (1 +
|𝑡−𝑥|

𝛿
) (1 + (𝑡 − 𝑥)2)Ω(𝑓; 𝛿).  

Applying 𝑀𝑛,𝜌
∗ (𝑓; . ) to the both side of the above inequality, one can write 

 

|𝑀𝑛,𝜌
∗ (𝑓; 𝑥) − 𝑓(𝑥)| ≤ 2(1 + 𝑥2)(1 + 𝛿2)Ω(𝑓; 𝛿) 

                             × {1 +
1

𝛿
𝑀𝑛,𝜌

∗ (|𝑡 − 𝑥|; 𝑥) +𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥)2; 𝑥) +

1

𝛿
𝑀𝑛,𝜌

∗ (|𝑡 − 𝑥|(𝑡 − 𝑥)2; 𝑥)}. 

 

Cauchy-Schwarz inequality implies 

 

|𝑀𝑛,𝜌
∗ (𝑓; 𝑥) − 𝑓(𝑥)| ≤ 2(1 + 𝑥2)(1 + 𝛿2)Ω(𝑓; 𝛿)  

× {1 +
1

𝛿
(𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2; 𝑥))

1

2
+ 𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2; 𝑥) +
1

𝛿
(𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)2; 𝑥))

1

2
(𝑀𝑛,𝜌

∗ ((𝑡 − 𝑥)4; 𝑥))

1

2
}.  

 

From Equations (15) and (16) we can write 

 

𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥)2; 𝑥) ≤

𝑏𝑛

𝑛
𝜇(𝜌)(𝑥 + 1), 

 

𝑀𝑛,𝜌
∗ ((𝑡 − 𝑥)4; 𝑥) ≤ (

𝑏𝑛

𝑛
)

2
𝜇̅(𝜌)(𝑥2 + 𝑥 + 1), 

 

where 𝜇(𝜌) and 𝜇̅(𝜌) are the constants depending on the constant 𝜌. Hence we have, 

 

|𝑀𝑛,𝜌
∗ (𝑓; 𝑥) − 𝑓(𝑥)| ≤ 2(1 + 𝑥2)(1 + 𝛿2)Ω(𝑓; 𝛿) {1 +

1

𝛿
(

𝑏𝑛

𝑛
𝜇(𝜌)(𝑥 + 1))

1
2

 

      +
𝑏𝑛

𝑛
𝜇(𝜌)(𝑥 + 1) +

1

𝛿
(

𝑏𝑛

𝑛
𝜇(𝜌)(𝑥 + 1))

1

2
((

𝑏𝑛

𝑛
)

2
𝜇̅(𝜌)(𝑥2 + 𝑥 + 1))

1

2

} 
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If we choose 𝛿: = 𝛿𝑛 = √
𝑏𝑛

𝑛
, we have 

 

|𝑀𝑛,𝜌
∗ (𝑓; 𝑥) − 𝑓(𝑥)| ≤ 2(1 + 𝑥2)(1 + 𝛿𝑛

2) 

    Ω(𝑓; 𝛿𝑛){1 +(𝜇(𝜌)(𝑥 + 1))
1

2 +𝛿𝑛
2𝜇(𝜌)(𝑥 + 1) + 𝛿𝑛

2(𝜇(𝜌)(𝑥 + 1))
1

2(𝜇̅(𝜌)(𝑥2 + 𝑥 + 1))
1

2}. 

 

 

Since 𝛿𝑛
2 < 1, for sufficiently large 𝑛 and 𝐾 which is a constant not depending on 𝑛, we obtain 

 

sup
𝑥≥0

0<ℎ≤𝛿

|𝑀𝑛,𝜌
∗ (𝑓;𝑥)−𝑓(𝑥)|

(1+𝑥2)2 ≤ 𝐾Ω (𝑓; √
𝑏𝑛

𝑛
)  

 

from which the proof is completed. 

 

 

3. CONCLUSION  

 

As we mentioned in the introduction part of the paper, our primary purpose here is to investigate the 

approximation properties of the Chlodowsky form of Jakimovski-Leviatan-Păltănea operators. We used 

Korovkin’s Theorem in order to investigate the uniform convergence of the operators on a compact subset 

of [0, ∞). We also give Voronovskaya theorem and examine local approximation properties of the 

operators. Since the Korovkin's theorem does not hold for unbounded intervals, we studied in weighted 

spaces and used Theorem 1 and Theorem 2 for approximating unbounded functions on the unbounded 

interval [0, ∞). Rate of convergence of the operators are also analyzed with the help of weighted modulus 

of continuity 𝛺(𝑓, 𝛿). 
For the last two decades 𝑞-calculus has been developed very rapidly and it has been used very frequently 

in approximation theory, especially in Korovkin type approximation. Several linear and positive operators 

are reconstructed via 𝑞 −integers. In this direction our new question may be "Can we construct the 𝑞-

analogue of the Chlodowsky variant of Jakimovski-Leviatan-Păltănea operators and examine the 

approximation properties?"  

Another way of generalizing operators is to define operators by using different polynomials (such as 

Brenke, Sheffer, Boas-Buck polynomials, multiple Appell polynomials). So, one can generalize the 

mentioned operators with the help of polynomials and then examine their approximation properties. The 

convergence of the operators may be investigated in the statistical sense.  
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