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ABSTRACT 
COVID-19 pandemic disease gained major attention among scientists due to its high mortality/ infectiousness rate. Moreover, 

the analysis of this disease requires much attention by the Government to take precautions and construct strategies. This study 

aims to develop a new nonlinear model for COVID-19. The main focus is the time when the number of daily infected 

individuals has begun to increase constantly. To this end, the time series from 1 August 2020 to 22 September 2020 is 

conducted. Moreover, the proposed model takes into account the disease characteristics. After the model parameters are 

obtained by detailed mathematical analysis by the trained data, the model is validated by the test/evaluation data set. The results 

and simulations show that the proposed model has a perfect match with the raw data. Furthermore, the calculated standard 

errors when compared by the population of Turkey are evidence of how well the model fits the raw data. This study is important 

not only because it achieves good results but also because it is the first nonlinear regression model including its mathematical 

analysis for the COVID-19 pandemic. 
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1. INTRODUCTION 

 
A mathematical model of a biological system or a complex disease is a powerful tool to decide under 

which conditions it will continue or wiped out. Undoubtedly that each disease has its own particular 

characteristics thus some assumptions are provided to address real-life situations. 
 

Coronavirus disease 2019 (COVID-19) is an infectious disease emerging in China in December 2019 

[1]. It has been declared a pandemic by the World Health Organization (WHO) on March 11 [2]. Today, 

COVID-19 has over 31 million confirmed cases and 3.14 % deaths as of September 24, 2020 [3]. On 

the other hand, to that date, it is reported by the Republic of Turkey Ministry that COVID-19 has 308069 

confirmed cases a with 2.5 % death rate [4]. 

 

Because of the high rate of mortality of COVID-19 it has become one of the most important global threats. 

The COVID-19 has a great deal of importance among many researchers not only from medicine or biology 

but also from applied sciences as well as governments. Any contribution to theoretical, experimental, or 

clinical research plays an important role to understand the truth behind that disease, making predictions and, 

providing insights and strategies to overcome the outbreak which can be used by government authorities. 

 

There are various remarkable studies on mathematical modeling of the first wave of COVID-19 in the 

time window Dec 2019-July 2020. To the best knowledge of authors, the second wave of COVID-19 

has not been declared yet. However, the reported number of diseases increasing after a decrease as a 

result of the interventions taken can be considered as evidence to accept the second wave. A new 

fractional COVID-19 mathematical model with a lock-down effect has been studied in [5]. An analysis 

and estimation of COVID-19 spreading in China, Italy, and France have been studied in [6]. Moreover, 
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a reduced-space Gaussian process regression model has been proposed in [7]. SEIR model is used to 

suggest a predictive analysis of the peak outbreak epidemic in South Africa, Turkey, and Brazil by the 

study of [8]. Authors in [9] propose predictions of various parameters related to COVID-19 and on the 

number of susceptible, infected, and removed populations in different communities including China, 

South Korea, the USA, Australia, and India. A mathematical model from a general point of view has 

been developed based on the Be-CoDiS model given in [10]. However, the obtained model needs several 

parameters which are not easy to get from available data. A work consisting of the SEIR model and a 

linear regression model has been conducted by Pandey et al., [11].  The author forecasted the second 

wave of the spread of the COVID-19 in Iran in [12]. There is a lack but remarkable studies on the 

modeling of COVID-19 for the case of Turkey. A mathematical model of COVID-19 spread in Turkey 

and South Africa has been proposed by Atangana and İğret-Araz [13]. Niazkar et al. applied three 

explicit mathematical prediction models including a recursive-based method, Boltzmann function-based 

model, and Beesham’s prediction model to forecast the COVID-19 outbreak in Iran and Turkey between 

15 May to 4 June 2020 in [14]. Furthermore, a SIR model has been studied in [15].  

 

The main aim of this study is to propose a nonlinear regression model for the second wave of COVID-

19 for the case of Turkey. To the best knowledge of authors, this is the first time to develop such a model 

including its all mathematical aspects. Here our purpose is not to underestimate the studies done 

previously, but to consider the issue from a mathematical point of view with its all details. The current 

study covers not only a theoretical investigation but also computational simulation. 

 

After presenting a brief introduction, the outline of the paper is organized as follows: Section 2 describes 

the methodology and analysis of the model proposed in this study. Results and discussions have been 

provided in Section 3 which is followed by the Conclusion of the study. 
 

2. METHODOLOGY 

 

The idea behind the regression analysis is to describe a function in order to fit the available data set in the 

“best” possible manner not to match the data exactly. Thus, the main goal of this section is to propose a 

mathematical model which fits the time series data set provided by the Republic of Turkey Ministry, [4]. 

 

Due to the fluctuations in the number of performed tests, the proportions must be studied instead of the 

number of infected and recovered individuals. In this study, the total number of the population has been 

assumed as constant in time. Moreover, the stochastic characteristic of the model such as the government 

measures or the number of contact of infected individuals is excluded for the sake of intelligibility. 

 

Based on the mentioned assumptions and concepts above, let 𝐼𝑃 and 𝑅𝐶 stand for the ratio of total 

infected individuals to Turkey’s population (assumed approximately 83 million) and the ratio of total 

recovered individuals to the total confirmed cases, respectively. By reason of emerging the recovered 

individuals from infected ones, the alteration on this ratio can affect the value of 𝐼𝑃. It is important to 

emphasize that such a system corresponds to a dynamic system. This means that all variables affecting 

the systems are also effects each other. However, in this study, we essentially focus on the prediction of 

infected individuals for the second wave of COVID-19 disease over time. Thus 𝑅𝐶 can be considered as 

an independent variable when 𝐼𝑃 is a dependent one. More clearly, 𝐼𝑃 is now our dependent variable 

whereas 𝑅𝐶 and 𝑡 (represents time) independent variables. To understand how these variables are 

correlated we use Figure 1. 
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(a) 

 
(b) 

 

Figure 1. The graphical representations of the correlations: (a) the correlations between time versus 𝐼𝑃; (b) the phase 

diagram of 𝑅𝐶 versus 𝐼𝑃 . 
 

Figure 1 illustrates the correlations between time versus 𝐼𝑃 and the phase diagram of 𝑅𝐶 versus 𝐼𝑃. The 

time period of data is from 1 Aug-22 Sep 2020. Figure 1 exhibits that 𝐼𝑃 has almost between a linear 

and a quadratic shape but taking into account the nonlinear behavior of the real-situation it would be 

better to consider the curve has the shape of 𝑡𝛽 for any 𝛽 ∈ ℝ. In this context, it is expected that 1 ≤
𝛽 ≤ 2. Moreover, with the help of Figure 1 𝑅𝐶 affects 𝐼𝑃 linearly in the negative direction. However, 

𝑅𝐶 is also a function of 𝑡. Thus the usage of one independent variable is better for the simplicity of 

calculations. The proposed model becomes as follows: 

𝐼𝑃(𝜏) = 𝛼𝜏
𝛽 − 𝜅𝜏 + 𝛿                                                                  (1) 

where 𝜏 denotes the rate of change per day. For the sake of simplicity, we assumed that at the initial time, 

𝑡 = 0, the approximation, and the data give the same value, that is 𝛿 = 𝐼𝑃(0). This means that the error at the 

initial time is accepted as zero. To account for this, we define 𝐼𝑃,𝑖 ≔ 𝐼𝑃,𝑖 − 𝐼𝑃(0), and Equation (1) becomes 
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𝐼𝑃(𝜏) = 𝛼𝜏
𝛽 − 𝜅𝜏                                                                                                                                   (2) 

As mentioned earlier, the main idea behind the regression analysis is to get the best curve that interpolates 

to the raw/exact data. Thus, before training the data we first determine the choices of parameters of 𝛼, 𝛽, 
and 𝜅 such that Equation (2) fits the data as best as possible. The best fit also means that the minimum 

error. For that purpose, we define the error function which will be minimized as follows: 

𝐸(𝛼, 𝛽, 𝜅) = (
1

𝑁
∑ (𝐼𝑃,𝑖 − 𝛼𝜏𝑖

𝛽
+ 𝜅𝜏𝑖)

2
𝑁
𝑖=1 )

1/2

                                                                                                                                                                          (3) 

where 𝐸(𝛼, 𝛽, 𝜅), and 𝑁 stands for the root mean square error (RMSE) and length of the trained data 
set, respectively. Additionally, 𝐼𝑃,𝑖 and 𝜏𝑖 denote the value of 𝐼𝑃 , and 𝜏 at 𝑖𝑡ℎday, respectively. After that, 
the error function given in Equation (3) can be minimized by the virtue of the following systems of three 
equations: 
 

∑ (𝐼𝑃,𝑖 − 𝛼𝜏𝑖
𝛽
+ 𝜅𝜏𝑖)(−𝜏𝑖

𝛽
) = 0𝑁

𝑖=1

∑ (𝐼𝑃,𝑖 − 𝛼𝜏𝑖
𝛽
+ 𝜅𝜏𝑖)(−𝛼𝜏𝑖

𝛽
ln 𝛽) = 0𝑁

𝑖=1

∑ (𝐼𝑃,𝑖 − 𝛼𝜏𝑖
𝛽
+ 𝜅𝜏𝑖)(𝜏𝑖) = 0

𝑁
𝑖=1

                                                                                                                                                                          (4) 

 

Notice that Equation (4) can be obtained by the standard procedure of the optimization, that is ∇𝐸 =

(
𝜕𝐸

𝜕𝛼
,
𝜕𝐸

𝜕𝛽
,
𝜕𝐸

𝜕𝜅
) = 0. The authors refer the interested reader to [16] for detailed discussion.  

Putting Equation (3) into the algebraic system we have 
 

[

∑ 𝜏𝑖
2𝛽𝑁

𝑖=1 0 −∑ 𝜏𝑖
𝛽+1𝑁

𝑖=1

∑ 𝜏𝑖
2𝛽𝑁

𝑖=1 ln 𝛽 −𝜅 ∑ 𝜏𝑖
𝛽+1𝑁

𝑖=1 0   

∑ 𝜏𝑖
𝛽+1𝑁

𝑖=1 0 −∑ 𝜏𝑖
2𝑁

𝑖=1  

] [
𝛼
ln 𝛽
𝜅
]

⏟  
𝑋

− [

∑ 𝐼𝑃,𝑖𝜏𝑖
𝛽𝑁

𝑖=1

∑ 𝛼𝐼𝑃,𝑖𝜏𝑖
𝛽
ln 𝛽𝑁

𝑖=1

∑ 𝐼𝑃,𝑖
𝑁
𝑖=1 𝜏𝑖

]

⏟                                              
𝐹(𝐗)

= [
0
0
0
]                                                                                                                                                                          

(5) 

 

Due to the nonlinearity of the system Equation (4) is now considered as a root-finding problem. Thus it is 

solved by a numerical solver using MATLAB software. The following algorithm describes the procedure. 
 

Algorithm 1. The numerical flow to obtain the parameters 

 

Procedure: The parameters to minimize the cumulative error given Equation (2)  

Inputs: insert data set, error 

Define 𝐼 =  𝐼𝑃,𝑖 − 𝐼𝑃,𝑖(0) for i=1 to N  

Set tolerance=10−5  

Initialize for x = [𝛼, 𝛽, 𝜅]𝑇    % the initial guess for nonlinear solver 

Define x𝑜𝑙𝑑 = [𝛼, ln 𝛽 , 𝜅]
𝑇 

while   error > tolerance do 

       x𝑛𝑒𝑤 ← 𝑠𝑜𝑙𝑣𝑒 𝐹(x𝑜𝑙𝑑) % using a nonlinear solver 

       𝑒𝑟𝑟𝑜𝑟 ← ‖x𝑛𝑒𝑤 − x𝑜𝑙𝑑‖2 

       x𝑜𝑙𝑑 ← x𝑛𝑒𝑤  % update the solution 

       x ← [x𝑛𝑒𝑤(1), exp(x𝑛𝑒𝑤(2)), x𝑛𝑒𝑤(3)]
𝑇
 % update the solution 

end while 

Outputs: 𝐼𝑃 = 𝐼𝑃,𝑖(0) + x𝑛𝑒𝑤(1)𝜏
x𝑛𝑒𝑤(2) − x𝑛𝑒𝑤(3)𝜏 %  for the infected ratio curve 

                𝑇𝐼 = (83e + 6)𝐼𝑃 %  describe the total number of infected individuals 
 

After the estimated values are computed we evaluate the standard error of estimate, 𝜎𝑒𝑠𝑡, which tells us 

straight up how precise the model’s predictions are, using  

𝜎𝑒𝑠𝑡 = √
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑁
𝑖=1

𝑁
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where 𝑦𝑖 is raw data, and 𝑦̂𝑖 is the predicted data elements, 𝑖 = 1,2, . . , 𝑁,  and 𝑁 is the number of data. 

 

3. RESULTS AND DISCUSSIONS  
 

In Turkey, the first case of COVID-19 was declared on 11th March 2020. The first wave of the disease 

reached its peak value in one-month duration per day and by the virtue of some interventions provided 

by the government, it starts to decrease. After a while of the normalization process on 1st June 2020, the 

number of cases has begun to increase. With the help of the available data set, some fluctuations are 

observed between June and July. However, a steady increase has been observed as of 1 August 2020. 
 

As mentioned before, the model has been studied to forecast the total number of cases over time. In the 

current study, we have used the data from 1st August 2020 to 10th September 2020 as our training set 

and the data from 11th September to 22nd September as the test/evaluation data. The following figure, 

Figure 2, depicts that the proposed model is in perfect agreement with the available data. 

 

 
(a) 

 
(b) 

 

Figure 2. The comparison of the proposed model by the raw data: (a)The model results of 𝐼𝑃 compared with    

               raw data proportions from 1 Aug -22 Sep 2020; (b) The model estimation for total confirmed cases  

               comparing with raw data from 1Aug-22 Sep 2020.  
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The obtained results for the proposed model is presented graphically by comparing with the raw data in 

Figure 2. The parameters for the model are obtained as follows: 

 

𝛼 = 1.202344𝑒 − 07, 𝛽 = 1.960446 and 𝜅 = −1.226419𝑒 − 05. 
(6) 

 

Even though the values of 𝛼 and 𝜅 seem without effect, it is crucial to say that these parameters are 

obtained for the proportions. This means that once the population is taking into account these parameters 

has an impact on the solution. Furthermore, the value of 𝛽 is in good accordance with the theoretical 

expectation. Table 1 lists the comparison of the number of total cases between the proposed model 

prediction and the raw data set. 
 

Table 1. The Number of Total Confirmed Cases of Raw Data and Model Predictions 

 

Day 
Model 

Prediction 

Total 

Confirmed 

Cases 

11 Sep 2020 288088 288126 

12 Sep 2020 289806 289635 

13 Sep 2020 291541 291162 

14 Sep 2020 293292 292878 

15 Sep 2020 295059 294620 

16 Sep 2020 296843 296391 

17 Sep 2020 298642 298039 

18 Sep 2020 300458 299810 

19 Sep 2020 302290 301348 

20 Sep 2020 304137 302867 

21 Sep 2020 306001 304610 

22 Sep 2020 307881 306302 

  
In addition to Table 1, Table 2 lists the comparison of the proposed model daily prediction with the 

available data. It can be seen that the variation in the number of daily confirmed cases is probably 

because of the number of performed tests. Thus, those values have fluctuations whereas the model 

prediction does not.  

 
Table 2: The Number of Infected Individuals Model Results and the Raw Data per day 

 

Day Model 

Prediction 

(day-1) 

Infected 

Individuals 

(day-1) 

Performed 

Tests  

(day-1) 

11 Sep 2020 1702 1671 112.213 

12 Sep 2020 1719 1509 98.326 

13 Sep 2020 1735 1527 96.097 

14 Sep 2020 1751 1716 112.563 

15 Sep 2020 1767 1742 110.412 

16 Sep 2020 1783 1771 112.645 

17 Sep 2020 1799 1648 109.985 

18 Sep 2020 1816 1771 111.113 

19 Sep 2020 1832 1538 97.416 

20 Sep 2020 1848 1519 95.321 

21 Sep 2020 1864 1743 112.942 

22 Sep 2020 1880 1692 114.311 
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Furthermore, from 1 August 2020 to 22 September 2020, for Total Confirmed cases, 𝜎𝑒𝑠𝑡 was calculated 

as 425 individuals with  95 % confidence interval (𝜇̅𝑃 − 1.96 ∗ 425, 𝜇̅𝑃 + 1.96 ∗ 425)  where the mean 

of predicted data was 𝜇̅𝑃 = 266203. Likewise, for Total Death cases, 𝜎𝑒𝑠𝑡 was 55 with 95 % confidence 

interval (𝜇̅𝑃 − 1.96 ∗ 55, 𝜇̅𝑃 + 1.96 ∗ 55) where 𝜇̅𝑃 = 6412 individuals. Furthermore, 𝜎𝑒𝑠𝑡 was 

calculated for the Infected Individuals as 103 with 95 % confidence interval (𝜇̅𝑃 − 1.96 ∗ 103, 𝜇̅𝑃 +
1.96 ∗ 103) where 𝜇̅𝑃 = 1462. It is critical to note that the obtained standard errors are quite low when 

the given number of individuals is compared by the population of Turkey, 83 million. We also note that 

the smaller the standard error of the estimate is, the more accurate the predictions are. 

 

Because of the theoretical expectation for parameter 1 ≤ 𝛽 ≤ 2,  further discussion has been done in 

Table 3 for comparing the model results with linear and quadratic regression models. For the sake of 

consistency, after applying a similar analysis the linear and quadratic parameters are obtained. The 

following table presents the standard error (𝜎𝑒𝑠𝑡), and absolute error (AE) which is defined as  

∑ |𝑦𝑖− 𝑦̂𝑖|
𝑁=53
𝑖=1  where 𝑦𝑖 and 𝑦̂𝑖 stand for raw data and the predicted data, respectively. 

 
Table 3: The comparison of errors for various models. 

 

Model Linear  Quadratic Proposed 

Curve Curve Model 

𝜎𝑒𝑠𝑡 3206 469 425 

AE 1.5275e-3 1.7985e-4 1.7086e-4 

 

Table 3 shows the proposed model achieves the best records for the Total Confirmed cases from 1 

August 2020 to 22 September 2020.  Even though the absolute errors of the quadratic curve and the 

proposed model seem so close to each other, the recorded minimum error is obtained when 𝛽 = 1.96.  

This a piece of evidence that the obtained numerical results and the theoretical analysis are consistent.  

 

4. CONCLUSION 

In this study, a nonlinear regression model has been proposed by taking into account the characteristics 

of COVID-19. For this purpose, we have utilized the available data set. This novel approach covers the 

time series from 1 August 2020 to 22 September 2020 on which the increases of the cases have begun.  

Moreover, the proposed model has been analyzed in detail from a mathematical point of view. The 

obtained results and simulations have shown a perfect match with the raw data with standard error and 

with standard deviation. The model has achieved the best records when comparing with the linear and 

quadratic curves, as well. This is evidence that theoretical analysis plays a significant role in 

understanding data. According to the model results, the total number of cases at the end of October is 

expected to become 390100 with 9362 total deaths with a 12 % margin of error unless any measures 

are taken. Moreover, those numbers will be revised as 473100 cases with 11354 total deaths with 

around 15 % margin of error and 572700 cases with 13745 deaths with a 18 % margin of errors at the 

end of November and December, respectively. It is vital to note that these predictions will lose their 

reliability over time unless the model is renewed. 
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