
Big Data, Data Mining, Machine Learning, and 
Deep Learning Concepts in Crime Data
Emre Cihan ATEŞ1 , Erkan BOSTANCI2 , Mehmet Serdar GÜZEL2 

1Gendarmerie Captain, Lecturer, Department of Security Science, Gendarmerie and Coast Guard Academy, Ankara, Turkey
2Ph.D., Assistant Professor, Department of Computer Science, Ankara University, Ankara, Turkey
 
ORCID: E.C.A. 0000-0001-9550-4532; E.B. 0000-0001-8547-7569; M.S.G. 0000-0002-3408-0083

Ceza Hukuku ve Kriminoloji Dergisi-Journal of Penal Law and Criminology 2020; 8(2):293-319
ISSN: 2148-6646 / E-ISSN: 2602-3911 

DOI: 10.26650/JPLC2020-813328
Research Article / Araştırma Makalesi

http://jplc.istanbul.edu.tr

Corresponding author: Emre Cihan Ateş, E-mail: emre_cihan_ates@hotmail.com

Citation: Ates EC, Bostanci E, & Guzel MS, ‘Big Data, Data Mining, Machine Learning, and Deep Learning Concepts in Crime Data’ 
(2020) 8(2) Ceza Hukuku ve Kriminoloji Dergisi-Journal of Penal Law and Criminology, 293.

ABSTRACT
Along with the rapid change of information technologies and the widespread use of the internet over time, data stacks 
with ample diversity and quite large volumes has emerged. The use of data mining is increasing day by day due to the 
huge part it plays in the acquisition of information by making necessary analyses especially within a large amount of 
data. Obtaining accurate information is a key factor affecting decision-making processes. Crime data is included among 
the application areas of data mining, being one of the data stacks which is rapidly growing with each passing day. Crime 
events constitute unwanted behaviour in every society. For this reason, it is important to extract meaningful information 
from crime data. This article aims to provide an overview of the use of data mining and machine learning in crime data 
and to give a new perspective on the decision-making processes by presenting examples of the use of data mining for a 
crime. For this purpose, some examples of data mining and machine learning in crime and security areas are presented 
by giving a conceptual framework in the subject of big data, data mining, machine learning, and deep learning along 
with task types, processes, and methods.
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1. Introduction
In order to examine the concept of data mining, first the concepts of data, knowledge, 
information, and wisdom should carefully be examined. In this context, the term “data” 
is expressed in the form of definitions such as knowledge that is hidden but not yet 
interpreted or analysed (Zins, 2007), simple observations and symbols, raw/unorganized 
facts (Ahmed, 2020), and a text that does not answer certain questions (Shao et al., 2017). 

The term “information” is defined using expressions such as the valuable knowledge 
in the human mind, contextual information including experience, values, predictions, 
a collection of data arranged in a consistent way (Ahmed, 2020; Cooper, 2017), and 
a text that answers why-how questions and is expressed as an output derived from 
data and strained through the mind. The word “knowledge” refers to the message that 
changes the knowledge level and purpose of a person, the perception of its recipient, 
a text that answers questions such as who, when, what, or where, and data that makes 
sense. Wisdom, on the other hand, involves a foresight for the future taking advantage 
of existing knowledge. Figure 1 gives an illustration of these concepts in the form of 
a pyramid.

 
Figure 1. Data, information, knowledge, and wisdom
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In the pyramid shown in Figure 1 (Hey, 2004; Cooper, 2017), 

• The concept of data expresses a rather general concept that is not yet analysed, 

• The term information refers to the straining of data through the mind,

• The concept of knowledge expresses a form of data that has become meaningful. 

The concept of wisdom comes from a combination of the steps of data, information 
and knowledge. Together with the concept of wisdom, that of big data comes out raw 
at first, but becomes meaningful by being processed and thus helps our decision making 
activities (Pauleen et al., 2017). 

The term ’big data’ is used to describe big data at every level, whether it is raw or 
processed. Data is like precious metals waiting to be removed from piles of stone. We 
live in a world where a lot of data is being collected every day. Parallel to the development 
of technology, it is also a known fact that data sizes and types have increased as 
computer and internet concepts have entered our lives. A particular problem that this 
increase in data volume brings is that of complexity, so meaningful analysed data 
correctly is becoming more important with each passing day.

As a result of the fact that the process of obtaining meaningful data by extracting 
unqualified ones from the raw data restricted statistical researchers and the current 
statistical methods were insufficient for processing big data, the concept of data mining 
has emerged. In other words, data mining is a systematic approach for analysing and 
identifying different patterns, and relations within big data (Blei & Smyth, 2017). One 
of the important issues in the method is the analysis of existing data rather than the 
collection of a lot of data. Data mining aims to develop prediction models about events 
that are predicted to appear in the future and to support decision-making processes by 
taking advantage of the past sample in general (Kelleher & Tierney, 2018). The concept 
of data mining is also referred to in the literature as “knowledge extraction”, “knowledge 
discovery”, “data archaeology”, “data/pattern analysis”, “knowledge mining”, and 
“information harvesting” (Khare & Shrivasta, 2018; Koyuncugil & Özgülbaş, 2009).

The information technologies and the Internet have significantly altered the field of 
crime and security (Akdemir & Lawless). Current statistics show that crime is on the 
rise all over the world. For this reason, the concepts of crime and criminality have 
steadily increased in parallel with an increase in the amount of big data. Considering 
that crime is an unwanted behaviour in societies, data and knowledge obtained from 
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data have become important in determining crime prevention strategies. Determining 
future goals and strategies only depends on up-to-date, accurate and reliable data.

It is the aim of this review article to give a perspective on decision making processes 
with the use of data mining in crime data by providing an overview of data mining 
and analysing data mining methods. After the introduction, this study defines big data, 
data mining, machine learning, and deep learning concepts respectively. In the “Data 
mining methods and models” section the concepts are defined, the data mining process 
is explained, and data analysis models are analysed. The section “Use of big data, data 
mining, machine learning and deep learning in criminal and security areas” summarizes 
several cases which are given from the field of security dealing with the struggle 
against crime, machine learning, deep learning and the use of data mining. In the 
discussion section, the use of data mining, machine learning and deep learning theories 
in combating crime is examined. In the “Conclusion” section the concepts of big data 
and data mining are stated to be actively used in the struggle against crime, and their 
future significance is emphasized.

2. Background
2.1. Big Data 

Given that the concept of “big data” is relatively new, it should first be examined in 
terms of definitions.

· The concept of big data is a fast-growing and abstract interdisciplinary concept 
offering potential for growth in every social area, which is being stored at an 
unprecedented scale (Chen et al., 2014),

· Large volume data mostly comes in very rapidly from various sources such as 
internet and computer networks,

· It is defined as a set of data that is difficult to access through standard information 
technologies, and that involves the use of data capture, processing, collection, display, 
and analysis methods on large data sets (Vaidhyanathan & Bulock, 2014).

In order to further investigate the concept of big data, it will be helpful at this point 
to examine the principles in the literature which define big data and which are typically 
called the ‘five V’ (5V - Volume, Velocity, Variety, Value, Veracity). (Abdullah et al., 
2015; Ateş et al., 2020; Wamba et al., 2015; White, 2012);

· Volume: This term is used to describe a constantly increasing amount of data. Along 
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with the increase of the data, a mass of knowledge has also started to be formed and 
it becomes more difficult to reach qualified knowledge with such an increase in volume.

Variety: The majority of data produced is produced in non-structural environments 
such as computers, social networks, mobile phones, and tablets. Data sources are 
relatively new and new sources are being added day by day. This will increase the 
number of sources for the data, the data will be in different formats and include different 
variables after data collection, and this will make the analyser’s job more difficult.

· Velocity: This expresses the growth rate of the data, and when this is high it is a 
sign of the data being big data. 

· Veracity: This is an important variable guaranteeing that the data is secure during 
its flow. It is important to protect it under high-level security measures and not to 
change it by unauthorized interventions.

· Value: This refers to the evaluation of big data and to the help that it provides to 
decision support units to gain meaningful information by transforming raw data into 
information and knowledge

2.2. Data Mining

The concept of data mining is defined in many sources, some of which are given below:

· Uncovering potentially useful knowledge about previously unknown data in a 
non-confidential way (Srinivas et al., 2010),

· It enables obtaining knowledge transformable into comprehension, understanding, 
and action by combining statistics with concepts, tools and algorithms, machine learning 
and the analysis of very big data sets (Williams, 2009).

· Data mining is a step in the entire knowledge discovery process that can be described 
as a knowledge retrieval or mining extraction process from a large amount of data and 
is a form of knowledge discovery that is particularly needed to solve problems in a 
certain area (Beniwal & Arora, 2012; Olson & Lauhoff, 2019).

From these definitions, it is possible to make the following definition taking into 
account the relationship: Data mining is a process that aims to retrieve knowledge 
making use of the big data in the past and using methods such as statistics, machine 
learning, and artificial intelligence, and to use that knowledge in the decision support 
activities related to the future (Campbell & Ying, 2011; Hand & Adams, 2014).
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2.3. Machine Learning

The introduction into our lives of the concept of machine learning started with the 
question “ Can machines think?” first put forward by Alan Turing (Turing, 1950). The 
concept of machine learning is the ability of a computer to learn by itself, using existing 
data and experiences. In machine learning, there are different learning methods according 
to the labelling of the training data (Aggarwal, 2018) In supervised learning, the 
available data is known as training data, which is the basic input given to the machine 
to learn the model. The computer attempts to learn the training data with the help of 
various machine learning algorithms. Determining how successfully the information 
is learned is assessed with test data. The most important difference between test data 
and training data is whether the data is predicted or classified by the machine. 
Unsupervised learning is machine learning where there is no training data and all 
learning is done according to the similarities and differences between the data. Semi-
supervised learning, on the other hand, is the learning realized through a mixed structure, 
in which there is both training data and unlabelled data.

The concept of machine learning is used for data analysis as well as for data mining, 
and additionally, it is the artificial intelligence type of the analysis that defines and 
recognizes patterns using artificial intelligence (Mcclendon & Meghanathan, 2015).

· Predictions can be made by learning data through machine learning, which is a 
sub-branch of artificial intelligence.

· In machine learning, it is a basic principle that the created system performs the 
learning process by itself.

· The most important difference between computers and humans is that humans learn 
from the events they lived in the past which they call experience, while machine 
learning aims to reach this point through a decision mechanism.

· Providing learning by means of automation-enhancing training data in knowledge 
access enables efficient automated techniques to be carried out with little human power 
(Jackson, 2002).

· In essence, machine learning is a learning method of a computer system via sampling, 
and there are many different machine learning algorithms in various problems or data types.

When the concepts of data mining and machine learning are examined at a basic level, 
the use of artificial intelligence leads to the conclusion that data systems obtain 
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knowledge from raw data without intervention (Kelleher & Tierney, 2018). In addition, 
data mining primarily provides meaningful data retrieval from data stacks. It also 
enables a minimization of human labour and an optimization of results through the 
concept of machine learning. For this reason, it is possible to say that data mining and 
machine learning can be actively used in the process of retrieving knowledge in all 
fields of science, especially in the natural sciences.

2.4. Deep Learning

Deep learning is machine learning, one of the most popular topics today, and is a field 
of study that includes artificial neural networks with one or more hidden layers and 
similar machine learning algorithms. Deep learning consists of the structures that can 
learn complex structures with multi-layered neural networks and that, through hidden 
layers, can more easily and successfully learn models that classical machine learning 
algorithms cannot easily learn (Dey, 2016). 

Hidden layers are part of a structure in which mathematical functions and calculations 
take place in order to obtain the desired output. The number of its layers may vary. 
Although deep learning is a new approach, it has been actively used in many areas 
such as semantics, transfer learning, natural language processing, visualization, and 
crime investigation.

As the number of layers increases, the hardware required for the learning process 
(primarily the graphics processing unit (GPU) requirement) and the time (due to the 
large number of parameters) will also increase. In addition, although it is known that 
deep learning requires much more data than classical algorithms during training, this 
is not a problem today due to the data abundance we have. However, if the amount of 
data to be analysed is small, classical algorithms may produce more successful results 
in many ways.

While classical machine learning algorithms use methods based on statistical analysis 
to recognize the pattern, there is a modelling similar to the neurons of the human brain 
in deep learning. For this reason, hyperparameter (tuning) optimization that minimizes 
loss function can be done in many different ways. With deep learning, a good 
classification performance is obtained for text, audio, and visual data without human 
intervention, especially due to the ability to extract features.
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3. Data Mining Methods and Models
Data mining is very popular nowadays and it is a known fact that a new method or 
algorithm is added to literature every day, considering both the rapid change in the 
structure of information and the increase in the information needs of people. And this 
is an indication of that the data mining methods and algorithms are moving dynamically 
rather than staying static. So, this is an indication of the fact that the data mining 
methods and algorithms are moving dynamically rather than generally remaining static. 
This is because the methods used to obtain the right knowledge can also change 
according to the state of the data given that  data source structures change. Data mining 
focuses on three main sections. The classification made according to the editability of 
the data is given below (Agrahari & Rao, 2017; Ge et al., 2017).

· Structured

· Unstructured

· Semi-structured

Structured data defining an explicitly specified cluster of data play an important role 
in data analysis at all times due to the convenience of their classification (Kumar & 
Nagpal, 2019). Most of the biometric verifications used in definitions in the field of 
security are based on structured data. Unstructured data do not have a pre-defined data 
model. They cannot be classified and they show variance. 90% of all data are considered 
to be unstructured data, which reveals the fact of a bigger cluster of data that is hard 
to analyse (Tirgari, 2012). This is particularly true of social network sites, which are 
becoming more frequently used day by day, and which evidently play a significant 
role in unstructured data. Unstructured data improve the ability to obtain a greater 
amount of information from clusters of data. However, the accuracy of the data obtained 
may not be as great as the structured data. Semi-structured data help the partial 
classification and definition of information. It is particularly e-mails, document forming 
languages, and Web and NoSQL database utilization which are among the most common 
samples of semi-structured data.
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Figure 2. Data Analytic Methods

Data mining, which is examined in three groups as structured, unstructured and semi-
structured, is evaluated in four model structures under the general headings of predictive, 
descriptive, diagnostic and prescriptive (Shown in figure 2) (Mesgarpour & Dickinson, 
2014);

· Descriptive Methods: These include methods that determine the links and relationships 
among the data which will support decision making in the data stack (Bock et al, 2019),

· Diagnostic Methods: These are methods that give reasons and provide knowledge 
on “why” questions,

· Predictive Methods: These include the methods used to estimate the dependent 
variable using the independent variables in the database. These are used to make a 
prediction of future events utilizing known past results, 

· Prescriptive Methods: These methods are used to make a prediction of future events 
utilizing known past results. 



Ceza Hukuku ve Kriminoloji Dergisi-Journal of Penal Law and Criminology 2020; 8(2):293-319

302

If we assert that the majority of the world’s data is unstructured, we can easily say that 
the most commonly used methods are descriptive and diagnostic. Descriptive, diagnostic, 
predictive and prescriptive methods are included in a sub-hierarchy of structured, 
unstructured and semi-structured methods. Descriptive, diagnostic, predictive and 
prescriptive methods are shown in the highest ordering in the hierarchy of methods in 
many sources since they classify the data mining methods. 

The data mining models were examined under the following four main headings 
according to their functions:

Classification: In classification, categorization of data is usually at the forefront, and 
this is how data orientations are decided (Mukhopadhyay et al., 2013; Rutkowski et 
al., 2020). For example, a classification model on crime data can state whether the 
city is safe or dangerous based on the intensity of crime events in the city. Especially 
in supervised learning within the scope of classification, it is possible to estimate the 
classification of recently added issues by making a pattern discovery from the data. 
Many operations, such as voice recognition, call forwarding, and text classification 
can be carried out with these algorithms, especially genetic algorithms, the classification 
of which is rule-defined, that is, supervised. Naive Bayes, logistic regression, genetic 
algorithms, support vector machines, k-NN (k-nearest neighbours algorithm) and 
memory-based reasoning are commonly used algorithms, and fuzzy logic is also 
frequently used.

Regression: This is the method of analysis that can set up a model by predicting data 
orientations. Unlike classification, it takes place as a prediction that is essential in 
regression (Mittal et al., 2019). For example, the regression model can be used to 
predict  potential future data for crimes by analysing the current types, times and 
frequencies of crimes in the city. 

Clustering: This is a process of decomposing into groups called “clusters” based on a 
certain proximity criterion (Berkhin, 2006; Gupta & Chandra, 2019). It is expected 
that the data in the same cluster will be similar to each other and that the similarity 
will be much smaller in different clusters in general after the clustering process has 
been performed (Rutkowski et al., 2020). Clustering, in other words, grouping, has 
become even more important especially with the concept of machine learning. It is 
actively used in many areas such as voice and image processing, speech recognition, 
frequent phone calls, messaging and data usage, customer sorting, and especially for 
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the purpose of social network analysis. Korhonen Artificial Neural Networks, Canopy, 
Mean Shift, K-means, Fuzzy C-averages, Latent Dirichlet Allocation, k-medoids and 
MinHash are examples of clustering algorithms which are in use (Mukhopadhyay et 
al., 2013; Ghorbani & Ghousi, 2019).

Association rules: These are used to support future studies by determining the associated 
behaviours and making use of the data obtained from the past (Ngai et al., 2009, Mittal 
et al, 2019). It is particularly the revealing of attitudes encountered in organized and 
frequently committed crimes which will enable detection to be done much faster. 

4. Use of Big Data, Data Mining, Machine Learning and Deep 
Learning in Criminal and Security Areas
Data mining and machine learning concepts have recently become more popular as 
they are easier to use through bundled software. This popularity has also increased the 
usage areas of data mining. As the stack of data to be examined grows, the importance 
of concepts such as data mining, artificial intelligence, and machine learning has once 
again shown itself. As long as the population of humankind grows and rules exist in 
the world, crime data will continue to increase, just like other data stacks.

The concept of crime refers to the practice of activities which are prohibited in 
accordance with norms and deviations in societies. Although it varies from society to 
society, the concept of crime is generally defined as acting contrary to existing laws. 
It is possible to put types and kinds of crime into categories, from sexual crimes to 
public order crimes, from human trafficking to drug-based crimes, from juvenile 
delinquency to war crimes, and these will push the limits of imagination of human 
beings. In this case, the fight against crime is becoming more important for societies 
for the continuation of the existing social order. 

Law enforcement applications in the fight against crime are generally examined under two 
headings, namely preventive and reactive (in other words, judicial) (Clarke, 2006). Reactive 
crime investigations aim to identify elements such as unknown perpetrators, or the victim 
in the crime after it has been committed. These investigations are conducted by crime scene 
investigation support. Preventive crime investigations involve raising awareness of the 
victims of crime by deterring criminals with effective anti-crime operations before the 
crime is committed. In addition, the concept of crime analysis is more important in preventive 
measures. This is because crime analysis is a concept in which the existing crime and 
criminal tendencies are detected and possible measures to be taken are also considered. 
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The use of crime in data mining through machine learning, identification, classification 
and clustering as patterns is also one of the important issues in various engineering 
and scientific disciplines such as biology, chemistry, physics, psychology, medicine 
and information for examining the evidence. This is because crime investigations are 
multidisciplinary (Hassani et al., 2016). 

In several branches of science using criminal elements, some examples of usage areas 
are as follows: 

· Examination of past handwritten letters and signatures with comparative examples 
taken from legal certificates and documentation,

· Comparison procedures of existing biological samples such as a nail, blood, and 
bone with existing databases within the scope of forensic biology,

· In scenes where serious accidents occurred, restructuring of the area with the aim 
of finding reasons for those accidents within the scope of traffic management and 
applications,

· Identification of a substance within the scope of forensic chemistry, especially its 
derivatives related to crime, such as drugs,

· Examination of the samples subject to comparison with past voice and video 
recordings within the scope of forensic audio and video examinations (Quick & Choo, 
2016),

· Within the scope of forensic accounting, unusual money transfers or money transfers 
that are compatible with the amount subject to crime, 

· Investigation of the connection of transactions made on a computer, internet, social 
media, mobile phone, etc. with crimes committed within the scope of computer forensics 
(Quick & Choo, 2016),

· In crime prevention activities to be carried out within the scope of criminology 
such as crime analysis, victim and suspect profiling, regions where crime is intense, 
etc. (Chan & Moses, 2017).

As can be seen from the above examples of usage areas, big data and data mining 
concepts are part of a multidisciplinary area. Their use is increasing with each passing 
day, yet not at the desired level. For this reason, some examples of usage areas of data 
mining and machine learning are given under the following main headings.



Emre Cihan ATEŞ, Erkan BOSTANCI, Mehmet Serdar GÜZEL / Big Data, Data Mining, Machine Learning, and Deep...

305

4.1. Corruption and fraud on bank accounts 

The concept of corruption, counterfeiting and fraud is one of the crime concepts that 
is difficult to prevent by law enforcement. It is very difficult to identify the crime in 
its beginning stage since every emerging counterfeiting kind has a tendency to deceive 
people with new techniques. In addition, the concepts of corruption and fraud are 
becoming more and more complex with the developments in technology (Chau, Pandit, 
& Faloutsos, 2006). Together with unjust suffering, confidence in the state, and 
especially in state-affiliated security units, is being compromised in society and people 
are negatively affected. 

With the development of technology, it is a known fact today that tangible money has 
turned into virtual money because of the ease of use of banks and even money statements 
in real amounts have been created using virtual transactions. In the money transfer 
data in question, problems are faced in most countries around the world only when 
they are in large amounts, banks share the necessary information with the relevant 
judicial authorities, so in fact data mining is being used (Odia & Akpata, 2020). 
However, notifying judicial authorities of suspicious money transfers, which are 
repeated frequently, even in small quantities, will facilitate the detection of illegal 
transactions from the very beginning (Agu et al., 2019).

Since the bank transactions we make daily happen quite frequently and in different 
amounts. While it is not easy to identify the elements that may be criminal in big 
data stacks, it is possible to determine the values that can be called suspicious by 
appropriate algorithmic analyses. For this reason, with machine learning works 
conducted within the scope of data mining, regular money transfers to an account 
from multiple accounts or to multiple shell accounts from an account can be 
detected and examining these transactions as suspicious transactions enables faster 
detection of crime. If a crime is detected in suspicious transactions, forensic law 
enforcement units will be involved, if no crime is detected, a preventive law 
enforcement action will be carried out, which is important in the prevention of 
crime. In addition, the comparison of the statistical data of customers in the bank 
with the usual behavioural patterns of the customers will help to identify any new 
suspicious activity. In this context, successful machine learning and deep learning 
models are available in the literature, especially in credit card and bank accounts 
(Adewumi & Akinyelu, 2017; Perols, 2011; Roy et al., 2018).
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4.2. Using cell phone knowledge and base data 

With the use of mobile phones worldwide being 68% of the population, especially in 
developed countries, it is obvious that the ratio is quite high (Wearesocials & Hootsuide, 
2018). We can easily say that mobile phones are a part of our lives, as statistical data 
also reveals that they common. Considering the fact that the average mobile phone 
usage time in Europe is 251 minutes per month, it can easily be said that there is a 
high ratio of mobile phone usage (Ajans Press, 2017). 

Our mobile phone use provides a lot of information such as with whom and how often 
we communicate in daily life, and on which geographical coordinate the phone receives 
the base station of the relevant GSM (Global System for Mobile Communications) 
company. In addition, it is possible to make frequent calls during the day and each of 
them creates data stacks at different time intervals. Such data stacks are called HTS 
(Historical Traffic Search) (In some sources it is referred to as “Call Data Record” 
(CDR)) (Steenbruggen et al., 2015) and they provide the knowledge on calls made by 
people on their phones including knowledge such as the caller, the called one, the call 
time, the call duration, the call location, and the received base stations (Boyd & 
Crawford, 2012). So, it becomes possible to find the approximate position of the person 
at the time of the crime and to establish the relationship between the suspect and the 
crime scene starting out from these meaningless data stacks. The I2 package program 
developed by IBM for this analysis is widely used for analysis purposes (Li, et al., 
2006; Tassone, et al., 2017).

When the criminal investigations are examined, the suspects are usually people around 
the victim and related to the victim (Tilley & Sidebottom, 2017). Generally, there is 
a relationship between the suspect and the victim, as a crime is not committed without 
reason. Mental illnesses such as psychopathy are an exception to this relationship. 
One of the findings that reveal this relationship is the knowledge of past interviews, 
and the traffic of the last call before the event, especially when the victim is harmed, 
can often shed light on the event. In this context, there are successful models in the 
literature, especially regarding the use of mobile phones (He et al., 2020; Traunmueller 
et al., 2014).
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Figure 3. Example of HTS recording

As indicated in figure 3, HTS analysis is very important in regard to unfolding the 
relationship dimension, especially in organized crime organizations. For example, while 
one may assert that he/she is called by mistake in a one-time call of 10-seconds by the 
number x within a two-month period, it will be inconsistent to assert that he/she is also 
called by mistake  for a total of 590 hours in 47 calls made by the number y.

4.3. Findings such as fingerprints and DNA in crime scenes 

Some findings detected at the crime scene are quite important for particular identification, 
and fingerprints and DNA samples have a separate importance because of the fact that 
they provide detection so as not to leave room for suspicion (Bostanci, 2015; Wilson 
et al., 2010). Fingerprints start to form in humans when they are still a fetus. Fingerprints 
are used to identify people because each person’s fingerprints are unique. In other 
words, no two people have exactly the same fingerprints so they are used as an 
identification purposes. 

Whike the main papillary lines remain the same, injuries leave marks on the fingertip, 
but the main characteristic structure is always the same (Bhuyan, et al., 2010). All the 
fingerprint data in question constitutes the data stack. In forensic cases, the identities 
of the suspects are detected by making use of fingerprint findings taken from the crime 
scene where possible.
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Figure 4. AFIS (Automatic Fingerprint Identification System) interrogation screen display

Figure 4 shows a comparison of fingerprints in the AFIS (Automated Fingerprint 
Identification System) database (Commission, 2017). The above-mentioned system 
scans the new fingerprint loaded into its memory and transfers it to its own database, 
and here it presents to experts the most similar fingerprint samples from the data pool 
by machine learning algorithms (Win et al., 2020). In this context, there are successful 
machine learning and deep learning models in the literature, especially in fingerprint 
recognition and classification (Uliyan et al., 2020; Wani et al., 2020; Pandya et al., 
2018).

By comparing the DNA with the database, as in the example of fingerprints, if there 
is similar data in the data pool containing previously taken DNA samples, it is sent to 
experts for review (Xu, 2020). The only disadvantage of DNA is that DNA samples 
are identical in monozygotic twins. There are successful machine learning and deep 
learning models in the literature, especially in DNA (Aledhari et al., 2018; Lau & 
Fung, 2020).

4.4. Rulemaking from crime statistics and estimation of future crime tendency 

Analysis of crime statistical information is a practice that involves revealing criminal 
tendencies by identifying existing crimes and also taking necessary precautions against 
such crimes (Lei, 2019). Because crime is a learned behaviour in general, and also 
“the past is the harbinger of the future” for future crime prediction. (Wang, et al., 
2016). 
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Detecting criminal behaviour in the fight against crime is the most important topic of 
criminology. Criminal behaviour usually emerges as a result of different criminal 
motivations. The senses are the points of contact that connect individuals to the social 
world, and many psychological behaviours such as selfish behaviour and violence 
emerge together with the social world. The identification and categorization of these 
behaviours imply an understanding of the emotional state of the suspect himself/herself 
and of the society which includes him/her (Umair, et al., 2015). For this reason, crime 
statistics are important, and models which include a range of dynamic micro or macro 
areas that predict crime behaviour with hypothetical and experimental crime models 
have been developed in order to understand crime (Snaphaan & Hardyns, 2019; 
Bulgakova et al., 2019). However, the main problem in crime data is that it is in the 
form of a complex and large data stack before analysis. By ordinary statistical analysis 
methods, it is not always easy to obtain knowledge in this chaos also with the addition 
of dependent and independent variables that are in a specific position and interaction 
with others. For this reason, retrieval of meaningful knowledge from the said data 
stack is possible by the analysis of data. Use of data mining techniques gives the ability 
to proactively take action against criminal activities and potential security risks (Feng 
et al., 2019).

Many studies in criminology and sociology, regardless of the size of the specific 
analysis they define, provide a significant amount of knowledge on criminal density 
at levels such as micro and macro geographical location, criminal structure, etc. With 
the analysis of crime data in question:

Knowledge is available in many subjects such as types of crime mainly committed,
During which time crimes are mainly committed,
Where the crime hotspots are located,
Suspect profiling,
Victim profiling,
Whether there is a relationship or correlation between the crime type and other 
variables,
Estimation of the proportions and frequency of crime rates in the future.

Crime data are a relatively large volume of data. For example, the number of files 
received by the Offices of Chief Prosecutors in the Republic of Turkey 
(Population:83,154,997) in 2019 was recorded as 9,342,676 (transferred from last 
year, the total number of files received during the year) (TÜİK, 2020; Turkish Ministry 
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of Justice, 2020). When this number is examined, data mining techniques for the 
analysis of crime data, based especially on clustering, are widely used. 

This sort of reasonable suspicion classification is only possible with the kind of 
prediction and rulemaking activity that is available through data mining. Such activity 
will provide the data explaining the crime to be revealed. In every crime, the determination 
of the crime profile with the objective modes of action to be put forward by the data 
will be the most important concept in fighting crime (Yoo, 2019). Studies in successful 
machine learning and deep learning are available in the literature, especially in crime 
prediction modelling (Berk, 2017; Mittal et al., 2018; Wheeler & Steenbeek,2020).

4.5 Analysis of the data subject to the crime on the internet and social media 

In the information age, the concepts of time and space have become minimized with 
the emergence and development of internet, and major changes have occurred in many 
fields, especially in the field of communication. With these changes, people’s leisure 
activities and attitudes changed, new communication methods were discovered, and 
many businesses, mainly journalism, education, banking, and trade services,  started 
to operate in the virtual environment. The majority of recent works show that use of 
the internet has become a daily routine and that individuals spend a lot of time on the 
internet in order to pursue many daily activities. By means of increasing the number 
of technological devices that they own, individuals have reached the point where they 
can access the internet at any time, especially with devices such as portable laptops, 
tablets, and mobile phones, whether in the private space or the public space. 

The Internet and social networks have transformed the way individuals communicate 
and socialize. Therefore, the virtual environments have become popular platforms for 
communication. In the world where people are increasingly using the internet and 
social networks, the amount of data that is in use is increasing day by day (Agrahari 
& Rao, 2017; Ateş et al., 2020). 

With the emergence of the internet and social networking sites as a social platform, it 
has been observed that an increase in crimes committed over the internet and via social 
media have increased, especially in recent years, particularly crimes such as child 
pornography, cyberbullying, harassment, insult, internet fraud and cyber terrorism 
(Heickerö, 2014). Sometimes social networks can be used to organize human actions 
against the current government, as seen in the Arab spring and Gezi protests (Turkey). 
In these events, the organization of protests was achieved through Twitter and the 
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governments put a ban on Twitter. It is claimed that a system developed to classify 
user accounts as either being a supporter or non-supporter, achieved 90% accuracy 
while analysing Twitter accounts related to the Gezi protests (Yavanoglu, et al., 2013).

Shares made via the internet and social media also have an effect on clarifying crimes. 
In a study conducted in the United States, above 80% of law enforcement units actively 
use social networks (Guenther, 2012). Although there is no clear statistical study related 
to this issue, the internet, and particularly social networks on the internet, are actively 
being used for all kinds of forensic crime as well as for security investigations in most 
countries worldwide. For example, in a forensic case that is considered suicide, the 
normality of the person’s posts will raise the suspicion that this may be murder that 
has been made to look like suicide, while in terrorism crimes, a person’s posts praising 
a terrorist organization and sharing thoughts and pictures of the leader of the organization 
will also raise suspicions that this person may be related to the organization. Apart 
from these, various applications and programs on the internet, especially contact-based 
search engine scans and contact sharing applications (such as getcontact and truecaller) 
can support data on crime.

As well as data on the internet and on social networks (typically called “Social Networking 
Services” (SNS)) being used at a person-based level, it is also actively being used in 
preventive and informative tasks in the general framework (Arshad et al., 2019). 60-80% 
of intelligence over the world is obtained from open-source, and therefore analysis of 
the open-source data is becoming increasingly important (Power, 2016; Chen et al., 
2014). Since the terrorist attacks of September 11, 2001, concerns about national security 
have significantly increased. Various intelligence units are actively collecting and analysing 
knowledge on various issues, especially the activities of terrorists (Power, 2016). If a 
crime is detected, the related units can be contacted again about judicial proceedings. 
Particularly through social networking tools that allow searching for keywords, general 
sharing of relevant topical issues can also be examined (Ayre & Craner, 2017). In addition, 
successful machine learning and deep learning models are available in the literature, 
especially in internet and social media studies (Ch et al., 2020; Williams et al., 2020; 
Ristea et al., 2020; Muneer & Fati, 2020).

4.6. Use of biometric properties in the security area

Biometrics authentication is typically used to measure the physical and behavioural 
properties of people. It is used in various security areas, particularly in identity validation, 
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by enabling the said measurable values to be distinguished   through automation systems 
(Stewart, 2019). The most important property of the biometrics concept is that they 
are only used by themselves without using any object or data in identifications. 

Biometric systems are mainly studied under two groups: physical (passive) and 
behavioural (active) (Tiwari, et al., 2015). In physical biometrics, voice, face, hand 
geometry, fingerprint, iris, and retina are used, while characteristics such as writing 
style, signature, walking patterns and lip movements during speech are used in 
behavioural biometrics. Essentially, physical biometrics is based on fixed physical 
properties of an individual that enable him/her to be distinguished from other people 
(Martinovic, et al., 2017). Behavioural biometrics is based on behaviours that are 
carried out by people different from each other in line with a specific purpose and at 
a certain time. The reliability of these biometrics is very high in terms of security 
because they are not transferable data as is the case with other validation methods. 

Areas of daily life where biometric systems can be used are primarily in passports or 
imaging systems, at border control, in video surveillance, criminal identification, 
access control, computer logins, user verification in smartphones, crowd scanning, 
e-commerce, electronic banking, computer forensics, and ID cards.

Biometric verification is a very reliable method because it uses data mining based on 
supervised learning of patterns. Moreover, the design and simulation of such systems 
also becomes much simpler using artificial nervous systems and signal processing 
techniques. Considering its positive aspects of greater identity validation and security, 
it is expected that the frequency of use of biometrics will increase in the near future. 
Successful machine learning and deep learning models are available in the literature, 
especially on the use of biometrics (Adamović et al., 2020; Arora et al., 2020; Pandey 
et al., (2017); Sundararajan & Woodard, 2018).

5. Discussion
In operations carried out on crime data, the priority is that law enforcement officers 
act proactively and prevent crime before it is committed. When crime is prevented, 
there will be no victims. However, it is not easy to intervene at the point when the 
criminal activities occur . In addition, since no crime has been committed, the guilty 
person only receives a small punishment for the attempted act. Victimization should 
be avoided, even if the suspects will receive less punishment. In this context, in recent 
years, highly successful crime prevention activities have been carried out, especially 
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on digital platforms, using deep learning algorithms acting on the basis of machine 
learning. 

The repetition of criminal behaviour committed by the same people in the same places 
is a well-known subject in the theory of hot spots and routine activities (Song et al., 
2019; Yao et al., 2020). As a result of analysing historical crime data with data mining 
techniques, these repetitions can be detected and successful crime prevention policies 
can be established.

Once a crime has been committed law enforcement officers intervene. At this stage, 
the most important issue is that every contact will leave a trace, as stated in Locard’s 
change principle (Mistek et al., 2018). The traces in question are silent witnesses of 
the crime. The crime scene can be a physical space or a virtual space. Based on the 
crime scene, a relationship is attempted to be established between the suspect, the 
victim, the incident, and the scene (Bode, 2019). 

Due to the development of technology in recent years, the processing of big data and 
the rapid results based on machine learning have made a great contribution in solving 
criminal cases, far greater than that achieved by human power (McCue, 2014). In 
operations carried out on crime data, making meaningful inferences constitutes evidence. 
Evidence is the fundamental basis of judicial authorities in the trial process. Decisions 
made on the basis of evidence will leave no doubt in anybody’s mind and will increase 
society’s trust in the judicial authorities. 

6. Conclusion
Crime is one of the problems that society has faced throughout human history. For 
this reason, many areas of science have put forward various methods and tactics to 
fight existing crimes. The concept of crime has been transformed throughout human 
history, along with each new method for fighting crime, but in its essence, it has 
remained as a phenomenon that causes harm to the other party. For this reason, every 
society carries out operations which assist in the determination of the criminal profile 
responsible for the criminal acts, the detection of the causes of crime, the prevention 
of them, the fight against them, the exposure of particular crimes and the places where 
they are committed.  

With the development of technology, we have a lot of data stack that we cannot actively 
utilize in many subjects, and we experience difficulties in the classification of this 
ever-increasing amount of data. Crime data related to criminology and criminality are 
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the main ones. For this reason, data mining process is clearly very important, because 
what matters is the retrieval of meaningful knowledge. In addition to data mining, 
along with the development of concepts such as artificial intelligence, machine learning 
and advances in technology, law enforcement units have increased their work in this 
area. The digital data obtained from these areas are combined with the data obtained 
from the physical world, allowing the judicial authorities to make some determinations 
by developing a hypothesis subject to crime. 

The aim of this article was to provide an account of data mining applications in the 
areas of criminology and criminalistics. The examples given in the application section 
are only some of the main application areas and it is not possible to limit the topic of 
crime to these examples. The authors expect and predict that these methods will be 
used widely in both a preventive and reactive sense in the fight against crime.
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