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A B S T R A C T  A R T I C L E  I N F O   

Feature extraction layers like Local Binary Patterns (LBP) transform can be very useful for 

improving the accuracy of machine learning and deep learning models depending on the 

problem type. Direct implementations of such layers in Python may result in long running times, 

and training a computer vision model may be delayed significantly. For this purpose, 

TensorFlow framework enables developing accelerated custom operations based on the existing 

operations which already have support for accelerated hardware such as multicore CPU and 

GPU. In this study, LBP transform which is used for feature extraction in various applications, 

was implemented based on TensorFlow operations. The evaluations were done using both 

standard Python operations and TensorFlow library for performance comparisons. The 

experiments were realized using images in various dimensions and various batch sizes. 

Numerical results show that algorithm based on TensorFlow operations provides good 

acceleration rates over Python runs. The implementation of LBP can be used for the accelerated 

computing for various feature extraction purposes including machine learning as well as in deep 

learning applications. 
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1. Introduction 

Intense computations in Python may take considerably longer 

time when compared with the programming languages such as 

C/C++. This is because Python is an interpreter based 

language where the input script is interpreted line by line. On 

the other hand Python provides a high level abstraction which 

makes most of the scientific computations and especially 

machine learning and deep learning applications simple to 

implement. Although Python realization of these algorithms 

usually take long running times, C/C++ compiled Python 

functions accelerates the computations significantly. For this 

purpose TensorFlow provides an open source framework for 

machine learning applications [1], [2]. TensorFlow also 

enables programmers to run their codes on GPU (Graphics 

Processing Unit) and TPU (Tensor processing Unit) as well as 

on CPU. Hence utilization of GPU resources and hardware 

accelerators in addition to CPU provides significant 

accelerations [3]. TensorFlow library includes most of the 

functions and layers for developing and training deep learning 

models. In addition, it has the flexibility of custom layers 

which enable programmers to design their own layers [4]. 

Users may describe custom functions based on the existing 

operations as well as writing the functions from scratch.  

 

In deep learning applications, determining the layers of deep 

neural networks have importance in developing a successful 

model. Deep learning layers have the ability to extract features 

from the dataset automatically, and different layers may 

provide the potential to extract better features. Feature 

extraction layers such as convolutions and pooling in deep 

learning enable to automatic extraction of desired features. 

Although TensorFlow and Keras cover most of the frequently 

used layers, additional layers may increase the accuracy 

depending on the problem's nature. Various authors use 

custom layers as a combination of existing layers or their own 

developed layers for specific purposes such as new activation 

function definitions for medical diagnostic [5], wavelet-based 

pooling [6], solution of inverse partial differential equation 

[7],   radial  basis functions for adaptive routing problems [8]. 

 

One of the feature extraction methods is LBP transform which 

is widely used in machine learning and deep learning 

applications in addition to image processing [9], [10]. In 

literature there are numerous utilizations of LBP in various 

computer vision applications such as handwritten text 

recognition [11], facial expression recognition for smart 

applications  [12], ear recognition for identity verification 

[13], Retrieval of histopathological image retrieval [14], 
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gender recognition [15], edge detection for noisy images [16], 

breast tumor diagnosis [17], texture image retrieval [18], face 

similarity comparison [19], color texture recognition [20]. 

Most deep learning or machine learning models for computer 

vision applications like image LBP demand intense 

computational power. In this study, a general-purpose LBP 

operation is written using basic TensorFlow operations. 

Experimental evaluations were realized using image batches 

ranging from 1 to 1024 and images in various dimensions 

ranging from 2828 to 448448. In order to show the 

acceleration of the Tensorflow based algorithm, the results 

were also obtained in Python. Proposed design can be used as 

a layer of a deep learning model as well as general purpose 

image processing applications. The rest of the paper was 

organized as follows; a brief information about LBP was 

given in Section 2, and the proposed design with TensorFlow 

was explained in Section 3. Comparative evaluations with the 

TensorFlow model were done in Section 4. Conclusions about 

the evaluations were given in the final section. 

2. Local binary patterns 

Deep learning models are intended to automatically extract the 

features required to make correct estimations. In computer 

vision, deep learning models, 2D convolution layers, and 

pooling layers are the key operators for automatic feature 

extraction.  There are also preprocessing layers such as 

normalization, noise reduction, and histogram equalizations 

for the elaboration of the training dataset to provide better 

accuracy. One of the efficient feature extraction approaches is 

LBP transform [21], which extracts the texture features 

efficiently in pattern recognition studies. It can be used in deep 

learning applications for preprocessing or a non-trainable 

layer for increasing the model accuracy depending on the 

problem type. 

 

𝐿𝐵𝑃𝐾,𝑅(𝑖, 𝑗) = ∑ 𝑓(𝑝𝑘 , 𝑝𝑐)2𝑘𝐾−1

𝑘=0

𝑓(𝑝𝑐 , 𝑝𝑛) = {
1
0

        
𝑝𝑐 < 𝑝𝑛

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}  (1) 

 

The idea of LBP transform is shown by Eq. 1, where K is the 

number of neighbor pixels, R is the radius, pk is one of the 

selected neighbor pixels, and pc is the center pixel of the 

selected window. An example application of this equation for 

K=9 and R=3, which corresponds to a 3×3 window for the 

computation of each pixel, is given in Figure 1. The first pixel 

that is used for comparison is selected as the Least Significant 

Bit (LSB), and it forms the first digit of the binary number, 

which corresponds to 20. In this example, it is selected as 

p0=187, and when compared with the pixel at the center 

pc=191, p0 pc produces “0”. Similar operations are repeated 

clockwise till all comparisons are made for the remaining 

pixels. If all comparisons are written as a binary digit, it is 

obtained as; (01011000)2=88, the corresponding LBP 

transform value for the selected pixel.  When the described 

operations are repeated for all pixels, the LBP transform is 

obtained in the form of a 33 matrix. Note that the input 

dimensions can be maintained by using padding to the input 

matrix. An example application of LBP for a complete image 

is shown in Figure 2.  

 

 

 

Figure 1. An example image input image on the left and its LBP transform output on the right 

 

 

Figure 2. An example image input image on the left and its LBP transform output on the right 
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3. TensorFlow implementation 

TensorFlow is an open-source numerical computation library 

for machine learning and deep learning applications. It has 

support for various high-level programming languages such 

as Python, C++, and Java. TensorFlow also has a low-level 

API to communicate with various hardware, as shown by the 

hierarchical block diagram given in Figure 3. There are 

defined implementations such as layers, losses, metrics, and 

various TensorFlow operations on the top of low-level API. 

TensorFlow provides various operations for the execution of 

algorithms on multicore CPU and GPU resources and makes 

it practical for general-purpose computations as well as 

training deep learning models. Data and variables in 

TensorFlow are defined by tensors which are N-dimensional 

arrays in Python. In TensorFlow 1, a session is started to 

compute library operations for given tensor data and variables. 

Recently it has been made more practical with the introduction 

of TensorFlow 2, removing the need for a session by running 

Eager execution by default. 

 

 

Figure 3. Hierarchical structure of TensorFlow framework 

 
L=np.zeros((rows,cols,1),np.float32) 

for i in range(1,rows-1): 

    for j in range(1,cols-1): 

        L[i,j]=\ 

        ( I[i-1,j]  >= I[i,j] )*1+\ 

        ( I[i-1,j+1]>= I[i,j] )*2+\ 

        ( I[i,j+1]  >= I[i,j] )*4+\ 

        ( I[i+1,j+1]>= I[i,j] )*8+\ 

        ( I[i+1,j]  >= I[i,j] )*16+\ 

        ( I[i+1,j-1]>= I[i,j] )*32+\ 

        ( I[i,j-1]  >= I[i,j] )*64+\ 

        ( I[i-1,j-1]>= I[i,j] )*128;  

 

Code snippet 1. Python implementation of LBP transform 

 

The TensorFlow framework provides various operations that 

can operate on tensors such as add(), matmul(), mean(), and 

greater(), and combinations of these can be used to write new 

operations. In the LBP algorithm that is straightforward to 

implement, various comparison, multiplication, and adding 

operations are used as shown by Code snippet 1. According to 

the algorithm, all pixels are computed independently, and 

these can be defined with tensor operations. A matrix based 

implementation of this algorithm is given in Figure 4. Since 

TensorFlow operations are mainly defined for vector-matrix 

operations, most of the for-loops that can be defined in parallel 

are eliminated. In this implementation, the input variables; P0, 

P1, …, P7 define the neighbors in selected 33 mask in the 

form of matrices. The pixels in the selected masks are 

compared with the pixels at the center of masks one by one, 

as previously described in Eq. 1. After a comparison is made, 

false and true conditions are defined in the form of a matrix 

and then the comparison is done. This is repeated for every 

eight different pixels in a mask to form the LBP transform of 

the image. 

 

 

http://www.journals.manas.edu.kg/


D. Akgun / MANAS Journal of Engineering 9(Hata! Bilinmeyen belge özelliği adı.) (2021)15-21 18 

   

 MJEN  MANAS Journal of Engineering, Volume 9 (Issue 1) © 2021 www.journals.manas.edu.kg 

 

 
Figure 4. TensorFlow based implementation approach 
   

 g=tf.greater_equal(y01,y11) 

 z=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(1,dtype='uint8') )     

 g=tf.greater_equal(y02,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(2,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y12,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(4,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y22,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(8,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y21,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(16,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y20,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(32,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y10,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(64,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y00,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(128,dtype='uint8') ) 

 z =tf.add(z,tmp)   

  

Code snippet 2. TensorFlow implementation of LBP transform 
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A TensorFlow implementation of this algorithm is given by 

Code snippet 2. Since TensorFlow operations are mainly 

defined for vector-matrix operations, most of the for-loops 

defined in parallel are eliminated. The pixels in the selected 

masks are compared with the pixels at the center of masks one 

by one, as previously described in Eq. 1. After a comparison 

is made, false and true conditions are defined in the form of a 

matrix, and then the comparison is made. This is repeated for 

every eight different pixels in a mask to form the LBP 

transform of the image. 

4. Experimental results 

Experimental evaluations were realized using Python 3.7.9 

and TensorFlow 2.3.1 on Ubuntu 18.04 operating system. Test 

hardware has an AMD FX2700 eight-core CPU and GTX1080 

GPU which has 8GB of memory and 2560 CUDA cores.  

Time measurements for the test runs were realized with the 

time library of the python as given by the example code shown 

by Code snippet 3. All the measurements were repeated 30 

times to and the average time is used to form experimental 

results. Image batches were selected from the ImageNet data 

set [22], and the sizes of the images were resized to test cases 

which range from 2828 to 448448 for all evaluations. 

However, it should be noted that the contents of the images 

usually affect the extracted features but have ignorable effects 

on the execution durations that are hard to measure.  

 

 

 

# get current time 
start_time = time.time() 

 

#Compute LBP using TensorFlow for given batch of images 
result = tf_lbp(batch_of_images).numpy() 

 

# get current time and compute the elapsed time 
elapsed_time  = time.time() - start_time 

 

Code snippet 3. TensorFlow implementation of LBP transform 

 

Table 1. Python implementation running times (seconds) for LBP algorithm 

Batch size 
  Image size   

2828 5656 112112 224224 448448 

1 0.0187 0.0774 0.3172 1.2609 4.9940 

2 0.0365 0.1533 0.6269 2.5125 10.107 

4 0.0713 0.3009 1.2458 5.0312 20.010 

8 0.1425 0.5987 2.4868 10.000 40.354 

 

 

Table 1 shows the results for the Python implementation for 

comparison with the TensorFlow results. Numerical results 

show that CPU running time varies somewhat in proportion to 

the image size, which is a usual case. As the image size is 

increased, running time is increased in the same way. For 

example, while a 224224 image is processed in 1.26 seconds, 

a 448448 image is processed in 4.99 seconds. Because the 

number of pixels is increased four times, the running time is 

also increased approximately four times. Similar behavior is 

observed when the number of images in the batch is increased, 

as shown by Figure 5, where speed-up evaluations are given. 

This is not the case for GPU running times when the numerical 

results given in Table 2 given for TensorFlow are investigated. 

This is due to the cost of initializing the GPU devices and the 

management overhead of the CUDA cores.  
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Table 2. TensorFlow running times (seconds) for LBP algorithm 

Batch size 
  Image size   

2828 5656 112112 224224 448448 

1 0.0017 0.0018 0.0019 0.0020 0.0023 

2 0.0017 0.0018 0.0019 0.0021 0.0029 

4 0.0017 0.0018 0.0020 0.0023 0.0039 

8 0.0018 0.0018 0.0020 0.0027 0.0064 

16 0.0018 0.0019 0.0022 0.0038 0.0116 

32 0.0019 0.0020 0.0025 0.0063 0.0266 

64 0.0019 0.0022 0.0036 0.0109 0.0787 

128 0.0020 0.0027 0.0064 0.0211 0.1703 

256 0.0020 0.0032 0.0082 0.0566 0.2341 

512 0.0021 0.0033 0.0082 0.0563 0.2349 

1024 0.0021 0.0033 0.0086 0.0577 0.2385 

 

 

Figure 5. TensorFlow speed-up over Python implementation 

 

5. Conclusions 

In the presented study, a method for accelerating the LBP 

transform computations using TensorFlow operators has been 

proposed. The LBP algorithm has been defined in terms of 

matrix operations so that TensorFlow operators can be 

efficiently used. The acceleration provided by the Tensorflow 

method has been illustrated by comparing it with baseline 

Python implementation. The results show that TensorFlow 

running times for the LBP algorithm are far better than the 

direct Python runs. The significant difference between the 

running times of Python and TensorFlow algorithms is mainly 

due to the two factors. First, python codes are interpreted line 

by line, and therefore, results are computed slower than 

compiled codes. The other is GPU acceleration provided by 

TensorFlow library in addition to using compiled functions. 

Speed-up obtained by TensorFlow increases considerably as 

the image size is increased. This is because initializations and 

GPU device communications for small operations are usually 

costly. As the image size increases, the overhead of managing 

CPU and GPU device gets smaller, resulting in more 

efficiency. Designed LBP algorithm can be used to accelerate 

computer vision applications that involve LBP transform 

since TensorFlow allows general-purpose computations. 
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