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Using Physical Parameters for Phase Prediction of Multi-Component Alloys by the 

Help of TensorFlow Machine Learning with Limited Data 

 

Kağan ŞARLAR*1 

 

Abstract 

In recent years developing new material and compounds have become more important because 

of the community’s needs. Material scientist and physicist great effort make significant changes 

in daily life. But nowadays it is important to make these changes in a short time. In this point 

of view, artificial intelligence and machine learning gives the scientist a great opportunity to 

predict the properties of new compounds before produced in the laboratory. In this study, the 

valence electron concentration (VEC), atomic size difference (δ), enthalpy of mixing (∆𝐻𝑚𝑖𝑥), 

the entropy of mixing (∆𝑆𝑚𝑖𝑥) and electronegativity difference (∆χ) values are calculated for 

each alloy and a dataset has been created. We use gradient boosted trees machine learning 

method with TensorFlow artificial intelligence program to explore phase selection using an 

experimental dataset consisting of 118 multi-component alloy system. We divide the whole 

dataset into two portions with training and evaluate dataset. The training dataset contains 73 

and evaluate dataset contains 45 multi-component alloy systems. We also show three of the 

predicted multi-component alloy system to examine which physical values are used 

predominantly during prediction. We look at the Receiver Operating Characteristic (ROC) of 

the results, which will give us a better idea of the tradeoff between the true positive rate and 

false positive rate. It has been observed that this learning method predicts the structure correctly 

in 95% of the results with limited data. 
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1. INTRODUCTION 

Since ancient times, humanity has discovered and 

developed new materials for the development of 

society [1]. In recent years, these materials cannot 

meet the needs of developing technology. 

Therefore, the development of new generation 

materials is of great importance for industrial and 

technological applications [2,3]. Multi-

component alloys offer a wide range of functional 

materials to be produced [4]. But scientists have 

to struggle with the rapid change of needs and 

long laboratory studies. Today, machine learning 

is used extensively in many other areas such as 

fraud prevention, risk analysis, better customer 

insight, and more complex solutions such as 

improving medical science [5]. Artificial 

Intelligence is the general name of the technology 

that tries to imitate human intelligence. Machine 

learning is also the application of computational 

methods that support this technology [6]. While 

machine learning imitates human intelligence, 

unlike other applications, it is a set of algorithms 

which do not need rules that we will interpret and 

define [7,8]. If we explain how to learn machine 

learning by comparing it with human learning, 

when a person learns new information, he/she 

does not need someone else to load this 

information into his/her brain. Similarly, in 

machine learning, the rules are not given 

beforehand (loading information to the brain), 

only information-containing datasets are given, 

and machine learning performs the desired task by 

understanding these datasets. [6]. TensorFlow is a 

free and open-source software library for data 

flow and differentiable programming in a variety 

of tasks [9]. It is a symbolic math library and is 

also used for machine learning applications such 

as neural networks. It is used for both research and 

production at Google. TensorFlow has been 

developed by the Google Brain team for internal 

Google use. It was released for free as open-

source under the Apache License 2.0 on 

November 9, 2015.  

Density functional theory (DFT) calculations are 

a technique used to predict the phase for multi-

component alloys. However, to simulate the DFT 

method, computers must operate for a very long 

time and have large simulation cells for each 

alloy. Also, the uncertainties in treating the d 

orbitals of transition-metal atoms that are often 

components of multi-component alloys make 

DFT calculations impractical [10]. 

Parametric approaches are widely used to predict 

the phase of multi-component alloys. Guo et al. 

proposed that the phase selection of multi-

component is determined by parameters such as 

the valence electron concentration (VEC), 

structure factor (δ), enthalpy of mixing (∆𝐻𝑚𝑖𝑥), 

the entropy of mixing (∆𝑆𝑚𝑖𝑥) and 

electronegativity difference (∆χ). Unlike the 

parametric approaches, machine learning (ML) 

provides a significant tool that offers insight from 

given data of relevant properties of alloys. 

Machine learning models, which give fast and 

accurate results, have been used increasingly in 

material design in recent years [11-14].  

In this study, the valence electron concentration 

(VEC), structure factor (δ), enthalpy of mixing 

(∆𝐻𝑚𝑖𝑥), the entropy of mixing (∆𝑆𝑚𝑖𝑥) and 

electronegativity difference (∆χ) values are 

calculated for each alloy and a dataset has been 

created. This dataset was trained by machine 

learning with Gradient Boosted Trees and it was 

predicted which amorphous or solid solution 

phase structure would be formed. Data collection 

is a long process. In this study, it was also aimed 

to make better estimation with fewer data by using 

the TensorFlow library with Gradient boosted 

trees method. 

2. METHODS 

2.1. Data collection and analysis 

We used the data from Guo's phase estimation 

article [15]. The given dataset contains 118 

entries. However, it should not be forgotten that 

we aim to make a phase estimation with a small 

amount of data. In Guo’s study different physical 

parameters are used for predicting the alloys’ 

phase amorphous or not. In this study phase 

estimation was made based on the five physical 

properties given below as input. Guo et al. [16-18] 

have used three parameters which are atomic size 

difference (δ), mixing enthalpy ( mixH ) and 
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mixing entropy ( mixS ). The δ, mixH  and mixS  

which are defined as follows: 

2

1

100 (1 / )
N

i i

i

c r r
=

= −    (1) 

1,

n

mix ij i j

i i j

H c c
= 

 =      (2) 

1

ln
N

mix i i

i

S R c c
=

 = −      (3) 

where N is the number of components of the alloy, 

𝑐𝑖  is the atomic percentage of element i in the 
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ABH  is the heat of mixing [19], and 

R is the gas constant.  

Besides these values, valence electron 

concentration and electronegativity difference 

were added to the data to diversify learning. 

Electronegativity difference is defined as follows: 
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= , i  is the Pauling 

electronegativity for the ith element.  

Valance electron concentration (VEC) is 

calculated by  

1
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where ( )iVEC  is the VEC for the ith element.  

Before transferring the data of 118 multi-

component alloy to machine learning, we divide 

the whole dataset into two portions with training 

and evaluate dataset. The training dataset contains 

73 and evaluate dataset contains 45 multi-

component alloy systems. And statistical data 

analysis Pearson correlation coefficients were 

performed overall 118 multi-component alloy 

system. Pearson's correlation was calculated for 

each pair of features. It has been observed that 

there is no strong correlation (P~1.0) between any 

two features. As a result, we suggest that these 

five features can be used in machine learning. The 

data in this work can also be found at 

https://github.com/kaansarlar/Gradientboostedtre

es-article-data. 

2.2. Gradient Boosted Trees 

Gradient Boosted Trees is a machine learning 

technique, for regression and classification 

problems [20]. Boosting is a method of 

transforming a weak learner into a strong learner 

[21]. It does this gradually with iterations. 

Gradient Boosted Trees are calculated in four 

steps. First, the loss function is defined as 

( , ( ))iL y F x . iy  is observed value and ( )F x  is the 

predicted value. The loss function is a measure of 

how well the coefficients of the model fit the 

underlying data. In step two, the constant variable 

is determined. 0
1

F ( ) argmin ( , )
n

i
i

x L y



=

=   In the 

formula, the value in sigma is the loss function.   

is the predicted value. The loss function will be 

summed up for all observations and the minimum 

state of its value will be found. For this, the loss 

function is derivatized, the values added up and 

set to zero. As a result, there is the initial leaf. This 

value is equal to the average of all values in the 

target variable. Step three takes place in 4 stages 

and is a cycle that will be applied to all trees. 

Errors are calculated based on the previous 

estimate. 
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 In the 

formula, r means residual. i observation number, 

m denotes the number of the established tree. It is 

a parenthetically differentiated loss function. 

When looked outside the parentheses, it is seen 

that the value of F (x) represents the output of the 

previous tree. With this formula, residues are 

calculated for all observations. Step four, a 
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decision tree is created for residuals and the value 

of each leaf is found. 

1argmin ( , ( ) ) 1...
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= + = . The 

formula minimizes the error for each leaf. In the 

same way, the derivation of the loss function is 

taken and the values are summed and equalled to 

the class. The number that comes out is the value 

of the leaf. Estimates are made for each 

observation. 1
1

( ) ( ) ( )
mJ

m m jm jm
j

F x F x I x R 
−

=

= +   when 

the formula is examined, it is seen that F (x) = 

results of the previous tree + learning rate * new 

tree. The cycle will continue like this. The flow 

chart of gradient boosted trees is shown in Figure 

1. 

 

 

Figure 1 Flow chart of the gradient boosted trees 

3. RESULTS AND DISCUSSION 

All code is written in python and TensorFlow's 

estimator is used. First, the data is divided into 

two parts. Firstly, 73 data were taught to the 

model as train data. The model was trained on the 

train data set. Then, the trained model was shown 

in the Evaluate data set with 45 data, and it was 

asked to predict whether the alloys were 

amorphous or solid solutions.  

 

 

 

 

Table 1 Results of the model after processing the 

trained data series. 

auc 0.951428 

auc_precision_recall 0.987701 

average_loss 0.377974 

label/mean  0.777778 

loss 0.377974 

precision 0.968750 

prediction/mean  0.691700 

recall  0.885714 

global_step 100.000000 

Table 1 shows the models’ result after training. 

Here auc is the percentage of correct number of 

classifications, auc_precision_recall is the 

percentage of relevant instances, among the 

retrieved instances, that have been retrieved over 

the total amount of relevant instances, 

average_loss is the average value of loss function 

given the current batches, the label/mean is the 

mean of the value labels, the loss is current value 

of the loss, precision is how many of the values 

we guess as positive are actually positive, 

prediction/mean is the value of the corresponding 

predictions. (two classes could give you a value 

between 0 and 1), recall computes the recall of the 

predictions with respect to the labels, global_step 

is the number of iterations. The models’ 

prediction accuracy is 95 %. In figure 2. we 

examined which physical values are used 

predominantly during the prediction of the alloy 

Al0.8CrCu1.5FeMnNi in solid solution form. Here, 

alloy Al0.8CrCu1.5FeMnNi is chosen at random. 

The prediction of our model for this alloy is 97% 
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for the solid solution and 3% for amorphous 

structure. To avoid any errors in the program, the 

d symbol is used instead of the Δ symbol. As seen 

in this prediction, the entropy of mixing and 

enthalpy of mixing contributed more than other 

physical parameters. 

 

Figure 2 Contribution of physical parameters in the 

prediction of the phase structure of 

Al0.8CrCu1.5FeMnNi. 

Figure 3 shows the prediction results of the alloy 

Zr41.2Ti13.8Cu12.5Ni10Be22.5 using the gradient boosted 

trees model. The prediction of our model for this 

alloy is 2% for the solid solution and 98% for 

amorphous structure. 

 

Figure 3 Contribution of physical parameters in the 

prediction of the phase structure of 

Zr41.2Ti13.8Cu12.5Ni10Be22.5. 

As seen in this prediction, electronegativity 

difference and entropy of mixing contributed 

more than other physical parameters. When 

Figure 2 and Figure 3 were compared, the model 

perceived positive contributions of physical 

properties as the solid solution and negative 

contributions as the amorphous phase. Not all 

predictions we make for multi-alloy systems have 

such high predictions. Figures 4 shows an 

example for the amorphous phase. 

 

 

Figure 4 Contribution of physical parameters in the 

prediction of the phase structure of Pd40Cu30Ni10P20. 

In Figure 4 the calculated probabilities for the 

Pd40Cu30Ni10P20. alloy is 87% for the amorphous 

phase and 13% for the solid solution, respectively.  

The accuracy of the phase estimation results of the 

Al0.8CrCu1.5FeMnNi, Zr41.2Ti13.8Cu12.5Ni10Be22.5, 

Pd40Cu30Ni10P20 alloy systems shown as an 

example out of 45 samples. In Table-2, the 

experimental results of these analysed alloy 

systems and machine learning phase predictions 

are compared. 

Table 2 Comparison of machine learning results with 

experimental results. 

Alloy System Experiment

al Phase 

Machine 

Learning 

estimatio

n 

(Solid-

State 

Phase) 

Machine 

Learning 

estimation 

(Amorpho

us Phase) 

Referenc

es 
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Al0.8CrCu1.5FeMnNi Solid-State 97 % 3 % [15] 

Zr41.2Ti13.8Cu12.5Ni10Be

22.5 
Amorphous 

Phase 
2 % 98 % [15] 

Pd40Cu30Ni10P20 Amorphous 

Phase 
13 % 87 % [15] 

The Receiver Operating Characteristic (ROC) 

curve arises from the ratio of sensitivity to 

precision in cases where the discrimination 

threshold differs in binary classification systems. 

ROC can be simply expressed as the fraction of 

true positives versus false positives. As with any 

classification process, the methods strive to strike 

the balance between precision (the ability to 

eliminate false positives) and sensitivity (the 

ability to detect correct positives). In figure 5 we 

can also look at the ROC of the results, which will 

give us a better idea of the tradeoff between the 

true positive rate and false-positive rate.  

 

Figure 5 Receiver Operating Characteristic curve 

4. CONCLUSION 

In this study, the phase prediction of multi-

component alloys has been tried to be made with 

limited data. The machine learning method 

chosen for prediction is Gradient boosted trees. 

The accuracy of the method is 95%. When the 

contribution of each physical property is 

examined, it is seen that the additive amounts for 

each alloy are different. With this method, it can 

be predicted in which phase group the alloy to be 

produced will be, before starting the experimental 

work, with a highly accurate prediction. Thus, a 

preliminary study can be done before the 

experiment is carried out. We expect this work to 

guide the design and phase prediction of new 

multi-component alloys. 
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