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Abstract

Signal-to-noise ratio is a very important parameter that must be known in order to make many communication systems to work efficiently. The determination of Signal-to-noise ratio may cause extra cost, complexity or can cause a decrease in the efficiency of resource allocation depending on the method used. The machine learning methods offer a practical solution while eliminating these negative aspects with supervised learning and offline training. Deep learning stands out with its success as a type of machine learning. In this study, the estimation of the instantaneous value of the signal to noise ratio in digital symbols was investigated using the deep learning technique.
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1. Introduction

Signal to Noise Ratio (SNR) is vitally important parameter for all telecommunication systems. The evaluation of performance of communication systems, spectrum management, relay selection in cooperative communication, channel resource allocation, adaptive modulation & coding and transmission power control requires prior knowledge of SNR. Besides, for optimal performance, many systems require knowledge of SNR (Bogale & Vandendorpe, 2014; Nandakumar et al., 2019; Rasouli & Anpalagan, 2010; Santos Filho et al., 2018; Thilina, Choi, Saqib, & Hossain, 2013; Xiang, Johnston, & Le Goff, 2017; Xie, Zhang, Guo, & Zhao, 2019; Yildirim & Ilhan, 2014).

The SNR estimation methods can be classified into two: Data aided and Non-data aided estimation (Abeida, 2010; Salman, Badawy, Elfouly, Khattab, & Mohamed, 2014). The first one generally requires the transmission of a data that is known to receiver. This data can be in various size and has to be transmitted very often during transmission. The duration and frequency of this data may change with the channel condition. Definitely this introduces waste of resources. On the other hand, this method is very practical to use due to its simplicity. Furthermore, the data transmitted for channel estimation and equalization can also be used for SNR estimation. In this case the amount of useless data is reduced but not completely eliminated. This approach does not use some data to estimate SNR but use more complex algorithm that requires more power, calculation capacity and etc.

Machine learning, especially deep learning has proved to be very useful in many fields. It can reduce complex mathematical burden to a simple training and prediction procedure. A many time, the researchers in the field of electronic communication has to deal complex mathematical equations to introduce solutions to the existing problems. This has become more apparent with scarcity of resources and use of higher frequencies. Hence, we observe many studies that use deep learning as a tool to address the problems. Not all but among some important works, in (Farsad & Goldsmith, 2018; Samuel, Diskin, & Wiesel, 2019; Ye, Li, & Juang, 2017) signal detection, in (Farsad, Rao, & Goldsmith, 2018; Gruber, Cammerer, Hoydis, & Brink, 2017; Nachmani et al., 2018) channel encoding and decoding, in (He, Wen, Jin, & Li, 2018; Wang, Narasimha, & Heath, 2018; Wen, Shih, & Jin, 2018) channel estimation, prediction, and compression, in (Challita, Dong, & Saad, 2018; Daniels & Heath, 2009; Sun et al., 2018; Va, Choi, Shimizu, Bansal, & Heath, 2017) resource allocation are studied.

Driven with influence of deep learning (DL) on addressing problem solutions related to electronics communication system, in this study, we examine the performance of instant SNR estimation with DL on binary shift key modulated symbol in additive white gaussian channel with optimized model approach.

In the next section, we introduce deep learning theory briefly.

2. Deep Learning

The learning of Neural network is generally categorized into two classes namely supervised and unsupervised learning. The unsupervised learning is evaluated as the most promising learning method yet it is considered in its baby state. Hence, the supervised learning is mostly used learning strategy currently. The supervised learning requires only well labelled data. This data is used to train a model. Then, the trained model is used for prediction either for classification or regression procedure. The trained model is produces nothing but a matrix that is used to multiply input the produce output. The matrix size defined with the number of input features, output classes, neurons and layers.

The deep learning model is nothing but a neural network with more and more layers, neurons and, complex connections. The deep learning model capacity has not been proved mathematically yet. Hence the studies aim to provide better results to the existing results for a particular study practically by building and training the developed models by inspiration.

The deep learning models often categorize as convolution neural network (CNN), recurrent neural network (RNN) and fully connected neural network (DNN). CNN mostly is used in image processing, RNN is used natural language processing and DNN is a general structure more likely ordinary NN and it may be used where NN is employed mostly.

The fully connected(dense) neuron network is a feedforward NN. It uses iterative processing and maps the input features to the desired output. The mapping from a layer to the next layer is given as 

\[ r_i = f_i(r_{i-1}, \theta_i), \quad i = 1, \ldots, I \]

for \( I \) iterations, where \( \theta_i = (W_i, b_i) \) is the set of parameters. In the case of dense layer, the mapping takes the form of \( \sigma(W_i r_{i-1} + b_i) \), where \( \sigma(.) \) is known activation function. The objective of the training is to minimize the loss

\[ L(\theta) = \frac{1}{S} \sum_{k=1}^{S} l(r_{L,k}, r_{L,k}) \]

where \( S \) is number of training data, \( l(.) \) is the lost for \( k^{th} \) training input, \( L(.) \) is the average loss. The lost function is chosen to with respect to objective. For example, for multiclass case Categorical cross-entropy or for regression mean squared estimation (MSE) may be desired choice. The stochastic gradient descent is well known algorithm to find the set of parameters \( \theta \). The SGD uses random initial values, \( \theta = \theta_0 \), which are generally very small numbers and taken from some well-known distribution (ex. Normal distribution) and updates as \( \theta_{i+1} = \theta_i - \eta \nabla L (\theta_i) \)

where \( \eta \) is the step size or learning rate, \( \nabla (\cdot) \) is the gradient and \( L \) is a batch from training set. The more on the theory can be found in (Goodfellow, Bengio, & Courville, 2016).

3. The Model Implementation

3.1. Step 1: Data Preparing

The first step of any machine learning is the prepare data intended to use to train the model. The designer should decide what data with what features are to be used. The baseband communication requires no up-conversion and the data is transmitted only after modulation. The bandpass modulation requires up-conversion but it can be represented in baseband with complex form. In summary, a received symbol may be given in the form of \( a + jb \) where we consider the noise is already added and it can represent any form of amplitude-phase modulation. The noise is considered, AWGN, the independent but identically distributed for every symbol. We assume we already know the
power of added noise in dB. The number of features of data basically only two since the data has only two dimensions. That is a and b. We know that the NN model cannot make use of the imaginary part, hence we only use its amplitude. Some samples data are given in Table 1. This is only for demonstration purpose. We mean that the input data can be organized in a variety of ways such as more symbols can be arranged to apply the inputs of model as long as it is ensured that all the symbols applied to input at the same time has the same power of the noise. If only one symbol is decided to apply to the model input, some feature engineering can be considered to apply. Generally, we need so many symbols to train a model. So many symbols are created then they are put in the form of Table 1. The Figure 1 shows BPSK symbols at the receiver and transmitter end. The received symbols are noisy but for clear demonstration it is kept relatively small and in reality it can be severely bad.

3.2. Step 2: Training, Evaluation and Testing

The prepared data is divided into three. We keep %20 and %10 for evaluation and testing of the model while the rest is kept for training. The model given in Figure 4 is used and trained. As seen from the figure, 8 symbols are used for input feeding. The model uses tanh (1) for all layers except last layer which keeps the default, the linear activation function. Adam is used as optimizer for the model while mean square error (MSE) used as loss function.

$$\text{tanh}(x) = \frac{\exp(x) - \exp(-x)}{\exp(x) + \exp(-x)} \quad (1)$$

The model learning rate is defined as 0.001 and the number of epochs is set 80. The training and validation loss is shown Figure 2. The figure promises well-fitted behavior hence we are assured of model success.

The model is tested on the testing data. The results are both represented in both tabularly and graphically. The samples MSE from Table 2 shows that the average error is on the order of $10^{-2}$ . The estimated and ground truth noise level given Figure 3 shows promising matching pattern.
4. Conclusions

The instant SNR estimation of digital symbols are done in AWGN channel. A deep learning model is used for estimation. The model is trained offline and estimation is done instantly. This can be considered as non-data aided estimation method. The superiority of the machine learning method stems from the fact that it does not require complex calculations such as non-data aided estimation, and consequently it reduces the cost and promises more speed.
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### Table 1. The data samples

<table>
<thead>
<tr>
<th>Tx Symbol</th>
<th>Rx Symbol</th>
<th>Input Features</th>
<th>Ground Truth(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.7462871.746287j</td>
<td>(-0.746287, -1.746287)</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2.97974585+1.97974585j</td>
<td>(2.979745, 1.979745)</td>
<td>-5</td>
</tr>
<tr>
<td>-1</td>
<td>-0.94145464+0.05854536j</td>
<td>(-0.941454, 0.058545)</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 2. Real SNR vs. Predicted

<table>
<thead>
<tr>
<th>Test Data SNR in dB</th>
<th>Estimated SNR in dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.558581</td>
<td>3.5815442</td>
</tr>
<tr>
<td>6.887164</td>
<td>6.852639</td>
</tr>
<tr>
<td>4.028512</td>
<td>4.0411315</td>
</tr>
<tr>
<td>-0.539802</td>
<td>-0.5364828</td>
</tr>
<tr>
<td>12.707294</td>
<td>12.694737</td>
</tr>
<tr>
<td>6.487479</td>
<td>6.4526787</td>
</tr>
<tr>
<td>-6.809761</td>
<td>-6.7699556</td>
</tr>
<tr>
<td>4.572642</td>
<td>4.5716085</td>
</tr>
<tr>
<td>-5.765522</td>
<td>-5.725233</td>
</tr>
<tr>
<td>-6.447449</td>
<td>-6.4061546</td>
</tr>
</tbody>
</table>
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