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1. Introduction

Information security is an ever-present concern
that is gaining more and more attention as digital-
ization of information and use of Internet increases.
Numerous privacy protocols, standards and applica-
tions exist in order to keep information away from
unauthorized persons, as well as to authenticate its
author. Traditional cryptosystems are very effective
when trying to provide confidentiality to communi-
cations between two parties and are usually known
as unicast communications. However, unicast se-
cure protocols cannot be used in some situations
mainly due to the nature of the information to
be transmitted since it can collapse the server or
the network with the big amount of data being
transmitted. Examples of these are pay-per-view
IPTV or P2PTV, private multiconferences, or any
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private service that involves several participants or
clients. Multicast communications allow a host to
simultaneously send information to a set of other
hosts, avoiding the establishment of point-to-point
connections with all of them.

Key management is a main issue in secure mul-
ticast. Efficiency in the key management, including
key storage and refreshment, and perfect forward
and backward secrecy are required. The idea is that
a new user should not be able to decrypt the contents
before joining the multicast group and a former
user should not access the encrypted information
after leaving, trying to minimize key storage and
communication overcomes. Depending on how key
distribution and management are carried out, secure
multicast schemes are divided into centralized and
distributed. Centralized schemes depend directly on
a single entity to distribute every cryptographic key
and this is the setting we are considering when
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proposing our protocol.

Let us recall some very well-known centralized
secure multicast protocols. A group of these fol-
lows the scheme proposed in [26]. This protocol,
known as Hierarchical Tree Approach, namely HTA,
uses a logical tree arrangement of users in order
to facilitate key distribution. In this approach the
number of messages and the storage requirements
are both logarithmic in the number of members in
the multicast group. Other key tree approaches and
extensions are LKH [27], LKH++ [9], OFT [21] or
ELK [19].

The so-called Secure Lock is an alternative ap-
proach to the tree arrangement. In [8] the authors
make a computational treatment of the problem
and propose a solution based on the Chinese Re-
mainder Theorem. However, it presents a drawback
concerning the inefficient computations required at
the Key Server side at every rekeying operation:
the computing time needed quickly becomes huge
when the number of members grows [15]. A divide-
and-conquer extension to Secure Lock is proposed
in [20] to address this matter. It combines the
Hierarchical Tree Approach and the Secure Lock:
members are arranged in a HTA fashion, but Secure
Lock is used to refresh keys at every tree level. Thus
the number of computations required by Secure
Lock is reduced.

Another computational approach is introduced in
[16] with the particular application on Pay-TV but
extensible to any other secure multicast setting. It
is based on an interpolator polynomial over some
secret values in a finite field held by the authorized
users and makes use of a hash function. The main
drawback is that the implementation of this protocol
needs changing the hash function used upon every
rekeying due to security matters in the definition
of the aforementioned polynomial. Similar protocols
for secure multicast given by a polynomial equation

based on a multiplicative group can be found in [24]
and [25].

More recently, in [18], the authors introduce a
method for distributing keys based on the Extended
Euclid’s Algorithm. The behavior of this proto-
col shows to be better than the others concerning
key storage and re-keying messages. However, the
length of a message grows linearly with respect to
the sum of the every user’s secret key length.

The aim of this paper is to give a new computa-
tional solution similar to that of [18], [16], [24] and
[25] with the same good behavior concerning re-
keying and reducing the length of the messages by
means of a protocol based on elliptic curve cryptog-
raphy. We focus our work in the security analysis,
providing mathematical proofs of the equivalence
problems to be solved in case of attacking the
protocol. We also give an estimation on the required
time for re-keying. Section 2 is devoted to introduce
the protocol and analyze its security. In Section 3 we
make a comparison with other centralized schemes
concerning key storage, number and length of re-
keying messages and provide an estimation of the
re-keying time. Finally, Section 4 concludes the
paper. An extended abstract of this work appears
in [1].

2. The proposed scheme

Our aim in this section is to introduce a protocol
based on elliptic curves following the idea of [8],
[16] and [18]. We construct a re-keying message
that depends on some private information, that we
will call a ticket, held by every authorized user,
predistributed at the moment of subscribing the
service, and different for each one, in such a way
that only those users owning this private information
are able to decrypt the re-keying message and thus
get the distributed new session key. Our protocol
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will make use of pairings on elliptic curves. So let
us start by recalling its definition.

Let G1, G2 and G3 be abelian groups. A pairing
is a non-degenerate bilinear map e : G1×G2 → G3,
i.e.,

e(g1 + g2, h) = e(g1, h)e(g2, h), for g1, g2 ∈ G1

e(g, h1 + h2) = e(g, h1)e(g, h2), for h1, h2 ∈ G2

for all g 6= 1, there is x ∈ G2 such that e(g, x) 6= 1

for all h 6= 1, there is x ∈ G1 such that e(x, h) 6= 1

Here, we denote by 1 the identity element of
group G3. In the case of an elliptic curve, G1 and
G2 are both the abelian group constituted by the
points of the elliptic curve and G3 is usually an
extension of the basis finite field. An example of
these mappings is the well-known Weil pairing.
Other examples can be constructed from the Tate
pairing. Their use in public cryptography is quite
extended not only for constructing new encryption
protocols as Identity Based encryption or signature
(for example cf. [4, Chapter X] ), but also even
for the cryptanalysis as the well-known “pairing
attack” on the the Elliptic Curve Discrete Logarithm
Problem (ECDLP), by reducing it to the Discrete
Logarithm Problem (DLP), [17].

Our protocol will use some predistributed infor-
mation for every authorized user that will consist
of a pair (xi, Pi), where Pi is a point in an elliptic
curve E over a finite field IFp and xi is a scalar
in some extension of IFp depending on the pairing
over the group of points of E that will be used to
build the re-keying messages. We will encrypt the
session key using every authorized user’s ticket at
the moment of re-keying.

The target scenario is the following: private com-
munications must be established within a restricted

group. There is a central server, that manages the
key management issues. From now on, we will refer
to the server as Key Server, and to the clients as
members or users. Depending on the nature of the
service, communications can be either one-to-many
or many-to-many.

So let e : E(IFp)×E(IFp)→ IFpk be a pairing on
the group of points of E. In the initial setup, each
authorized user i is assigned a different element
xi ∈ IFpk and a point Pi ∈ E. The pair (xi, Pi)

constitutes the ticket and both the elliptic curve E
and the pairing e(−,−) are public.

When the Key Server wants to refresh the session
key, it makes the following steps to build a re-keying
message:

The Re-keying Protocol.

1 The Key Server selects a secret value: K ∈
IFpk , H ∈ E and an integer n such that 1 <

n < ord(H) .
2 The Key Server selects a point Pm+1 ∈ E and

a random number xm+1 ∈ IFpk .
3 The Key Server computes the sum of all the

points held by the users P ′ =
∑m

i=1 Pi ∈ E. P
is kept private in the Key Server.

4 The Key Server computes the sum P = P ′ +

Pm+1.
5 The Key Server computes the following val-

ues: e(H,P ), e(nH,P ), αi = e(H,P − Pi)

for every i = 1, . . . ,m+ 1.
6 The Key Server computes the scalar r = K +

e(nH,P ).
7 The Key Server computes the interpolator

polynomial

p(x) = n+
m+1∏
i=1

(x− (xiαi) ∈ IFpk [x]

8 The re-keying message M =

(r,H, e(H,P ), p(x)) is then broadcasted.
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Remark At this point we note that we are assum-
ing p greater than n and so, the constant term n of
the interpolator polynomial represents the image of
the integer n in IFpk . In case p is less than n, for
instance a binary curve, the protocol is still valid,
although in that case we would increase significantly
the amount of information to be sent since if we
represent n as n =

∑j
i=1 nib

i, then we should send
j polynomials to deliver every nj .

We also point out that the fact that the Key Server
generates a new point of the curve in every re-
keying messages makes impossible for an external
observer to determine if the set of users changes
after two consecutive rekeyings even if P is made
public.

Proposition 2.1. Every user i is able to decrypt K
from M using her ticket (xi, Pi).

Let us illustrate this with the following example.

Example Let us consider the elliptic curve E :

y2 = x3 + 11 over IF31. Then the group of points
E(IF31) has structure IF5×IF5 and it is generated by
S(2, 9) and T (3, 10). Let us consider now the Tate
pairing e(P,Q) =< P,Q >l= fl,P (S + R)/fl(R),
where l = 5. If we assume R = T , then we get that
e(S, T ) = 20 · 10−1 = 2. From this, we get easily
the following:

Let us assume users u1, u2 and u3 holding re-
spectively (x1, P1) = (3, 2T ), (x2, P2) = (5, 3T )

and (x3, P3) = (11, 4T ) as predistributed tickets.

Then the Key Server chooses K = 7 as session
key and H = S. The sum of all the points is P = 9T

and so, e(H,P ) = e(S, T )9 = 16. The Key Server
now selects n = 8 and thus e(8H,P ) = e(H,P )8 =

4. Since e(H,P − P1) = 4, e(H,P − P2) = 2 and

e(H,P − P3) = 1, we get that p(x) = 8 +
m∏
i=1

(x −

xiαi) = 21 + 21x + 29x2 + x3. Then the re-keying

message is

M = (11, (2, 9), 16, 21 + 21x+ 29x2 + x3)

Once user u2 receives M then she computes
e(H,P2) = 8 and thus α2 = 16 · 8−1 = 2.
Now substituting, we get that p(5 · 2) = 8 and so
K = 11− 168 = 7.

Assume that M = (r,H, e(H,P ), p(x)) is a re-
keying message for a given key K. If c is any
positive integer and we consider e(H,P )c, then the
message M ′ = (e(H,P )c ·r,H, e(H,P ), p(x)+c) is
an encryption message for K ·e(H,P )c, i.e., given a
re-keying message M , an attacker is able to produce
an encryption M ′ such that the two corresponding
encrypted secrets are related, thus our protocol does
not provide non-malleability (cf. [10], [11]).

However, we can show the indistinguishably of
the encrypted information (cf. [12]), i.e., an adver-
sary is not able to learn anything on the plain-text
from the encrypted one.

Theorem 2.2. Let us assume an attacker A =

(A1, A2), where A1 is an algorithm that provides the
discrete logarithm in IFpk . The re-keying protocol
provides indistinguishability for a brute force attack
carried out by A.

Traditional public key cryptosystems use a public
key to encrypt a message and its corresponding
private key to decrypt it. In the above protocol we
are using some public information and some other
private parts that are predistributed between legal
users, the so-called tickets, to encrypt it and, as we
showed in Proposition 2.1, these use their tickets
to get the encrypted information. Thus the main
interest when attacking this protocol will be to get
some private info that allow the attacker to access
the distributed information.

Suppose that somehow the adversary gets a valid
K corresponding to a re-keying message M =
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(r,H, e(H,P ), p(x)) at some time. Then she could

factorize the polynomial p(x)−n =
m∏
i=1

(x−xiαi) ∈

IFpk [x]. Thus, she would get the products xi ·αi, i =

1, . . . ,m, that do not reveal any information on
the tickets (xi, Pi) since there is not a unique
factorization in IFpk of such elements, even in case
the Key Server also makes P public.

In [16] the authors use an interpolator polynomial
on the users’ tickets to distribute the session key.
In order to avoid the factorization attack above
mentioned, they need to use a hash of these tickets
and so the the polynomial is of the form f(x) =

K +
m∏
i=1

(x − h(xi)), where xi denotes the users’

tickets. However, they need to change somehow the
hash of the ticket in every refreshment, which leads
to consider some padding or similar that the authors
do not cite in their work. In our case, the polynomial
changes for every re-keying message even if the
audience remains equal since values interpolating
the polynomial depend on two random points H

and Pm+1 of the curve E. This argument also
applies to the protocols introduced in [24] and [25]
since an attacker does not need to know the private
information held by a user to get the new key.
She just need to know one of the factors that form
the considered product added to the new distributed
key, that can be got, as above was pointed out, by
factoring the value M − K, where M is the in-
formation that the Key Generator Center distributes
and K is the corresponding encrypted key to this
information M . Actual computing capabilities and
results given in [5] and [22] imply that size of
the integers should be increased considerably with
respect to the considered cases in [25] (at least 1024
bits length). In this case the attack could be be
avoided by changing the public value p (considered
prime to compute the private secrets) with every re-
keying.

Now let A = (A1, A2, A3) be an attacker where
A1 is an algorithm that provides the discrete log-
arithm in IFpk and A2 is an algorithm that outputs
the factorization of any polynomial in IFpk [x].

Theorem 2.3. Let A = (A1, A2, A3) be an at-
tacker knowing two couples of plain-encrypted text
(M1, K1) and (M2, K2). Then she will be able to
compromise a valid ticket whenever she is able to
determine the owning of tickets.

From the proof of the above Theorem (cf. Ap-
pendix A) we get that security of our cryptosystem
is based in two main facts:

• Strong assumptions on the computation of the
Discrete Logarithm Problem (DLP).

• Difficulty for an attacker to determine the own-
ing of tickets, or at least, if two products of the
form xi · αi correspond to a same user.

In the first case, it is clear that increasing of com-
puting capabilities of actual computers and works as
[5] and [22] have provoked that cryptosystems based
on DLP are no longer recommended. Therefore,
let us introduce a slight modification in order to
enhance security of the proposed protocol.

So let h(−) : IFpk → IFpk be a hash one-way
function. Then we modify the definition of the
polynomial appearing in step 7 of our re-keying
protocol. Now

p(x) = n+
m+1∏
i=1

(x− h(xiαi)) ∈ IFpk [x]

To recover the session key, the user just operates
in the same way as in the previous protocol, but she
has to compute h(xiαi)) previously to evaluation of
p(x).

Then we observe that the attacker has not just to
solve DLP, but also to determine owning of tickets
and break a one-way function.
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3. Comparisons with other schemes

In this section, we will compare the proposed
secure multicast protocol with other well-known and
currently used alternatives cited briefly through this
paper. More precisely we will compare our proposal
with HTA ([26]), LKH++ ([9]), OFT ([21]), Secure
Lock ([8]), Secure Lock + HTA ([20]), CAS ([16])
Euclides ([18]) and protocols introduced in [24] and
[25].

To do so we will refer to key storage, broadcasted
re-keying messages per join and leave operations
and computational requirements. So let n be the
number of users in any of the considered schemes
and, for those with a tree arrangement (HTA,
LKH++, OFT and Secure Lock + HTA) let d and h
be the tree degree and depth respectively.

In Table 1, we can observe a comparison of our
protocol with some other algorithms cited above.
Protocols introduced in [24] and [25] present a
similar behaviour to CAS and thus they are referred
as similar in this table.

From [7] it can be checked that the number of
keys stored in the key server for all these tree based
solutions are either dh − 1 or 2n − 1. In the case
of Secure Lock and Euclides this number is n, (cf.
[8], and [18] respectively). From the definition of
our protocol, denoted by Pairings in the table, it can
be derived immediately that this number equals the
number of all computational approaches, i.e., n and
thus, as the number of user grows, this shows a bet-
ter behavior than those based on a tree arrangement.
Concerning keys stored in every member the results
are similar. Those with a tree arrangement behaves
again worse: h+1 is this number for all those tree-
based and only one key is stored at the member
side for all those with a computational approach.

The main reason is that all those based on a tree
arrangement are state-full, i.e., re-keying messages
contain modifications on the previous keying states
and thus, users must be aware of all these re-keying
operations since their arrival. In the case of stateless
protocols, the session key is distributed through
a message that depends just on every authorized
user’s private and predistributed information which
means that no other extra information is required.
Thus, our protocol has the same requirements as
those with a computational approach, just one key,
namely (xi, Pi), is stored. The number of messages
per join or leave operations coincides in every
considered case. For the tree-based schemes these
are (d − 1)h for HTA, h + 1 for LKH++ and
OFT and h for the Secure Lock + HTA. In the
computational approaches this number is simply 1,
including our case. This is due again to the fact
that they are stateless. Up to this moment we can
see that computational approaches are considerably
ahead of those with a tree arrangement.

However, problems of computational approaches
arise with computational requirements. As noted
in the introduction, Secure Lock presents strong
problems with efficiency as the number of user
grows ([15]) due to the big number of calculations to
be developed when preparing a re-keying message.
CAS presents a similar problem. As noted by the
authors in [16] the hash function used to construct
every re-keying message needs to be changed with
every message, which may suppose strong compu-
tational and hardware requirements. The solution
given in [18] and [25] avoid this computational or
hardware requirements, but in order to avoid an
active attack as explained in the previous section,
the length of the re-keying messages may grow in an
undesirable manner. In that case, such an attacker,
for instance a legal user, has access to a multiple
of the product of all the tickets in use. Therefore,
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HTA LKH++ OFT SecLock SecLock+HTA CAS & similars Euclides Pairings
Keys stored in server dh − 1 2n− 1 2n− 1 n dh − 1 dh − 1 n n

Keys stored in member h+ 1 h+ 1 h+ 1 1 h+ 1 h+ 1 1 1
Broadcast messages per join (d− 1)h h+ 1 h+ 1 1 h+ 1 h+ 1 1 1
Broadcast messages per leave (d− 1)h h+ 1 h+ 1 1 h h+ 1 1 1
State-full/Stateless State-full State-full State-full Stateless State-full State-full Stateless Stateless

TABLE 1
Comparison with other protocols

we would have to ensure that a factorization attack
is not possible by enlarging the length of these
tickets, which derives that the length of the re-
keying messages grows linearly with this length and
so, we would be forced to reduce the number of
users by grouping them in small groups in order
to keep both efficiency and security. However, we
again refer to attacks appearing given in [5] and [22]
that make less recommendable those cryptosystems
based on DLP or integer factorization.

From the analysis of the protocol that we are
introducing we can observe that this new protocol
improves all the situations above described. Firstly,
our re-keying messages could be viewed as another
version of the polynomial used in [16], [24] and
[25]. The polynomial used in our case is of the

form p(x) = K +
m∏
i=1

(x − h(xiαi)) and as can be

observed, the values where this polynomial interpo-
lates change with every re-keying message since αi

depend on a different arbitrary point of the elliptic
curve and therefore we do not need to change the
hash function. We are changing the hash using every
user’s same key at a determined moment.

Secondly, the length of a re-keying message is
mostly due to the polynomial, but in this case,
the length of this polynomial over a finite field
of standard size in these situations would produce,
even when the audience is large, a message whose
length is perfectly affordable.

Finally, let us consider computational require-

ments that use to be the main disadvantage of
computational approaches respect to those with a
tree arrangement of users. Although arithmetic on
elliptic curve provides a much bigger security level
considering a shorter key length and shows to be
very appropriate even for light devices due to its
small computational requirements, construction of
linear pairings on elliptic curves are not so easy to
manage and compute. However, there exists many
works on linear pairing computation with crypto-
graphic applications as [6] and [13]. Many other
authors are nowadays developing more and more
efficient software and hardware implementations of
most popular and used pairings such as Weyl or
Tate pairings as can be checked in [3], [14] or [23].
Computation timings given in these works show to
be quite efficient.

Concerning computation complexity for comput-
ing the polynomial used in the protocol, it can be
checked that computing such an interpolator poly-
nomial is equivalent to solve a system of congru-
ences over a finite field, which is done through the
well-known Chinese Remainder Algorithm, CRA.
Concerning this issue we showed in [2] that it is
possible to develop a parallel algorithm that outputs
a solution within a reasonable time.

Given a system of equations in congruences, the
problem is recursively divided into a problem of a
certain and predefined size, forming the base case.
These are then parallelized and solved. Each solved
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Fig. 1. Algorithm that combines both methods

case means, as CRA establishes, a new equation
that is propagated towards its father leave in the
tree and composed with the equations of its brother
leaves that constitutes a new system of equations in
congruences. Figure 1 depicts our method.

Next, we show some of the results obtained in
a mid-range common laptop computer, that has a
GPU graphic card. Details of the architecture used
are: DDR3 1333 Mhz 2GB x 2 (PC3-10700) ram
modules. The processor was an intel core i7 model
920 operating at 2.67GHZ with four cores and eight
virtual processors, on am Asus P6T mother board.
The GPU was an NVIDIA GForce GTX 260 Asus
ENGTX260 GL+. The base case was set up to
six equations and in table 2 we show the obtained
results from a number of 10 to 1000 equations in
congruences on 256 bit-length primes.

In table 2 tests were run to select the most
appropriate prime number implementation, native
prime number library refers to the implementation
offered by the platform (.NET) whereas GNU MP
refers to GMP which is a free library for arbitrary
precision arithmetic, operating on signed integers,
rational numbers, and floating-point numbers. There
is no practical limit to the precision except the ones
implied by the available memory in the machine

Size Native prime number library (ms) GNU MP library (ms)
10 0.35 1.33
50 5.80 3.15

100 18.27 3.71
250 98.05 7.25
500 365.37 18.20
750 796.49 22.20

1000 1395.62 37.35

TABLE 2
256 bits efficiency

GMP runs on. It has been shown that the latter
library is the one that offers the best fit for our
algorithm.

Size Pure parallel version (ms) Efficiency version (ms)
10 0.27 1.79
50 0.34 2.48
100 0.43 3.33
250 0.48 3.25
500 0.38 4.36
750 0.51 4.09

1000 0.42 4.38
2000 0.49 5.78
4000 0.54 8.75
6000 0.69 11.09
8000 0.83 13.82

10000 0.91 15.72
15000 out of memory 21.51
20000 out of memory 27.77

TABLE 3
Results using 32 bits and up to 20000

equations

Table 3 and using the GMP arithmetic library (as
exposed in table 2, shows the results of the two
versions of our CRA implementation, the first one
(pure parallel version) consists in running in parallel
all the equations of the congruence system. It is a
fast method but it requires all the equations to be
in memory, so this solution does not scale properly
as it runs out of memory from 15000 equations in
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advance. The efficiency version is that depicted in
Figure 1 where the equations are operated by turns
and their results are aggregated and passed to their
parent nodes in the tree. The efficiency version is
the version that scales properly for huge congruence
systems.

4. Conclusions

We have introduced a protocol for secure mul-
ticast distribution of secrets based on parirings on
elliptic curves. Re-keying messages depend, at any
time, on the users’ private information. This private
information allows to construct a unique message
for the whole multicast group and every member
of this group can decrypt it by using this private
information, which is different for each one. We
have shown its security against several passive and
active attacks and show how it behaves better than
any other similar secure multicast protocol concern-
ing key storage, number and length of re-keying
messages and computational requirements. Perhaps
the only disadvantage of our protocol with respect to
any other concerns to huge audiences. When trying
to reach an audience formed by millions, the length
of the message could be excessive to consider a
computational approach. Then a tree arrangement
of users as that given in [20] for Secure Lock could
be appropriate. In this case, a modification of our
protocol in same way behaves again better since its
advantages extend also to this situation.

Appendix A
Proof of results of Section 2.

Proof of Proposition 2.1. Given M =

(r,H, e(H,P ), p(x)), user i uses H and her private
Pi to compute the value e(H,Pi). Then she is able to
compute e(H,P )e(H,Pi)

−1 = e(H,P − Pi) = αi.
Now Using her private xi and the computed αi she

evaluates p(xiαi) = n. Finally, using r and n she
is able to recover the secret K = r − e(H,P )n.

Proof of Theorem 2.2. From Proposition 2.1 it
is clear that knowing n provides K. On the other
hand if K is revealed somehow to any adversary,
then solving the discrete logarithm we get that
n = loge(H,P )(r − K). Thus we can observe that
a brute force attack is infeasible without getting
any information that allows to derive n from p(x),
the only part of the re-keying message containing
information on it.

Now assume that K is encrypted using the
point P = P ′ + Pm+1 as in the above protocol
and that it gives the re-keying message M1 =

(r,H, e(H,P ), p1(x)). Let us consider now a second
re-keying message M2 = (r,H, e(H,P ), p2(x)),
with p2(x) of the same degree than p1(x), but such
that it does not interpolates on the users’ tickets
to give n. Assume that the triple (M1,M2, K) is
given to an attacker A = (A1, A2) that does not
know any valid ticket (xi, Pi) intervening in the
encryption. Then A1 solves the discrete logarithm
n = loge(H,P )(r−K). Now A2’s job is to determine
whether M1 or M2 is the corresponding re-keying
message for K. However, to do so, she would need
to know every ticket (xi, Pi), or more precisely, the
products xi · αi, i = 1, . . . ,m + 1 to determine
whether p1(x) or p2(x) was used to distribute n.

Proof of Theorem 2.3. Let M =

(r,H, e(H,P ), p(x)) and M ′ =

(r′, H ′, e(H ′, P ′), p′(x)) be the two different
re-keying messages. Then A2 provides the
corresponding factorizations for p(x) − K and
p(x) − K ′ and the attacker determines that xjαj

and x′jα
′
j belongs to some user j.

Now A3 gets

xjαj

xjα′j
=
αj

α′j
=
e(H,P )e(H ′, Pj)

e(H ′, P ′)e(H,Pj)

116



INTERNATIONAL JOURNAL OF INFORMATION SECURITY SCIENCE
J.A. Alvarez-Bermejo, J.A. Lopez-Ramos, Vol.2, No.4, pp.108-118

We point out that P and P ′ will be different even
if the audience does not change. Thus the attacker
gets e(H ′−H,Pj) since e(H,P ) and e(H ′, P ′) are
public.

Now A3 selects Q expecting that the point Pj

belonging to user j is in the same cyclic subgroup
as Q. Thus Pj = aQ for some a and therefore
e(H ′ −H,Pj) = e(H ′ −H,Q)a and A1 outputs a.
If no solution is given (probably since Q is not in
the same cyclic subgroup), then a new Q is chosen.

Thus A3 gets αj from e(H,Pj) and since xj · αj ,
the ticket (xj, Pj) would be compromised.
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